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Nanobiotechnology: Hype, Hope and the Next Small Thing is the title of one of the
chapters in this book. This title suggests that the applications of nanotechnology in
biology and medicine are still in a somewhat uncertain future, but the contrary is
also true: there are already several products, such as zinc oxide nanoparticles in sun
cream or nano-silver as a coating material for home appliances to destroy bacteria
and prevent them from spreading, that are available on the market. Other, even
more exciting applications are in the testing phase, for example, using magnetic
nanoparticles for a targeted hyperthermia treatment of brain cancer. There are of
course also applications that might become reality in the far future – though there
are always surprises possible in nanotechnology, e.g., implantable pumps the size of
a molecule that deliver medicines with a precise dose when and where needed, or
the possibility to remove a damaged part of a cell and replacing it with a biological
machine. These applications are some of the goals stated in the National Institute of
Health roadmap for nanomedicine, which was established in spring 2003. This
initiative is again part of a larger US National Nanotechnology Initiative (NNI), for
which the President's budget will provide about $1 bn for 2005 for projects coordi-
nated by at least ten different federal agencies.

The book aptly named Nanofabrication Towards Biomedical Applications is timely
as the contributions are all written by experts in their field, summarizing the pres-
ent status of influence of nanotechnology in biology, biotechnology, medicine, edu-
cation, economy, society and industry. I am particularly impressed with the judi-
cious combination of chapters covering technical aspects of the various fields of
nanobiology and nanomedicine from synthesis and characterization of nanosystems
to practical applications, and the societal and educational impact of the emerging
new technologies. Thus, this book gives an excellent overview for non-specialists by
providing an up-to-date review of the existing literature in addition to providing new
insights for interested scientists, giving a jump-start into this emerging research
area. I hope this book will stimulate many scientists to start research in these excit-
ing and important directions. I am particularly pleased to recognize the efforts of
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the Center for Advanced Microstructures and Devices (CAMD) and of the Penning-
ton Biomedical Research Center (PBRC) in taking a lead to spread the influence of
biomedical nanotechnology, and I am convinced that the book will be a valuable tool
in the hands of all those interested in discovering new paths and opportunities in
this fascinating new field.

William L. Jenkins
President, Louisiana State University
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Within a short span of a decade nanotechnology has evolved into a truly interdisci-
plinary technology touching every traditional scientific discipline. The effect of
nanotechnology on biomedical fields has been somewhat slower and is just begin-
ning to gain importance as seen from a recent search on research publications. Of
the total number of nanotechnology related publications which are approximately
2500 in the year 2002-2004, only about 10% of them were related to biomedical
sciences. Even though, the effect of nanotechnology on biomedical field is slow, it is
bound to gain momentum in the years to come as all biological systems embody
nanotechnological principles. Slowly but surely, nanomaterials and nanodevices are
being developed that have design features on a molecular scale and have the poten-
tial to interact directly with cells and macromolecules. The nanoscientific tools that
are currently well understood and those that will be developed in future are likely to
have an enormous impact on biology, biotechnology and medicine. Similarly, under-
standing of biology with the help of nanotechnology will enable the production of
biomimetic materials with nanoscale architecture. The comparable size scale of
nanomaterials and biological materials, such as antibodies and proteins, facilitates
the use of these materials for biological and medical applications. Also, in recent
years the biomedical community has discovered that the distinctive physical charac-
teristics and novel properties of nanoparticles such as their extraordinarily high sur-
face area to volume ratio, tunable optical emission, magnetic behavior, and others
can be exploited for uses ranging from drug delivery to biosensors.

Viewing from the point of biomedical researchers, it is very difficult to fathom
out relevant literature and suitable information on nanotechnological tools that
would have profound impact on biomedical research as most of the literature is pub-
lished in physico-chemical journals. It is our endeavor to support the biomedical
community by providing the required information on nanotechnology under one
umbrella. We are pleased to introduce to our readers a book that covers various fac-
ets of nanofabrication which we hope will help biologists and medical researchers.
The book covers not only the scientific aspects of nanofabrication tools for biomedi-
cal research but also the implications of this new area of research on education,
industry and society at large. Our aim is to provide as comprehensive perspective as
possible to our readers who are interested in learning, practicing and teaching nano-
technological tools for biomedical fields. We, therefore, designed the contents of the
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book to have four major sections: (1) Synthetic aspects of nanomaterials, (2) Charac-
terization techniques for nanomaterials (3) Application of nanotechnological tools
in biomedical field and (4) Educational, economical and societal implications.

The first section of the book provides information about the fabrication tools for
nanomaterials. Fabrication of nanomaterials is by now a very well developed area of
research and it is impossible to cover all aspects. Traditionally, synthetic approaches
to nanomaterials have been divided into two categories: “top-down” and “bottom-
up”. “Top-down” practitioners attempt to stretch existing technology to engineer
devices with ever-smaller design features. “Bottom-up” researchers attempt to build
nanomaterials and devices one molecule/atom at a time, much in the way that living
organisms synthesize macromolecules. Therefore, in this volume we made an
attempt to explore wet chemical methods for fabrication of metallic nanoparticles,
synthetic approaches to carbon nanotubes, and approaches to building of nanostruc-
tured materials from low-dimensional building blocks. A fascinating account of bio-
mimetic approaches to building materials from nanostructures is dealt in two chap-
ters – “Nanostructured collagen mimics in tissue engineering” and “Molecular bio-
mimetics: Building materials the nature’s way, one molecule at a time”. We hope to
cover other synthetic aspects in subsequent volumes.

The second section of the book covers tools that are currently available for charac-
terization of nanomaterials and is anticipated to give biomedical researchers an
opportunity to learn not only basics of some of the very important techniques such
as X-ray absorption spectroscopy and X-ray diffraction, transmission electron mi-
croscopy, or electron diffraction, but also help in developing an understanding of
how these techniques can be utilized to enhance their own research. Also included
in this section is a chapter entitled, “Single-molecule detection and manipulation in
nanotechnology and biology” which we hope provides our readers up-to-date infor-
mation about the opportunities that currently exist and future perspectives on tools
for visualizing the world at the molecular and nanoscopic level. “Nanotechnologies
for Cellular and Molecular Imaging by MRI” is one of the chapters that is antici-
pated to give our readers an insight into diagnosis and characterization of athero-
sclerotic plaques. In this section again, there are many more characterization tools
and novel detection methods that have been deliberately left behind to be covered in
subsequent volumes.

The third section offers examples of how nanotechnological tools are being uti-
lized in biomedical research. While the chapter entitled, “Nanoparticles for Cancer
drug delivery” provides a state-of-the-art information on various types of nanoparti-
cles that are currently under development for cancer therapy, a more specific
approach using metal nanoshells is described in the chapter-diagnostic and thera-
peutic application of metal nanoshells. This particular section introduces our read-
ers to other important areas of biomedical research such as gene delivery, and bio-
logical agent decontamination that were positively affected by nanotechnology. We
do realize that there are many more applications and subject areas in biomedical
research that continue to be impacted by nanotechnology. It is impossible to cover
all of them in one book, but we hope to be able to cover as many examples as possi-
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ble by following up with further volumes dedicated to nanofabrication for biomedi-
cal applications, which are currently being planned.

The final section and the most important one in our opinion brings out the
impact of biomedical nanotechnology on education, society and industry. There is
no doubt that nanotechnology is going to significantly affect these important facets
of our lives and it is our mission to ensure that researchers working in the area of
biomedical nanotechnology become aware of these implications as early as possible.
While the chapter, “too small to see” enlightens the readers on how educators are
trying to grapple with a situation to educate the new generation about nanotechnol-
ogy, the chapter aptly titled as “nanobiomedical technology: financial, legal, clinical,
political, ethical and societal challenges to implementation” introduces to the reader
various global challenges to the implementation of this new technology.

A book series of this magnitude is impossible without the unwavering support
from the authors who have taken time of their busy schedule to submit their manu-
scripts on time and we are indebted to them. We gratefully acknowledge the support
from Wiley VCH, in particular to Martin Ottmar, who has been working closely with
us to make this first volume of the book series a reality. The Center for Advanced
Microstructures and Devices and the Pennington Biomedical Research Center are
two unique institutions in Louisiana, USA, who have been providing innumerable
opportunities to their employees to excel and we cherish this support and encour-
agement. Finally, we are indebted to our families for their trust and support in addi-
tion to bearing our long absences from our family chores.

Baton Rouge, November 2004
Challa Kumar, Josef Hormes, and Carola Leuschner
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1.1
Introduction

In recent years research involving nanoparticles and nanoscale materials has gener-
ated a great deal of interest from scientists and engineers of nearly all disciplines.
This interest has been generated in large part by reports that a number of physical
properties including optical and magnetic properties, specific heats, melting points,
and surface reactivities are size-dependent. These size-dependent properties are
widely believed to be a result of the high ratio of surface to bulk atoms as well as the
bridging state they represent between atomic and bulk materials. In the nanoscale
regime, materials (especially metals and metal oxides) can be thought of as neither
atomic species which can be represented by well defined molecular orbitals, nor as
standard bulk materials which are represented by electronic band structures, but
rather by size-dependent broadened energy states. Because metallic particles are of
great importance industrially, an understanding of their properties from small clus-
ters to bulk materials is essential. Although these nanoscale colloidal metals are of
interest to scientists of many disciplines, methods for their preparation and chemi-
cal applications are primarily the focus of chemists.

Originally called gold sols, colloidal metals first generated interest because of
their intensive colors, which enabled them to be used as pigments for glass or ce-
ramics. Nanoparticulate metal colloids are generally defined as isolable particles be-
tween 1 and 50 nm in size that are prevented from agglomerating by protecting shells.
Depending on the protection shell used they can be redispersed in water (“hydrosols”)
or organic solvents (“organosols”). The number of potential applications for these colloi-
dal particles is growing rapidly because of the unique electronic structure of the nano-
sized metal particles and their extremely large surface areas. A considerable body of
knowledge has been gained about these materials throughout the last few decades, and
the reader is directed to the numerous books and review articles in the literature which
cover these subjects in detail [1–12, 19–26]. This contribution will be focused
towards presenting an overview of the synthetic methods used to prepare metallic
nanomaterials, factors influencing size and shape, and a survey of potential applica-
tions in materials science and biology. Although not covered here, the area of biodir-
ected syntheses is an emerging area of extreme interest [13–18].
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1 Synthetic Approaches to Metallic Nanomaterials

1.2
Wet Chemical Preparations

Nanostructured metal colloids have been obtained by both the so-called “top down”
and “bottom up” methods. A typical “top down” method for example involves the
mechanical grinding of bulk metals and subsequent stabilization of the resulting
nanosized metal particles by the addition of colloidal protecting agents [27, 28].
Metal vapor techniques have also provided chemists with a very versatile route for
the production of a wide range of nanostructured metal colloids on a preparative
laboratory scale [29–34]. Use of metal vapor techniques is limited because the opera-
tion of the apparatus is demanding and it is difficult to obtain a narrow particle size
distribution. The “bottom up” methods of wet chemical nanoparticle preparation
rely on the chemical reduction of metal salts, electrochemical pathways, or the

Nucleation

X
-

M
+M

+

M
+

M
+

Growth

Reduction  Reoxidation

Collision of Metal

Atoms
autocatalytical 

Pathway

Stable Nucleus

(irreversible)

nanostructured metal colloid

(TEM Micrograph)

Figure 1.1. Formation of nanostructured metal colloids via the
“salt reduction” method. (Adapted from Ref. [4].)
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1.2 Wet Chemical Preparations

controlled decomposition of metastable organometallic compounds. A large variety
of stabilizers, e.g., donor ligands, polymers, and surfactants, are used to control the
growth of the primarily formed nanoclusters and to prevent them from agglomerat-
ing. The chemical reduction of transition metal salts in the presence of stabilizing
agents to generate zerovalent metal colloids in aqueous or organic media was first
published in 1857 by Faraday [35], and this approach has become one of the most
common and powerful synthetic methods in this field [10, 11, 36]. The first repro-
ducible standard recipes for the preparation of metal colloids (e.g., for 20 nm gold
by reduction of [AuCl4

–] with sodium citrate) were established by Turkevich [1–3].
Based on nucleation, growth, and agglomeration he also proposed a mechanism for
the stepwise formation of nanoclusters which in essence is still valid. Data from
modern analytical techniques and more recent thermodynamic and kinetic results
have been used to refine this model as illustrated in Fig. 1.1 [31–38].

The metal salt is reduced to give zerovalent metal atoms in the embryonic stage
of nucleation [37]. These can collide in solution with further metal ions, metal
atoms, or clusters to form an irreversible “seed” of stable metal nuclei. Depending
on the difference of the redox potentials between the metal salt and the reducing
agent applied, and the strength of the metal–metal bonds, the diameter of the
“seed” nuclei can be well below 1 nm.

Nanostructured colloidal metals require protective agents for stabilization and to
prevent agglomeration. The two basic modes of stabilization which have been distin-
guished are electrostatic and steric (Fig. 1.2) [36]. Electrostatic stabilization [see Fig.
1.2(a)] involves the coulombic repulsion between the particles caused by the electri-
cal double layer formed by ions adsorbed at the particle surface (e.g., sodium citrate)
and the corresponding counterions. As an example, gold sols are prepared by the
reduction of [AuCl4

–] with sodium citrate [1–3]. By coordinating sterically demand-
ing organic molecules that act as protective shields on the metallic surface, steric
stabilization [Fig. 1.2(b)] is achieved. In this way nanometallic cores are separated

a

b

Figure 1.2. (a) Electrostatic stabilization of nanostructured
metal colloids. (Scheme adapted from Ref. [36].) (b) Steric stabi-
lization of nanostructured metal colloids. (Scheme adapted
from Ref. [36].)
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1 Synthetic Approaches to Metallic Nanomaterials

from each other, and agglomeration is prevented. The main classes of protective
groups selected from the literature are: polymers and block copolymers [45–48]; P,
N, S donors (e.g., phosphines, amines, thioethers) [6, 65–90]; solvents such as THF
[6, 91], THF/MeOH [92], or propylene carbonate [93]; long chain alcohols [49–64,
94]; surfactants [6, 7, 9, 21, 22, 93, 95–106]; and organometallics [107–110]. In gen-
eral, lipophilic protective agents give metal colloids that are soluble in organic
media (“organosols”) while hydrophilic agents yield water-soluble colloids (“hydro-
sols”). In Pd organosols stabilized by tetraalkylammonium halides the metal core is
protected by a monolayer of the surfactant coat (Fig. 1.3) [111].

Metal hydrosols, in contrast, are stabilized by zwitterionic surfactants which are
able to self-aggregate, and are enclosed in organic double layers. After the applica-
tion of uranylacetate as a contrasting agent, the transmission electron micrographs
show that the colloidal Pt particles (average size = 2.8 nm) are surrounded by a dou-
ble layer zone of the zwitterionic carboxybetaine (3–5 nm). The hydrophilic head group
of the betaine interacts with the charged metal surface and the lipophilic tail is asso-
ciated with the tail of a second surfactant molecule, resulting in the formation a hydro-
philic outer sphere (see Fig. 1.4) [112]. Pt or Pt/Au particles can be hosted in the hydro-
phobic holes of nonionic surfactants, e.g., polyethylene monolaurate [113, 114].

Metal Core

Stabilizing Shell e.g. NR4+Br-

∆

dTEM

dSTM

∆ = (dTEM - dSTM)/2

Figure 1.3. Differential transmission electron microscopy/
scanning transmission electron microscopy (TEM/STEM)
study of a Pd organosol showing that the metal core
(size = dTEM) is surrounded by a monolayer of the surfactant
(thickness D = (dTEM – dSTM)2). (Adapted from Ref. [9].)

1.3
Reducing Agents

The type of reducing agent employed has been found to greatly affect the resulting
particles. It has been experimentally verified in the case of silver that stronger reduc-
ing agents produce smaller nuclei in the “seed” [37]. During the so-called “ripening”
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1.3 Reducing Agents

process these nuclei grow to yield colloidal metal particles in the size range of 1–50
nm which have a narrow size distribution. It was assumed that the mechanism for
the particle formation is an agglomeration of zerovalent nuclei in the “seed” or –
alternatively – collisions of already formed nuclei with reduced metal atoms. The
stepwise reductive formation of Ag3

+ and Ag4
+ clusters by spectroscopic methods

has been followed by Henglein’s group [38]. Their results strongly suggest that an
autocatalytic pathway is involved in which metal ions are adsorbed and successively
reduced at the zerovalent cluster surface. The formation of colloidal Cu protected by
cationic surfactants (NR4

+) has been investigated by in situ X-ray absorption spec-
troscopy which demonstrated the formation of an intermediate Cu+ state prior to
the nucleation of the particles [41]. It is now generally accepted that the size of the
resulting metal colloid is determined by the relative rates of nucleation and particle
growth, although the processes taking place during nucleation and particle growth
cannot be analyzed separately.

The salt reduction method has the main advantage that in the liquid phase it is
reproducible and it allows colloidal nanoparticles with a narrow size distribution to
be prepared on the multigram scale. The classical Faraday route via the reduction of
[AuCl4]– with sodium citrate for example, is still used to prepare standard 20-nm
gold sols for histological staining applications [1, 115]. Wet chemical reduction pro-
cedures have been applied in the last 20 years or so to combine practically all transi-

7

a

b

Figure 1.4. (a) TEM micrographs of colloidal
Pt particles (single and aggregated, average
core size = 2.8 nm) stabilized by carboxybetaine
12 (3–5 nm, contrasted with uranylacetate
against the carbon substrate). (b) Schematic

model of the hydrosol stabilization by a double
layer of the zwitterionic carboxybetaine
12 (= lipophilic alkyl chain; vvvvv. = hydrophilic,
zwitterionic head group). (Adapted from Ref. [4].)



1 Synthetic Approaches to Metallic Nanomaterials

tion metals with different types of stabilizers, and the whole range of chemical re-
ducing agents has successfully been applied. In 1981, Schmid et al. established the
“diborane-as-reductant route” for the synthesis of Au55(PPh3)12Cl6 (1.4 nm), a full
shell (“magic number”) nanocluster stabilized by phosphine ligands [57–72]. Clus-
ters of Au55 were uniformly formed when a stream of B2H6 was carefully introduced
into a AuIII ion solution. The “diborane route” for M55L12Cln nanoclusters was
recently reviewed by Finke et al. [11]. Bimetallic nanoclusters that were made acces-
sible by this method have been thoroughly characterized [65–80]. The phosphane
ligands may be exchanged in the Au55 nanoclusters quantitatively using silsesquiox-
anes, which causes important changes in the physical and chemical behavior of the
gold clusters [80]. The synthesis and general chemistry of nanosized silica-coated
metal particles has been elaborated by Mulvaney et al. [80]. The “alcohol reduction
process” described by Hirai and Toshima et al. [10, 45–48] is widely applicable to the
preparation of colloidal precious metals stabilized by organic polymers such as
poly(vinylpyrrolidone) (PVP), poly(vinyl alcohol) (PVA), and poly(methylvinyl ether).
Alcohols containing a-hydrogen atoms are oxidized to the corresponding carbonyl
compound (e.g., methanol to formaldehyde) during the salt reduction. The method
for preparing bimetallic nanoparticles via the coreduction of mixed ions has been
evaluated in a recent review [10]. Recently, it has been demonstrated that through
the appropriate choice of reduction temperature and acetate ion concentration,
ruthenium nanoparticles prepared by the reduction of RuCl3 in a liquid polyol could
be monodispersely prepared with sizes in the 1–6 nm range [116]. Hydrogen has
been used as an efficient reducing agent for the preparation of electrostatically stabi-
lized metal sols and of polymer-stabilized hydrosols of Pd, Pt, Rh, and Ir [117–121].
Moiseev’s giant Pd cluster [Fig. 1.5(a)] [81–86], Finke’s polyoxoanion, and tetrabutyl-
ammonium-stabilized transition-metal nanoclusters [Fig. 1.5(b)] [11, 40, 122–126]
were also prepared by the hydrogen reduction pathway.

Finke et al. have recently reviewed the characterization of Moiseev’s “giant” cat-
ionic Pd clusters [81–86] [Fig. 1.5(a)] [idealized formula Pd»561L»60(OAc)»180 (L= phe-
nanthroline, bipyridine)] and their catalytic properties [11]. The results of a combina-
tion of modern instrumental analysis methods applied to Finke’s nanoclusters have
also recently been carefully discussed [11].

Using CO, formic acid or sodium formate, formaldehyde, and benzaldehyde as
reductants, colloidal Pt in water [2, 127] was obtained [128]. Silanes have been found
to be effective for the reductive preparation of Pt sols [129, 130]. Duff, Johnson, and
Baiker et al. have successfully introduced tetrakis(hydroxymethyl)phospho-
niumchloride (THPC) as a reducing agent, which allows the size- and morphology-
selective synthesis of Ag, Cu, Pt, and Au nanoparticles from their corresponding
metal salts [131–136]. Further, hydrazine [137], hydroxylamine [138], and electrons
trapped in, for example, K+[(crown)2K]– [139], have also been successfully applied as
reductants. In addition, BH4

– has been found to be a powerful and valuable reagent
for the salt reduction method. A disadvantage, however, is that transition metal bor-
ides are often found along with the nanometallic particles [140, 141]. Tetraalkylam-
monium hydrotriorganoborates [6, 7, 9, 21, 95–97] offer a wide range of applications
in the wet chemical reduction of transition metal salts. The reductant [BEt3H–] is
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1.3 Reducing Agents

a

b

Figure 1.5. (a) Idealized model of Moiseev’s “giant palladium
cluster” Pd»561Phen»60(OAc)»180 (Phen = phenanthroline)
(adapted from Ref. [4]). (b) Idealized model of a Finke type Ir(0)
nanocluster P2W15Nb3O62

9– – and Bu4N+-stabilized Ir(0)»300.
(Adapted from Ref. [4].)

combined with the stabilizing agent (e.g. NR4
+) in this case. The surface-active NR4

+

salts are formed immediately at the reduction center at high local concentration and
prevent particle aggregation. Trialkylboron is recovered unchanged from the reac-
tion and there are no borides contaminating the products. Most recently it has been
demonstrated that the chain length of the alkyl group in the tetraalkylammonium
plays a critical role in the stabilization of various metal colloids [142].

MXm + NR4(BEt3H)
��! Mcolloid + m NR4X + m BEt3 + m/2 H2 " (1)

where M = metals of groups 6–11; X = Cl, Br; m= 1,2,3; and R = alkyl, C6–C20. The
NR4

+-stabilized metal “raw” colloids as synthesized typically contain 6–12 wt% of
metal. “Purified” transition metal colloids containing ca. 70–85 wt% of metal are
obtained by work-up with ethanol or ether and subsequent reprecipitation by a sol-
vent of different polarity (see Tab. 9 in Ref. [6]). When NR4X is coupled to the metal
salt prior to the reduction step the pre-preparation of [NR4

+ BEt3H–] can be avoided.
Transition metal nanoparticles stabilized by NR4

+X– can also be obtained from
NR4X-transition metal double salts. A number of conventional reducing agents may
be applied since the local concentration of the protecting group is sufficiently high
to give Eq. (2) [7, 21].

(NR4)w MXvYw + v Red
��! Mcolloid + v RedX + w NR4Y (2)

where M = metals; Red = H2, HCOOH, K, Zn, LiH, LiBEt3H, NaBEt3H, KBEt3H;
X,Y = Cl, Br; v, w= 1–3 and R = alkyl, C6–C12.
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1 Synthetic Approaches to Metallic Nanomaterials10

The scope and limitations of this method have been evaluated in a recent review
[11]. Isolable metal colloids of the zerovalent early transition metals which are stabi-
lized only with THF have been prepared via the [BEt3H–] reduction of the preformed
THF adducts of TiBr4, [Eq. (3)] ZrBr4, VBr3, NbCl4, and MnBr2 [Eq. (3)].

x · [TiBr4 · 2 THF + x · 4 K[BEt3H] THF, 2h, 20 �C (3)
����������!

[Ti · 0.5 THF]x + x · 4 BEt3 + x · 4 KBr# + x · 4 H2"

The results are summarized in Tab. 1.1.

Table 1.1. THF-stabilized organosols of early transition metals.

Product Starting material Reducing agent T
(�C)

T
(h)

Metal content
(%)

Size
(nm)

[Ti · 0.5THF] TiBr4 · 2THF K[BEt3H] rt 6 43.5 (<0.8)
[Zr · 0.4THF] ZrBr4 · 2THF K[BEt3H] rt 6 42 –
[V · 0.3THF] VBr3 · 3THF K[BEt3H] rt 2 51 –
[Nb . 0.3THF] NbCl4 · 2THF K[BEt3H] rt 4 48 –
[Mn · 0.3THF] MnBr2 · 2THF K[BEt3H] 50 3 70 1–2.5

Detailed studies of [Ti · 0.5 THF] [91] show that it consists of Ti13 clusters in the
zerovalent state, stabilized by six intact THF molecules (Fig. 1.6).

OO

O

O

O

O

Ti

Figure 1.6. Ti13 cluster stabilized by six THF-O atoms in an
octahedral configuration [7].
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Figure 1.7. Organosols stabilized by tetrahydrothiophene. For
M = Ti, V: decomposition. For M= Mn, Pd, Pt: stable colloids.



1.3 Reducing Agents

By analogy, [Mn · 0.3 THF] particles (1–2.5 nm) were prepared [143] and the phys-
ical properties studied [144]. In the case of Mn, Pd, and Pt organosols the THF in
Eq. (3) was successfully replaced by tetrahydrothiophene (THT); but attempts to sta-
bilize Ti and V this way led to decomposition (Fig. 1.7) [7].

Figure 1.8 gives an overview of the [BEt3H–] method. The advantages of this
method may be summarized as follows:

THF-stabilized nanometals

NR4
+-stabilized nanometals

Nanometal powders

Ti
<0.8

Cr
3.0

Mn
1-2.5

Fe
3.0

Co
2.8

Ni
2.8

Cu
8.3

Ag
2-13

Au
10

Pd
2.5

Pt
2.8

Ru
1.3

Mo
2-3

NbZr

Re

Rh
2.1

Ir
1.5

V

Os

Figure 1.8. Nanopowders and nanostructured metal colloids
accessible via the [BEt3H–] reduction method (including the
mean particle sizes obtained). (Adapted from Ref. [7].)

. The method is generally applicable to salts of metals in groups 4–11 in the
periodic table.

. It yields extraordinarily stable metal colloids that are easy to isolate as dry
powders.

. The particle size distribution is nearly monodisperse.

. Bimetallic colloids are easily accessible by coreduction of different metal
salts.

. The synthesis is suitable for multigram preparations and easy to scale up.

One of the drawbacks of this method, however, is that the particle size of the resulting
sols cannot be varied by altering the reaction conditions. Using betaines instead of NR4

+

salts as the protecting group in Eq. (1), highly water-soluble hydrosols, particularly those
of zerovalent precious metals, were made accessible. A wide variety of hydrophilic sur-
factants may be used in Eq. (2) [7, 21, 96]. Reetz and Maase et al. have reported a new
method for the size- and morphology-selective preparation of metal colloids using
tetraalkylammonium carboxylates of the type NR4

+R’CO2
– (R = octyl, R¢ = alkyl, aryl,

H) both as the reducing agent and the stabilizer [Eq. (4)] [145–147].

M+ + R4N+ R¢CO2
– 50 – 90 �C M0 (R4 NR¢CO2)x + CO2 + R¢-R (4)
��������!

11



1 Synthetic Approaches to Metallic Nanomaterials

where R = octyl, R¢= alkyl, aryl, H. The resulting particle sizes were found to corre-
late with the electronic nature of the R¢ group in the carboxylate. Electron donors
produce small nanoclusters while electron-withdrawing substituents R¢, in contrast,
yield larger particles. For example, Pd particles of 2.2 nm size were found when
Pd(NO3)2 was treated with an excess of tetra(n-octyl)ammonium-carboxylate bearing
R¢= (CH3)3CCO2

– as the substituent. The particle size was found to be 5.4 nm with
R¢= Cl2CHCO2

– (an electron-withdrawing substituent). Bimetallic colloids of the fol-
lowing were obtained with tetra(n-octyl) ammonium formiate as the reductant:
Pd/Pt (2.2 nm), Pd/Sn (4.4 nm), Pd/Au (3.3 nm), Pd/Rh (1.8 nm), Pt/Ru (1.7 nm),
and Pd/Cu (2.2 nm). The shape of the particles was also found to depend on the
reductant: with tetra(n-octyl) ammonium glycolate reduction of Pd(NO3)2 a signifi-
cant amount of trigonal particles were detected in the resulting Pd colloid. Recent
work in our group has shown that organoaluminum compounds can be used for the
“reductive stabilization” of mono- and bimetallic nanoparticles [see Eq. (5) and
Tab. 1.2] [107–108].

Table 1.2. Mono- and bimetallic nanocolloids prepared via the organo-aluminum route.

Metal salt Reducing agent Solvent
Toluene

Conditions Product Metal
content
wt.%

Particle
size

g/mmol g/mmol ml t [�C] t [h] m [g] F [nm]

Ni(acac)2 0.275/1 Al(i-but)3 0.594/3 100 20 10 0.85 Ni: 13.8 2–4

Fe(acac)2 2.54/10 Al(me)3 2.1/30 100 20 3 2.4 n.d.

RhCl3 0.77/3.1 Al(oct)3 4.1/11.1 150 40 18 4.5 Rh: 8.5
Al: 6.7

2–3

Ag-decanoate 9.3/21.5 Al(oct)3 8.0/21.8 1000 20 36 17.1 Ag: 11.8
Al: 2.7

8–12

Pt(acac)2 1.15/3 Al(me)3 0.86/7.6 150 20 24 1.45 Pt: 35.8
Al: 15.4

2.5

PtCl2 0.27/1 Al(me)3 0.34/3 125 40 16 0.47 Pt: 41.1
Al: 15.2

2.0

Pd(acac)2

Pt(acac)2

0.54/1.8
0.09/0.24

Al(et)3 0.46/4 500 20 2 0.85 Pd: 22
Pt: 5.5
Al: 12.7

3.2

Pt(acac)2

Ru(acac)3

7.86/20
7.96/20

Al(me)3 8.64/120 400 60 21 17.1 Pt: 20.6
Ru: 10.5
Al: 19.6

1.3

Pt(acac)2

SnCl2

1.15/2.9
0.19/1

Al(me)3 0.86/12 100 60 2 1.1 Pt: 27.1
Sn: 5.2
Al: 14.4

n.d.
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1.3 Reducing Agents

   Toluene
MXn    +    AlR3                                                                                              +    [R2Alacac]

M = Metals of Groups 6-11 PSE

X = Halogen, Acetylacetonate n = 2-4

R = C1-C8

Particle sizes 1-12nm

Al acac

CH3

Al CH3
acac

Al

acac

CH3

Alacac
CH3

Al
CH3

acac

AlCH3
acac

-Alkyl

(5)

where M = metals of groups 6–11; X = halogen, acetylacetonate, n= 2–4; R = C1–C8-
alkyl; particle sizes 1–12 nm.

Colloids of zerovalent elements of groups 6–11 of the periodic table (and also of
tin) may be prepared according to Eq. (5), in the form of stable, isolable organosols.
The analytical data available suggest that a layer of condensed organoaluminum spe-
cies protects the transition metal core against aggregation as visualized in Eq. (5).
The exact nature of the “backbone” of the colloidal organoaluminum protecting
agent has not yet been completely established.

Quantitative protonolysis experiments have detected the presence of unreacted
organoaluminum groups (e.g., Al–CH3, Al–C2H5) from the starting material which
are still present in the stabilizer. These active Al–C bonds have been used for con-
trolled protonolysis by long-chain alcohols or organic acids (“modifiers”) to give al-
alkoxide groups in the stabilizer [Eq. (6)].

  + R-OH (Modifier)

             - CH4

Al acac

CH3

Al CH3
acac

Al

acac

CH3

Alacac
CH3

Al
CH3

acac

AlCH3
acac

Al acac

OR

Al OR
acac

Al

acac

OR

Alacac
OR

Al
RO

acac

AlRO
acac

(6)

Modifiers: alcohols, carbonic acids, silanols, sugars, polyalcohols, polyvinylpyrro-
lidone, surfactants, silica, alumina, etc.

The dispersion characteristics of the original sol can be tailored by this “modifica-
tion” [Eq. (6)] of the organoaluminum protecting shell. A wide variety of dissolubili-
ties of the colloidal metals in hydrophobic and hydrophilic media (including water)
has been achieved this way. The active Al–C bonds in the colloidal protecting shell
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1 Synthetic Approaches to Metallic Nanomaterials

can react with inorganic surfaces bearing –OH, which opens new ways for the het-
erogeneous catalyst preparation. The particle size of the metal core is not altered
during this modification process (Fig. 1.9) [109].
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Figure 1.9. Size conservation of colloidal Pt/Ru particles under
the hydrophilic modification of the (CH3)n–Alacac protecting
shell using polyethyleneglycol-dodecylether.

1.4
Electrochemical Synthesis

Since 1994 this very versatile preparation route for nanostructured mono- and bime-
tallic colloids has been further developed by Reetz and his research group [8, 98, 99].
The overall process of electrochemical synthesis [Eq. (7)] can be divided into six ele-
mentary steps (see Fig. 1.10).

Anode: Mbulk ! Mn+ + ne–

Cathode: Mn+ + ne– + stabilizer ! Mcoll/stabilizer (7)

Sum: Mbulk + stabilizer ! Mcoll/stabilizer

1. Oxidative dissolution of the sacrificial Metbulk anode
2. Migration of Metn+ ions to the cathode
3. Reductive formation of zerovalent metal atoms at the cathode
4. Formation of metal particles by nucleation and growth
5. Arrest of the growth process and stabilization of the particles by colloidal pro-

tecting agents, e.g., tetraalkylammonium ions
6. Precipitation of the nanostructured metal colloids.

Advantages of the electrochemical pathway are that contamination with bypro-
ducts resulting from chemical reduction agents is avoided, and that the products are
easily isolated from the precipitate. The electrochemical preparation also provides
size-selective particle formation. Experiments using Pd as the sacrificial anode in
the electrochemical cell to give (C8H17)4N+Br+-stabilized Pd(0) particles indicate that
the particle size depends on the current density applied: high current densities led
to small Pd particles (1.4 nm); low current densities, in contrast, gave larger particles
(4.8 nm) [98]. As was seen in a careful analysis of tetraalkylammonium-stabilized Pd
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1.4 Electrochemical Synthesis

Figure 1.10. Electrochemical formation of NR4
+Cl–-stabilized

nanometal. (Adapted from Ref. [9].)

and Ni with a combination of transmission electron microscopy (TEM) and small
angle X-ray scattering (SAXS), particle size is not controlled by a single cause but
rather can be adjusted by varying the following parameters:

. The distance between the electrodes

. The reaction time and temperature

. The polarity of the solvent.

Through the use of electrochemical synthesis nearly monodisperse Pd(0) particles
with sizes between 1 and 6 nm can be obtained. It was also shown that the size of
NR4

+-stabilized Ni(0) particles [100] can be adjusted at will. The electrochemical
method [98–105] [Eq. (7)] has been successfully applied to prepare a number of
monometallic organosols and hydrosols, e.g., of Pd, Ni, Co, Fe, Ti, Ag, and Au on a
scale of several hundred milligrams (yields >95%). Using the electrochemical path-
way, solvent-stabilized (propylene carbonate) Pd particles (8–10 nm) have also been
obtained [93]. If two sacrificial Metbulk anodes are used in a single electrolysis cell,
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1 Synthetic Approaches to Metallic Nanomaterials

bimetallic nanocolloids (Pd/Ni, Fe/Co, Fe/Ni) are accessible [103]. In the cases of Pt,
Rh, Ru, and Mo, which are anodically less readily soluble, the corresponding metal
salts were electrochemically reduced at the cathode (see lower part of Fig. 1.10 and
Tab. 1.3).

Table 1.3. Electrochemically prepared metallic colloids

Metal salt d(nm) Element analysis

PtCl2
PtCl2
RhCl3 · x H2O
RuCl3 · x H2O
OsCl3
Pd(OAc)2

Mo2(OAc)4

PtCl2 + RuCl3 · xH20

2.5b

5.0c

2.5
3.5
2.0
2.5
5.0
2.5

51.21% Pt
59.71% Pt
26.35% Rh
38.55% Ru
37.88%Os
54.40% Pd
36.97% Mo
41.79% Pt + 23.63% Rhd

a Based on stabilizer-containing material.
b Current density: 5.00 mA cm-2.
c Current density: 0.05 mA cm-2.
d Pt-Ru dimetallic cluster.

Tetraalkylammonium-acetate was used both as the supporting electrolyte and the
stabilizer in a Kolbe electrolysis at the anode [see Eq. (8)] [104].

Cathode: Pt2+ + 2e
��! Pt0 (8)

Anode: 2 CH3CO2 ��! 2 CH3CO2 + 2e–

Bimetallic nanocolloids can be prepared by combining the electrochemical meth-
ods described in Eqs. (7) and (8) (see Tab. 1.4) [104].

Table 1.4. Bimetallic colloids prepared electrochemically

Anode Metal salt d(nm) Stoich. Energy disperse X-ray
analysis

Sn
Cu
Pd

PtCl2
Pd(OAc)2

a

PtCl2

3.0
2.5
3.5

Pt50Sn50

Cu44Pd56

Pd50Pt50

a Electrolyte: 0.1M [(n-octyl)4N]OAc/THF.

By modifying the electrochemical method, the synthesis of layered bimetallic
nanocolloids (e.g., Pt/Pd) was achieved [100, 105]. A preformed (Oct)4NBr-stabilized
Pt colloid core (size: 3.8 nm) was electrolyzed in 0.1 M (Oct)4NBr/THF solution with
Pd as the sacrificial anode (Fig. 1.11).

The preformed Pt core may be regarded as a “living metal polymer” on which the
Pd atoms are deposited to give “onion-type” bimetallic nanoparticles (5 nm).
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Pt

Pd

Pt

_+

Pt-Cathode Pd-Anode

Electrolysis Cell

Electrolyte

(0.1 M Oct4NBr/THF 

+ Oct4Br/Pt-Colloid)

Figure 1.11. Modified electrolysis cell for the preparation of
layered bimetallic Pt/Pd nanocolloids. (Adapted from Ref. [100].)

1.5
Decomposition of Low-Valency Transition Metal Complexes

Short-lived nucleation particles of zerovalent metals in solution which may be stabi-
lized by colloidal protecting agents are formed by decomposition of low-valency or-
ganometallic complexes and several organic derivatives of the transition metals
under the action of heat, light, or ultrasound. Thermolysis [148–153], for example,
leads to the rapid decomposition of Co carbonyls to give colloidal Co in organic solu-
tions [148, 149]. Thermolysis of labile precious metal salts in the absence of stabili-
zers yields colloidal Pd, Pt, and bimetallic Pd/Cu nanoparticles [150] with a broad
size distribution. In the presence of stabilizing polymers, such as PVP, these results
were greatly improved [151]. Recently, heating in a simple household microwave
oven was proposed to prepare nanosized metal particles and colloids [152, 153]. The
electromagnetic waves heat the substrate uniformly, leading to more homogeneous
nucleation and a shorter aggregation time.

Sonochemical decomposition methods have been successfully developed by Sus-
lick et al. [154] and Gedanken et al. [155–157] and have yielded Fe, Mo2C, Ni, Pd,
and Ag nanoparticles in various stabilizing environments.
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By the controlled chemical decomposition of zerovalent transition metal complex-
es on the addition of CO or H2 in the presence of appropriate stabilizers, isolable
yields of colloidal product in multigram amounts can be prepared [87–90, 158–168].
Bradley and Chaudret et al. [87–90, 159–165] have demonstrated the use of low-
valency transition metal olefin complexes as a very clean source for the preparation
of nanostructured mono- and bimetallic colloids. Micelles, inverse micelles, and
encapsulation methods have also been successfully employed for the preparation of
nanoparticulate colloids [38, 39, 94]. It is also worth mentioning that, although
beyond the focus of this article, a number of nanoparticulate metal oxide systems
have been successfully developed [7, 167–172].

The radiolytic synthesis of mixed Au(III)/Pd(II) solutions has been studied at dif-
ferent dose rates [173]. It was found that at low dose rates, a bilayered cluster with
an Au core/Pd shell predominates due to intermetal electron transfer from Pd
atoms to Au ions, resulting first in the reduction of the latter to form the core of the
particle and then in Pd ion reduction to form the shell. However, at high dose rates
when the ion reduction is faster than a possible intermetal electron transfer, genu-
ine alloyed clusters are formed.

1.6
Particle Size Separations

When the particle size deviates less than 15% from the average value, metal colloid
sols are generally addressed as “monodisperse.” Histograms with a standard devia-
tion r from the mean particle size of approximately 20% are described as showing a
“narrow size distribution.” The kinetics of the particle nucleation from atomic units
and of the subsequent growth process cannot be observed directly by physical meth-
ods. The two primary tools available to the preparative chemist to control the particle
size in practice are size-selective separation [51, 174, 175] and size-selective synthesis
[41–56, 90, 135–137, 165–181].

So-called size-selective precipitation (SPP) was predominantly developed by Pileni
[50]. Monodisperse silver particles (2.3 nm, r = 15%) were precipitated from a poly-
disperse silver colloid solution in hexane by the addition of pyridine in three iterative
steps. Recently the two-dimensional “crystallization” of truly monodisperse Au55

clusters has been reported by Schmid et al. [174]. Chromatographic separation
methods have thus far proven unsuccessful because the colloid was decomposed
after the colloidal protecting shell had been stripped off [145]. C�lfen and Pauck
have developed size-selective ultracentrifuge separation of Pt colloids [175]. How-
ever, although this elegant separation method gives true monodisperse metal col-
loids, it still provides only milligram-scale samples. Turkevich et al. were the first to
describe size-selective colloid synthesis [1, 2]. They were able to vary the particle size
of colloidal Pd between 0.55 and 4.5 nm using the salt reduction method. The cru-
cial parameters were the amount of the reducing agent applied, and the pH value.
According to the literature on the process of nucleation and particle growth, the
essential factors which control the particle size are the strength of the metal–metal
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1.6 Particle Size Separations

bond [48], the molar ratio of metal salt, colloidal stabilizer, reduction agent [1, 128,
135, 176–193], the extent of conversion or the reaction time [128], the temperature
applied [1, 177, 189], and the pressure [177]. The preparation of nearly monodisperse
nanostructured metal colloids using the salt reduction pathway is well documented
in the literature. The “control,” i.e., the variation of particle sizes (and shapes), in
wet chemical colloid synthesis in practice is left to the intuition of the chemist. At
present the most rational method for selecting the particle size is offered by the elec-
trochemical synthesis of Reetz and coworkers. The authors have obtained at will
almost monodisperse samples of colloidal Pd and Ni between 1 and 6 nm using vari-
able current densities and suitable adjustment of further essential parameters
[98–105]. The resulting particle size in the thermal decomposition method depends
on the heat source (see Tab. 1.5) [154]. Size control has also been reported for the
sonochemical decomposition method and c-radiolysis [173, 194, 195].

Table 1.5. Platinum colloids prepared by thermal decomposition methods. (From Ref. [153]).

No.a PVPb Na0Hb Average
diameter
(nm)

Standard
deviation
(nm)

Relative
standard
deviation

1 10 0 3.8 0.57 0.15
2 20 0 3.4 0.56 0.16
3 50 0 3.0 0.50 0.17
4 100 0 2.9 0.47 0.16
5 50 2 3.0 0.49 0.16
6 50 4 2.6 0.48 0.18
7 50 6 1.9 0.33 0.17
8 50 8 2.0 0.32 0.16
9 50 10 2.1 0.40 0.19

10 50 0 3.1 1.08 0.35
11 50 8 1.8 0.55 0.31
12 50 0 2.7 0.74 0.27
13 50 8 1.1 0.31 0.28

a Nos. 1–9 were prepared by microwave dielectric heating without
stirring; nos. 10 and 11 were prepared without stirring, and nos. 12 and
13 were prepared with stirring by oil bath heating.
b Data refer to the molar ratios of PVP (as a monomeric unit) and
NaOH to Pt respectively.

The domain of preparation methods using constrained environments affords con-
trol of the metal particle shape via the preformation of size and the morphology of
the products in nano-reaction chambers [49–64]. Recently, the controlled tempera-
ture-induced size and shape manipulation of 2- to 6-nm Au particles encapsulated
in alkanethiolate monolayers has been reported [62]. The use of near-infrared laser
light has induced an enormous increase in the size of thiol-passivated Au particles
up to ca. 200 nm [62]. A new medium-energy ion scattering (MEIS) simulation pro-
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gram has successfully been applied to the composition and average particle size
analysis of Pt-Rh/a–Al2O3[63].

1.7
Potential Applications in Materials Science

It is expected that metal nanoparticles and their assemblies will have numerous ap-
plications in materials science. It has been demonstrated that physical properties
including magnetic and optical properties, melting points, specific heats, and sur-
face reactivity are size-dependent. Quantum size effects are related to the “dimen-
sionality” of a system in the nanometer range. “Zero-dimensional” metal particles
might still comprise hundreds of atoms. One-dimensional nanoparticle arrange-
ments (cluster wires) are of potential practical interest as semiconducting nanopaths
for applications in nanoelectronics. One-dimensional particle arrangements may be
induced through host templates. Using vacuum or electrophoretic methods Schmid
et al. [196–198] were able to fill the parallel channels of nanoporous alumina mem-
branes with chains/rows of 1.4-nm Au particles giving one-dimensional “quantum
wires” consisting of insulated 20- to 100-Au55 clusters in a helical array. The diame-
ter of the nanowire could be controlled by varying the pore size.

Interestingly, 1.4-nm Au particles were found to arrange themselves into a linear
row when attached to single-stranded DNA oligonucleotides [199, 200]. Driven by
the technological significance associated with such architectures, the fabrication of
ordered two-dimensional nanoparticle arrays has been successfully achieved by sev-
eral research groups whose work has recently been reviewed [201]. Planar arrays of
uniform metal nanoparticles would allow the design of new “supercomputers” with
a superior data storage capacity. Langmuir–Blodgett films of nanometal systems
have frequently been studied in this respect. Starting with nanoparticles of defined
nuclearity, two-dimensional lattices of thiolized Au55, Pd561, and Pd1415 have been
made [202]. Recently, the first successful preparation of two-dimensional hexagonal
and cubic lattices of Au55 nanoparticles by self-assembly on polymer films was
reported [174]. Simply dipping polyethylenimine-modified surfaces into aqueous so-
lutions of acid-functionalized Au55 cluster generates the Au55 monolayers shown in
Fig. 1.12.

The interactions between the nanoparticles and the surface are obviously strong
enough to prevent mechanical removal. Whereas the hexagonal form shown in Fig.
12 (a) is normal for an ordered monolayer, the cubic orientation seen in Fig. 12 (b) is
unprecedented. Most of the work published on organized nanometal structures is
focused on gold particles and sulfur-containing groups in the various ligands [203–
208]. Schiffrin et al. have achieved the self-organization of nanosized gold particles
using NR4

+X surfactants [209]. Ramos et al. have recently reported the surfactant-
mediated two-dimensional crystallization of colloidal crystals [210]. A potential new
route to self-assembly of ordered colloidal structures is through the use of attractive
Coulomb interactions between colloidal structures and surfactant structures. Nano-
structured palladium clusters, stabilized by a monomolecular coat of tetraalkylam-
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a) b)

10 nm10 nm

Figure 1.12. Au55 monolayers showing a hexagonal (a) and a
cubic (b) structure. The insert in (a) shows single clusters in the
hexagonal form. (Adapted from Ref. [174].)

monium halide surfactants, self-assemble on carbon surfaces in an ordered manner
with the formation of hexagonal close packed (hcp) structures [211–215].

The self-organization of magnetic nanosized cobalt particles was studied by Pile-
ni’s group [216, 217]. A comparison of the magnetic properties of deposited cobalt
nanoparticles with those dispersed in a solvent indicates a collective flip of magneti-
zation of adjacent particles when they are self-assembled. Mulvaney et al. have
described two-dimensional and three-dimensional assemblies of metal core–silica
shell nanoparticles in a recent review article [218]. A feature article by Balazs et al.
[219] outlines how solid additives can be used to tailor the morphology of binary
mixtures containing nanoscopic particles and thereby control the macroscopic prop-
erties (e.g., the mechanical integrity) of composites. In addition, computer-aided
design has been employed to establish how self-assembled nanostructures can be
induced to form arbitrary functional designs on surfaces [220]. Bifunctional spacer
molecules such as diamines have been used in attempts to link nanoparticles three-
dimensionally [221]. The multilayer deposition of particle arrays on gold has been
successfully achieved via the sequential adsorption of dithiol and near-monodisperse
nanometal or CdS particles.

Several monometal, bimetal, and metal-semiconductor superlattices have been
prepared by dipping a gold substrate into the respective solutions with intermediate
steps involving washing and drying [222]. The stepwise three-dimensional assembly
of layered gold nanoparticles in porous silica matrices has also been reported [223].

A different field of technological interest stems from the high spin density of
nanostructured magnetic metals of the Fe, Co, Ni series [224–225]. THF-stabilized
Mn(0) particles which exhibit superparamagnetism below 20K were described as the
first example of an antiferromagnetic metal colloid [226].
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New strategies utilizing DNA as a construction material for the generation of bio-
metallic nanostructures have made it possible to develop larger “nanotechnology
devices” (<100 nm) for microelectronic photolithographic applications. DNA is
regarded as a promising construction material for the selective positioning of molec-
ular devices because of its recognition capabilities, physicochemical stability, and
mechanical rigidity. Seeman was the first to propose DNA for the precise spatial
arrangement of three-dimensional networks [227]. Assemblies of DNA-derivatized
gold colloids were recently prepared via the DNA hybridization-based self-organiza-
tion pathway and the resulting defined arrangements of nanometal particles have
real applications in laser technology [228–231]. For example, Alivisatos et al. [199]
have obtained defined mono-adducts from commercially available 1.4-nm gold clus-
ters where one reactive maleimido group is attached to every particle. These were
coupled with thiolated 18-mer oligonucleotides in order to add an individual “codon”
sequence. When a single-stranded DNA template containing complementary
codons is added, a self-assembly of nanocrystal molecules is observed (Fig. 1.13)
[199, 232]. This work has been the subject of recent reviews [232–234].

Niemeyer et al. [233] have recently reported the coupling of metal particles bear-
ing a biotin substituent with the DNA–streptavidin hybrid. The growth of a 12-mm-
long, 100- nm wide conductive silver wire has been achieved using a DNA molecule
stretched between two gold electrodes as a template [235].

It remains to be seen how the practical applications of these materials will
develop over the next few years.

22

c
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Figure 1.13. Self-organization of conjugates
from gold particles (shaded spheres) and oligo-
nucleotide codons to supramolecular assem-
blies by the addition of a template strand. The
derivatization of the oligonucleotides in 3¢ or 5¢

position allows control of the mode: head-to-
head (a) or head-to-tail (b) homodimers. The
trimer (c) is formed using the complementary
sequence in triplicate. (Adapted from
Ref. [232].)
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This chapter will briefly introduce different types of nanoscale carbon structures,
such as fullerenes, carbon nanotubes, carbon onions, carbon nanofibers, nanodia-
monds, and nanoporous activated carbon, as well as their synthesis methods. In par-
ticular, synthetic approaches for carbon nanotube production will be described. In
any such review, it is important to discuss the various applications of nanotubes.
Considering the scope of this book we will just give a brief perspective on one of the
key future applications of nanotubes, namely biomedical, after discussing the syn-
thetic routes to creating novel carbon-based nanostructures.

2.1
Introduction

Carbon is one of the most important elements in nature and in the human body. It
is found in many different structures with entirely different properties, such as
graphite, diamond, and amorphous carbon. The two different isomorphic crystalline
structures of carbon are graphite and diamond; the discovery of fullerenes and nano-
tubes has certainly changed this view and has brought in a whole range of topologi-
cally different carbon architectures with nanoscale dimensions. It is worth distin-
guishing the structural differences among these different carbon structures first,
then the state-of-the-art achievements in making them will be introduced in the fol-
lowing sections.

2.1.1
Structure of Carbon Nanomaterials

The carbon atoms in graphite, diamond, and fullerenes (C60) are held together by
strong covalent bonds. As demonstrated in Fig. 2.1, it is the lattice arrangement of
atoms and the type of bonding that differentiate these forms of elemental carbon.
Understanding how carbon atoms are arranged in each type of material allows a
better understanding of why these compounds have different properties. Notice that
graphite, for example, has large sheets of hexagonal honeycomb lattice and strong
bonds in these planes. The sheets interact, but they are so far apart (~ 3.35 �) and
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2 Synthetic Approaches for Carbon Nanotubes

the interactions are via weak Van der Waals force. Because the layers of carbon rings
can slide over each other, graphite is a good lubricant. Diamond, however, has each
carbon atom bonded to four other carbon atoms in a tetrahedral arrangement. Dia-
mond can be cleaved along its planes, but it cannot flake apart into layers because of
this tetrahedral arrangement of carbon atoms. C60, the most important member in
the fullerene family, is shaped like a soccer ball, often called a buckyball, reminis-
cent of the stable geodesic domes that were built by the architect Buckminster
Fuller. Perhaps the biggest difference of the fullerenes when compared to their crys-
talline graphite and diamond counterparts is that the fullerenes are molecular, with
exact numbers (60, 70, 82, etc.) of carbon atoms. Fullerenes are discrete entities but
can be used as the building blocks of lattices. Carbon nanotubes are extensions of
the fullerene structure, as we will discuss later in this chapter.

Figure 2.1. Different crystal carbon structures [1].

2.1.2
Wide Range of Properties

Fullerenes and their derivatives, carbon nanotubes, have triggered extensive and
attractive research and promise to be one of the key materials in nanotechnology.
Unlike other existing materials, carbon nanomaterials have found many scientific
and technological applications in diverse areas, as illustrated in Fig. 2.2. Because of
the wide range of superior properties (mechanical, electrical, thermal) that are inher-
ent in carbon nanostructures, specifically nanotubes, and due to the simplicity of
their structures (making them good model systems to study physics in nanoscale
materials), they play an important role in the current rapid expansion of fundamen-
tal studies on nanostructures and potential use in nanotechnology. Based on their
dimensions, their novel electronic structures, and their controllable chemical func-
tionality, carbon nanotubes and other carbon nanomaterials are expected to be used
in several applications, including medical and biomedical areas, such as drug deliv-
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ery and diagnostic devices. In this chapter we will look at the various ways in which
carbon nanostructures can be synthesized, with emphasis on nanotubes, and briefly
discuss the limitations in these procedures. From here we start with an introduction
of members in the carbon nanomaterials family, including fullerenes, nano-onions,
nanofibers, nanotubes, nanoscale diamonds and diamond-like carbon and nanoporous
activated-carbon (Section 2.2). After a brief summary in Section 2.3 of the main ap-
proaches for the synthesis of carbon nanotubes, which are arc discharge, laser ablation,
and chemical vapor deposition (CVD), our recent efforts focusing on controllable
growth of nanotube architectures based on substrate-site-selective growth by the CVD
technique are summarized in Section 2.4. A perspective of nanotubes in medical and
bio-medical applications is also presented in Section 2.5, before the conclusion.

Carbon
Nanomaterials

Materials
Science

Chemical
Engineering

Chemistry

Physics

Electrical
Engineering

Mechanical
Engineering

Biology Information

Figure 2.2. Scientific and technological areas to which carbon
nanomaterials research has relevance.

2.2
Family of Carbon Nanomaterials

As briefly mentioned at the beginning of this chapter, the most recently discovered form
of crystalline carbon is the fullerene family. Fullerenes were discovered in 1985 [2]. The
discovery of C60 led to the discovery of carbon nanotubes in 1991 [3]. Since then,
researchers around the world have been exploring both the basic science and potential
applications of these novel materials. In this section, the structures and synthesis tech-
niques of several important carbon nanomaterials will be introduced.

2.2.1
Fullerenes

C60 – buckminsterfullerene or the buckyball – involves 60 carbon atoms in a “soccer
ball”-shaped structure. The carbon atoms in C60 are arranged in a shell that is made of
20 hexagons and 12 pentagons. This is required by Euler’s theorem, where 12 pentagons
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are required to make a closed shell structure made of a planar hexagonal honeycomb
lattice. Larger fullerenes (C70, C82, etc.) have similar structures containing exactly
12 pentagons necessary for closure, but with different numbers of hexagons.

The proposed crystal structure for C60, a truncated icosahedron, is derived from
an icosahedron by a snipping process which truncates each of the 12 vertices (see
Fig. 2.3). Each vertex is replaced by a five-membered ring, a pentagon. This snipping
process also converts each of the 20 original triangular faces into six-membered
rings, hexagons. In the proposed structure each of the vertices of the truncated ico-
sahedron is occupied by a carbon atom and each carbon is three-fold-coordinated,
similar to the coordination in graphite except for the curvature introduced by the
pentagons in the lattice.

a b

Figure 2.3. (a) Icosahedron, (b) truncated icosahedron – C60.

C60 is normally synthesized, as illustrated in Fig. 2.4, by an electrically extracted
from the soot produced in the electric arc discharge between two graphite elec-
trodes. Black carbon soot, from which C60 and other fullerenes can be extracted, con-
tains only very small fractions of fullerenes. The extraction is done using organic
solvents in which the fullerenes are soluble.

At present there are no practical uses for fullerenes; however, recent research on
fullerenes show some prospect of their utilization for medical purposes, such as
inhibiting the human immunodeficiency virus (HIV) by attaching fullerenes to the
virus and thus preventing its replication [4]. Chemical modifications of the fuller-
enes into various complexes and adducts could ultimately lead to their applications
in the biochemical and pharmaceutical areas.

2.2.2
Carbon Onions (Nested Fullerenes)

Quasi-spherically nested fullerene structures were first reported by Ugarte [5]. Inten-
sive investigations have been carried out to create and image these nested fullerene
structures (Fig. 2.5) [6]. Intense electron irradiation of amorphous carbon or graphit-
ic specimens in an electron microscope results first in graphitization (when an
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Figure 2.4. Contact-arc apparatus used to fabricate macro-
scopic quantities of C60.

amorphous precursor is irradiated), then curling of the graphene planes and, finally,
closure, leaving perfectly spherical concentric-shell graphitic onions. When such an
irradiation experiment is carried out at specimen temperatures above 400 �C, no
defect clustering takes place and the shells of the onions are perfectly coherent.
Careful examination of such onions reveals the unique property of self-compression
during irradiation. This manifests itself by the reduction of the spacing between the
shells below the usual layer spacing of crystalline graphite (0.335 nm). This phe-
nomenon can be explained by the permanent loss of atoms in the outer shells as a

2nm

Figure 2.5. HRTEM image of a carbon onion. (From Ref. [6],
with permission.)

result of sputtering by the electron beam. When two adjacent carbon atoms in a
shell are missing (a divacancy), the shell can close again by reducing the number of
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faces. Rearrangement via the Stone–Wales transformation can create pentagons and
heptagons [7]; an appropriate combination of both ensures the uniform spherical
curvature of the onion. The shrinkage of the shells creates a surface tension that
tends to make the object spherical and generates pressure within the onion.

A simple method for producing high-quality spherical carbon nano-onions in
large quantities without the use of expensive vacuum equipment has been reported
recently [8]. The nested onion nanoparticles were generated by arc discharge be-
tween two graphite electrodes, similar to the one used for C60 production but sub-
merged in deionized water, that is, in a nonvacuum environment. After the electric
discharge the nano-onions remain afloat on the water surface, while the rest of the
carbon structures produced fall to the bottom of the beaker, giving material of high
purity. The average diameter of the nano-onions is 25–30 nm (range 5–40 nm), a
useful size range for many lubrication applications. Nano-onions have been success-
fully used as an effective catalyst for an important industrial reaction to convert
ethylbenzene into styrene [9]. The synthesis of styrene is one of the ten most impor-
tant industrial chemical processes, and is commonly conducted using a catalyst of
potassium-promoted iron oxide (K–Fe) to effect oxidative dehydrogenation of ethyl-
benzene. This process is thermodynamically limited to a maximum yield of 50%.
Carbon onions, in contrast, produce styrene in 62% yield in these preliminary
experiments, and the researchers expect further improvement. They think that the
key to a still more active catalyst lies in generating an optimal distribution of active
sites on the surface of the carbon nano-onions.

2.2.3
Carbon Nanofibers

The term “carbon nanofiber” summarizes a large family of different filamentous
nanocarbons. Carbon nanofibers, like carbon nanotubes, are mainly related to
graphite structures and their structures have been well investigated [10–12] during
the past 50 years or so.

Carbon fibers (micron size structures) have been around for several decades and
are commercially important materials. They can be made in a variety of ways, such
as by using organic polymers like polyacrylonitrile or by vapor phase deposition
with the assistance of catalyst particles (vapor-grown carbon fibers or VGCFs) [13,
14]. The latter are in structure, morphology and degree of graphitization closer to
carbon nanofibers.

Proposed models of carbon fiber growth assume that the process usually consists
of two steps: first, a high-aspect core filament grows by catalyst-assisted vapor phase
growth, and then a (sometimes only partially) graphitized carbon deposition thick-
ens the template structure up to the final dimensions [15–17]. The initial growth
stage has been a difficult process to understand. Very recently, however, state-of-the-
art transmission electron microscopy equipment has offered the possibility to track
the early stages of the nanofiber growth with sufficient spatial and temporal resolu-
tion [18, 19]. As shown in Fig. 2.6, the initial equilibrium shape of the catalyst parti-
cle (here a Ni particle) transforms into a highly elongated shape. The elongation of
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the Ni particle appears to be correlated with the formation of graphene sheets at the
graphene–Ni interface with their basal (002) planes oriented parallel to the Ni sur-
face. Hence, the reshaping of the Ni nanocluster assists the alignment of graphene
layers into a tubular structure. The elongation of the Ni nanocrystal continues until
it reaches a high aspect ratio, before it abruptly contracts to a spherical shape within
less than ~0.5 s [Fig. 2.6(h)]. The contraction is attributed to the fact that the increase
in the Ni surface energy can no longer be compensated for by the energy gained
when binding the graphitic fiber to the Ni surface. The elongation/contraction sce-
nario continues in a periodic manner as the nanofiber grows.

a b c d

hgfe

Figure 2.6. Snap images showing a sequence of the growing
process of a carbon nanofiber.(From Ref. [19], with permission.)

Carbon nanofibers have various applications and are normally used as fillers to
improve the mechanical and thermal properties of composite materials [20]. Other
applications include their uses as electrically conducting fillers, as catalyst support,
in nanoelectronic devices, as artificial muscles, as field emitters, and in gas and elec-
trochemical energy storage matrices. The production of carbon nanofibers is a
mature technology and a 40-ton-per-year commercial plant is already operating in
Japan for the production of vapor-grown carbon nanofibers [21].

2.2.4
Carbon Nanotubes

Carbon nanotubes, nanoscale cylinders constructed from sp2 hybridized carbon
bonds, form a hexagonal honeycomb lattice as in graphite. Containing a hollow cen-
ter, carbon nanotubes are derived from graphene sheets that are rolled up into tubes
with a seamless structure [22, 23]. The nanotubes are terminated by fullerene end-
caps with six pentagons on both ends. The unique mechanical and electrical proper-
ties of carbon nanotubes are directly related to the characteristics of the carbon
bonds and their organization into the tube lattice. The nanotubes can be distin-
guished by the number of layers that make up their cylindrical walls: single-walled
nanotubes (SWNTs) and multi-walled nanotubes (MWNTs). Figure 2.7 shows mod-

39



2 Synthetic Approaches for Carbon Nanotubes

els and high-resolution transmission electron microscopy (HRTEM) images of a
SWNT and a MWNT. Along the tube axis, carbon nanotubes show excellent mechan-
ical properties due to the nature of the strong C–C bonding and the seamless struc-
ture. The most intriguing property of carbon nanotubes comes from their unique
electronic structure. Depending on the diameter and chirality, carbon nanotubes can
be either metallic nanowires with quantum transport property or semiconducting
nanomaterials with varying band gaps. They also show good thermal and electrical
conductivity, chemical stability, and high mechanical strength. Because of these, car-
bon nanotubes are promising materials for various applications (for examples, see

a b

c d

e

Figure 2.7. Structures of carbon nanotubes. (a) and (b) are
SWNT and (c) and (d) are MWNT. (e) Indices with a pair of inte-
gers (n, m) to classify nanotube structures: the white dots
denote metallic nanotubes and the black ones are semiconduct-
ing nanotubes. (From Ref. [23], with permission.)
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Section 2.5) [22–24]. A detailed description of carbon nanotubes synthesis will be
presented in Sections 2.3 and 2.4.

2.2.5
Nanoscale Diamonds and Diamond-Like Carbon

Nanocrystalline diamond films are unique new materials with applications in fields
as diverse as tribology, cold cathodes, corrosion resistance, electrochemical elec-
trodes, and conformal coatings on microelectromechnical system (MEMS) devices.
Man-made diamond crystals were successfully produced in the 1950s by the high-
pressure, high-temperature method. An alternative method, CVD of diamond at low
pressure (typically with the use of an excited CH4/H2 mixture on substrates held at
~700 to 800 �C), has also been applied successfully over the last 15–20 years. With
the assistance of a double bias, hot-filament CVD was employed to synthesize nano-
scale diamonds (Fig. 2.8) [25].

Figure 2.8. HRTEM image of a diamond crystallite (diameter
~6 nm) grown directly on Si with a random alignment. (From
Ref. [25], with permission.)

Ultra-nanocrystalline diamond (UNCD) has been synthesized by the modification
of the microwave plasma chemical vapor deposition (MPCVD) process [26]. UNCD
thin films are synthesized using argon-rich plasmas instead of the hydrogen-rich
plasmas normally used to deposit microcrystalline diamond (>1 lm grain size). The
use of small amounts of carbon source gases (C60, CH4, C2H2) with argon leads to
the formation of C2 dimers, which are the growth species for all UNCD thin films.
UNCD grown from C2 precursors consists of ultra-small (2–5 nm) grains and atom-
ically abrupt grain boundaries. These films are superior in many ways to traditional
microcrystalline diamond films: they are smooth, dense, pinhole-free, and phase-
pure, and can be conformally coated on a wide variety of materials and high-aspect-
ratio structures. UNCD is finding a wide range of industrial applications in MEMS,
as tribo-coatings, as photonic switches in optical cross-connects, as field emission
cathodes, as electrochemical electrodes, and as hermetic coatings on bioimplants
[26]. With the ability to tailor both the film structure and the electronic properties
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independently, UNCD can be optimized for several important applications. Most excit-
ingly, the ability to electronically dope the material both n- and p-type opens the door to
the next generation of novel high-speed, high-temperature, and even biocompatible
electronics. In addition to nanocrystalline diamond films, it worth mentioning another
form of carbon nanomaterial, diamond-like carbon, which has been evaluated as a
coating to improve biocompatibility of orthopedic and cardiovascular implants [27].

2.2.6
Nanoporous Activated Carbon

The surface area of a solid increases when it becomes nanoporous, improving cata-
lytic, absorbent, and adsorbent properties. Activated carbon is an example of a nano-
porous material that, like zeolites, has been in use for a long time. Nanoporous car-
bon consists of very-high-surface-area carbon with a tunable and very narrow pore
size distribution. It is suitable in applications such as energy storage systems, cata-
lytic, specific adsorbents, and gas separation. Recent research has developed a tem-
plating technique using silica nanoparticles that can create activated carbon with
uniform 8-nm and 12-nm pore sizes. The resulting materials show adsorption
greater than 10 times that of commercial activated carbon [28]. High surface area of
porous carbon materials is ideal for holding dispersed metal catalyst particles for
use in heterogeneous catalysis (Fig. 2.9).

Figure 2.9. Atomic level schematics of nanoporous carbon
structure with loaded catalyst. (From Ref. [29], with permission.)

Nanoporous carbon membranes prepared by pyrolysis of poly(furfuryl alcohol)
on porous stainless steel disks have been investigated for gas separation [30]. The
nanoporous carbon molecular sieve membranes can be prepared with very high size
and shape selectivity. This offers the opportunity to extend the range of application
of carbon membranes beyond surface selective flow. That nanoporous carbon molec-
ular sieves with pore sizes less than 5 � can separate nitrogen from oxygen has been
known for some time, and is the basis for nitrogen pressure swing adsorption. The
separation, done over packed beds of nanoporous carbon, is based on the kinetics of
diffusion rather than on the thermodynamics of adsorption.
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2.3
Synthesis of Carbon Nanotubes

There are many synthesis methods, such as electric arc, laser ablation chemical
vapor deposition, pyrolysis, electrochemical methods, template-based synthesis,
flames, and so on, that have been employed to synthesize carbon nanotubes. In this
section, three main techniques for the synthesis of carbon nanotubes, both SWNTs
and MWNTs, are introduced. They are the arc-discharge method (electric arc), laser
ablation (pulsed laser vaporization), and CVD.

2.3.1
Nanotube Growth via the Arc-Discharge Method

Electric arc was the first method reported for producing carbon nanotubes [3] and
also the first mass-production technique [31]. For MWNT production two high-
purity graphite electrodes are used. During the growth process, nanotubes are
formed and deposited on the cathode; the anode is continuously consumed in the
process.
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Figure 2.10. (a) Apparatus to produce carbon
nanotubes by the electric-arc method.
The setup produces multi-walled nanotubes
(MWNTs) when pure carbon rods are applied
as electrodes, and produces single-walled

nanotubes (SWNTs) when a metal catalyst is
mixed into the core of the anode. (b) Photo-
graph of the cathode deposition; (c) TEM
image of the MWNTs.
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Modifying the method by inserting different metallic catalyst particles into the
carbon electrode results in the production of SWNTs [32, 33]. To carry out this
experiment the setup is similar to that used for MWNT synthesis, but a small diam-
eter hole is drilled in the anode and packed with a mixture of the metal catalyst and
graphite powder (Fig. 2.10). Several metals and combinations of metals have been
tried to obtain good yield and quality of nanotubes, and the best so far is a mixture
of Ni and Y [34]. After a short growth time (typically several minutes) a network of
web-like material containing SWNTs may be collected from the reaction chamber.
TEM investigation of the sample reveals organized structures: ropes of nanotubes
that consist of tens of SWNTs. The disadvantage of this method is that the samples
consist of a considerable amount of non-nanotube carbon contamination and cata-
lyst residue; multistep postsynthesis purification procedures are necessary to obtain
clean samples. The mechanism of nanotube formation in the electric arc has not
been confirmed, although many speculative models have been proposed [35].

2.3.2
Carbon Nanotubes Produced by Laser Ablation

In the laser ablation technique [ for a schematic see Fig. 2.11(a)] a graphite target is
placed in an oven and is ablated with a strong laser pulse in an inert atmosphere. At
first, a pure carbon electrode was used at 1200 �C ambient temperature of flowing
argon gas. The argon carrier gas collects the products and deposits them as soot on
a water-cooled substrate [36]. The soot consists of nanotubes with 4–24 layers [Fig.
2.11(b)] and lengths up to 300 nm, accompanied by smaller amounts of onion-like
structures. SWNTs were produced only later, when targets were mixed with small
percentages (<1 wt%) of catalyst metal (for example Co-Ni powder) [37]. Under opti-
mum conditions, this technique produces large self-assembled SWNT “crystalline”
ropes, with lattice (triangular) constant of approximately 17 �. For large-scale pro-

a b

1200 °C Furnace

Graphite

Target
Watercooled
Cu CollectorNd: YAG Laser

500 Torr Ar

Figure 2.11. The first reported experimental apparatus for car-
bon nanotube production by laser ablation (a), and a MWNT
produced in these first experiments (b). (From Ref. [36], with
permission.)
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duction of SWNTs with high production rates (1.5 g h–1) a high-power free electron
laser was used (~200 W power in the experiment) [38].

Despite successful efforts in the last few years to produce larger amounts of nano-
tubes by the above two high-temperature growth methods, they have not been read-
ily scalable to industrial quantities.

2.3.3
Chemical Vapor Deposition as a Tool for Carbon Nanotube Production

Chemical vapor deposition (CVD) is also an efficient way to grow carbon nanotubes
using transition metal particles such as Fe, Co, and Ni as catalysts, and hydrocar-
bons as carbon precursors. Unlike the arc-discharge and laser ablation approaches,
CVD produces carbon nanotubes in a continuous mode and could be scalable to
greater amounts of production. At specific temperatures, for example, 650–1000 C,
the hydrocarbons, such as CH4, C2H2, benzene, xylene, hexane, and so on, decom-
pose and deposit on the substrate or chamber surfaces. In this method, the carbon
nanotubes can grow on the substrate surface randomly or aligned, depending on
the growth conditions.

CVD methods can be classified as “hot-wall” or “cold-wall” processes. Hot-wall
processes, such as thermal CVD, normally use a high-temperature tube furnace,
and the substrate is loaded inside the tube; the whole tube is heated by the furnace
in order to heat the substrate to the growth temperature. The hydrocarbon is intro-
duced into the tube and decomposed there. Cold-wall processes, such as a plasma-
enhanced CVD, however, only heat the sample by controlling the temperature of the
sample holder, leaving the whole system at a relatively low temperature. There are
several parameters that have an influence on the growth of carbon nanotubes, for
example, growth temperature, carbon source, substrate, catalyst, ratio of catalyst
over carbon, and so on.

Among the CVD processes, one unique process, high-pressure CO conversion
(HiPCO) synthesis of SWNTs, deserves mention [39]. Instead of using a hydrocar-
bon as the precursor, this method feeds high-pressure (30–50 atm) carbon monoxide
as the carbon source. Relatively large-scale production (10 g per day) of high-purity
SWNTs can be obtained by flowing high-pressure CO gas on catalytic clusters of
iron, which form in situ from the decomposition of Fe(CO)5 and the condensation of
iron atoms.

2.4
Controllable Synthesis of Carbon Nanotube Architectures

In this section, we summarize some of our recent efforts, which are directed
towards controlled growth and electrical and structural characterization of aligned
nanotubes on planar substrates by CVD. The substrate-site-selective growth [40] of
nanotubes allows us to grow well-aligned MWNTs on substrates. This eliminates
any catalyst predeposition step in the fabrication process. The fabrication of micro
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and nano electromechanical instruments based on these types of three-dimensional
networks of carbon nanotubes may be realized in the future by this approach.

2.4.1
Substrate-Site-Selective Growth

In this specific CVD process we placed predefined SiO2/Si patterns (Fig. 2.12) into a
conventional tube furnace. The nanotubes were grown from a mixture of xylene
(C8H10) and ferrocene [Fe(C5H5)2]. The reactor is preheated gradually to 800 �C and
then a 0.01-g ml–1 solution of ferrocene in xylene is preheated to about 150 �C and
fed into the reactor. In this reaction ferrocene is the nanotube nucleation initiator
and xylene is the carbon source. This precursor combination results in highly selec-
tive growth of 20- to 30-nm-diameter MWNTs on the SiO2 surfaces: no nanotube
growth is observed on pristine Si surfaces or on the native oxide layer. The film is
comprised of vertically aligned nanotubes with center-to-center average spacing of
~50 nm [41].

To reveal the reason for this strong substrate selectivity we investigated the mech-
anism of catalyst particle formation on different substrates. Particles are formed and
deposited both on silicon and silica surfaces, with a size around 20–40 nm in the
silicon oxide region and slightly bigger in the Si region. Measurements made by an
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Figure 2.12. The process used to create silica
patterns on a silicon substrate. (a) The
sequence from top to bottom: generation of a
SiO2 layer on a Si wafer; spin coating of a
photoresist; photoexposure through a mask

and resist development; etching the exposed
SiO2; photoresist removal and growth of
nanotubes on the patterned SiO2 surface.
(b) Patterned MWNT layers.
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electron probe microanalyzer and by Auger electron spectroscopy showed that iron
and carbon are dispersed over both regions. Cross-sectional TEM observation of the
substrates showed that particles on the top of silicon oxide surfaces are pure gamma
iron (fcc Fe), which is an active catalyst for carbon nanotube growth. However, on
the silicon surface iron silicide is formed by substrate particle interactions, and these
silicide phases are not effective catalysts [42].

2.4.2
Three-Dimensional Nanotube Architectures

The site selectivity of the floating catalyst CVD method is a powerful tool to design
mesoscale structures similar to ones used as MEMS. To demonstrate this possibility
we carried out simultaneous multidirectional growth and multilayered growth of
ordered nanotubes [43, 44]. To provide depth for the horizontal growth, thick silica
layers were deposited by plasma-enhanced CVD (PECVD) to create high-aspect-ratio
silica features. Patterns of Si/SiO2 of various shapes were generated by photolithog-
raphy followed by a combination of wet and/or dry etching. CVD growth of nano-
tubes is stimulated in a manner similar to the above-described method using a
xylene/ferrocene mixture (Fig. 2.13). With this method nanotube growth in
mutually orthogonal directions and growth with oblique inclinations (that is, neither
orthogonal nor planar with respect to the substrate plane) has been illustrated [44].
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Figure 2.13. Carbon nanotube structures
deposited on patterned, three-dimensional sili-
con/silica templates. The length of the nano-
tubes in both vertical and horizontal directions

is about 60mm. The thickness of the patterned
SiO2 layer was 8.5mm in the presented
experiment. (From Ref. [43], with permission.)
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2.4.3
Super-Long SWNT Strands

Mesostructures of SWNTs can also be grown by techniques involving vapor phase
catalyst delivery, similar to the above. We have synthesized long strands of ordered
SWNTs (Fig. 2.14) by a CVD deposition technique with the floating catalyst method,
but in a vertical furnace, using n-hexane as a carbon source [45, 46]. The n-hexane
solution with ferrocene content of 0.018 g ml–1 and thiophene of 0.4 wt% was intro-
duced into the reactor after heating the reactor to the pyrolysis temperature
(~1100 �C), using hydrogen as carrier gas. In the process SWNTs formed in abun-
dance with yields of ~0.5 g h–1. The formation of very long SWNT strands, also in
large amounts (approximately 20–30% of the product), is the unique characteristic
of this vertical floating process. The SWNT strands consist of smaller-diameter
ropes, which also seem very long, almost as long as the strand itself (several inches)
and can be manually handled quite easily.

a b

Figure 2.14. (a) Nanotube strand made of the longest SWNT
produced to date. (b) Comparison of two samples of similar
mass (HiPCO and the long strands) ultrasonicated in ethanol.

Raman spectra taken from different areas along the strands are very similar to
each other, indicating homogeneity along the strands. The diameter of SWNTs de-
termined from the frequency of the radial breathing modes (RBM) is in the range of
1.1–1.7 nm, with a dominance of tubes of 1.1 nm, in accordance with our TEM
investigations. Measurements were directly conducted on these strands, namely
direct tensile test and electrical measurements. The stress in the strands was
recorded on individual SWNT strands of centimeter lengths, of diameter 5–20 mm.
Modulus values obtained directly from the measurements were 49–77 GPa, smaller
than what is predicted for individual nanotubes but still of relatively large magni-
tude compared to existing fibers. Macroscopic electrical resistivity of nanotube
strands was measured from room temperature to 5K using a four-probe method.
The crossover temperature from metallic to semiconducting state occurred at about
90K. The metallic resistivity is about six times the value of single bundles reported
previously but less than any other macroscopic SWNT structures, suggesting contin-
uous conducting paths along the long nanotube strands.
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Double-walled carbon nanotubes (DWNTs) have been brought to the forefront of
research in recent years in the nanotube community due to the fact that they are at
the frontier between SWNTs and MWNTs and could have the advantages of both.
They open a possibility of functionalizing the outer wall, which will ensure connec-
tions with the external environment, while retaining the remarkable mechanical
and electronic properties of the inner nanotube. This may prove to be very useful for
their integration into systems and composites. DWNTs were first reported using py-
rolytic organic precursor [47] and recently have been synthesized using the arc-dis-
charge [48] and the CVD techniques [49].

2.5
Perspective on Biomedical Applications

Due to the fact that carbon nanomaterials, particularly carbon nanotubes, have
novel structures, small and well-defined dimensions paired with extremely high
electrical and thermal conductivity, high mechanical strength and flexibility, as dis-
cussed before, various prospective applications of nanotubes have been proposed
such as nanoelectronic devices, energy storage, nanocomposites, nanosensors, and
so on. A detailed review of this aspect can be found in Refs. [22–24]. Considering the
scope of this book we will just give a brief perspective on nanotubes in biomedical
applications, one of their key future areas of application.

2.5.1
Imaging and Diagnostics

A striking example is shown in Fig. 2.15, using an individual MWNT attached to the
end of a scanning probe microscope tip for imaging biomolecules [50]. The advan-
tage of the nanotube tip is its slenderness and the ability to image features (such as
very small, deep surface cracks) which are almost impossible to probe using the

a b

10 nm

Figure 2.15. Individual MWNT grown directly onto an AFM tip
(a) and a picture to demonstrate its lateral resolution (b).
(From Ref. [50], with permission.)
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larger, blunter-etched Si or metal tips. Biological molecules such as DNA can readily
be imaged at higher resolution using nanotube tips than with conventional scan-
ning tunneling microscope tips. MWNT and SWNT tips were used in a tapping
mode to image biological molecules such as amyloid-b-protofibrils (related to Alz-
heimer’s disease) with a resolution never achieved before.

Another example of medical diagnostic imaging is x-ray radiation coming from a
nanotube x-ray source [51]. The basic design of the x-ray tube has not changed sig-
nificantly in the last century. The x-ray intensity generated using a carbon nanotube
(CNT)-based field-emission cathode is sufficient to image a human extremity
(Fig. 2.16). The device can readily produce both continuous and pulsed x-rays with a
programmable wave form and repetition rate. Pulsed x-ray with a repetition rate
greater than 100 kHz was readily achieved by programming the gate voltage. The
CNT-based cold-cathode x-ray technology can potentially lead to portable and minia-
ture x-ray sources for industrial and medical applications.

a

b

Figure 2.16. X-ray images of a fish (a) and a humanoid hand
(b) taken using the nanotube x-ray source. Detailed bone struc-
tures are clearly resolved. (From Ref. [51], with permission.)

2.5.2
Biosensors

Carbon nanotubes can be used for monitoring enzyme activity. Immobilization of
proteins on the sidewall of carbon nanotubes through a linking molecule has
already been demonstrated [52]. Proteins carrying pH-dependent charged groups
that can electrostatically gate a semiconducting SWNT created the possibility to con-
struct a nanosize protein and/or pH sensor. Redox enzymes go through a catalytic

50



2.5 Perspective on Biomedical Applications

reaction cycle where groups in the enzyme temporarily change their charge state
and conformational changes occur in the enzyme. This enzymatic activity can
potentially be monitored with a nanotube sensor. Figure 2.17 demonstrates the use
of individual semiconducting SWNTs as versatile biosensors [53]. Controlled attach-
ment of the redox enzyme glucose oxidase (GOx) to the nanotube sidewall is
achieved through a linking molecule and is found to induce a clear change of the
conductance. The enzyme-coated tube is found to act as a pH sensor with large and
reversible changes in conductance upon changes in pH. Upon addition of glucose,
the substrate of GOx, a steplike response can be monitored in real time, indicating
that the sensor is capable of measuring enzymatic activity at the level of a single
nanotube. This demonstration of nanotube-based biosensors provides a new tool for
enzymatic studies and opens the way to biomolecular diagnostics.

Another approach has been explored using enzyme-containing polymer-SWNT
composites as unique biocatalytic materials [54]. The biocatalytic composites were
prepared by suspending SWNT and a-chymotrypsin (CT) directly into a poly(methyl
methacrylate) solution in toluene. The activity of the resulting CT-polymer-nanotube
films was observed to be higher than both polymer-CT and polymer-graphite-CT
films. SWNT-containing composites show higher enzyme activity than the non-
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Figure 2.17. (a) Two electrodes connecting a
semiconducting SWNT with GOx enzymes
immobilized on its surface. (b) Conductance of
a semiconducting SWNT as a function of the
liquid-gate voltage in water. Data are for the

bare SWNT (I), after 2 h in dimethylformamide
with/without the linking molecule (II), and
after GOx immobilization (III). (From Ref. [53],
with permission.)
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SWNT preparations, indicating that SWNTs may be used to improve the perfor-
mance of a wide range of biocatalytic composites for applications ranging from anti-
fouling surface coatings to sensor elements.

2.6
Conclusion

Due to the rapid growth of the field we could only briefly summarize the synthesis
achievements of carbon nanomaterials. We have presented some results regarding
chemical vapor deposition of nanotubes with a wide variety of relations to their
growth environment. Most of the applications require not only the nanotubes them-
selves but handling them as parts of bigger systems, consisting in most cases of
great numbers of nano-objects and their interconnects. On specific templates we
were able to control the nanotubes’ growth in three dimensions, resulting in struc-
tures that could be applicable later in electronic circuitry or MEMS devices to create
nanotube-based devices (diodes, transistors, RAM elements) with predefined proper-
ties, high yield, and in high density for biomedical diagnostics and medical applica-
tions. The promise of such nanomaterials in biomedical applications, particularly
carbon nanotubes, used as nanoprobes in the applications of high-resolution imag-
ing and biosensors, is obvious.
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Figure 2.18. Comparison of biocatalytic film
activities of poly(methyl methacrylate)-a-chy-
motrypsin-SWNT composites. White bar, 1 mg
SWNT; hatched bar, 2 mg SWNT; black bar,

5 mg SWNT; each with 1 mg CT and 1.0 g
poly(methyl methacrylate). (From Ref. [25],
with permission.)
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Abbreviations

CNT – carbon nanotube
CT – a-chymotrypsin
CVD – chemical vapor deposition
DWNT – double-walled carbon nanotube
EPMA – electron probe microanalyzer
GOx – glucose oxidase
HiPCO – high pressure CO conversion method
HRTEM – high-resolution transmission electron microscopy
MEMS – microelectromechnical system
MPCVD – microwave plasma chemical vapor deposition
MWNT – multi-walled carbon nanotube
PECVD – plasma-enhanced chemical vapor deposition
SWNT – single-walled carbon nanotube
TEM – transmission electron microscopy
UNCD – ultra-nanocrystalline diamond
VGCF – vapor-grown carbon fiber
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3.1
Introduction

Compared to their bulk and molecular counterparts, materials with nanoscale struc-
ture, such as quantum dots, nanocrystals, nanorods, nanowires, nanobelts, nano-
tubes, and nanomeshes [1–3] show novel electronic, magnetic, optical, thermal, and
mechanic properties due to quantum effects. Such unique materials therefore hold
great promise for a large spectrum of applications such as energy storage and con-
version, information storage and processing, chemical transformations and purifica-
tions, chemical and biological sensing, and drug discoveries and screening.

Realization of these promises requires translation of the properties of nanoscale
components into the dimensions devices can use. One of the most significant steps
is to directly synthesize the nanostructures with designed two-dimensional (2D) net-
works, three-dimensional (3D) networks, or more complicated hierarchical struc-
tures, or to assemble the preformed nanoscale building blocks into such usable
structures.

This chapter first provides an overview of the fabrication of nanostructured sys-
tems, including: (i) synthesis of 2D/3D nanostructures through self-assembly of the
preformed building blocks, (ii) biomimetic assemblies and biomolecular recogni-
tion-based assemblies, (iii) template-assisted assemblies, (iv) external-field-assisted
assemblies, and (v) 2D/3D nanostructures by direct synthesis. Among these meth-
ods, the synthesis of nanostructured systems using non-covalent interactions among
the building blocks offers a simple and efficient route, since the syntheses of such
building blocks are well developed. Beyond this, the biomimetic assembles and bio-
recognition-based assemblies utilize the specific non-covalent interactions to form
nanostructured systems with better design and control. The template-assisted
assembly approach integrates top-down fabrication techniques with bottom-up ap-
proaches to fabricate more complicated systems. Due to the weak nature of non-
covalent interactions, external-field-induced assembly may be required to assemble
the building blocks into oriented systems. Compared with the above assembling ap-
proaches, direct synthesis of nanostructured systems is the ultimate goal since it
avoids the use of weak non-covalent interactions, providing robust systems with effi-
cient inter- and intra-network communications (e.g., charge, heat, and mass trans-
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3 Nanostructured Systems from Low-Dimensional Building Blocks

port). After the synthesis review, applications of the nanostructured systems are also
presented. Note that current applications are far beyond what we can summarize
here. Therefore, only representative applications are presented in this chapter.

3.2
Nanostructured System by Self-Assembly

Among the various synthesis approaches (e.g., lithography and e-beam lithography),
the self-assembly approach has emerged as one of the most promising routes to
synthesize a large variety of nanostructures. This approach utilizes non-covalent in-
teractions such as van der Waals, hydrogen bonding, electrostatic, capillary force,
and p–p interactions organizing various building blocks into 2D, 3D, or more com-
plicated hierarchical structures. These building blocks characterize the nanoscale
structures (i.e., they have at least one dimension in the 1–100 nm scale). Usually,
the nanoscale building blocks are defined as zero-dimensional (0D) for spherical
nanoparticles, one-dimensional (1D) for nanowire, nanorod, nanobelt, and nano-
tube structures, and 2D or 3D for hierarchical nanostructures. This section reviews
the 2D and 3D assemblies using 0D and 1D building blocks.

3.2.1
Nanoparticle Assemblies

Recent research has enabled the versatile syntheses of a large variety of metal, semi-
conductor, and metal oxide nanocrystals, which can be self-assembled into super-
structures through van der Waals [4], hydrophobic [5, 6], electrostatic [7–10], hydro-
gen bonding [11–13], and covalent bonding interactions [14, 15]. Excellent examples
include the self-assembly of Au [4, 16, 17], Ag [18], Co [19], Ag2S [20], CdS [21, 22],
CdSe [23], FePt [6], and CoPt3[24] nanocrystals. For example, binary Au nanoparti-
cles organize themselves into regular AB2 or AB 2D superstructures, depending on
the relative amount of each species and the ratio of particle diameters [16, 25]. Mix-
ing two monodispersed colloidal solutions of CoPt3 nanocrystals with different di-
ameters (4.5 and 2.6 nm diameter), followed by slow evaporation of the solvent,
results in the formation of a 3D superlattice of AB5 type [24]. To date, most of the
research is focused on the self-assembly of nanocrystals into monolayers, rings,
superlattices, particles, and thin films. By using polyelectrolytes as a mediator, nano-
crystals can also be assembled layer by layer into thin films through electrostatic
interactions [26–28].

3.2.1.1 Role of Capping Molecules
The surface of nanoparticles is often passivated in solutions by functional organic
molecules. The stabilizing molecules and the nature of the nanocrystals (e.g., crys-
talline structure and preferred crystal orientation) may therefore significantly affect
the assembling process and resulting superstructure. For instance, 3D assembly of
fcc Ag nanocrystals often occurs through the preferred interactions of the [100] facets
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and [111] facets [4]. The stabilizing molecules used include organic molecules termi-
nated with alkyl, acid, amine [9], pyrrolyl [14], or dithiol [15] groups; iodine [29]; den-
drimers [30]; macromolecules such as multivalent polymer receptors [11, 31] and
polyelectrolytes [26–28]; and biomolecules [32, 33]. Among these molecules, hydro-
phobic chain-terminated ligands are the most commonly used capping molecules
for the assembly of nanoscale components through hydrophobic or van der Waals
interactions. In addition, the use of capping molecules with terminated functional
groups enables the manipulation of molecular interactions and thus tunable super-
structures. For example, Rotello and colleagues demonstrated the assembly of metal
nanocrystals with a functionalized polymer into structured spherical networks
through thymine/diaminotriazine multivalent hydrogen bonding (see Fig. 3.1) [34].
Briefly, Au nanocrystals were first modified using thymine-functionalized alka-
nethiol. Mixing the modified Au nanocrystals with diaminotriazine-functionalized
polystyrene creates spherical nanocrystal/polymer network assemblies through
hydrogen bonding. The size and structure of these networks can be further tuned at
different temperatures. Mirkin and Alivisatos et al. have demonstrated the forma-
tion of aggregated metal nanocrystals using DNA as the recognition element [35,
36]. Nanocrystals capsulated with two complementary DNA strands recognize each
other and assemble into aggregates based on DNA molecular recognition. Such bio-
logically driven self-assembly of nanoscale components has been extensively investi-
gated using biomolecular recognition/binding (e.g., DNA, antibody–antigen, etc.),
replacing hydrophobic, electrostatic, or hydrogen bonding interactions. This will be
discussed later in Section 3.4.

Figure 3.1. Proposed mechanism (a) and structure (b) for self-
assembly of Au nanocrystals with functionalized polymer
through multivalent hydrogen bonding interactions. (From
Ref. [34].)
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3.2.1.2 Multicomponent Assembly
Assemblies of two or more different nanocrystals provide a new route to control
nanocrystal superstructures and properties. Such multicomponent assemblies can
be achieved through precisely controlling the sizes and size distribution of the nano-
crystals, as well as the assembly conditions. For example, Ag and Au monodispersed
nanocrystals with two different particle sizes can self-assemble into regular 2D AB
superstructures [16, 25]. Murray and colleagues assembled magnetic (c-Fe2O3) and
semiconducting (PbSe) nanoparticles into large length scale 3D binary superlattices
based on hydrophobic and van der Waals interactions [5]. By tuning the particle size
and size ratio, the assembled superlattices of magnetic nanocrystals and semicon-
ductor quantum dots can have long-range ordered AB2 and AB13 superlattice struc-
ture. Figure 3.2 shows transmission electron microscope (TEM) images of self-
assembled superlattices of magnetic and semiconductor nanoparticles. These multi-
component nanocrystal assemblies may allow engineering of more complex materi-
als from which new or synergistic properties can emerge. For example, two mag-
netic nanoparticles with different coercivities and remnant magnetizations can self-
assemble and obtain an optimized nanocomposite with larger coercivity and higher
remnant magnetization than that composed of either part [37].

a b

Figure 3.2. Transmission electron microscope (TEM) images of
self-assembled superlattices of magnetic (c-Fe2O3) and semi-
conductor (PbSe) nanoparticles. (a) TEM image of the [100]
plane of superlattice type AB13; (b) TEM image of the [001]
plane of superlattice type AB2. insets are high-resolution TEM
and fast Fourier transform (FFT) images. (From Ref. [5].)

Electrostatic related self-organization has also been applied for two-component
self-assembly, such as SiO2-Au [7], SiO2–CdSe [8], Au–CdS [9], and TiO2–CdS [10]
systems. Such assemblies often involve the functionalization of one type of colloidal
building block with an amine derivative, and a counterpart building block with a car-
boxylic acid derivative. Mixing the two components results in the spontaneous for-
mation of electrostatically bound mixed-colloidal constructs. The shapes and sizes of
these ensembles could then be controlled via variation of the sizes and composition
of the building blocks. This electrostatically induced self-organization can be disas-
sembled and reassembled at different pH, regardless of the nature of the nanocrys-
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tal cores [8]. This process can also be used to form composite films via layer-by-layer
deposition [10]. Bifunctional ligands have also been applied into a Pt–Au assembly
process [12].

3.2.2
1D Nanostructure Assemblies

Recently, 1D nanostructures such as nanorods, nanowires, nanotubes, and nano-
belts have been widely studied. Current self-assembly processes of 1D nanostruc-
tures are mainly focused on functionalized nanorods of Co [38], CuO [39], Au [40],
CdSe [41], BaCrO4 [42], and BaWO4 [43]. For example, CdSe nanorods can be macro-
scopically aligned in a nematic liquid-crystal phase [44, 45], and superlattice struc-
tures of these nanorods formed upon deposition on a substrate are determined by
liquid-crystalline phases that are formed prior to complete solvent evaporation [46].

The assembly of 1D nanostructures is also based on non-covalent interactions.
For example, El-Sayed et al. reported that gold nanorods with an aspect ratio of 4.6
coated with two different cationic surfactants could assemble into long-range
ordered structures on a substrate upon solvent evaporation and subsequent increase
in concentration [40]. This ordered packing of the nanorods on the substrate could
be a result of the hydrodynamic pressure of solvent stream and lateral capillary
forces. As solvent evaporates, the pressure of the thin film on the substrate com-
pared to the pressure in the suspension decreases. This pressure gradient produces
a suspension influx from the bulk solution toward the thin film. The solvent flux
compensates for the evaporated solvent from the film, and the nanoparticle flux
causes particle accumulation and dense assembly therein. In explaining the ten-
dency of nanorods to align parallel to each other, El-Sayed and colleagues claim that
it is due to higher lateral capillary forces along the length of the nanorods as com-
pared to the width. Murphy and colleagues [33] investigated self-assembly of higher
aspect ratio gold nanorods with one surfactant system and obtained results consis-
tent with El-Sayed’s observation.

With the existence of different functional sections or blocks along 1D nanostructures,
self-assembly can be guided through block-to-block interactions between different 1D
nanoscale components. Based on the discrete surface chemistry of different sections or
blocks, various kinds of molecules can be attached to the blocks using well-established
methods [e.g., self-assembled monolayers (SAMs)]. For instance, Kovtyukhova and
Mallouk developed a selective functionalization of Au/Pt/Au nanowires based on the
different reactivity of Pt and Au towards isocyanides and thiols [47]. The mercaptoethyl-
amine-bearing gold portion of the nanowires can be tagged with fluorescent indicator
molecules to image the spatially localized SAMs along the length of the nanowires. Mir-
kin and colleagues have also found that multicomponent rods composed of inorganic
hydrophilic sections (Au) and organic hydrophobic domains (oxidized polypyrrole)
assemble into superstructures as shown in Fig. 3.3 [48]. Due to compositional differ-
ences between the inorganic and organic portions, the block ends tend to phase-segre-
gate in a way that aligns the structures. The assembled 3D superstructure can be tuned
into bundles, tubes, and sheets by controlling the block numbers and ratio.
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a b

Figure 3.3. Scanning electron microscope (SEM) images of
assemblies of Au-polypyrrole nanorods with a 1:4 block-length
ratio (a), and an enlarged view of the boxed area, revealing the
highly oriented amphiphilic rods (b). (From Ref. [48].)

As an alternative long-range interaction to capillary forces for nanorod assembly,
magnetic interactions can also direct and stabilize the self-assembly of ordered, 3D
nanorod structures. Whitesides and colleagues demonstrated that metal nanorods
containing alternating sections of ferromagnetic and diamagnetic materials along
the nanorods can self-assemble into stable microstructures [49]. Magnetization of
the ferromagnetic disk-like sections within individual rods polarizes the sections
perpendicular to the physical axis of the rods and promotes lateral interactions that
direct the self-assembly of the rods.

3.3
Biomimetic and Biomolecular Recognition Assembly

The above self-assembled systems are driven by nonspecific, non-covalent interac-
tions. Utilization of biomolecules such as DNA, antibodies, viruses, and biotinylated
proteins [33, 35, 36, 50, 51] may provide the self-assemblies with biomolecular recog-
nition, better structural control, and responsive functionality.

3.3.1
Assembly by Biomolecular Recognition

3.3.1.1 DNA-Assisted Assembly
Self-recognizing biomolecules such as DNA can direct the assembly of attached
nanoscale components. Earlier works by Mirkin and Alivisatos and colleagues have
shown that complementary DNA oligonucleotides could be used to direct the assem-
bly of nanocrystals such as Au and CdSe [35, 36]. This method takes advantage of
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molecular recognition of the complementary oligonucleotides anchored on the
nanocrystals. For example, no recognition occurs when two noncomplementary
strands of DNA attached with nanocrystals are mixed together. However, adding a
third strand of half-complementary DNA to each of the grafted sequences induces
hybridization and drives the self-assembly process. Similarly, by functionalizing two
complementary oligonucleotides on two different nanocrystals (size or type), DNA-
directed binary nanocrystal assembled networks have been prepared [52]. Such
nanocrystal-labeled systems are of great interest for highly selective colorimetric
detection for oligonucleotides. This technique has also been extended to assemble
nanorods and nanowires. For example, large-scale uniaxial organization of gold
nanorods can be achieved by using specific DNA hybridization [32, 53]. Silver nano-
wires have also been assembled between two prefabricated leads [54].

Single-stranded DNA molecules self-assemble into DNA-branched motif com-
plexes known as tiles. These tiles carry sticky ends that preferentially match the
sticky ends of other tiles, facilitating their assembly into lattices. Li et al. used a line-
ar array of DNA triple crossover molecules (TX) to controllably template the self-
assembly of streptavidin linear arrays through biotin–streptavidin interactions [55].
This self-assembled DNA–streptavidin lattice was used as a scaffold to precisely posi-
tion periodically gold nanoparticles within the lattice for potential nanoelectronic ap-
plications. DNA tiles can also assemble into 2D lattice sheets with proper design of
the sticky ends. These structures can also be used as templates for the synthesis of
superstructures of other materials such as nanoparticles, nanorods, and carbon
nanotubes [56].

3.3.1.2 Protein-Assisted Assemblies
A large number of complementary protein systems offer a new direction for nano-
structure synthesis. Mann and colleagues developed protein recognition directed
assembly of Au nanocrystals such as antibody/antigen and streptavidin/biotin recog-
nition pairs [33]. Similar to the DNA-directed assembly, nanocrystals functionalized
with two complementary proteins may assemble into superstructures based on pro-
tein-specific recognition or binding. Shenton et al. attached either IgE or IgG anti-
bodies to the nanocrystals. Subsequent addition of appropriate antigens resulted in
the interparticle conjugations shown in Fig. 3.4 [57]. Similarly, Murphy and col-
leagues found that functionalization of gold nanorods with biotin followed by the
addition of streptavidin results in an end-to-end assembly [58], rather than a side-by-
side assembly, which is similar to that achieved when using DNA as linkers [32].

Figure 3.4. Use of surface-attached antibodies and artificial
antigens for cross-linking of Au nanoparticles. (From Ref. [57].)
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3.3.1.3 Virus-Assisted Assemblies
Viruses have also been used as templates for the synthesis of magnetic and semicon-
ductor nanomaterials, as shown in Fig. 3.5. The morphologies achieved (e.g., parti-
cles, liquid crystals, films, and fibers) are dependent on the virus structure and the
assembly process [50]. For example, Douglas et al. used cowpea chlorotic mottle
virus (CCMV), which forms a cage-like protein shell, to grow iron oxide and polyox-
ometalates around the scaffold [59, 60]. Nanowires of metals, semiconductors, and
magnetic materials have also been synthesized using rod-shaped viruses such as
M13 bacteriophage and tobacco mosaic viruses as templates. For example, begin-
ning with the ZnS nanoparticles nucleated on the viruses, controlled growth con-
nects these particles and forms nanowires. Interestingly, the specific metal–virus
binding directs the nucleation process and creates the nanowires consisting of ori-
ented hexagonal wurtzite ZnS nanocrystals.
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Figure 3.5. Routes for virus-assisted material
synthesis. (a) Rod-shaped viruses used to
synthesize nanowires. (b) Cages used to
synthesize nanoparticles within the interior or
the external surface which can be modified to

assemble into viral arrays. (c) Rod-shaped
viruses for liquid crystal fabrication. (d)
Inorganically modified liquid crystals fabricated
into viral films and viral fibers. (From Ref. [50].)
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3.3.2
Biomimetic Assembly Process

The biomimetic approach is an elegant route to organize nanostructures across var-
ious length scales. Research in this area focuses on the production of hierarchical
complex nanostructures using self-assembled hybrid organic and inorganic building
blocks. As an example, complex BaSO4 morphologies such as bundled fibers, brush-
like and cone-shaped structures, and unusual cone-on-cone assemblies were formed
in aqueous polyacrylate solutions at room temperature by a simple precipitation
reaction [61]. The formation process may be quite complicated. Figure 3.6 shows an
example of a nanofilament formation process which involves eight steps: anionic
polymer-mediated nanoparticle aggregation and crystallization (steps 1–3); adsorb-
ence of the anionic polymer to positively charged crystal faces (step 4); unidirection-
al aggregation of the crystalline BaSO4, which forms the nanofilament (steps 5 and
6); secondary side-by-side aggregation, which forms nanofilament bundles (step 7);
and, finally, the formation of cone-shaped structure composed of nanofilament bun-
dles is obtained (step 8). With the optimization of variables such as temperature,
pH, and concentration, highly ordered funnel-like BaSO4 superstructures were
obtained as shown in Fig. 3.7. This complex superstructure experiences remarkable
self-similar growth and forms very long BaSO4 fiber bundles with repetitive growth
patterns [62].

Figure 3.6. Proposed mechanism for the heterogeneous nuclea-
tion and growth of fiber bundles. (From Ref. [61].)

Similarly, complex ZnO superstructures have been biomimetically synthesized in
solution using citrate ions to control the growth behavior of the crystals [63, 64]. In
this approach, ZnO nanocrystals were first prefabricated on the substrate. In the
absence of the citrate ions, ZnO grows in rod-like structures along the [001] direc-
tion. With the addition of citrate ions, ZnO growth is directed into nanoplates due to
specific adsorption of the citrate ions to the [002] surface. By repeating the growth
step several times, ZnO superstructures consisting of arrays of oriented ZnO nano-
columns intercalated by layers of nanoplates can be obtained (see Fig. 3.8).
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Figure 3.7. SEM images of complex forms of BaSO4 bundles
and superstructures: (a) highly ordered funnel-like superstruc-
tures with multiple hierarchical aligned cones, (b) enlarged
image of the detailed superstructure with repetitive patterns.
(From Ref. [62].)

a b

Figure 3.8. SEM images of plate-like structures on top of ZnO
bilayers (a); and column-to-plate transition in the ZnO bilayers
(b). (From Ref. [64].)
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3.4
Template-Assisted Integration and Assembly

Nanoscale components with uniform size and shape can spontaneously assemble
into ordered 2D or 3D aggregates based on different specific, non-covalent interac-
tions. This energy-minimization-driven self-assembly provides a basic and effective
bottom-up route to organize nanoscale components into highly ordered and thermo-
dynamically stable structures for macroscopic material applications. However, it is
difficult to have effective control over the size, shape, position, and structure of the
assemblies for device applications by self-assembly only. For this purpose, the com-
plementary top-down microfabrication strategy has been integrated into the self-
assembly of nanoscale components.

3.4.1
Template-Assisted Self-Assembly

Microfabrication techniques such as photolithography, soft lithography, and scan-
ning probe microscopy lithography provide robust routes to pattern solid surfaces
with relief structures and different properties at scales ranging from tens of nano-
meters to hundreds of micrometers. The predetermined structures in these pat-
terned surfaces could serve as templates to direct self-assembly of nanoscale compo-
nents in the confined spaces and positions, which produce assemblies with control-
lable sizes, shapes, position, and even assembly structures.

3.4.1.1 Templating with Relief Structures
The microfluidic method is an effective way to control the self-assembly of nanoscale
components to obtain aggregates with predetermined size, shape, and position. This
is often achieved by filling the fluidic channels by capillary force or other interac-
tions with solutions containing nanoscale components. Ordered channels are
usually formed between a patterned poly(dimethylsiloxane) (PDMS) mold and a
substrate [65] or between a flat PDMS and a substrate patterned with relief struc-
tures [66]. Self-assembly of the building blocks within the confined channels can
generate patterned 2D or 3D lattices after evaporation of the solvent. Alternatively,
using a liquid dewetting method in the microchannels, Yang et al. demonstrated a
novel method to assemble molybdenum selenide molecules into ordered parallel
arrays of nanowires along the corners of the channels. Crossbar junctions of nano-
wires could also be obtained by repeating this process within the aligned channels
orthogonal to the preformed nanowires [67]. Ozin et al. also showed that substrates
with separated or continuous relief structures can be used as templates to direct the
self-assembly of colloidal particles into controllable aggregates using a two-step spin
coating method. Briefly, a low spin speed was first used to make colloidal particles
fall into the relief structures. A high spin speed was then used to remove excess
colloidal particles from the substrate surface [68]. Xia et al. developed another meth-
od to assemble colloidal particles into complex aggregates by using a special cell
consisting of planar and patterned substrates (see Fig. 3.9). When a suspension of
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colloidal particles flew across the patterned substrate, capillary forces formed at the
meniscus between the suspension surface and the substrate pushed the particles into
the relief structures and also removed the particles on the top surface. During evapora-
tion of solvent from the relief structures, colloidal particles assembled into complex
aggregates relative to the particle size and the dimension of the template [69].

The above approaches are somewhat limited to the formation of concrete close-
packed nanoscale component assemblies on substrates. Yang et al. demonstrated
the use of substrates with patterned wettability to form organic liquid patterns. Sub-
sequent assembly of the colloidal particles on the liquid-patterned surface generated
ordered arrays of voids in the colloidal crystal systems [70]. The formation of specific
microstructures within the colloidal crystals is important for the fabrication of opti-
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Figure 3.9. SEM images of ordered arrays of
(a) dimer, (b) trimer, (c) square tetramer, and
(d) pentagon assemblies of polystyrene colloi-
dal particles with diameters of 1000, 900, 800,

and 700 nm, respectively. The arrays were
fabricated by template-assisted self-assembly
using substrates patterned with an ordered
array of 2-mm cylindrical holes. (From Ref. [69].)

Figure 3.10. SEM image of a face-centered cubic struc-
tured colloidal crystal assembly with the [100] plane par-
allel to the substrate. This assembly was fabricated by
the crystallization of polystyrene colloidal particles on a
substrate patterned with an array of square pyramidal
pits. (From Ref. [72].)
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cal cavities, waveguides, and photonic chips. Besides control over the size, shape,
and position of the aggregates, work demonstrated by Blaaderen, Ozin, and Xia et
al. showed that relief structure-assisted self-assembly can also provide effective con-
trol over the assembly structures [66, 71, 72]. For example, crystallization of colloidal
particles on the substrates patterned with specific structures (e.g., square pyramidal
pits) can produce face-centered cubic crystals with preferred orientations (see
Fig. 3.10) [66, 71, 72].

3.4.1.2 Templating with Functionalized Patterned Surfaces
The use of substrates with functionalized patterned surfaces provides another route
to confine self-assembly of the building blocks. Such patterned surfaces are often
prepared through photolithography and microcontact printing techniques. For
example, Braun and Hammond et al. studied the self-assembly of charged colloidal
particles on substrates with patterned charges [73, 74]. The charged colloidal parti-
cles in the suspension were selectively adsorbed to the patterned regions with oppo-
site charges through electrostatic interactions. Similarly, patterned aggregates of
nanorods on gold substrates were also achieved [47]. It is also possible to spatially
address individual charged colloidal particles on such patterned surfaces using a
dip-pen lithography technique and electrostatic interactions [75]. Aksay et al. further
explored this technique by combining an external electric field and surface with pat-
terned charge density (see Fig. 3.11) [76].

3.4.2
Patterning of Nanoscale Component Assemblies

The patterning methods discussed above are based on self-assembly of building
blocks directed by a patterned surface or structure. Alternatively, patterned struc-
tures can be prepared by postpatterning the preformed nanoscale component
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Figure 3.11. SEM image of ordered colloidal
particle aggregates produced by external elec-
tric-field-directed assembly of colloidal parti-
cles on an indium tin oxide (ITO) electrode.

The electrode was patterned with different
current density by exposure to ultraviolet light
through a mask. (From Ref. [76].)
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assemblies using appropriate microfabrication techniques. For example, Brust et al.
demonstrated that an electron beam lithography technique can be used to pattern
Langmuir-Blodgett (LB) self-assembled monolayers or multilayers of alkanethiol-
capped gold nanoparticles [77]. The electron beam-exposed regions of the LB film
became insoluble as a result of the cross-linking of the capping alkanethiol mole-
cules. Following removal of the nanoparticles on the unexposed regions, gold nano-
particle assemblies with features as small as 50 nm were generated. A similar meth-
od was used to pattern self-assembled films of surfactant-stabilized FePt nanoparti-
cles using pulsed and focused laser beams to carbonize the surfactant into insoluble
components [78]. The patterned nanoparticle films were further annealed to convert
the FePt nanoparticle assemblies into ferromagnetic, ordered, face-centered tetrago-
nal superlattices [6].

Other techniques developed involve patterning preformed monolayers using soft-
lithographic techniques. For example, by transferring the Fe2O3 nanoparticle film
on the patterned surface of a PDMS stamp, Yang et al. demonstrated that self-
assembled nanoparticles could serve as the “ink” and be further transferred onto a
silicon wafer using a microcontact printing technique [79]. Yang et al. also developed
a lift-up soft lithography technique, in which a single layer of colloidal particles
from the top layer of a colloidal crystal film was selectively transferred onto a PDMS
stamp surface. Using this method, it is also possible to realize fine control over the
microstructures of colloidal films using a layer-by-layer lift-up process [80].

3.5
External-Field-Induced Assembly

Although self-assembly is a spontaneous and thermodynamically favorable proce-
dure, external fields may be required for the assembly of nanoscale building blocks
to micro/macro scales because of the weak nature of the non-covalent interactions.
External fields, such as electric [81], magnetic [82], electrophoretic [83, 84], and elec-
troosmotic flow [85], shearing, and pressure fields [42, 86] have been applied to align
or assemble the nanoscale components into larger length scales.

3.5.1
Flow-Directed Assembly

An excellent example of shearing field-assisted assembly is the alignment and
assembly of nanowires into parallel arrays or functional networks achieved by micro-
fluidic flow and surface-patterning techniques [86]. Usually, a higher flow rate leads
to a stronger shearing force and therefore better nanowire alignment. The sur-
face coverage of the aligned nanowires can be controlled by flow duration and solu-
tion concentrations. The use of patterned surface chemistry enables the nanowires
to be patterned and aligned preferentially along the fluidic direction. Parallel or
crossed arrays of nanowires can be easily obtained using this technique (see
Fig. 3.12) [86].
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Figure 3.12. A SEM image of a crossed array of InP nanowires
fabricated by a two-step flow technique with orthogonal channel
direction. The scale bar is 500 nm. (From Ref. [86].)

3.5.2
Electric-Field-Induced Assembly

Electric fields have been extensively used to align nanoscale components such as
carbon nanotubes [87], semiconductor nanowires [81], and block copolymer meso-
structures [88] perpendicular or parallel to the substrate. Lieber and colleagues
found that preformed indium phosphide nanowires prefer to align along the direc-
tion of an electric field [81]. These aligned nanowires can bridge two electrodes and
form nanowire circuits. The ability of nanowires to align under an electric field is
due to the anisotropic polarizability of 1D nanostructures. External electric fields
have also been exploited to control carbon nanotube orientations during chemical
vapor deposition [87, 89]. It is worth mentioning that carbon nanotubes can also be
aligned by mechanical shear [90], anisotropic flow [91], gel extrusion [92, 93], and
magnetic field [94].

3.5.3
Electrophoretic Assembly

Electrophoretic deposition is another efficient way of assembling charged building
blocks into 2D/3D organized colloidal systems such as micrometer-sized colloid sili-
ca [85, 95], polystyrene latexes [76, 96], metal nanocrystals [83, 84, 97–99], and zeolite
and diamond nanoparticles [100, 101]. During the deposition process, colloidal parti-
cles with surface charges are accelerated in the solution under the applied electric
fields and deposited on the target electrodes. The surface charges of the building
blocks are dependent on the nature of the materials and the synthesis conditions.
For example, zeolite and diamond nanoparticles at acidic conditions may become
positively charged and deposit on the cathode [100, 101]. Dense zeolite films and
hollow fibers were obtained through manipulating the charge density of the zeolite
nanoparticles and electric field strength. Similarly, thiol and cationic surfactant-
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capped gold nanocrystals were electrophoretically deposited to form 2D and 3D
arrays of gold nanocrystal thin films [84, 98]. As-deposited gold nanocrystal films
display prominent surface plasmon band absorption and weak IR region band
absorption, which indicates that these nanoparticles are well dispersed in the thin
films [98]. However, deposition using high concentrations of gold colloidal solutions
may result in nanocrystal aggregation, indicated by a broad IR region absorption.

3.5.4
Assembly Using Langmuir–Blodgett Techniques

LB techniques have also been exploited to assemble nanoscale building blocks at
liquid/vapor interfaces. The assembly of Au, Ag, and CdS nanoparticles [102, 103]
using the LB technique often results in hexagonally closed packed arrays due to iso-
tropic interparticle interactions. Compared with nanocrystal assembly, the LB
assembly of anisotropic 1D nanostructures often results in more complicated struc-
tures. Yang and colleagues investigated the LB assembly of BaCrO4 and BaWO4, and
Ag nanowires [42, 43, 104], and discovered that the assembled superstructures can
be tuned through controlling the interface pressure. For example, an increase of
interface pressure (e.g., by compression of the monolayer) transited the BaCrO4

nanorod superstructures from side-by-side aggregates to nematic and smectic liquid
crystalline phases (see Fig. 3.13). However, compression of the LB assembly of Au
nanorods with a similar aspect ratio only resulted in side-by-side aggregates, which
can be attributed to strong van der Waals interactions and directional capillary forces
among the nanorods [105]. Such nanowire or nanoparticle superstructures can be
easily transferred to the substrate for further device fabrication. For example, Lieber
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a b

Figure 3.13. (a) TEM image and FFT image
(inset) of LB monolayer of BaCrO4 nanorods
with a smectic configuration (from Ref. [42]);
(b) a SEM image and optical micrograph

(inset) of a patterned multilayered LB film
consisting of crossed nanowires. Scale bars are
10 and 100mm in the SEM image and optical
micrograph, respectively (from Ref. [106]).
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et al. demonstrated the patterning of single- or multilayered films of nanowires
using a combination of LB and photolithography techniques (see Fig. 3.13) [106].

3.6
Direct Synthesis of 2D/3D Nanostructure

Nanoscale building blocks, such as 0D, 1D and 2D nanostructures, are being inten-
sely studied, not only because of their unique properties arising from size effects,
but also because of their capability for directing nanosystem integration. As a result,
hierarchical assemblies of molecular and nanoscale components into length scales
that devices can use are essential for the success of nanotechnology. Most of the
existing methods described above utilize non-covalent or external-field interactions,
such as self-assembly [5], microfluidic [86], LB [42, 105], and other techniques [81] to
assemble the preformed nanoscale building blocks. Due to the weak nature of non-
covalent interactions, such assemblies are not favored for device applications, where
intensive communication (efficient charge transport) between nanoscale compo-
nents, chemical and mechanical stability, large surface areas, or good accessibility
are required. Direct synthesis of 2D/3D continuous nanoscale arrays or networks at
micro/macro scales is therefore paramount for nanoscale components to realize
real-world device applications. The following section surveys the most cited syn-
thetic approaches used for direct 2D/3D nanostructure synthesis, templated synthe-
sis, and oriented nanostructure growth.

3.6.1
Templated Synthesis

Most templating growth methods, which involve confined growth of materials with-
in a template (e.g., pores) followed by removal of the template, provide a flexible and
affordable synthesis route for a variety of nanostructured materials. Examples of
such templates include hard templates (e.g., porous alumina films, track-etched
polycarbonate films, and mesoporous silica) [107–111] and soft templates (e.g., liq-
uid crystalline phases and amphiphilic block copolymers) [112–115]. The hard tem-
plating approach is conceptually simple to implement; however, the use of porous
alumina or polycarbonate membranes as templates usually results in nanowires
with polycrystallinity or with large wire diameters (20–1000 nm) that may preclude
their quantum confinement effects. Surfactant-templated mesoporous silica con-
tains unique nanoscale pore channels, controllable pore surface chemistry, and well-
controlled morphology, providing ideal templates for the synthesis of 2D/3D nano-
scale arrays or networks [116, 117]. Since the syntheses of nanowire arrays using
porous alumina or track-etched polycarbonate films as templates have been well de-
veloped, this section will emphasize templating syntheses using mesoporous silica
as templates. Other template synthesis methods based on sacrificial or negative tem-
plates will not be involved in this section due to their lack of macroscopic morphol-
ogy control.
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3.6.1.1 Mesoporous Silica-Templated Synthesis
Mesoporous silica templates are typically prepared by the co-assembly of silicates
and surfactants into highly ordered lyotropic liquid-crystalline (LC) phases. Removal
of the surfactant creates mesoporous silica with unimodal 2- to 20-nm-diameter
pore channels that are arranged into hexagonal, cubic, or lamellar mesostructures.
The template synthesis strategies are therefore based on the confined growth of met-
als, polymers, alloys, and semiconductors within these pore channels and subse-
quent silica template removal. The beauty of this approach is the replication of these
complicated but well-studied silicate/surfactant LC phases, which allows the synthe-
sis of nanoscale structures with precise structural and compositional control. For
example, diameters of nanowires can be tuned from 2 to 20 nm based on the tem-
plate pore sizes while the nanowire arrangements can be controlled from 2D arrays
to 3D networks using templates with 2D and 3D pore channels, respectively.
Furthermore, mesoporous silica can be readily made in the forms of powders [116],
particles [118], thin films [117, 119], fibers [120], and monoliths [121], which pro-
vides the possibility to prepare various nanostructures with different macroscopic
morphologies. Besides the precise structural control over multiple-length scales,
this method can be extended to synthesize nanowires with various chemical compo-
sitions, such as catalytic noble metals and alloys, ferromagnetic metals and alloys,
and semiconductors with tunable optical and electrical properties.

To date, various metals, carbon, and semiconductors have been grown confined
within mesoporous silica templates using ion exchange and chemical reduction
[122], supercritical fluid [123], chemical vapor deposition [124], electroless deposition
[125], and electrodeposition techniques [109]. However, most of the nanostructures
synthesized usually lack the macroscopic continuity required for device applications
[126]. Recently, Lu et al. developed a novel method to continuously grow 2D/3D
nanostructures using electrodeposition within mesoporous silica templates [109].
Unlike other techniques, this electrodeposition method can gradually fill the meso-
porous channels with a large variety of materials through electrochemical reactions.

Figure 3.14 schematically shows the formation of 3D nanowire networks using
mesoporous silica containing 3D interconnective pore channels as templates. As
depicted, the synthesis procedure includes the following steps: (i) coating a meso-
structured silica film on a conductive substrate through co-assembly of silicate and
surfactant [116, 117]; (ii) removing the surfactant LC template to create a silica film
with a 3D mesoporous network; (iii) filling the pore channels with metals or semi-
conductors by electrodeposition; and (iv) removing the silica template to create a
replicated mesoporous nanowire network. This method continuously grows various
materials within the mesoporous channels from the bottom conductive substrate
upward, providing a simple route to synthesize 3D nanowire networks. Such a com-
plete filling process in turn allows a precise mesostructure and macroscopic mor-
phological control. For example, the use of mesoporous thin film and monolith tem-
plates respectively allow the synthesis of nanostructures in these forms.

Figure 3.15 shows representative TEM images of Pd nanowires prepared using
mesoporous silica thin films with 2D porous channels as templates [109]. As-synthe-
sized nanowires have an average diameter around 8–9 nm, which is similar to the
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pore diameter of the template. Due to the defects of the surfactant/silica LC struc-
ture, hexagonally arranged mesopore channels may cross and result in intercon-
nected crossed nanowires [see the area marked by an arrow in Fig. 3.15(a)]. This
further indicates that the mesostructure of the nanowires can be precisely controlled
through replicating the LC mesophases. The high-resolution TEM image and
selected-area electron diffraction (SAED) pattern of a single nanowire [Fig. 3.15(b,c)]
indicate the formation of local single crystal metal nanowires. This may be due to
the unique nucleation and growth of the metal in the confined template. The
synthesized nanowires aggregate into bundles and form swirling structures spread-
ing across the film [see Fig. 3.15(d)], which result from the replication of the swir-
ling mesostructure of hexagonally arranged mesoporous silica. X-ray diffraction
studies also indicate that these nanowires are organized in hexagonal closed-packed
arrays. This example strongly suggests that nanowire thin films with controlled me-
sostructures can be prepared using electrodeposition within a mesoporous silica
template.
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Figure 3.14. Formation of 3D continuous
macroscopic metal or semiconductor nanowire
networks using a templated electrodeposition
technique. (a) Formation of a cubic meso-
porous silica film on an electrode through
co-assembly of silicate and surfactant (steps 1

and 2); (b) filling the pore channels with
metals or semiconductors by electrodeposition
(step 3); (c) removal of the silica template to
create a replicated mesoporous nanowire
network (step 4).
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Furthermore, nanowire networks with hierarchical pore structures can be readily
achieved by incorporating colloidal silica porogens with different sizes and shapes into
the self-assembled surfactant/silicate templates. For example, hierarchical templates
were prepared by introducing colloidal silica spheres (diameters 20–100 nm) as second-
ary porogens into the surfactant/silicate thin film assemblies. Subsequent electro-
deposition and template removal result in hierarchical porous nanowire networks.

3.6.1.2 Direct Nanostructures Synthesis Using Soft Templates
Other than hard templates like mesoporous silica, soft templates such as surfactant liq-
uid crystals [114, 127, 128], block copolymers [115], organic gels [129], and biocellulose
substances [130, 131] have also been utilized for direct nanostructure synthesis. For
example, electrodeposition using a reverse surfactant LC phase as a template results in
the formation of 2D aggregated nanowires with poor structural control [114]. By selec-
tively attaching organic metallic complexes to a specific section of a block copolymer,
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Figure 3.15. TEM and SEM images of Pd
nanowires prepared by electrodeposition
within a mesoporous silica template.
(a) A TEM image of templated electrodepos-
ited Pd nanowires. (b) A single Pd nanowire
with the inset showing the selected-area

electron diffraction of the single Pd nanowire.
(c) Selected-area (see b) high-resolution TEM
image of the Pd nanowire showing fcc
crystalline lattice fringes. (d) Typical SEM top
view image of Pd nanowire thin films. (From
Ref. [109].)
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Figure 3.16. TEM image of arrays of silver nanowires
in a polystyrene-polymethylacrylate copolymer film
formed by the preferential deposition of silver in poly-
styrene domains. (From Ref. [115].)

ordered assemblies (e.g., lamellar, hexagonal, and cubic mesostructures) spatially
define the complexes within the polymers. Further reduction of the metal complexes
results in metal nanoparticles embedded within nanoscale domains of the block co-
polymer matrix [132, 133]. To avoid the complicated synthesis procedure involved in
the above methods, metal can be thermally evaporated directly onto self-assembled
copolymer films. Due to the different wetting properties [115], metal nanoparticle
arrays, chains, or nanowires were preferentially formed within the lamellar phase of
one block domain as shown in Fig. 3.16. Similarly, metal complexes can also be
evaporated on self-assembled copolymer surfaces. Diffusion and preferred reduction
of the metal complexes by the specific block may create three-dimensionally
arranged metal nanoparticles within the polymer matrices [115, 134, 135].

Polysaccharides such as dextran have been reported as another type of soft tem-
plate. Self-supported macroporous frameworks of silver, gold/copper oxide, silver/
copper oxide, and silver/titania have been synthesized using such templates [130]. A
silver sponge prepared by this technique is shown in Fig. 3.17. The synthesis proce-
dure often involves heating mixtures of metal-salt and dextran to 500–900 �C. Expan-
sion of the dextran molecules during thermal degradation creates porosity within
the framework and forms organized metal/metal oxide networks.

Figure 3.17. SEM images of silver sponges. (a) A sponge pre-
pared at 520 �C (scale bar 200mm). (b) A sponge monolith pre-
pared under the same conditions showing individual Ag rods
and continuous pores (scale bar 20mm). (From Ref. [130].)

77



3 Nanostructured Systems from Low-Dimensional Building Blocks

3.6.2
Direct Synthesis of Oriented 1D Nanostructure Arrays

Oriented 1D nanostructures, either parallel or perpendicular to the substrate, have
broad applications ranging from chemical and biological sensing to nanoelectronic
devices, optical emission, display and data storage, and energy conversion and stor-
age such as photovoltaics, batteries, and capacitors. To date, several methods have
been developed to synthesize 1D nanoscale components into large-area oriented
arrays, such as templated synthesis [110], electrospinning [136,137], seeded growth
[64,138], epitaxial growth [139], and nanoimprinting techniques [140].

Synthesis of 1D nanostructured arrays that are parallel to the substrate are often
based on the assembly of preformed nanowires through microfluidic, Langmuir-
Blodgett (see Section 3.5), nanoimprinting, and electrospinning techniques. Using a
nanoimprinting technique, ultra-high-density parallel nanowire arrays can be fabri-
cated by transferring cross-sectional information of layer-by-layer structured films
vertically onto a substrate [140]. Electrospinning can also be used in the synthesis of
parallel nanowire arrays of polymer and metal oxides [136, 137, 141].

Oriented nanostructures perpendicular to the substrate have recently received
much interest due to their open structure, high surface area and porosity, and favor-
able orientations that may provide enhanced device performance. Besides the tradi-
tional templating approach in which materials of interest are synthesized within the
pore channels of the anodized alumina and track-etched polycarbonate membranes
[110], the templateless approach is emerging as a novel and efficient method of fab-
ricating oriented nanostructured arrays such as carbon nanotubes [142, 143], ZnO
[63, 138], TiO2 [144], MoOx [145], SiCxNy [146], and polyaniline [147]. The following
section focuses on templateless synthesis of oriented nanostructures through chem-
ical vapor deposition, hydrothermal, and seeded growth methods.

3.6.2.1 Oriented Arrays by Chemical Vapor Deposition
Chemical vapor deposition is a widely used technique to prepare inorganic oriented
nanostructures such as carbon nanotubes [142, 143], ZnO [139], and MoOx [145]. For
example, Yang and colleagues synthesized highly oriented ZnO nanowire arrays via cat-
alytic epitaxial crystal growth on an Au thin-film-coated sapphire substrate [139].
Because of the good epitaxial interface between the [0001] plane of the ZnO nanowire
and the [110] plane of the sapphire substrate, the ZnO nanowires achieved are oriented
perpendicularly to the substrate along their [0001] direction (see Fig. 3.18). Due to the
unique nanoscale structure, ZnO nanowire arrays display photoluminescence with an
intensity that can be increased to form lasing action with increasing incident optical
pump power. Zhou et al. used a thermal evaporation technique to synthesize well-
aligned nanowire arrays of MoO2 with diameters in the range of 50–120 nm and
lengths up to 4mm [145]. In the synthesis procedure, thermal evaporated Mo reacts
with residual oxygen in the vacuum chamber, forming MoO2 nanowire arrays on
the substrate. As-synthesized MoO2 nanowires were subsequently treated with O2 to
form MoO3 or with H2 to form metallic Mo nanowire arrays. This procedure has
also been used to synthesize tungsten and tungsten oxide nanowire arrays.
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a b

c d

Figure 3.18. (a–c) SEM images of ZnO nanowire arrays on sap-
phire substrates at different magnifications; (c) gives a top view.
(d) A high-resolution TEM image of an individual nanowire
showing the [0001] growth direction. (From Ref. [139].)

3.6.2.2 Seeded Solution Growth
The seeded solution growth method is used to prepare large-area oriented nano-
structured arrays in mild reaction conditions through carefully manipulating the
nucleation and growth processes. It has many advantages, such as naturally inspired
mild growth, hierarchical control of nanostructures [148], and applicability for a
wide range of materials such as metal oxides and polymers [144, 147]. For example,
oriented ZnO nanorods or nanowires[64, 138] can be readily synthesized using the
seeded growth method. First, ZnO seeding nanocrystals were dip-coated or spin-cast
onto a substrate. Subsequent immersing of the coated substrate in an aqueous solu-
tion containing zinc nitrate hydrate and organic molecules (e.g., methenamine,
diethylenetriamine, and hexamethyltetramine) affords controlled growth of the per-
pendicularly oriented ZnO crystals along their [0001] direction. During this process,
the organic molecules serve as a structural directing agent that directs the crystal
growth orientation. For example, Tian et al. synthesized large arrays of oriented heli-
cal ZnO nanorods and columns in solution using citrate ions to control the growth
behavior of the crystal [63, 64]. Citrate ions specifically adsorb to the [002] surface
and force the ZnO crystal to grow into plates. Further spiral growth of the ZnO
plates produces oriented helical nanorods and columns in the presence of the ions
(see Fig. 3.19).
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Similarly, oriented TiO2 nanotubes can be synthesized in an alkaline solution
using TiO2 nanocrystal-seeded substrates and subsequent controlled growth [144].
Such nanotubes are composed of multilayer sheets with inner and outer diameters
of 3.7 nm and 12 nm, respectively. Besides the synthesis of metal oxide oriented
nanostructures, oriented polymer nanostructures such as polyaniline nanowires
~100 nm in diameter and ~0.8mm in length can be easily prepared using an electro-
deposition approach (see Fig. 3.20) [147]. The synthesis procedure was based on the
formation of seeding polyaniline nanoparticles on electrodes by applying a galvano-
static current density of 0.08 mA cm–2. Subsequent deposition using lower current

a b

Figure 3.20. SEM micrographs of oriented polyaniline nano-
wires on Pt. (a) Top view, (b) tilted view. (From Ref. [147].)
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Figure 3.19. SEM micrographs of helical ZnO
nanorods on oriented ZnO crystals. (a) Large
arrays of well-aligned helical ZnO nanocol-
umns on top of base ZnO rods. (b) Precisely

aligned ZnO nanocolumns on the [002] surface
of one ZnO rod. (c) Tilted high-magnification
SEM image of arrays of helical nanocolumns
on the [002] surface. (From Ref. [63].)
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densities grows nanowires that are perpendicular to the electrode. This approach
avoids the use of porous templates and grows polymer nanowire arrays on compli-
cated surfaces for biological sensing and other applications [147, 149].

3.7
Applications

3.7.1
Chemical and Biological Sensing Applications

The unique structure and composition of nanoscale systems endows them with
unique and superior properties, which may open a new avenue for novel device ap-
plications such as energy conversion, information storage, advanced electronic
devices, drug screening, and chemical/biological sensing. The following section
reviews some representative applications.

Optical, magnetic, and electrical-based detections have been achieved using nano-
structured systems. For example, using metal nanocrystals with surface-enhanced
Raman optical properties or fluorescent semiconductor nanocrystals, typical optical
detection systems have been developed for specific biomedical sensing and imaging
applications [150, 151]. Other examples involve the use of nanocrystals attached to
high-density oligonucleotides to optically detect nucleic acids or DNA [152, 153].
Magnetic-based detection systems use nanoparticles that serve as magnetic reso-
nance contrast enhancement agents for biological detections [154] and biomolecular
separation [155]. Compared with the nanoparticle-based systems, 1D nanostructures
such as carbon nanotubes [156, 157], semiconductor nanowires [158], polymer nano-
wires [159], and metal nanojunctions[160, 161] have been broadly used for electrical con-
ductance-based detections, which will be discussed in detail in the following section.

3.7.1.1 Carbon-Nanotube-Based Sensing
The electrical properties of single-walled carbon nanotubes (SWNTs) are extremely
sensitive to chemical gaseous environments. Direct absorption of gases on the nano-
tubes changes their electronic structure, which can be detected electrically. The large
surface areas and charge-sensitive conductance of carbon nanotubes makes them
excellent candidate materials for sensing a variety of gases such as NO2, NH3, and
O2 [156, 157]. Furthermore, carbon nanotubes have been integrated in field-effect
transistors (FET) to detect ammonia [162], aromatic compounds [163], alcohol vapor
[164], and specific protein bindings [165]. For example, Star et al. fabricated carbon-
nanotube-based FET devices and examined the sensing of monosubstituted ben-
zenes, such as aniline, phenol, anisole, toluene, chlorobenzene, and nitrobenzene
(see Fig. 3.21) [165]. They found a linear increase of gate voltage shifting with
increasing electron-donating capabilities of the absorbents (NH2 > O-
H > OCH3 > Cl > NO2). Similarly, FET devices based on carbon nanotubes attached
to biomolecules can be used to detect complementary bio-conjugated molecules
[165]

81



3 Nanostructured Systems from Low-Dimensional Building Blocks

Figure 3.21. (a) Field-effect transistor with a SWNT transducer
contacted by two electrodes (source and drain) and a silicon
back gate exposed to a cyclohexane solution of benzene deriva-
tives. (b) An AFM topograph of the nanotube device. (From Ref. [163].)

3.7.1.2 Semiconducting-Nanowire-Based Sensing
Lieber and colleagues were the first to demonstrate the sensitivity of semiconductor
nanowires to the local chemical environment. The sensing principle involves mon-
itoring the change in conductivity caused by changes in surface charge of a single
nanowire exposed to chemical and biological species [158]. For example, a silicon
nanowire device can be used as a pH nanosensor by modifying the silicon oxide
surface with 3-aminopropyltriethoxysilane [158]. The amine groups on the nanowire
surface can undergo protonation and deprotonation, which causes a change in the
surface charge of the nanowire, resulting in a change in conductance. This change
is linearly dependent on pH and the response is also reversible. Similarly, the silicon
nanowires can be functionalized with biotin. The well-characterized specific binding
of biotin–streptavidin monitored by the changes in conductance of the functional-
ized nanowires enables their use as biomolecular sensors (see Fig. 3.22). The specif-
ic binding mechanism can also be used to detect complementary DNA sequences by
DNA-functionalized nanowires [166, 167].

Figure 3.22. A biotin-modified silicon nanowire (SiNW) (left)
and subsequent binding of streptavidin to the SiNW surface
(right). (From Ref. [158].)

Other types of nanoscale devices that have been widely studied are the solid-state
SnO2 based sensors, in which adsorption and desorption of gas molecules on the
SnO2 surface causes a change in resistance. Recently, a SnO2 nanowire sensor has
been reported with improved sensitivity over a thin-film-based sensor [168]. Larger
surface areas of the nanowires result in further improvement in both sensitivity and
sensor reversibility [169].
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Conductive polymer nanowires are another active element used for conductance-
based sensing. Specifically, polyaniline has received much attention because of its
reversible doping/de-doping chemistry and stable electrical conduction. Single poly-
aniline/PEO (Poly(ethylene oxide)) nanowire sensors have shown a rapid and revers-
ible resistance change upon exposure to NH3 gas [170]. In addition, sensors based
on polyaniline nanofiber networks display improved sensitivity and stability due to
their high surface areas [159].

3.7.1.3 Metallic-Nanowire-Based Sensing
Like semiconductor nanowires, so-called metal quantum wires (extremely small
metal nanowires formed by a few metal atoms) can be used to detect very subtle
changes in the chemical environment [171]. Adsorption of chemical species scatters
the metallic bonded electrons in the quantum wires, decreasing the quantized con-
ductance to a fractional value [172, 173]. Tao and colleagues used this principle to
develop nanojunction sensors that measure the change in conductance, which is de-
pendent on the adsorption strength of the molecules to the quantum wire [161].
This method has been used to detect 2,2¢-bipyridine, adenine, and mercaptopropio-
nic acid [173, 161]. Trace metal ions can also be detected using the nanojunction
electrodes [174]. By sweeping the electrode potentials cathodically or anodically,
metal ions can be deposited or dissolved in the nanojunction gap. Deposition of
only a few metal ions into the gap can trigger a large change in conductance and
provide a very sensitive detection. The voltage at which a point contact is formed
and dissolved is specific for each ion, providing a possible route for ion sensing and
determination.

Metal mesowires fabricated through step-edge electrodeposition have been
reported as excellent gaseous sensors for H2 and NH3 [160, 175]. The sensing mech-
anism is similar to the nanojunction sensors since most of these mesowires are
composed of series of connected metal nanoparticles with interparticle boundaries
acting as nanojunctions. For example, Pd nanoparticles in mesowires expand and
increase the electrical conductivity in the presence of H2 [160].

3.7.2
Other Applications of Integrated Nanoscale Component Assemblies

Other than sensing applications, integrated nanostructured systems also provide
new avenues to other areas such as high-density information storage and other
microelectronic applications. For example, nanoscale transistors have been fabri-
cated with individual semiconductor nanowires or carbon nanotubes with perfor-
mance comparable to or exceeding that of conventional materials [176, 177]. Macro-
scopic thin-film transistors (TFTs) were fabricated using oriented Si nanowire or
CdS nanoribbons as semiconducting channels [178]. These high-performance TFTs
were produced on various substrates, including plastics, using a low-temperature
assembly process shown in Fig. 3.23. The preformed nanowires were dispersed in
solution and assembled onto the surface of the chosen substrate through flow-direct-
ed alignment. These thin-film transistors display comparable and in some cases su-
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perior key transistor parameters for macroelectronic applications when compared to
materials currently used for this application.

For high-density information storage applications, the data storage media
requires room-temperature ferromagnetic materials with reduced magnetic domain
sizes. 2D or 3D single-component superlattices assembled from 2- to 11-nm Co
nanoparticles contain small magnetic domain sizes, but are superparamagnetic at
room temperature and therefore not suitable for data storage media applications [6,
179, 180]. Skumryev et al. reported that isolated ferromagnetic Co nanoparticles
embedded in an antiferromagnetic matrix show ferromagnetic behavior at room
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Figure 3.23. Nanowire thin-film transistor
(NW-TFT). (a) NW-TFT fabrication process.
(b) Optical micrograph of a flow-aligned nano-
wire thin film (scale bar 80mm). Inset shows
higher magnification (scale bar 20mm).
(c) Optical micrograph of NW-TFTs fabricated
on nanowire thin films (scale bar 100mm).
(d) Optical micrograph of a NW-TFT, where

parallel arrays of nanowires are clearly seen to
bridge the full distance from the source to the
drain electrodes (scale bar 5mm). (e) Drain
current (IDS) versus drain–source voltage (VDS)
at increasing gate voltages (VGS) in steps of 1 V
starting from the top at VGS = –10 V. (From Ref.
[178].)
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temperature, due to magnetic coupling. The extra magnetic anisotropy energy gen-
erated exceeds the thermal energy and results in ferromagnetic properties [181]. To
develop high-density information storage systems, 2D nanowire arrays have been
intensively investigated because of their uniaxial anisotropic magnetization [112,
182]. 3D Co nanowire networks, unlike Co thin films or 2D wire arrays, possess iso-
tropic magnetism with an enhanced coercivity of 255 Oe compared with Co thin
films, whose coercivity is on the order of 10 Oe [112].

3.8
Concluding Remarks

Nanotechnology is the latest rage in science and technology. However, the future of
nanotechnology depends on the understanding and discovery of materials’ proper-
ties at the nanoscale, efficient manufacture of nanoscale materials, and, most impor-
tantly, device applications of nanoscale materials for real-world applications. The
above chapter summarizes the fabrications of nanostructured systems consisting of
low-dimensional building blocks, a tiny piece of nanotechnology. However, we truly
believe that the combination of the current available top-down fabrication tech-
niques with bottom-up approaches – a harmony between industrial civilization and
nature – may guide the research of nanotechnology into a new age.
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4.1
Introduction

A human body consists of approximately 1014 cells. This huge number of cells is
organized and maintained at several levels of scale. First, cells must maintain their
proper phenotype and not dedifferentiate into more generic cell types or undergo
programmed cell death. Next, groups of cells are organized into tissues, which
make up organs, and these organs are brought together to make a complete individ-
ual. This organization is maintained in large part by the extracellular matrix (ECM).
ECM along with the cells it surrounds are the two necessary components of any
multicellular tissue. ECM is a very complex biological environment that provides
cells not only with a surface on which to attach to move, but also with chemical and
biological information stored in the form of bioactive molecules, enzymes, and
growth factors. Proper tissue functioning depends strongly on the correct ECM
structure and composition, and several severe diseases (for example, osteogenesis
imperfecta) may arise when the ECM is corrupted. ECM is a diverse material but its
primary components are a collagen scaffold that provides the support for cells and a
highly hydrated polysaccharide gel that allows the rapid diffusion of nutrients and
resists compressive forces.

Recent advances in medicine have dramatically advanced reconstructive surgery
and given rise to a whole new area of research: tissue engineering. Tissue engineer-
ing attempts to replace or rebuild damaged, diseased, or aged human tissues with
those grown outside the body. The tissue growth requires cells, and the recipient
can often provide his or her own cells, thus eliminating problems of finding a suit-
able donor and immune rejection of those donated organs. One key aspect of suc-
cessful tissue engineering is the proper reconstruction of ECM of a particular tissue.
This is a very difficult task, since the ECM is an exceptionally complex biomaterial.
In order to tackle this problem it needs to be broken in several more simple tasks.
Much research in tissue engineering currently concentrates on scaffold design. The
choice of a scaffold is crucial, since it provides a surface on which cells can grow and
a shape to which to conform. The variety of currently used scaffolds can be divided
into two categories, those with a synthetic origin and those with a biological origin.
Synthetic scaffolds include simple polymers such as poly-lactic acid (PLA), poly-gly-
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colic acid (PGA), PLA–PGA blends, and also inorganic ceramics such as hydroxyap-
atite (HA).The main design principle in this case is the biodegradability and non-
toxicity of the polymer and its degradation products. Traditional advantages of syn-
thetic polymers include precise control over structure and function, good mechani-
cal qualities, and relatively low production costs. The large class of biocompatible
synthetic polymers includes poly(acrylic acid) and its derivatives, poly(ethylene ox-
ide) and its copolymers, poly(lactic acid), poly(vinyl alcohol), polyphosphazene, and
polypeptides [1].

Although these scaffolds show very exciting properties they lack chemical func-
tionality that can be used for final tuning of these materials upon the needs of a
particular tissue; typically they act only to provide macroscopic structure on which
cells may grow. Biologic scaffolds typically contain collagen that has been harvested
and chemically purified. Various types of naturally occurring and chemically synthe-
sized polymers have been studied and tested as scaffolds for tissue engineering.
Among the naturally occurring polymers are the scaffolds based on collagen, hyalur-
onate, fibrin, alginate, and several others. Harvested collagen is a widely used tissue
engineering scaffold. Although it is potentially immunogenic, collagen meets many
of the requirements for an artificial matrix, such as biodegradability and cell recog-
nition. Collagen has been successfully utilized for reconstruction of skin [2] and as a
tissue scaffold for many different cell types [3]. We believe that ECM reconstruction
should begin with a collagen mimic which can be prepared in a synthetic way. These
synthetic collagen fibers should be able to be modified to display cell signaling pep-
tides (such as RGD, IKVAV) or entire proteins such as growth factors. The artifi-
cially produced collagen can include different proteins, responsible for cell differen-
tiation and proliferation. If this can be done it will be an important step toward repli-
cating the complete ECM and the preparation of designer tissues for medical appli-
cations.

This article will discuss the structure and properties of natural collagen and then
focus on how this knowledge has been used in attempts at creating synthetic col-
lagen. Next we will discuss tissue engineering approaches which have attempted to
mimic one or more properties of the extracellular matrix, and we will conclude with
a discussion of our approach to the preparation of collagen mimics.

4.2
Collagen Structural Hierarchy

Collagen is the most abundant protein in the human body and constitutes about
25% of the total protein mass. Collagen has a complicated structure with many lev-
els of hierarchy. At the lowest level is the amino acid sequence, which is found to
have a highly conserved three amino acid repeat of Gly-X-Y where positions X and Y
(in this case Y refers to a general amino acid, not to tyrosine) contain a high percen-
tage of the imino acids proline and hydroxyproline respectively (Fig. 4.1). Proteins
with this sequence are found to preferentially adopt a proline type II helical confor-
mation that allows three of these peptides to assemble into the next level of hierar-
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chy, the triple helix. These helices are bundled into fibrils and are often covalently
cross-linked through modified lysine residues. Finally, these fibrils are bundled into
macroscopic fibers (Fig. 4.2).
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Figure 4.1. The chemical structure of the most common col-
lagen triplet: glycine-proline-hydroxyproline.

When produced in vivo collagen is first synthesized as a propeptide that consists
of a long triple-helical central region flanked by N and C terminal regions which
assist in folding and prevent high-order assembly. This procollagen is excreted into
the extracellular space, where it is enzymatically cleaved, leaving only the central tri-
ple helix, which then undergoes further assembly into larger structures called fibrils
[4]. The dimensions of fibrils vary greatly from 10 to 300 nm in diameter and can be
many hundreds of micrometers in length. These fibrils gain additional strength by
covalent cross-linking of modified lysine residues. The fibril structure has a charac-
teristic banding pattern revealed in electron microscopy images that results from
the packing of triple helices that are offset from one another. The final stage of
assembly involves packing of fibrils into macroscopic fibers that are large enough to
be observed in a light microscope.

4.3
Amino Acid Sequence and Secondary Structure

Collagen has a unique secondary structure which consists of three poly(proline-II)-
like chains. These three chains form a triple helix in which the peptide chains are
wound around one another forming a right-handed superhelix [5, 6]. The geometri-
cal parameters of poly(proline-II)-like conformation and the triple-helical structure
are slightly different. The triple helix is characterized by 2.9 � rise per residue and
3.33 residues per turn with dihedral angles u = –75� and j= 145�, whereas poly(pro-
line-II)-like conformation is described by the same angles but a looser helix with
3.1 � per residue and 3 residues per turn [5, 7, 8]. The collagen structure varies from
tissue to tissue and about 15 types of collagen molecules have been found. A single
collagen chain consists of a sequence of a trimeric amino acid repeat Gly-X-Y. Typi-
cally X positions are occupied by Pro and Y positions are occupied by 4-hydroxypro-
line; together these amino acids comprise about 20–25% of a collagen single chain.
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Figure 4.2. From left to right the collagen triple helix, collagen
fibril, and collagen fiber.

The presence of Gly at every third position is required to allow tight packing of three
single chains to form a triple helix. Proline and hydroxyproline prevent the forma-
tion of other secondary structures and provide necessary backbone conformation for
triplex formation. The three single polypeptide chains are held together by hydrogen
bonds that reside inside the triple helix. Hydrogen bonds are formed between the
carbonyl oxygen of the amino acid in the X position and the amido hydrogen of
glycine from an adjacent chain, while the carbonyl oxygen of glycine and amino
acids in the Y position are oriented toward the exterior of the helix (Fig. 4.3). Super-
coiled structure formation requires the three chains to be shifted by one residue
relative to each other. This allows one of the three chains to have a Gly residue
facing the interior of the triple helix at all times. Glycine, the smallest of the amino

Figure 4.3. View of the collagen triple helix with the interchain
hydrogen bonds identified.
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acids, is required in this position due to the very tight packing of the helices against
one another. The structural environment of Gly and residues in the X and Y posi-
tions is very different: side chains of amino acids in the X and Y positions point
away from triple helix while Gly is completely buried inside the supercoiled struc-
ture.

4.4
Experimental Observation of the Collagen Triple Helix

Studying collagen and collagen model peptides is a relatively complex task. Direct
observation of collagen triple helical structure is difficult and restricted to a few
experimental methods. Among the most used techniques are circular dichroism
spectroscopy (CD) and nuclear magnetic resonance (NMR). X-ray structure analysis,
although very powerful for direct structure determination, is limited due to the diffi-
culty of preparing quality crystals, and only a few structures have been reported.

CD is a very robust tool that has been used to observe protein secondary structure
for decades. A review of this technique was published by Sreerama and Woody in
2000 [9]. It features a large negative peak around 200 nm and a small positive peak
between 215 and 227 nm [Fig. 4.4(a)] [10]. Unfortunately, it is hard to distinguish
between true triple helix, present in a solution, and a polyproline-II-like single
chain. The latter exhibits a very similar CD spectrum with a small positive CD band
at about 228 nm and a large negative band at about 205 nm [11]. Nevertheless, both
the collagen spectrum and the spectrum of the polyproline-II-like conformation dif-
fer significantly from the CD spectrum of unordered polypeptides, which have a
dynamic structure that accepts a wide range of conformations. Their characteristic
spectra have a small negative band near 225 nm and a somewhat more intense neg-
ative band near 200 nm [11, 12].

The ambiguity of collagen CD data can be addressed by exploring temperature
dependencies of the optical rotation and the CD molar ellipticity. During the temper-
ature transition the triple-helical structure falls apart, releasing the three polypeptide
chains that were held together by hydrogen bonds. This transition can be easily seen
by monitoring the nonlinear, cooperative change in magnitude of either the positive
or the negative band in the CD spectra with increasing temperature [Fig. 4.4(b)]. In
contrast, polypeptide chains that are in a polyproline-II-like or “random coil” confor-
mation undergo a linear thermal transition and their temperature-dependent optical
rotation curves appear as straight lines.

The presence of a triple helical structure in solution can also be observed by NMR
spectroscopy. Folding of three polypeptide chains results in a unique spin system
with interchain nuclear Overhauser effects (NOEs) that cannot be observed for
unfolded chains [13]. Studies by Brodsky et al. [14] indicate that the spin system of a
model (Pro-Hyp-Gly)10 peptide can be identified by means of double quantum-fil-
tered correlation spectroscopy (DQF-COSY) and total correlation spectroscopy
(TOCSY) spectra. Glycines can be distinguished from Pro and Hyp by the amide
proton and by a pair of CaH resonances. Although it has the same connectivity
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a)

b)

Figure 4.4. (a) CD spectrum of typical triple helix. (b) Tempera-
ture dependence of natural collagen unfolding as observed by
CD at 220 nm.
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pattern as Pro, Hyp is easily distinguished by the CcH which is shifted downfield by
the OH group. Triple helix formation can be proven by analyzing NOE spectra of
peptides. NOEs occur between two atoms at distances smaller than 5 �. The spin–
spin coupling constants depend on dihedral angle and along with distances derived
from NOEs can be used to determine peptide structure. Unfortunately it is very dif-
ficult to distinguish between interchain and intrachain NOEs in triple helix since
both can lie within 5 � distance. One way to solve this problem has been to compare
observed NOEs of backbone with those calculated from peptide models based on X-ray
structural data [14]. The other approach includes insertion of labeled Gly (15N-Gly,
13C-Gly) in the middle range of a sequence and observation of heteronuclear 1H-15N
correlation spectra as well as 15N relaxation and heteronuclear NOEs [13, 15].

4.5
Folding Kinetics

Collagen folding kinetics attract much attention since they provide an approach for
understanding the complex process of triple helix formation. Collagen contains a
large number of imino acids, which participate in the folding process. It is known
that an imide bond of Pro can adopt cis conformation more easily than an amide
bond and a great number of Pro may exist in cis conformation in an unfolded poly-
Pro chain [16]. Thus cis-trans isomerization of peptide bonds, involving proline and
hydroxyproline, can limit the rate of triple helix propagation in collagen. During the
formation of a triple helix all cis imino bonds must be converted to the trans confor-
mation. This type of folding is referred to as a “zipper-like propagation” [17]. The
folding of natural collagen has been characterized for type I and III collagen [18].
Collagen folding starts with the self-association of three collagen propeptides. The
C-terminus of these propeptides is rich in Gly-Pro-Hyp repeats and these repeat
units initiate triple helix formation. The propagation of the triple-helix conforma-
tion, limited by cis-trans isomerization, from the C to the N terminus of the protein
finishes the formation of a collagen triple-helical structure. Studies on collagen
model peptides reveal that the rate-limiting step depends on concentration. At high
concentration the rate-limiting step is cis-trans isomerization that follows after the
nucleation reaction where three monomeric peptide chains combine to initiate triple
helix formation. At low concentration the rate-limiting step is the nucleation reac-
tion while the propagation step comparatively is fast. Xu et al. [19] studied the early
steps of folding of a collagen-like peptide with a C-terminal (Gly-Pro-Hyp)4 and N-
terminal 18-residue sequence from a1(I) chain of type I collagen. They found that
the peptide adopts a rigid triple helical conformation, with a melting temperature
near 26 �C [20]. The kinetic scheme they derived suggests that 40–50% of the start-
ing monomer population needs to have the required trans bonds in order to begin
helix formation. They argue that little accumulation of intermediates, such as par-
tially folded dimers, is possible since third-order reaction is sufficient to describe the
folding from the isomerized monomer to a triple helix. A negative activation energy
was observed for this third-order folding reaction, which is similar to the folding of
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globular proteins or a-helical coiled coils. The negative activation energy suggests
that an entropic barrier plays greater role than the enthalpic barrier and suggests
the existence of a rapid pre-equilibration between two or three collagen chains
before the rate-limiting nucleation step. Boudko et al. [21] studied the kinetics of
collagen formation in a broad range of concentrations in order to elucidate the nu-
cleation mechanism. They noticed a shift from third to first order with increasing
concentration and attributed this to a transition of the rate-limiting step from nucle-
ation to propagation. They argued that the observed third-order rate constant for
(Pro-Pro-Gly)10 at low concentration would include the simultaneous collision of
three single peptide chains, which is an extremely infrequent event. That led them
to assume that the formation of a very unstable dimer, which is in fast pre-equilibri-
um with monomeric chain, exists prior to the nucleation of a triple helix. The
authors stress that the dimers are very unstable and they appear as two-stranded
short nuclei of a suitable conformation for addition of the third chain. By fitting the
concentration dependence of initial rates of single chains the rate of triple helix
propagation was found to be k= 0.0007 s-1 at 7 �C. They found this propagation rate
to be in good agreement with the rate of cis-trans isomerization obtained by B�chin-
ger et al. The extreme slowness of the collagen folding process, compared to other
biological molecules such as a-helical coiled coils or DNA [22], may be explained by
taking into account the great instability of collagen dimers. These dimers were
never detected, whereas DNA or a-helical coiled coils have well-known double-
stranded structures. The instability of collagen dimers may also explain the neces-
sity of nucleation domains in collagen.

4.6
Stabilization Through Sequence Selection

Recently many research efforts have been focused on stabilizing collagen and on
how the different variations in primary collagen structure affect the overall stability
of a triple helix. It is well known that Gly has to be present as every third residue to
allow three collagen chains to pack into triplex. However, the X and Y positions may
contain various amino acids, which are not restricted to imino acids. Nevertheless,
stable triple-helical structure requires about 20% of imino acids to be present in the
X and Y positions. There are more than 400 possible Gly-X-Y combinations, but only
about 25 possible triplets occur with more than 1% frequency. Some residues appear
more frequently in the X (e.g., Phe, Leu, Glu) or Y positions (e.g., Arg, Lys), and
some are rarely or never found in collagen (e.g. ,Trp, Tyr). Among imino acids, Pro
is usually found in the X position while Hyp, which results from posttranslational
modifications of Pro, is usually in the Y position. Pro-Hyp-Gly is the most stabilizing
triplet and frequently occurs in the collagen sequence. Any substitution of Pro or
Hyp drops the stability of the triple helix, yet many other residues are found therein.
The reason for their occurrence may therefore be sought in their ability to induce
the self-assembly of other levels of the collagen hierarchy, such as fibril and fiber
formation. For example, the electrostatic charges or hydrophobicity of amino acids
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can help to mediate the staggered association of collagen triple helices [23]. Non
Gly-Pro-Hyp triplets also bear biological functions, such as providing recognizable
regions for collagenases, providing binding sites for integrins, proteoglycans, and
fibronectin [23], and allowing covalent cross-linking through lysine side chains.

Substitution of Gly in the Gly-X-Y triplet with any other residue provokes a dra-
matic decrease of collagen stability. It was found that the genetic disease osteogenesis
imperfecta results from such substitution. In this disease the defective mineraliza-
tion of type I collagen either in a1 or a2 chain leads to the formation of brittle, frag-
ile bones. The severity of osteogenesis imperfecta depends on the actual mutations: for
some substituting amino acids (Ser, Cys) it can be nonlethal, while for others (Asp
and Val) it is lethal in all cases, unless the substituting amino acids are located near
the N-terminus. Studies by Long et al. [24] indicate that a single Gly to Ala substitu-
tion in the model peptide (Pro-Hyp-Gly)10 still allows the formation of a triple helix
but lowers its thermal stability by 30 �C. X-ray data obtained by Bella et al. [8] for this
peptide show that the peptide is slightly distorted at the site of substitution and
water bridges replace the usual interchain hydrogen bonds. Persikov et al. [25] deter-
mined the order of relative thermal stability of different peptide sequences X-Pro-
Hyp. In the case of X = Gly the melting temperature was 44.5 �C, and it decreased
dramatically for any other residue. In some cases the authors were not able to detect
any formation of a triple-helical structure and the corresponding melting tempera-
tures were estimated by linear extrapolation of the data obtained in trimethylamine
N-oxide. Based on their data the following order of relative thermal stability can be
derived: Gly > Ser > Ala > Cys > Arg > Val > Glu > Asp, with Asp possessing an esti-
mated melting temperature of –17 �C.

A propensity scale for different amino acids in the X and Y positions were studied
using host peptides with a stabilizing peptide sequence [26]. Variable guest Gly-X-Y
units were inserted in the middle of a (Gly-Pro-Hyp)3-Gly-X-Hyp-(Gly-Pro-Hyp)4 or
a (Gly-Pro-Hyp)3-Gly-Pro-Y-(Gly-Pro-Hyp)4 sequence and their thermal stabilities
were studied by CD spectroscopy. Without doubt Pro in the X position gives the
most stable triple-helical structure, with a melting temperature (Tm) of 47.3 �C. The
presence of any other residue in the X position drops the stability and the lowest
Tm= 31.9 �C is observed in the case of X = Trp. Next to Pro the most stabilizing set of
amino acids includes all charged amino acids (Arg, Glu, Asp and Lys) as well as Gln
and Ala. The stabilization effect may arise from side-chain interactions with accessi-
ble backbone carbonyl groups. Nonpolar residues Met, Val, Ile, and Leu together
with Ser and Asn form less stable triple helices, and the presence of Thr, His, and
Cys in the X position lowers the stability even more. Gly and the aromatic residues
are the most destabilizing residues, which is most likely due to unfavorable confor-
mations and steric interactions.

The variations of amino acid residues in the Y position show that the most stabi-
lizing residues are Hyp (Tm= 47.3 �C) and Arg (Tm= 47.2 �C), while aromatic residues
are again the most destabilizing (Trp, Tm= 26.1 �C). The remainder of the amino
acids falls in a continuous range of transition temperatures with no special prefer-
ences for charged or nonpolar residues.
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Comparison of the effects of different amino acids in the X and Y positions
reveals that the greatest stabilization occurs when X = Pro and Y = Hyp, while the
presence of Gly or aromatic residues significantly destabilizes the triple helix. The
lack of correlation between charged and nonpolar residues suggests that the inter-
chain interactions and solvent exposure are different for the X and Y sites of a triple-
helical structure. The relationship between frequency of amino acid occurrence in
fibrillar collagen sequences and transition temperature of corresponding host–guest
peptides allows one to assume that this frequency is related to the triple helical sta-
bility. The presence of destabilizing residues may be necessary for fibril formation
and binding of various extracellular matrix components, and at the same time it pro-
vides the appropriate denaturation temperature of the triple helical structure close
to the upper limit temperature of the body.

4.7
Stabilization via Hydroxyproline: The Pyrrolidine Ring Pucker

As was noted earlier, the posttranslational hydroxylation of Pro occurs in the Y posi-
tion, and studies of model peptides reveal that the presence of Hyp in the X position
actually destabilizes triple helical structure [27]. To understand this observation one
must understand the mechanism by which Hyp in the Y position leads to stabiliza-
tion. Recent findings suggest two alternative explanations. The first explanation
states that the stabilization arises from the hydrogen bonds formed between the hy-
droxyl group of Hyp and carbonyl oxygen of Gly of an adjacent chain [8, 28]. The
second explanation suggests that the electronegativity of hydroxyl group plays major
role by favoring the appropriate pyrrolidine ring conformation of Hyp, while hydro-
gen bonds do not contribute as much.

The pyrrolidine ring of Pro and Hyp can exist in two distinct conformations or
puckerings (Fig. 4.5). These two different puckered forms are usually referred to as
Cc-exo (up) and Cc-endo (down). The differences between the two arise from the dis-
placement of the Cb and the Cc atoms from the mean plane of the ring. A down-
puckering of prolines occurs in the X position while those in the Y position adopt
up-puckering. Such alternation of puckering X(endo)-Y(exo) is observed in X-ray
crystal structures of collagen model peptides [29]. The puckering pattern strongly
correlates with the backbone u dihedral angles and together they suggest that the
proper ring puckering with Pro down in the X position and Pro or Hyp up in the Y
position is very important for the triple helix formation.

The strongest evidence for this mechanism was obtained by Raines and cowork-
ers [30]. They synthesized a polypeptide containing 4(R)-fluoroproline (fProR), (Pro-
fProR-Gly)10, and found that the substitution of hydroxyl group with fluorine greatly
increases the melting temperature to about 90 �C, which is the highest among
known collagen-like polypeptides. The fact that fluorine is more electronegative and
cannot act as a hydrogen bond donor supports the idea that stereoelectronic factors are
the primary reason for helix stabilization, as opposed to hydrogen bonding. Further-
more, an analogous study by the same group on a sequence containing 4(S)-fluoro-
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Figure 4.5. “Up” and “down” conformation of hydroxyproline.

proline (fProS), (Pro-fProS-Gly)7, showed that the transition, if any, occurs at a tem-
perature below 2 �C.

Barone and coworkers [31] performed quantum mechanical and molecular me-
chanical computations on model polypeptides, (Pro-Pro-Gly)n, in order to investigate
the importance of vicinal and long-range interresidue effects on triple helical stabil-
ity. They found that the inclusion of interresidue interactions does not stabilize the
X-down/Y-up conformation. Moreover, the X-down/Y-down isomer was always more
stable than the X-down/Y-up isomer, which is found in triple helix. Thus, the prefer-
ence for X-down/Y-up in collagen cannot be an intrinsic property of the Pro-Pro-Gly
sequence. This adds weight to the stabilizing role of Hyp or fProR in the Y position.
It was shown by the same authors [32] that the presence of electronegative 4(R) sub-
stituent favors the up-puckering and moreover the relative stability of the up isomer
increases with an increase of substituent electronegativity. Proper preorganization
of the peptide backbone, which has Hyp in the Y position, decreases the entropic
penalty for triple helix formation. This finding agrees with the experimentally ob-
served enhancement in triple helix stability in the case of fProR-containing
sequences.

The effects of fProR and fProS in the X position have been studied by several
groups [33]. As one would expect these two residues preferentially adopt two dif-
ferent puckering with fProR-up and fProS-down and their effect on the triple-helix
stability should be opposite. Indeed, it was shown that (fProS-Pro-Gly)7 has a tran-
sition temperature around 33�C, whereas (fProR-Pro-Gly)7 does not form a stable
triple-helix. With the increase of the peptide length the transition temperature
also increases and (fProS-Pro-Gly)10 undergoes such a transition at 58 �C while
the triple-helix formation for (fProR-Pro-Gly)10 is still undetectable. Overall it
seems more likely that the stabilization impact of Hyp originates in the stereoelec-
tronic preference of hydroxylated pyrrolidine ring to adopt the proper up ring puck-
ering.
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4.8
Triple Helix Stabilization Through Forced Aggregation

Several attempts have been made to force or enhance triple helix formation using
preorganized molecular scaffolds. In this approach the stabilization effect is
achieved by covalently fixing three polypeptide chains together in close proximity,
thus reducing the entropic costs for nucleation and increasing local peptide concen-
tration.

For example 1,2,3-propanetricarboxylic acid was prepared by Germann and Heid-
mann [34] to bridge three polypeptide chains, which were found to form a triple
helix. A more conformationally constrained organic molecule was used as a tem-
plate by Goodman et al. [35]. They synthesized a derivative of the Kemp triacid
(KTA) [36] (Fig. 4.6). This acid contained three axial carboxylic acid functionalities
parallel to each other, which were further modified to include Gly spacers in order
to make the resulting structure more flexible and reduce steric hindrance. The
authors showed that the KTA-based template stabilized the triple helical structure. It
was found that the KTA-[Gly-(Gly-Pro-Hyp)5-NH2]3 transition temperature was
70 �C, which was 52 �C higher than that of a simple Ac-(Gly-Pro-Hyp)5-NH2. More-
over, this scaffold was found to induce triple-helical folding of the very short peptide,
containing only three Gly-Pro-Hyp repeats. Another chiral triacid scaffold, based
upon a cone-shaped cyclotriveratrylene (CTV), was used by Liskamp et al. [37] to
enforce triple helical folding of both model and native collagen sequences. As was
stated in the preceding paragraphs, the substitution of imino acids in a Gly-Pro-Hyp
polypeptide by non-imino acids greatly destabilizes triple helix. Therefore the
authors were interested in studying the influence of a scaffold on the stability of
native collagen sequences containing a large percentage of non-imino residues. The
data obtained showed that (+)-CTV was more potent than (–)-CTV in enhancing the
correct folding. In the case of the native collagen sequence, no folding was measur-
able for (–)-CTV, while the (+) stereoisomer was shown to be suitable for inducing
triple helix formation.

Recently, tris(2-aminoethyl)amine (TREN) coupled with the succinic acid spacers
(suc) was incorporated to assemble triple helices containing Gly-Nleu-Pro sequences
(Nleu: N-isobutylglycine) [38]. CD and NMR studies along with thermal denatura-
tion and molecular modeling revealed that the TREN-[suc-(Gly-Nleu-Pro)n-NH2]3
where n= 5 and 6 formed a stable triple helix in water. Comparison between the
TREN and KTA scaffolds indicates that the TREN induces triple helix formation
more effectively than the KTA scaffold. Most likely the observed enhance in stability
is due to the greater flexibility of the TREN molecule.

Another approach to stabilizing the triple helix used by Tirrell et al. [39] is to
attach long-chain fatty acids to the N or C terminal end of a collagen model peptide,
creating a peptide amphiphile. The fatty acid tails have a strong propensity to aggre-
gate in water, which brings together the attached peptide chains, resulting in an
effective increase in local peptide concentration and thus helps to stabilize the triple
helix. Their peptide amphiphiles consisted of two parts: a “head group” composed of
a peptide with a collagen-like sequence, and a “tail group” made of a saturated
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Figure 4.6. Chemical structures of KTA, TREN, and CTV, which
have been used to tether peptide strands together and enhance
the triple helix character.

carbon chain. The “head group” has a propensity to adopt triple-helical conforma-
tion, thus providing a structural element that can be recognized by cells and other
biomolecules. The hydrophobic “tail group” provides a proper register of peptide
strands and can induce triple-helical folding due to the self-association in polar sol-
vents. Furthermore, tail hydrophobicity can be beneficial for interaction with other
biological surfaces (e.g., cell membrane).

According to their monolayer observations, CD and NMR data peptide amphi-
philes were indeed able to fold into highly ordered polyproline-II-like triple-helical
structures. CD melting curves confirmed that the peptide amphiphiles experience
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temperature transition corresponding to the unfolding of three peptide chains. It
was also shown that the presence of hydrophobic tails greatly stabilizes the triple-
helical structure. The denaturation temperatures of simple peptides were 15–20 �C
below the transition temperatures of alkylated analogs.

Different tail lengths result in different nanostructures of peptide amphiphiles
[40]. All amphiphiles with single tails form spheroidal micelles. Increasing the tail
length to 16 carbons in the case of double-tail amphiphiles results in a significant
change in the aggregate structure from spheroidal micelles to strands, presumably
formed by aggregation of spheroidal micelles into disk-like micelles that stack upon
each other. Amphiphiles with alkyl tails 18 and 20 carbons in length show a chain
melting transition, and the triple-helical structure of the peptide head group is dis-
rupted by a crystalline organization of aliphatic tails.

4.9
Extracellular Matrix and Collagen Mimics in Tissue Engineering

Mimics of the extracellular matrix can be thought of in two categories: those that
mimic the function of the ECM and those that mimic the structure of ECM, and to
some extent these categories overlap. The efforts to mimic ECM function have large-
ly been focused on the development of polymer matrices that can be degraded over
time and those that provide biomolecular recognition abilities. Without biomolecu-
lar recognition, ECM and cell surface proteins are absorbed nonspecifically on the
biomaterial surface, thus allowing uncontrolled cell growth. Therefore biomaterials
have been modified to include peptide or protein chains in order to direct specific
cellular responses and mediate cell–scaffold interactions [41]. Before the discovery
of binding domains in the ECM proteins, long chains of fibronectin, vitronectin,
and laminin were attached to the scaffold surface and were shown to promote cell
adhesion and proliferation [42]. Later, the attachment of the short peptide sequences
proved to be more efficient than attachment of the whole proteins, since the pro-
teins tend to adopt distorted or randomly folded conformations upon adhesion to
the scaffold and their receptor-binding domains were not sterically accessible.

There are several peptide sequences derived from the signaling domain of fibro-
nectin and laminin which, surprisingly, have been found to function largely inde-
pendently of the complete protein. Among them are RGD, REDV, IKVAV, and
YIGSR. These peptide sequences have been attached to a number of substrates. For
example, Saltzman et al. [43] attached the RGD sequence to the backbone of the
PEG polymer. They found this hybrid polymer to promote aggregation of mechani-
cally dissociated fetal brain cells, pheochromocytoma cells (PC12), and neuroblas-
toma cells. An endothelial cell adhesion receptor REDV was immobilized on the
polymer surface, which is not cell-adhesive otherwise [44]. It was shown that such a
derivatization of the polymer allows only endothelial cells to attach and spread on
the surface, while fibroblasts and vascular smooth muscle cells stay intact. The lami-
nin-derived oligopeptides YIGSR and a 19-mer IKVAV-containing sequence were
attached to fluorinated ethylene propylene films [45]. This resulted in a higher per-
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centage of receptor-mediated cell attachment on the functionalized film surfaces
than on nonfunctionalized ones.

Another method for enhancing the biomimetic nature of these scaffolds is to
include enzymatically degradable peptide sequences in the polymer backbone to
enable the degradation of the polymer by proteases [46]. The fibroblast collagenase
recognition site APGL was incorporated into poly(ethylene glycol). The resulting
material was demonstrated to be readily degradable by the targeted protease.

The effects of peptide attachment to the biomaterials have been studied in many
tissues including bone, neural, and cardiovascular tissue. It seems that such a mod-
ification of scaffolds is very important for successful tissue regeneration since the
attached peptides modulate cell adhesion, proliferation, and migration. However,
several problems such as the synthesis of materials with appropriate mechanical
properties and the design of adhesion molecules suitable for particular cell types still
remain unsolved [41].

Attempts to mimic the structure of ECM, with the idea that function follows
form, are less common, perhaps because of the complexity of the structures found
within the ECM. Peptide amphiphiles have been used to make a nanostructured
fibrous scaffold reminiscent of extracellular matrix [47, 48]. In this approach the
fibrous nature of the ECM is mimicked, but the structure and organization of the
fibers themselves is not. The design of the peptide amphiphile included a hydropho-
bic tail region and a peptide head group. The peptide head group consisted of three
regions. Four consecutive cysteine residues were introduced in the sequence in
order to be able to covalently capture self-assembled structure through cross-linking
disulfide bonds. The second region included a phosphoserine residue, which after
self-assembly is exposed to the aqueous environment and can induce nucleation of
calcium phosphate on the exterior of the self-assembled fiber, thus giving rise to the
formation of composite organic/inorganic bone-like structures. The authors also
included the RGD sequence as a third part, which has been found to be very impor-
tant in cell adhesion processes [49]. Transmission electron microscopy (TEM) exam-
ination of self-assembled peptide amphiphile at acidic pH revealed a network of
fibers with a diameter of 6 nm. These fibers are thought to be made of cylindrical
micelles in which the alkyl tails were situated inside the fiber and the peptide region
was exposed on the exterior of the structure. The orientation of the peptide on the
surface of the fiber allows this system to be easily tailored to present various chemi-
cal functionalities on the surface of the fiber. Mineralization experiments showed
that peptide amphiphiles were able to induce nucleation of hydroxyapatite on their
surface. It was found that the hydroxyapatite crystal growth was preferentially ori-
ented along the long axes of nanofibers, a phenomenon widely observed in bio-
mineral growth in vivo [50]. In another study by the same group oppositely charged
peptide amphiphiles were shown to self-assemble into fibers by forming salt-bridged
pairs at neutral pH [48]. The fact that self-assembly takes place at neutral pH
strongly suggests that the positively and negatively charged amphiphiles are mixed
in one fiber as opposed to forming homomeric fibers. This mixing reduces the
highly unfavorable opposite charge concentration and lowers electrostatic repul-
sion.
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4.10
“Sticky Ends” and Supramolecular Polymerization

Our strategy for the preparation of collagen mimics falls into the category of ECM
mimics which attempt to copy the structure of the ECM. Our approach is to design
short peptides with a general sequence of (XYG)7 which can self-assemble into triple
helices and, depending on the selected sequence, carry out further assembly into
much longer triple-helical strands. If successful, this will address one of the signifi-
cant problems in chemical collagen synthesis, which is that natural collagen pep-
tides are typically on the order of 1000 amino acids in length while conventional
solid-phase peptide synthesis is limited to approximately 100 amino acids.

In general a peptide with sequence (XYG)n will assemble into a triple helix,
assuming that n is large enough and X and Y are selected to have a high proportion
of proline and hydroxyproline respectively. This provides a desirable conformation
and also satisfies the hydrogen bonding between peptides. Because of the require-
ment that a glycine residue must be in the interior of the triple helix at all times and
that this glycine residue is contributed from alternating peptide strands, a triple
helix composed of three identical peptides is naturally offset by one amino acid
(Scheme 4.1).

XYGXYGXYGXYGXYGXYGXYG
XYGXYGXYGXYGXYGXYGXYG
XYGXYGXYGXYGXYGXYGXYG

Scheme 4.1. A 21-amino-acid triple helix. The requirement for
glycine to pack in the interior of the triple helix causes a single
amino acid offset between peptides. X and Y refer to any amino
acid.

Table 4.1. Five peptides examined. N-termini and C-termini were prepared as free amine and car-
boxylic acid respectively. O, hydroxyproline; P, proline; G, glycine; E, glutamic acid; K, lysine.

Peptide Sequence Net charge

1 PPGPPGPPGPPGPPGPPGPPG 0

2 PPGPOGPPGPOGPPGPOGPPG 0

3 POGPPGEPGPOGPKGPOGPPG 0

4 POGPPGEPGPOGPEGPOGPPG –2

5 POGPPGKPGPOGPKGPOGPPG +2

This means that any given section perpendicular to the long axis of the triple helix
must have one glycine, one amino acid from position X, and one amino acid from
position Y. It has been demonstrated that proper selection of charged amino acids in
a-helical-coiled coils can force the two helices out of register with one another and
create “sticky ends” [51]. These sticky ends can then be used for further assembly of
peptides which results in a non-covalent or supramolecular polymerization. The
same idea may be applied with respect to a collagen triple helix. Proper selection of
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charged amino acids such as lysine and glutamic acid may lead to preferred pairings
that create a larger amino acid offset than a single amino acid. To test this idea we
have prepared five peptides with an XYG repeat as shown in Tab. 4.1.

Peptides 1 and 2 were designed as control peptides to examine the baseline level
of triple helix formation when no charged residues were employed. Peptide 1 con-
tains no hydroxyproline while peptide 2 contains three hydroxyproline residues in
the Y position. Peptides 3–5 all contain three hydroxyproline residues in Y positions
and also have two charged residues, one in an X position and one in a Y position.
Peptide 3 has both glutamic acid and lysine while peptide 4 has only glutamic acid
and peptide 5 has only lysine. If peptide 4 is dissolved at a pH of 7, the charges on
its glutamate side chains would be expected to discourage assembly through electro-
static repulsion, as shown in Scheme 4.2.

POGPPGEPGPOGPEGPOGPPG
POGPPGEPGPOGPEGPOGPPG
POGPPGEPGPOGPEGPOGPPG

POGPPGEPGPOGPEGPOGPPG
POGPPGEPGPOGPEGPOGPPG

POGPPGEPGPOGPEGPOGPPG

Scheme 4.2. Alternate assembly modes for peptide 4 in which
multiple glutamate residues are unfavorably aligned with one
another while glycine alignment is enforced.

However, if peptide 5 is added to the solution in a 1:1 ratio it may be expected that
this electrostatic repulsion could be converted to a favorable attraction between
oppositely charged glutamate and lysine, as shown in Scheme 4.3. This leads to
large overhanging, “sticky” ends which can lead to further assembly of the peptides.
This self-assembly can continue indefinitely and is the basis for the preparation of
very long triple-helical strands.

POGPPGEPGPOGPEGPOGPPG
POGPPGKPGPOGPKGPOGPPG

POGPPGEPGPOGPEGPOGPPG

POGPPGEPGPOGPEGPOGPPGPOGPPGKPGPOGPKGPOGPPG
POGPPGKPGPOGPKGPOGPPGPOGPPGEPGPOGPEGPOGPPG

POGPPGEPGPOGPEGPOGPPGPOGPPGKPGPOGPKGPOGPPG

Scheme 4.3. Proposed mechanism of assembly of peptides
4 and 5. Assembly of staggered triple helices is promoted by
charge pairing between the oppositely charged glutamic acid
and lysine residues. The first three peptides assemble, forming
“sticky ends”. Additional peptides can then assemble, propagat-
ing the sticky ends.
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Peptide 3 functions in a fashion similar to the mixture of peptides 4 and 5 but the
complementary charges are both found within the same peptide.

Peptides 1–5 were prepared on an Advanced ChemTech APEX396 multipeptide
synthesizer using standard 9-fluorenylmethoxycarbonyl (FMOC) solid-phase peptide
synthesis protocols. The N-termini and C-termini were prepared as free amines and
carboxylic acids respectively. The peptides were purified by reversed-phase high-per-
formance liquid chromatography and their masses confirmed by MALDI-TOF MS
(matrix-assisted laser desorption/ionization time of flight mass spectrometry). Solu-
tions of each peptide were prepared at a concentration of 6 mM and the pH adjusted
to 7 using NaOH. The CD spectrum was collected on each sample in a 0.01-mm
cuvette. The spectrum of a mixed solution of peptides 4 and 5 was also examined, in
which the concentration of each peptide was 3 mM for a total peptide concentration
of 6 mM (Fig. 4.7). Unsurprisingly, the peptide with the weakest signal at 225 nm
was peptide 1, which lacks any hydroxyproline residues. In contrast, peptide 2 with
three hydroxyproline residues showed a significant positive peak at 225 nm and neg-
ative peak below 200 nm. Amongst the three peptides containing charged amino
acids, peptide 4 had the weakest triple-helical signal. This is expected because of the
unfavorable charge pairing between ionized glutamate residues that would result
from the formation of a triple helix. Peptide 3, which has the ability to align itself in
such a way as to form cooperative charge pairs between lysine and glutamate, had a
significantly enhanced signal at 225 nm as compared to peptide 4. The CD of pep-
tide 5, however, was surprising. We had expected this peptide to behave in a fashion
similar to peptide 4, with only weak triple helix signature due to unfavorable charge
pairing between positively charged lysine amino acids, whereas in fact peptide 5 had
one of the strongest triple-helical spectra. The sixth experiment involved mixing the
negatively charged peptide 4 with the positively charged peptide 5. If there was no
interaction between these peptides one would expect a CD spectrum that was an
average of the individual spectra of 4 and 5 by themselves. Instead, we saw a very
strong triple-helical spectrum that was somewhat more intense than the spectrum
of peptide 5 by itself. Initial inspection of these data may lead one to believe that this
spectrum is simply the result of peptide 5 dominating the signal; however, it should
be kept in mind that in the mixed sample peptide 5 is at half the concentration as
compared to that of the isolated experiment. Therefore, the strong signal that we see
must be the result of an interaction between peptides 4 and 5 in which peptide 4
gains an enhanced triple-helical character when in association with peptide 5, as
suggested in Scheme 4.3.

To examine the nanostructure of this mixed peptide system we utilized negative-
stain TEM. If our supposition regarding the assembly of these peptides as outlined
in Scheme 4.3 is accurate, we would expect to find fibrous material which is the
result of a supramolecular polymerization. Images taken at a magnification of 50K
do reveal a fibrous structure with lengths in excess of 100 nm (see Fig. 4.8). Assum-
ing a triple-helical assembly reminiscent of collagen, this indicates a length in excess
of 300 amino acids. However, the diameter of these fibers is greater than the 1.5 nm
expected for a triple helix. It may be that as the triple helix is extended a second level
of self-assembly takes place, resulting in the bundling of triple helices into
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a

b

Figure 4.7. CD data from peptides 1–5 and a 1:1 mixture of
peptides 4 and 5. Peptides are at a concentration of 6 mM, in
10 mM phosphate buffer, pH = 7 at 2 �C. Peptides 4 and 5 were
mixed in a 1:1 ratio for a total peptide concentration of 6 mM.
(a) Entire CD spectrum to 180 nm. (b) Expanded view of the
critical region near 225 nm.
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fibril-like super structures. However, without more detailed analysis this theory can-
not yet be confirmed.

Figure 4.8. Negatively stained TEM image of a mixture of pep-
tides 4 and 5. This image shows what appears to be an assort-
ment of nanofibers approximately 100 nm in length and 10 nm
in diameter.

4.11
Conclusion

The extracellular matrix is a rich and complicated environment. Mimicking its nano-
structure and function remains a significant challenge despite a great deal of knowl-
edge regarding its chief constituent, collagen. Much of the challenge in recreating
collagen will be in unraveling how the higher levels of association – the fibril and
fiber – are controlled. This understanding is likely to be obtained not from small
peptide studies but with larger systems. We hope that our work will help to provide
access to the mechanism of fibril and fiber assembly and ultimately to synthetic
materials that can be used in sophisticated tissue engineering approaches.

Abbreviations

The usual single and three letter codes for the amino acid abbreviations were used.
CD – circular dichroism spectroscopy
CTV – cyclotriveratrylene
DNA – deoxyribonucleic acid
DQF-COSY – double quantum-filtered correlation spectroscopy
ECM – extracellular matrix
FMOC – 9-fluorenylmethoxycarbonyl
fProR – 4(R)-fluoroproline
fProS – 4(S)-fluoroproline
HA – hydroxyapatite
KTA – Kemp triacid
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Nleu – isobutylglycine
NMR – nuclear magnetic resonance
NOE – nuclear Overhauser effect
PC12 – pheochromocytoma cells
PGA – poly-glycolic acid
PLA – poly-lactic acid
suc – succinic acid
TE – tissue engineering
TEM – transmission electron microscopy
TOCSY – total correlation spectroscopy
TREN – tris(2-aminoethyl)amine
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Physical and chemical functions of organisms are carried out by a very large number
(billions) of proteins, of differing variety (~105 in humans), through predictable and
self-sustaining interactions, developed through evolution. Using biology as a guide,
in the molecular biomimetics approach we select, design, genetically tailor, synthe-
size, and utilize short polypeptides as molecular erectors in self-assembly, ordered
organization, and biofabrication of nanoinorganic materials and molecularly hybrid
systems in nanotechnology (molecular electronics, magnetics, and photonics) and
nanobiotechnology (biosensors, bioassays, and biomaterials). These polypeptides are
usually 7–15 amino acids long, and are obtained via combinatorial biology using cell
surface or phage display libraries. Once selected, the inorganic binding polypeptides
can be further engineered using genetic engineering to tailor their properties for specif-
ic material surfaces, morphologies, and crystal chemistries, and for designed applica-
tions. The potential of engineered polypeptides in nanotechnology is enormous due to
molecular recognition, self- and co-assembly, and manipulation via DNA technolo-
gies.

5.1
Introduction

Future functional materials systems, developed either for nanobiotechnology or
nanotechnology, could include protein(s) in the assembly, formation, and, perhaps,
in the final structure as an integral component leading to specific and controllable
functions similar to those seen in biological soft and hard tissues (Fig. 5.1). In the
new field ofmolecular biomimetics – a truemarriage of traditional physical and biological
fields – hybrid materials could potentially be assembled from the molecular level using
the recognition properties of proteins that specifically bind to inorganics [1, 2].

Molecular biomimetics offer three simultaneous solutions to the problem of the
control and fabrication of large-scale nanostructures and ordered assemblies of
materials in two and three dimensions (Fig. 5.2) [3]. The first is that inorganic-bind-
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ing peptides and proteins are selected and designed at the molecular level and
through genetics. This allows control at the lowest dimensional scale possible. The
second is that such proteins can be used as linkers or molecular erector sets to join
synthetic entities, including nanoparticles, functional polymers, or other nanostruc-
tures on molecular templates. The third solution is that the biological molecules
self- and co-assemble into ordered nanostructures. This ensures a robust assembly
process for the construction of complex nanostructures, and possibly hierarchical
structures, similar to those found in nature (self-assembly).

NSL

Substrate

Binder
Polypeptide-1 Polypeptide-2

Binder

Material-1

Material-1

Linker
peptide

a b c

Figure 5.2. Potential utility of inorganic-binding proteins as: (a)
linkers for nanoparticle immobilization, (b) functional molecules
that assemble on specific substrates, and (c) heterofunctional
linkers involving two (or more) binding proteins adjoining sev-
eral nanoinorganic units. NSL, nonspecific linker [1, 3].
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Figure 5.1. Examples of biologically synthe-
sized hybrid materials with a variety of physical
properties. (a) Magnetic nanoparticles formed
by a magnetotactic bacterium (Aquaspirillum
magnetotacticum) are single-crystalline, single-
domained magnetite (Fe3O4) particles (inset:
higher magnification image revealing cubo-
octahedral particle shape) (M. Sarikaya, un-
published). (b) Nanostructurally ordered
thin-film calcite on the outer layer of an S-layer

bacterium, Synechococcus strain GL24, that
serves as a protective coating. (c) Mouse
enamel is a hard, wear-resistant material with a
highly ordered micro/nano architecture
consisting of hydroxyapatite crystallites that
assemble into a woven rod structure (SEM
image). Each rod is composed of thousands of
hydroxyapatite particles (inset: cross-sectional
image of a mouse incisor tooth; white region is
enamel, backed by grayish dentine) [3].



5.1 Introduction

Only a few polypeptides have been identified that specifically bind to inorganics.
These are mostly biomineralizing proteins extracted from hard tissues followed by
isolation, purification, and cloning. Although this approach is difficult, time-con-
suming, and has major limitations, several proteins isolated in this fashion have
been used as nucleators, growth modifiers, or enzymes in the synthesis of certain
inorganics [4–9]. Some examples include amelogenins in mammalian enamel syn-
thesis [5], silicatein, effective in sponge spicular formation [9], and calcite- and arago-
nite-forming polypeptides in mollusk shells [4, 6, 7]. The preferred approach to
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Figure 5.3. Principles of phage display (left) and cell surface
display (right) protocols adapted for selecting polypeptide
sequences with binding affinity to a given inorganic substrate
[3].
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obtaining inorganic-binding polypeptides is to use combinatorial biological tech-
niques [1, 10–13]. In this approach, a large, random library of peptides with the
same number of amino acids, but varying compositions, are screened to identify
specific sequences that strongly bind to an inorganic material of practical use. In
molecular biomimetics, the ultimate goal is to generate a “molecular erector set” in
which different proteins, each engineered to bind to a specific surface, size, or mor-
phology of an inorganic compound, promote the assembly of intricate, hybrid struc-
tures composed of inorganics, proteins, and even functional polymers [1–3]. Achiev-
ing this would be a giant leap towards realizing nanoscale building blocks in which
the protein and its binding characteristics are tailored using DNA technologies [14]
while the inorganic component is synthesized for its specific functions (e.g., elec-
tronic, optical, or magnetic) [15]. These short polypeptides (or small proteins) are
called genetically engineered proteins for inorganics (GEPIs) [1, 3]. In the following
section, we provide an overview of the display technologies that can be used to select
polypeptides that recognize inorganic compounds and highlight unique aspects of
using these systems. We next give examples of achievements involving the use of
inorganic-binding polypeptides. Finally, we present future prospects in bio- and
nanotechnologies.

5.2
Inorganic Binding Peptides via Combinatorial Biology

Since the invention of phage display nearly two decades ago [16], display technolo-
gies have proven an extraordinarily powerful tool for a myriad of biotechnological
and biological applications. These include the characterization of receptor and anti-
body binding sites, the study of protein–ligand interactions, and the isolation and
evolution of proteins or enzymes exhibiting improved or otherwise altered binding
characteristics for their ligands. The three most common approaches, phage display
(PD), cell surface display (CSD), and ribosome display (RD), have recently been
reviewed [17–21]. All technologies are based on the common theme of linking phe-
notype and genotype. Both PD and CSD rely on the use of chimeric proteins that
consist of a target sequence fused within (or to) a protein that naturally localizes on
the surface of a bacteriophage (a bacterial virus) or a cell to achieve display (Fig. 5.3).
Using standard molecular biology techniques [17], the DNA sequence of the target
region (for instance, the active site of an enzyme or the complete sequence of a
small polypeptide) can be randomized to create a library of phages or cells, each of
which will synthesize a different version of the chimera on its surface. By contacting
the library with an immobilized ligand, washing out weak or non-binders and
repeating the process to enrich for tight binders, a subset can be selected from
the original library exhibiting the ability to interact tightly with the desired ligand,
a process is known as biopanning. Because the chimera is encoded within the
phage genome or on a plasmid carried by the cell, the identity of the selected
sequences (e.g., their amino acid compositions) can be deduced by DNA sequencing
(Fig. 5.3).
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5.2 Inorganic Binding Peptides via Combinatorial Biology

The growing interest in hybrid materials incorporating both inorganic compo-
nents and peptides or proteins for nanotechnology or nanobiotechnology applica-
tions has made PD and CSD very appealing for the isolation of polypeptides capable
of binding inorganic materials with high affinity. Others and we adapted both tech-
nologies in our laboratory for the selection of inorganic binders for metals, semicon-
ductors, and dielectrics. To date, CSD has been used to identify peptides recognizing
iron oxide [22], gold [10], zinc oxide [23], and zeolites [24], whereas PD has been
employed to isolate sequences binding to gallium arsenide [11], silica [13], silver
[25], zinc sulfide [26], calcite [27], cadmium sulfide [28], and noble metals such as
platinum and palladium [S. Dincer et al. 2003, unpublished]. Some of these peptides
have been used to assemble inorganic particles [11, 26, 28] and some others for for-
mation (control the nucleation and growth) of the compounds they were selected for
[13, 25, 27, 29].

Inorganic materials are very different substrates from proteinaceous ligands and
surprisingly little attention has been paid to adapting display technologies developed
with biology in mind to the realm of materials science. For instance, many materials
rapidly develop an oxide layer on their surface, expose different crystallographic
faces to the solvent, and may become chemically or physically modified when incu-
bated in the biological media used during the panning process. To avoid becoming a
victim of the first law of directed evolution (“you get what you screen for”) [30], it is
therefore imperative to characterize inorganic surfaces before and after panning
using spectroscopic and imaging techniques [31]. It may also be useful to monitor
wash or elution buffers (e.g., using atomic adsorption spectroscopy to detect metals
and metalloids). If evidence of surface modification or deterioration is obtained,
buffer conditions should be optimized to guarantee compatibility with the target
inorganic material.

Inorganic compounds come in a variety of forms, from polydisperse and morpho-
logically uncharacterized powders to single crystals. The nature of the inorganic sub-
strate may disqualify a particular display technology. For instance, PD is suitable for
work with powders even if a gradient centrifugation step is used to harvest complex-
es between binding phages and particles. On the other hand the CSD system would
not be amenable to such an enrichment process since centrifugal forces would shear
off the flagella from the cell. Similarly, while both PD and CSD are theoretically suit-
able for panning on single crystals, tightly bound cells or phages may be very diffi-
cult to elute from the material, thereby leading to the loss of high-affinity clones. In
such cases, the use of the bacterial system may be advantageous since all binders
have an equal likelihood to be recovered following flagellar breakage.

In traditional biological applications of peptide libraries (e.g., antibody epitope
characterization, mapping of protein–protein contacts, and the identification of pep-
tide mimics of nonpeptide ligands), three to four biopanning cycles are usually per-
formed in PD while four to five are carried out in CSD. After these cycles of enrich-
ment, the selected sequences typically converge towards a consensus consisting of
identical or conservatively replaced residues (e.g., an isoleucine for a leucine). Such
consensus sequences reflect precise interactions between the side chains of the pro-
tein under study and those of the selected polypeptides. However, all available evi-
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dence indicates that this rule does not hold true in the case of inorganic binding
sequences where similarities rather than a strict consensus are generally observed.
This presumably reflects the heterogeneity of the inorganic substrate at the atomic
and crystallographic levels and the fact that there are multiple solutions to the prob-
lem of inorganic binding. One could, for example, envision binding strategies rely-
ing on shape complementarities, electrostatic interactions, van der Waal’s interac-
tions, or various combinations of these mechanisms. Clearly, a better understanding
of the rules that govern the binding of polypeptides to inorganic compounds is
needed to understand the nature of specificity, predict cross-specificity and affinity,
and, ultimately, for the design of hybrid materials exhibiting controlled topology and
composition.

5.3
Physical Specificity and Molecular Modeling

The specificity of a polypeptide for an inorganic surface is likely to be rooted in its
molecular structure and the atomic (nanoscale) surface structure of the inorganic.
Structural information is, therefore, essential not only to elucidate the fundamentals
of the recognition process, but also for practical applications. Such knowledge
would allow genetic or chemical modifications to create additional functionalities
(e.g., attachment of conducting or light-emitting polymers to create hybrid, hetero-
functional molecules, ability to bind DNA or proteins), thereby yielding a molecular
“tinker-toy”. Ideally, using molecular dynamics/simulated annealing protocols and
solution and/or solid-state NMR constraints, one could obtain an averaged lowest-
energy structure for as many GEPIs as is feasible, and utilize these structures along
with a simulation program in modeling the orientation and binding energetics at
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Figure 5.4. (a) and (b) are molecular dynamic
rendering of gold binding protein (3-repeat
GBP-1) on Au{111} and {112} surfaces viewed
edge-on, respectively. Coloring corresponds to
residue type: polar residues are highlighted in
green, charged in blue, and hydrophobic in
white. (c) Root-mean-square displacements

(RMSD) of Ca atoms on Au{111} were a result
of an equilibration relative to the predicted
starting structure (black). The protein is stable
after 500 ps. Polar residues (green) exhibit a
small RMSD compared with the fluctuations
observed in the hydrophobic residues (red)
[32]
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specific interfaces. These data could then be used to rank peptides by interfacial in-
teraction energies, allowing the identification of important side chains and preferred
chain alignments for each polypeptide with specific interfaces. Experimental find-
ings together with structural information from simulations should add up to give a
coherent understanding of GEPI–inorganic surface interactions.

In a collaborative work, we have recently performed computer structure modeling
studies to predict the shape of a GEPI (viz. gold-binding protein, GBP-1) in solution,
and present a summary here as an illustration [Fig. 5.4(a)] [32]. This preliminary
work was carried out in the hope that any coincidence between the amino acid resi-
dues of the peptide and the spacing of the inorganic atomic lattice would shed light
on how a GEPI binds to an inorganic surface. Raw amino acid sequence data for
three repeats of the 14 amino acid GBP-1 was compared to all known protein struc-
tures using FASTA searches and various first-order secondary-structure prediction
algorithms (Chou-Fasman and Holley/Karplus) [32]. Figure 5.4(a) shows the three-
repeat GBP-1 above a {111} Au atomic lattice that highlights the correspondence of
OH– groups to gold atom positions. These initial results suggest that binding
repeats of GBP-1 form an anti-parallel b-pleated sheet conformation, which places
OH– groups from serine and threonine residues into a regular lattice based on ener-
gy minimized in vacuo using X-PLOR [Fig. 54(b)]. We also showed in these prelimi-
nary studies that GBP-1 does not bind to Au{112} surface as tightly [Fig. 4(a)],
because of the migration of water molecules through the atomic grooves on this
crystallographic surface, which decouples the protein from the surface.

5.4
Applications of Engineered Polypeptides as Molecular Erectors

Controlled binding and assembly of proteins onto inorganic substrates is at the core
of biological materials science and engineering with wide ranging applications [33,
34] (Fig. 5.5). Protein adsorption and macromolecular interactions at solid surfaces

Figure 5.5 Potential applications of molecular biomimetics in
nanotechnology and nanobiotechnology using combinatorially
selected and genetically engineered inorganic-binding polypep-
tides [3].

125



5 Molecular Biomimetics: Building Materials Nature’s Way, One Molecule at a Time

play key roles in the performance of implants and hard-tissue engineering. DNA
and proteins adsorbed specifically onto probe substrates are used to build microar-
rays suitable for modern genomics [35], pharmogenetics [36], and proteomics [37,
38]. Engineered polypeptides hybridized with functional synthetic molecules could
be used as heterofunctional building blocks in molecular electronics and photonics
[39, 40]. The unique advantages of engineered polypeptides, created through molec-
ular biomimetics discussed here, include highly specific molecular surface recogni-
tion of inorganics, self-assembly into ordered structures, and tailoring of their mo-
lecular structures and functions through molecular biology and genetics protocols.
Using inorganic binding polypeptides, one can create molecular erectors sets for
potential nanotechnological and nanobiotechnological applications.

5.4.1
Self-Assembly of Inorganic-Binding Polypeptides as Monolayers

One of the central questions related to the genetically engineered proteins is
whether they can assemble with a long-range order on a given crystallographic sur-
face of a material in addition to chemically recognizing it. While this aspect of mo-
lecular biomimetics is in its nascency, the atomic-force microscopy (AFM) image of
Fig. 5.6 shows that it is possible to assemble a one-monolayer-thick gold-binding
protein layer on the {111} surface of gold (H.M. Zareie, M. Sarikaya, 2003, unpub-
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Figure 5.6. (a) Self-assembled three-repeat
GBP-1 on Au{111} (AFM image) showing
ordered-domained structure. The angle among
the domain boundaries is either 120� or 60�,
implying recognition of the symmetry of

the top surface layer on Au{111}. The line
across several domains in the AFM image (b)
produces a profile with 0.5-nm-high platforms,
revealing monolayer thickness of the GEPI film
(H.M. Zareie, M. Sarikaya, 2003, unpublished].



5.4 Applications of Engineered Polypeptides as Molecular Erectors

lished results). In fact, close inspection of this and other images reveal that GBP-1
assembles into domains with clear and straight boundaries that actually make a 60�/
120� angle, suggesting that the polypeptide actually recognizes the six-fold lattice
symmetry on the Au{111} surface. What is also significant in these results is that
the assembly process progresses until the whole surface is completely covered.
Instead of using the traditional thiol or silane linkers in self-assembled monolayers
[41, 42], this result demonstrates self-assembly of GEPI monolayer that may be used
as functional linkages – a central premise in this research.

5.4.2
Morphogenesis of Inorganic Nanoparticles via GEPIs

In biomineralization, a significant aspect of biological control over materials forma-
tion is via protein/inorganic interactions that control the growth morphology in tis-
sue, such as bone, dentin, mollusk shells, and bacterial and algal particle formation
[43–46]. Studies aiming at finding how such proteins affect biomineralization have
traditionally focused mostly on templating [4–9], nucleation [47, 48], and enzymatic
reactions [8, 9]. With the emergence of combinatorially selected peptides that
strongly bind inorganics, a natural step is to examine how these polypeptides affect
inorganic formation, and investigate various effects in mineralization (including nu-
cleation, growth, morphogenesis, and enzymatic effects). These studies have been
carried out under aqueous environments necessary for biological functions of
selected GEPIs, most notably those binding to Au [29] and Ag [25]. The morphology
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Figure 5.7. Effect of GEPI on nanocrystal mor-
phology. Two mutants out of more than 50 from
a library of gold-binding GEPIs were tested to
result in flat gold particle formation as shown
in (a) and (d) similar to those formed under
acidic (b) or boiling conditions (c). Particles

formed in the presence of vector-encoded
alkaline phosphatase and neutral conditions
did not result in morphological change of gold
particles, as shown in (e) and (f), respectively
[29].
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of solution-grown gold particles was controlled by the presence of gold-binding
GEPIs selected by CSD [29]. More than 50 mutants were tested for their influence
on the rate of crystallization of nanogold particles formed by the reduction of AuCl3
with Na citrate. Two mutants accelerated the rate of crystal growth and changed the
particle morphology from cubo-octahedral (the usual shape of gold particles grown
under equilibrium conditions) to flat, triangular, or hexagonal (Fig. 5.7). Similar
crystals usually form under acidic conditions in the absence of gold-binding poly-
peptides [49]. It may be concluded, therefore, that slightly basic polypeptides may
have acted as an acid in flat gold crystallization.

5.4.3
Assembly of Inorganic Nanoparticles via GEPIs

Organization and immobilization of inorganic nanoparticles in two- or three-dimen-
sional geometries are fundamental in the utilization of the nanoscale effects [50].
For example, quantum dots could be produced using vacuum techniques (e.g., mo-
lecular beam epitaxy, MBE), and such an organization is shown in Fig. 5.8(a) in the
GaInAs/GaAs system (T. Pearsall, 1996, unpublished). However, this can only be
accomplished under stringent conditions of high temperature, very low pressures,
and a toxic environment. A desirable approach would not only synthesize the inor-
ganic particles under less stringent conditions but also assemble/immobilize them
via self-assembly using functional molecules as coupling agents. Inorganic particles
have been coupled and functionalized using synthetic molecules (e.g., thiols, lipids,
and biological molecules, including amino acids, polypeptides, and ligand-function-
alized DNA) and assembled to generate novel materials using the recognition prop-
erties of these molecules [1, 2, 40, 51]. Nanoparticles synthesized in wet-chemical
conditions in the presence of these molecules (e.g., citrate, thiol, silane, lipid, and
amino acids) not only cap the particle, resulting in controlled growth, but also pre-
vent their uncontrolled aggregation [40, 52, 53].
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Figure 5.8 The AFM images show quantum
(GaInAs) dots assembled on GaAs substrate
(a) via high-vacuum (molecular beam epitaxy,
MBE) strain-induced self-assembly and (b) via

seven-repeat GBP-1. (c) Schematic illustration
of (b), where PS is polystyrene substrate, and
the nonspecific binder is glutaraldehyde.
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Synthetic and biological molecules used as coupling agents, however, are nonspe-
cific to a given material. For example, thiols couple gold as well as silver nanoparti-
cles in similar ways [40]. Likewise, citrate ions cap noble metals indiscriminately [40,
52, 53]. A desirable next step in molecular recognition and assembly via molecules
would be to use polypeptide sequences that recognize inorganics specifically. In this
context, GEPIs could potentially be used for assembly of nanoparticles. In addition
to inorganic surface recognition, a further advantage of the GEPI is that it can be
genetically fused to other functional biomolecular units or ligands to produce het-
erobifunctional (or multifunctional) molecular entities [54, 55]. In Fig. 5.8(b), we
show the assembly of nanogold particles on GBP-1-coated flat mica surfaces [56].
When seven-repeat GBP-1 was used as the linker, high-density gold particles formed
on the surface, resembling a distribution not unlike in that in Fig. 5.8(a). Clearly, in
this case, unlike the conditions of the MBE, the assembly was accomplished under
ambient conditions of temperature or pressure and in an aqueous solution. There-
fore, the homogeneous decoration of the surface with nanogold suggests that pro-
teins may be useful in the production of tailored nanostructures as quantum dots.
The recognition activity of the protein would provide the ability to control the parti-
cle distribution, while particle preparation conditions would allow size control.

5.5
Future Prospects and Potential Applications in Nanotechnology

Proteins hold great promise for the creation of architectures at the molecular or
nanoscale levels [1–3, 40]; the ultimate aim is to use proteins for controlled binding
and assembly onto inorganics. Genetically engineered proteins for inorganics
(GEPIs) represent a new class of biological molecules that are combinatorially
selected to bind to specific inorganic surfaces [1, 3]. The ordered assembly of GEPI
on inorganic surfaces could have a significant impact on molecular technology ap-
plications, offering several novel practical advantages. Our results described above
are the first demonstrations that combinatorially selected polypeptides can self-
assemble specifically on a selected inorganic single crystal surface, and that a GEPI
may be molecularly recognizing an inorganic surface. Realizing the fact that thiol
and silane linkages are the other two major molecular linkers for noble metal and
oxide (silica) surfaces that have constituted the field of self-assembled molecules up
until now, it is naturally expected that self-assembled GEPI monolayers – SA(GE-
PI)M – as “molecular erector sets” will open up new avenues for designing and engi-
neering new and novel functional surfaces. We have already demonstrated that inor-
ganic materials can be assembled at the nanoscale by proteins that have been geneti-
cally engineered to bind to selected materials surfaces. It is also the first time that
engineered proteins were shown to affect crystal morphology [29]. The combinatori-
al genetic approach is a general one, which should be applicable to numerous sur-
faces [10–13, 22–27]. The modularity of binding motifs should allow genetic fusion
of peptide segments recognizing two different materials. The resulting heterobi-
functional molecules could be used to attach different materials to each other and

129



5 Molecular Biomimetics: Building Materials Nature’s Way, One Molecule at a Time

may permit assembly of complex nanocomposite and hybrid materials. These
results could lead to new avenues in nanotechnology, biomimetics, biotechnology,
and crystal and tissue engineering such as in the formation, shape modification,
and assembly of materials, and development of surface-specific protein coatings.

One particular potential utility of GEPI as a molecular linker is in nanotechnol-
ogy. Both nanostructured inorganics and functional molecules are becoming funda-
mental building blocks for future functional materials such as nanoelectronics,
nanophotonics, and nanomagnetics [1–3, 39, 40, 57]. Before nanoscience could be
implemented in practical and working systems, however, there are numerous chal-
lenges that must be addressed. Some of these challenges include molecular and
nanoscale ordering and scale up into larger architectures. A nanotechnological sys-
tem, for example, could require several components made up of materials of differ-
ent physical and chemical characteristics. These different materials have to be con-
nected and assembled without an external manipulation. As schematically shown in
Fig. 5.9, the components may include two or more inorganic nanoparticles, several
functional molecules, and nanopatterned multimaterial substrates, all assembled
through the specific interaction with the appropriate GEPI molecules.

Although significant advances have been made in developing protocols for sur-
face-binding polypeptides, many questions need to be answered before their robust
design and practical applications are effectively realized. These questions include: (i)
What are the physical and chemical bases for recognition of inorganic surfaces by
the genetically engineered polypeptides? (ii) What are the long-range assembly char-
acteristics, kinetics, and stability of the binding? (iii) What are the molecular mecha-
nisms of engineered polypeptide binding onto (noble) metals compared to those on
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Figure 5.9 An illustration of the potential of
utility of GEPIs as molecular erectors in func-
tional nanotechnology. Two different GEPIs
(GEPI-1 and GEPI-2) assemble on a patterned
substrate. One could use either a designer pro-
tein, followed by genetic fusion of the respec-
tive GEPIs, or directed-assemble GEPIs on a

nanopatterned substrate. Two different
inorganic particles I-1 and I-2 are immobilized
selectively on GEPI-1 and GEPI-2, respectively.
Synthetic molecules (i.e., conducting or
photonic) via functionalized side groups or
hybridized GEPIs are assembled on the
nanoparticles [3].
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nonmetals? (iv) How do surface characteristics affect binding? (v) Based on the
insights achieved, can we develop a “road map” in using GEPIs as molecular linkers
and open new avenues in self-assembled molecular systems in nanotechnology
based on biology? Some of these questions can be answered using the existing nano-
technological and molecular biological tools, and some require adaptation of biology
methodologies into molecular biomimetics. For example, new algorithms need to be
developed to adapt current protein-folding models into molecular recognition,
reconformation, and binding of engineered proteins on inorganic compounds with
various crystallographical, surface-topological, and chemical characteristics. Model-
ing studies coupled with rapid development of the experimental tools – such as
high-resolution scanned probe microscopies and spectroscopies, local surface spec-
troscopies (such as surface-enhanced RAMAN and surface plasmon resonance), x-
ray photoelectron spectroscopy, small- and grazing-angle x-ray diffraction, and liq-
uid- and solid-state nuclear magnetic resonance spectroscopy – is expected to lead
into new predictive protocols in designing novel polypeptide sequences that specifi-
cally bind to desired inorganics and self-assemble on them and can be used as mo-
lecular erectors. Considering the present rapid developments in the inorganic-bind-
ing polypeptide selection protocols, the increased variety of materials utilized as sub-
strates, and novel modeling adaptations, it is expected that many of the above ques-
tions will find answers in the near future with subsequent significant impact in
broad multidisciplinary fields with potentially wide-ranging nanotechnology and
nanomedicine applications.
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This chapter describes the practice and theory of electron imaging and diffraction
for structural analysis of nanomaterials. It is demonstrated that the information
obtainable from electron diffraction with a small probe and strong interactions com-
plements other characterization techniques, such as x-ray and neutron diffraction
that samples a large volume and real-space imaging by HREM with a limited resolu-
tion. The recent developments in electron energy filtering, 2-D digital detectors and
computer-based image analysis and simulations have significantly improved the
quantification of electron diffraction. Examples are given to demonstrate the resolu-
tion and sensitivity of electron diffraction to individual nanostructures.

6.1
Introduction

This chapter describes electron microscopy techniques for nanomaterials character-
ization. The focus is on nanocrystallography for the study of the atomic and molecu-
lar structure of structural forms that have the feature of being from a few to hun-
dreds of nanometers in length. The microscopy techniques have the potential to pro-
vide quantitative structural data for individual nanostructures in a role similar to x-
ray and neutron diffraction for bulk crystals. This potential is currently being devel-
oped for the reasons that electron diffraction patterns can be recorded selectively
from individual nanostructures at sizes as small as a nanometer using electron
probe-forming lenses and apertures, while electron imaging provides direct real-
space structural information.

The chapter is organized in seven sections. Sections 6.2 and 6.3 form an introduc-
tion to electron diffraction techniques and theory, while Section 6.4 introduces high-
resolution electron imaging. Section 6.5 focuses on experimental data analysis. The
emphasis is on recently developed coherent nanoarea electron diffraction and elec-
tron diffraction from individual nanostructures. Section 6.6 gives two examples of
nanostructure characterization using a combination of electron imaging and diffrac-
tion.

At the center of electron nanocrystallography is high-resolution electron diffrac-
tion and imaging. While high-resolution electron microscopy (HREM) performed at

6
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magnifications of > 100K and resolution that is capable of resolving crystal lattices
has become one of the major techniques since its development in the early 1980s,
the development of high-resolution electron diffraction, at the convergence of sever-
al microscopy technologies, is relatively new. The development of field emission
guns (FEG) in the 1970s and their adoption in conventional transmission electron
microscopes (TEM) brought high source brightness, small probe size, and coher-
ence to electron diffraction. The significant impact is the ability to record diffraction
patterns to obtain crystallographic information from very small (nano) structures.
The electron energy filter, such as the in-column energy filter with four magnets
that bend the electron beam into an X shape (X-filter), allows inelastic background
from plasmon and higher electron energy losses to be removed with an energy reso-
lution of a few electron volts. The development of array detectors of charge-coupled
device (CCD) cameras or imaging plates enables parallel recording of diffraction pat-
terns and quantification of diffraction intensities over a large dynamic range that
was not available to electron microscopy before. The post specimen lenses of the
TEM give the flexibility of recording electron diffraction patterns at different magni-
fications. Last, but just as important, the development of efficient and accurate algo-
rithms to simulate electron diffraction and modeling structures on a first-principle
basis using fast modern computers has significantly improved our ability to inter-
pret experimental diffraction patterns.

For readers new to electron microscopy, there are a number of introductory books
[1–4]. Kinematical approximation for electron diffraction and the diffraction geome-
try for qualitative analysis of electron diffraction patterns are covered in Ref. [1]. The
book by Williams and Carter is an excellent introductory textbook for students [3].
More specialized books on electron imaging and diffraction can be found in Refs.
[5–8].

6.2
Electron Diffraction and Geometry

Electron optics in a microscope can be configured for different diffraction modes,
from parallel-beam illumination to convergent beams. Figure 6.1 illustrates three
modes of electron diffraction: selected area electron diffraction (SAED), nanoarea
electron diffraction (NED) and convergent-beam electron diffraction (CBED). Varia-
tions from these three techniques include large-angle CBED [9], convergent-beam
imaging [10], electron nanodiffraction [11], and their modifications [12]. For nano-
structure characterization, the electron nanodiffraction technique developed by
Cowley [11] and others in the late 1970s using a scanning TEM (STEM) is particular-
ly relevant. In this technique, a small electron probe of a size from a few angstroms
to a few nanometers is placed directly onto the sample. A diffraction pattern can
thus be obtained from a localized area as small as a single atomic column, which is
very sensitive to local structure and probe positions. Readers interested in these
techniques can find their description and applications in above references.
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6.2 Electron Diffraction and Geometry

6.2.1
Selected-Area Electron Diffraction

SAED is formed by placing an aperture in the imaging plane of the objective lens
[see Fig. 6.1(a)]. Only rays passing through this aperture contribute to the diffraction
pattern at the far field. For a perfect lens without aberration, these rays come from
an area defined by the back-projected aperture image. The aperture image is typical-
ly a factor of 20 smaller because of the demagnification of the objective lens. In a
conventional electron microscope, the difference in the focus for rays at different
angles to the optic axis due to the objective lens aberration results a displaced aper-
ture image for each diffracted beams. Take the rays marked P and P¢ for an example.
While ray P being parallel to the optical axis defines the ideal back-projected aperture
image, ray P¢ at an angle of a will move by aberration a distance y=Csa

3. For a micro-
scope with Cs=1 mm and a=50 mrad, this gives a displacement of 125 nm. The smallest
area that can be selected in SAED is thus limited by the objective lens aberration.

The combination of imaging and diffraction in SAED mode makes it particularly
useful for setting diffraction conditions for electron imaging in a TEM, such as lat-
tice images or diffraction contrast. It is also one of the major electron microscopy
techniques for materials phase identification and orientation determination. The
interpretation of SAED for materials phase identification, orientation relationships,
and defects is described by Edington [1].

6.2.2
Nano-Area Electron Diffraction

Figure 6.1(b) shows a schematic diagram of the principle of parallel-beam electron
diffraction from a nanometer-sized area in a TEM. The electron beam is focused to
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the focal plane of the objective prefield, which then forms a parallel-beam illumina-
tion on the sample. For a condenser aperture of 10mm in diameter, the probe diam-
eter is ~50 nm, which is much smaller than the smallest area that can be achieved
in conventional SAED, and does not suffer from aberration-induced image shift (see
above). The diffraction pattern recorded in this mode is similar to that in SAED,
e.g., the diffraction pattern consists of sharp diffraction spots for perfect crystals.

NED in a FEG microscope also provides higher beam intensity than SAED (the
probe current intensity is ~105 e s–1 nm–2), since all electrons illuminating the sam-
ple are recorded in the diffraction pattern. The small probe size enables us to select
an individual nanostructure for electron diffraction.

The application of nanoarea electron diffraction for electron nanocrystallography
is demonstrated in Fig. 6.2, which shows an experimental diffraction pattern
recorded from a single Au nanocrystal close to the [110] zone axis. The small illumi-
nation enables the isolation of a single nanocrystal for diffraction. The parallel beam
gives the high angular resolution for the recording of details of diffuse scattering
that comes from finite size and deviations from a ideal crystal structure.

The NED technique described here is different from electron nanodiffraction in a
STEM [9]. In electron nanodiffraction, the beam is focused on, or near, the sample.
A small condenser aperture is used to reduce the beam convergence angle. The
beam convergence limits the angular resolution in recorded diffraction patterns.
Many nanostructures are nonperiodic and lack the perfect crystal order resulted
from either the small size or atomic arrangements. Their diffraction patterns are dif-
fuse as shown in Fig. 6.2. High angular resolution is thus required for recording
diffuse scattering.
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6.2 Electron Diffraction and Geometry

A third condenser lens, or a minilens, provides the flexibility and demagnification
for the formation of a nanometer-sized parallel beam. In the design of electron
microscopes with a two condenser lenses illumination system, the first lens is used
to demagnify the electron source and the second lens transfers the demagnified
source image to the sample at focus (for probe formation) or underfocused to illumi-
nate a large area. The condenser aperture is placed after the second lens.

6.2.3
Convergent-Beam Electron Diffraction

CBED is formed by focusing the electron probe at the specimen [see Fig. 1(c)]. Com-
pared to SAED, CBED has two main advantages for studying perfect crystals or the
local structure of polycrystalline materials or crystals with defects:

1. The pattern is taken from a much smaller area with a focused probe; The
smallest electron probe currently available in a high-resolution FEG-STEM is
close to 1 �. Thus, in principle and in practice, CBED can be recorded from
individual atomic columns. For crystallographic applications, CBED patterns
are typically recorded with a probe of a few to tens of nanometers.

2. CBED patterns record diffraction intensities as a function of incident-beam
directions. Such information is very useful for symmetry determination and
quantitative analysis of electron diffraction patterns.

141

a*

b*

P
P’

a b

Figure 6.3. A comparison between CBED and
SAED. (a) Recorded diffraction pattern along
[001] from magnetite cooled to liquid nitrogen
temperature. There are two types of diffraction
spots, strong and weak ones. The weak ones
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A comparison between SAED and CBED is given in Fig. 6.3. CBED patterns con-
sist of disks. Each disk can be divided into many pixels, and each pixel approxi-
mately represents one incident beam direction. For an example, let us take the beam
P in Fig. 6.3. This particular beam gives one set of diffraction pattern shown as the
full lines. The diffraction pattern by the incident beam P is the same as the selected
area diffraction pattern with a single parallel incident beam. For a second beam P¢,
which comes at different angle compared to P, the diffraction pattern in this case is
displaced from that of P by a/k with a as the angle between the two incident beams.

Experimentally, the size of the CBED disk is determined by the condenser aper-
ture and the focal length of the probe-forming lenses. In modern microscopes with
an additional minilens placed in the objective prefield, it is also possible to vary the
convergence angle by changing the strength of the minilens. Underfocusing the
electron beam also gives a smaller convergence angle, but it leads to a bigger probe,
which can be an issue for specimens with a large wedge angle.

The advantage of being able to record diffraction intensities over a range of inci-
dent beam angles makes CBED readily accessible for comparison with simulations.
Because of this, CBED is a quantitative diffraction technique. In the past 15 years,
CBED has evolved from a tool primarily for crystal symmetry analysis to the most
accurate technique for structure refinement and strain and structure factor mea-
surement [13]. For defects, large-angle CBED technique can characterize individual
dislocations, stacking faults, and interfaces. For applications to defect structures and
structure without three-dimensional periodicity, parallel-beam illumination with a
very small beam convergence is required.

6.3
Theory of Electron Diffraction

Electron diffraction from a nanostructure can be alternatively described by electrons
interacting with an assembly of atoms (ions) or from a crystal of finite size and
shape. Which description is more appropriate depends on which is a better approx-
imation of the structure. Both cases are covered here. We start with kinematical elec-
tron diffraction from a single atom, then move on to the assembly of atoms and to
crystals. Electron multiple scattering, or electron dynamic diffraction, is strong in
perfect crystals, but can be neglected to the first-order approximation for very small
nanostructures or macromolecules such as carbon nanotubes made of mostly light
atoms.

6.3.1
Kinematic Electron Diffraction and Electron Atomic Scattering

Electron interacts with an atom by the Coulomb potential of the positive nucleus
and the electrons surrounding the nucleus. The relationship between the potential
and the atomic charge is given by the Poisson equation:
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r2
V ~rrð Þ ¼ � e Zd ~rrð Þ�r ~rrð Þ½ �

eo
(1)

Here V is the potential, � the electron density, e the electron charge, eo the vacu-
um permitivity, and Z the atomic number. If we take a small volume, d~rr ¼ dxdydz,
of the atomic potential at position~rr, the exit electron wave ue from this small vol-
ume is approximately given by:

ue » 1þ ipkUdxdydzð Þuo (2)

Here we take U ¼ 2meVð~rrÞ=h2 , where m is relativistic mass of high-energy elec-
trons and h is the Planck constant. k is the electron wavelength. The interaction
potential U is treated as constant within the small volume. Equation (2) is known as
the weak-phase-object approximation. For a parallel beam of incident electrons, the
incident wave is described by the plane wave exp

�

2pi~kko �~rr
�

. For high-energy elec-
trons with E>>V, the scattering by the atom is weak and we have approximately:

us ¼
2pme

h2

Ð V ~rrð Þ
~rr�~rr¢j j e

2pik~rr�~rrj j
e

2pi~kko �~rr¢d~rr¢ (3)

Far away from the atom, we have ~rrj j >> ~rr¢j j. By replacing ~rr �~rr¢j j with ~rrj j in the
denominator and

~rr �~rr¢j j » r �~rr¢�~rr
r

(4)

for the exponential, we obtain

us ¼
2pme

h2

Ð V ~rr¢ð Þ
~rr�~rr¢j j e

2pik~rr�~rr¢j j
e

2pi~kko �~rr¢d~rr¢ »
2pme

h2
e2pi~kko �~rr

r

Ð

V ~rr¢ð Þe
2pi ~kk�~kkoð Þ�~rr¢

d~rr¢
(5)

Here~kk is the scattered wave vector and the direction is taken along~rr. The half of
the difference between the scattered wave and incident wave, ~ss ¼ ~kk�~kko

� �

=2, is
defined as the scattering vector. As we will see later, this vector is half the reciprocal
lattice vector (g) for the Bragg diffraction of a crystal. From Eq. (5), we define elec-
tron atomic scattering factor

f sð Þ ¼ 2pme

h2

Ð

V ~rr¢ð Þe4pi~ss �~rr¢
d~rr¢ (6)

The potential is related to the charge density; Fourier transform of electron charge
density is commonly known as the x-ray scattering factor. It can be shown that the
relationship between the electron and x-ray scattering factors is given by

f sð Þ ¼ me2

8peoh2
Z�f xð Þ

s2 ¼ 0:023934
Z�f xð Þ

s2 (�) (7)

The x-ray scattering factor in the same unit is given by

f
x

sð Þ ¼ e2

mc2

 !

f
x ¼ 2:82 · 10

�5
f

x
(�) (8)
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For typical value of s~0.2 �–1, the ratio f = e2
=mc2� �

f x~104. Thus electrons are scat-
tered by an atom much more strongly than x-ray. There are two consequences as the
result of this: one is that electrons are much more sensitive to a small volume of
materials, such as nanostructures, and the other is multiple scattering. For a thick
crystal, electron multiple scattering is a serious effect, while multiple scattering is
generally weak in most x-ray structural analyses.

The electron distribution in an atom depends on the atomic electronic structure
and bonding with neighboring atoms. At sufficiently large scattering angles, we can
approximate the atoms in a crystal by spherical free atoms or ions. Atomic charge
density and the Fourier transform of the charge density can be calculated with high
accuracy. The results of these calculations are published in the literature and tabulat-
ed in the international table for crystallography. Tables optimized for electron dif-
fraction applications are also available [14].

6.3.2
Kinematical Electron Diffraction from an Assembly of Atoms

Here, we extend our treatment of kinematical electron scattering from a single atom
to an assembly of atoms. For nanostructures of a few nanometers, the treatment out-
lined here forms the basis for electron diffraction pattern analysis and interpreta-
tion. For a large assembly of atoms in a crystal with well-defined 3-D periodicity, we
use this section to introduce the concepts of lattice and reciprocal space, which are
the foundation for the treatment of crystal diffraction.

Kinematic scattering from an assembly of atoms follows the same treatment as
for a single atom:

us »
2pme

h2
e2pi~kko �~rr

r

Ð

V ~rr¢ð Þe
2pi ~kk�~kkoð Þ�~rr¢

d~rr¢ ¼ 2pme

h2
e2pi~kko �~rr

r
FTðV ~rr¢ð ÞÞ (9)

Here FT denotes Fourier transform. The potential of an assembly of atoms can be
expressed as a sum of potentials from individual atoms

V ~rrð Þ ¼
P

i

P

j

Vi ~rr �~rrj

� �

(10)

The summations over i and j are for the type of atoms and atoms of each type
respectively.

To see how an atomic assembly diffracts differently from a single atom, we first
look at a row of atoms that are separated periodically by an equal spacing of a. Each
atom contributes to the potential at point~rr. The total potential is obtained by sum-
ming up the potential of each atom. If we take the x-direction along the row, then

V r
*
� �

¼
P

N

n¼1

VA ~rr � nax̂xð Þ (11)

The sum can be considered as placing an atom on each of a collection of points;
these points describe the geometrical arrangement of the atoms. In a crystal, the pe-
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riodic arrangement of points defines the lattice. In both cases, the potential of an
assembly of atoms is a convolution of the atomic potential and the lattice:

V r
*
� �

¼ VA ~rrð Þ �
P

N

n¼1

d ~rr � nax̂xð Þ (12)

The Fourier transform of this potential [see Eq. (9)] is the product of Fourier trans-
form of the atomic potential and Fourier transform of the lattice:

FT V ~rrð Þ½ � ¼ FT VA ~rrð Þ½ � � FT
P

N

n¼1

d ~rr � nax̂xð Þ
" #

(13)

The Fourier transform of atomic potential gives the atomic scattering factor. The
Fourier transform of an array of delta functions gives

FT
P

N

n¼1

d ~rr � nax̂xð Þ
" #

¼
P

N

n¼1

e
�2pi ~kk�~kkoð Þ�~xxna

¼
sin p ~kk�~kko

� �

�~xxNa
h i

sin p ~kk�~kko

� �

�~xxa
h i (14)

The function of Eq. (14) has an infinite number of maxima at the condition:

~kk�~kko

� �

� x̂x ¼ h=a (15)

Here h is an integer from –1 to 1. The maxima are progressively more pro-
nounced with increasing N. For sufficiently large N, Eq. (14) reduces to a periodic
array of delta functions with the spacing of 1/a.

For a three-dimension periodic array of atoms, where the position of atoms is giv-
en by the integer displacement of the unit cell a, b, and c, the potential is given by

V r
*
� �

¼ VA r
*
� �

�
P

n;m;l

d ~rr � n~aa�m~bb� l~cc
� �

(16)

The Fourier transform of the three-dimensional lattice of a cube N�N�N gives

FT
P

N

n¼1

P

N

m¼1

P

N

l¼1

d ~rr � n~aa�mb
*
� l~cc

� �

" #

¼

sin p ~kk�~kko
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h i

sin p ~kk�~kko
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�~aa
h i
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� �

�~bbN
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� �

�~bb
h i

sin p ~kk�~kko

� �

�~ccN
h i

sin p ~kk�~kko

� �

�~cc
h i (17)

Similar to the one-dimensional case, Eq. (17) defines an array of peaks. The posi-
tion of the peaks is placed where

~kk�~kko

� �

�~aa ¼ h

~kk�~kko

� �

�~bb ¼ k

~kk�~kko

� �

�~cc ¼ l

(18)
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with h, k, and l as integers. It can be shown that

Dk
*
¼ k

*
� k

*

o ¼ h~aa � þk~bb � þl~cc� (19)

and

~aa� ¼
~bb ·~cc
� �

~aa� ~bb ·~cc
� �,~bb� ¼ ~cc ·~aað Þ

~aa� ~bb·~cc
� �,~cc� ¼

~aa·~bb
� �

~aa� ~bb ·~cc
� � (20)

The vectors a*, b*, and c* together define the three-dimensional reciprocal lattice.
For nanostructures that have the topology of a periodic lattice, we can be describe

the structure by the lattice plus a lattice-dependent displacement:

V r
*
� �

¼ VA r
*
� �

�
P

n;m;l

d ~rr �~RR�~uuð~RRÞ
� �

, with ~RR ¼ n~aa�m~bb� l~cc (21)

For simplicity, we will restrict the treatment to monoatomic primitive lattices.
Generalization to complex cases with nonprimitive lattices follows the same princi-
ple and will lead to similar qualitative conclusions, but more complex expressions.
The Fourier transform of the lattice gives a sum of two terms:

FT
P

n;m;l

d ~rr �~RR�~uuð~RRÞ
� �

" #

¼
P

n;m;l

exp 2piD~kk �~RR
� �

exp 2piD~kk �~uu ~RR
� �h i

(22)

For small displacement, Eq. (22) can be expanded to the first order

FT
P

n;m;l

d ~rr �~RR�~uuð~RRÞ
� �

" #

¼

P

n;m;l

exp 2piD~kk �~RR
� �

þ
P

n;m;l

2piD~kk �~uu ~RR
� �

exp 2piD~kk �~RR
� �

(23)

The first term is the same as Eq. (17), which defines an array of diffraction peaks;
the position of each peak is defined by the reciprocal lattice of the averaged crystal
structure. Compared to infinite crystals, the diffraction peak of a finite crystal has a
broad distribution, which is defined by the shape of the crystal. The second term
describes the diffuse scattering around a reflection defined by the crystal reciprocal
lattice. If we take the reflection as g and write

D~kk ¼~gg þ~qq and~gg �~RR ¼ 2np (24)

For |g|>>|q|, the diffuse scattering term can be rewritten as

P

n;m;l

2piD~kk �~uu ~RR
� �

exp 2piD~kk �~RR
� �

»
P

n;m;l

2pi~gg �~uu ~RR
� �

exp 2pi~qq �~RR
� �

(25)
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Equation (25) is the Fourier sum of the displacements along the g direction. The
intensity predicted by this equation will increase with a g2-dependence. The atomic
scattering contains the Debye–Waller factor, which describes the damping of high-
angle scattering because of thermal vibrations. The balance of these two terms
results in a maximum contribution to the diffuse scattering from the structural
deviation from the ideal crystal lattice [5].

The oscillations from the finite size of the nanocrystals are clearly visible in the
diffraction pattern shown in Fig. 6.2. The subtle differences in the intensity oscilla-
tions for different reflections can come from several factors, including surface
relaxation, the small tilt and curvature of the Ewald sphere, and nonnegligible multi-
ple scattering effects for heavy atoms such as Au. The surface relaxation can be treat-
ed using the approximation described above.

In summary, we have described a kinematical theory for an atomic assembly by
considering the interplay between ordering among atoms, the finite sizes, and the
structural modification. Qualitatively, we expect to find several features in the dif-
fraction pattern of an assembly of atoms, including intensity maxima from ordering
of atoms, diffuse scattering from the outline shape of the atomic assembly, and
structural modification in the form of atomic displacements. The characteristics of
diffuse scattering from the shape and atomic displacements are different. While the
shape function is same for all reflections, diffuse scattering from atomic displace-
ment has a characteristic distribution. This difference can be used in experimental
studies to distinguish these two effects [5].

6.4
High-Resolution Electron Microscopy

Transmission high-resolution electron images are formed by recombining diffracted
beams of the back focal plane of the image formation (objective) lens at the imaging
plane (see Fig. 6.4). While electron diffraction records structural information in the
reciprocal space, electron imaging gives direct information about local structure and
morphology with near-atomic resolution. Information from HREM is complemen-

Object

Lens Back Focal Plane

(diffraction)

Image Plane

Figure 6.4. High-resolution electron image formation, where
the diffraction pattern is formed at the back focal plane of the
objective lens and diffracted beams recombine to form image.
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tary to electron diffraction. However, interpretation of HREM images requires the
knowledge of image formation and the contrast transfer function of the electron
image formation lens.

For very small nanostructures or weakly scattering objects, the object potential is
weak. Under such condition, following Eq. (2), the exit electron wave function is
approximately given by

ue x; y; zð Þ » 1þ ipk �UU x; yð Þ (26)

Here

�UUðx; yÞ ¼
Ð

t

0

Uðx; y; zÞdz (27)

is the projected potential along the electron beam direction. The potential U(x,y,z) is
measured in �ngstrom–2 (see the relationship between U and V in Section 3.1). U is
electron acceleration voltage dependent because of relativistic effects. Equation (27)
is often called the weak phase approximation. For U~5�10–2 �–2, electron wave-
length k~0.02 �, Eq. (27) is a reasonable approximation for thickness t < 100 �.

The contrast of electron image depends on focus and the objective lens aberra-
tions. Among many forms of aberrations, the spherical aberration Cs and chromatic
aberration Cc are the dominant ones for a conventional TEM. To look at the effect of
these two aberrations, the aperture and defocus on imaging, let us start with a sinu-
soidal weak phase object such that

ue x; yð Þ» 1þ iecos 2pqxð Þ (28)

The Fourier transform of this wave function is three delta functions:

ue kx ; ky

� �

»d kx ; ky

� �

þ ie
�

d kx � q; ky

� �

þ d kx þ q; ky

� ��

=2 (29)

For the purpose of discussion now, we omit the aperture function. In this case,
the wave function at the back focal plane is given by
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(30)

Here
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(31)

is the phase shift introduced by the spherical aberration (Cs) of the image formation
lens and defocus (Df). The electron image is a Fourier transform of Eq. (30)

ui xð Þ ¼ 1� ecos 2pqxÞsin v qð Þ þ iecos 2pqxÞsin v qð Þðð (32)
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From this we obtain the image intensity

I xð Þ ¼
�

1� ecos 2pqxð Þsin v qð Þ
�2þ e

2
cos

2
2pqxð Þsin

2
v qð Þ

¼ 1� 2ecos 2pqxð Þsin v qð Þ þ e
2

cos
2

2pqxð Þ (33)

. 1� 2ecos 2pqxð Þsin v qð Þ

The approximation is for small e under the weak phase object assumption.
Equation (33) shows that in addition to the amplitude of the original wave, the

image intensity modulation also depends on the sine function of the aberrated
phase. The difference between the maximum and minimum intensities gives the
image contrast. The maximum contrast is obtained by having sin v qð Þ ¼ 1 or
v qð Þ ¼ p=2, in which case, IMax � IMin ¼ 4e. The contrast transfer function is the
ratio of the difference with sin v qð Þ „ 1and 4e, defined by:

CTF ¼ IMax�IMin

IMax�IMin

� �

MAX

¼ 4esin v qð Þj j
4e

¼ sin v qð Þj j (34)

Thus, the objective lens’s imaging properties are described by the contrast trans-
fer function (CTF). Since CTF is independent of the object, it provides a convenient
mechanism for understanding the imaging process and contrast. For an object with
many frequencies, CTF gives the relative contribution of each frequency to the final
image in coherent imaging.

The maximum contrast is obtained when the phase shift is p/2 and the optimum
is that this is achieved for as many frequencies as possible. The condition for this,
known as the Scherzer focus, is obtained under the following conditions for aper-
ture angle a and defocus Df :

aopt ¼ 1:41

 

k
Cs

!1=4

; Dfopt ¼ �ðCs kÞ
1=2

(35)

At Scherzer focus the half-width of the image intensity of a point object is given
by

dh ¼ 0:43 Cs k
3

� �1=4
(36)

This is often used as a measurement of the electron microscope resolution. For
Cs=0.5 mm, k=0.025 �, d=1.28 �.

The focal length of electron lenses depends on electron energy. Chromatic aberra-
tion comes from the finite electron energy spread, objective lens current fluctua-
tions, and high voltage instability. All of these introduce an envelope function to the
contrast transfer function

KC ¼ exp � q
K

� �2h i

(37)
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Here, K is a function of the chromatic aberration coefficient, the energy spread,
lens current, and high voltage fluctuations.

Figure 6.5 shows a high-resolution image of gold nanoparticles recorded at the
Scherzer focus condition. The image was recorded using the Lawrence Berkeley Lab-
oratory One-�ngstrom Microscope [15]. The basic instrument is a modified Philips
CM300FEG/UT, a TEM with a field-emission electron source and an ultra-twin
objective lens with low spherical aberration (Cs = 0.65 mm) and a native resolution
of 1.7 �. The size of the particles ranges from 2 to ~3 nm. The particles were sup-
ported on a thin carbon film.

Figure 6.5. High-resolution image of 2~3 nm gold nanoparti-
cles under the Scherzer focus condition. The direct, atomic-reso-
lution image clearly reveals the diversity of structures, from sin-
gle-crystal to twinned particles.

Another high-resolution electron imaging technique is scanning transmission
electron microscopy (STEM). In STEM, electrons are focused into a very small probe
and scanned across the sample. Electrons scattered by the sample are detected to
form an image. The image intensity is approximately proportional to the square of
atomic number, Z2, if only electrons scattered into high angles are detected using a
high-angle annual dark-field (HAADF) detector [16].
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6.5
Experimental Analysis

6.5.1
Experimental Diffraction Pattern Recording

The optimum setup for quantitative electron diffraction is the combination of a flex-
ible illumination system, an imaging filter, and an array of 2-D detectors with a
large dynamic range. The three diffraction modes described in Section 6.2 can be
achieved through a three-lens condenser system. Currently both the JEOL (JEOL,
USA) and Zeiss microscopes offer this capability. Two types of energy filter are cur-
rently employed: one is the in-column X-energy filter [17] and the other is the post-
column Gatan imaging filter (GIF) [18]. Each has its own advantages. The in-col-
umn X-filter takes the full advantage of the postspecimens lens of the electron mi-
croscope and can be used in combination with detectors such as film or imaging plates
(IP), in addition to the CCD camera. For electron diffraction, geometric distortion, iso-
chromaticity, and angular acceptance are the important characteristics of filters [19].
Geometrical distortion complicates the comparison between experiment and theory
and is best corrected by experiment. Isochromaticity defines the range of electron ener-
gies for each detector position. Ideally this should be the same across the whole detector
area. Angular acceptance defines the maximum range of diffraction angles that can be
recorded on the detector without a significant loss of isochromaticity.

Current 2-D electron detectors include CCD cameras and imaging plates (IP).
The performance of the CCD camera and IP for electron recording has been mea-
sured [20]. Both are linear with large dynamic range. At low dose range, the CCD
camera is limited by the readout noise and dark current of CCD. The readout noise
places a limit on what information can be recovered from recorded images if the CCD
camera has a limited resolution. IP has a better performance at low dose range due to
the low dark current and readout noise of the photomultiplier. For medium and high
dose, the IP is limited by linear noise due to the granular variation in the phosphor and
instability in the readout system. The CCD camera is limited by the linear noise in the
gain image, which can be made very small using averaging. There is an uncertainty in
the uniformity of CCD because of its dependence on the gain image as prepared in the
electron microscope. The performance of CCD also varies from one camera to another,
which makes the individual characterization necessary.

The noise in the experimental data can be estimated using the measured detector
quantum efficiency (DQE) of the detector

var Ið Þ ¼ mgI=DQEðIÞ (38)

Here I is the estimated experimental intensity, var denotes the variance, m is the
mixing factor defined by the point spread function, and g is the gain of the detector
[20]. This expression allows an estimation of variance in experimental intensity once
DQE is known, which is especially useful in the v2 -fitting, where the variance is
used as the weight.
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6.5.2
The Phase Problem and Inversion

In the kinematic approximation, the diffracted wave is proportional to the Fourier
transform of the potential [Eq. (9)]. If both the amplitude and phase of the wave are
known, then an image can be reconstructed, which would be proportional to the
projected object potential. In recording a diffraction pattern, however, what is
recorded is the amplitude square of the diffracted wave. The phase is lost. The miss-
ing phase is known as the phase problem. In the case of kinematic diffraction, the
missing phase prevents reconstruction of the object potential by inverse Fourier syn-
thesis. The phase is preserved in imaging up to the information limit. In electron
imaging, the scattered waves recombine to form an image by the transformation of
a lens and the intensity of the image is recorded, not the diffraction. The complica-
tion in imaging is the lens aberration. Spherical aberration introduces an additional
phase to the scattered wave. This phase oscillates rapidly as the scattering angle
increases. Additionally, chromatic aberration and the finite energy spread of the
electron source impose a damping envelope to the CTF [Section 6.4] and limit the
highest-resolution information (information limit) that passes through the lens. As
result, the phase of scattered waves with sin h=k > 1 �–1 is typically lost in electron
images and the resolution of image is ~1 � for the best microscopes currently avail-
able. Phase retrieval is a subject of great interest in both electron and x-ray diffrac-
tion. If the phase of a diffraction pattern can be found, then an image can be formed
without a lens.

In electron diffraction, the missing phase has not been a major obstacle to its ap-
plication. The reason is electron imaging and that, for most electron diffraction ap-
plications, electrons are multiply scattered. The missing phase is the phase of the
exit wave function. Inversion of exit wave function to object potential is not as
straightforward as an inverse Fourier transform. A theory developed by two research
groups (Spence at Arizona State University and Allen in Australia) shows the princi-
ple of inversion using data sets of multiple thicknesses, orientations, and overlap-
ping coherent electron diffraction [21]. The inversion is based on the scattering
matrix that relates the scattered wave to the incident wave. This matrix can be de-
rived based on the Bloch wave method, which has a diagonal term of exponentials of
the product of eigenvalues and thickness. Electron diffraction intensities determine
the moduli of all elements of the scattering matrix. Using the properties of scatter-
ing matrix (unitarity and symmetries), an overdetermined set of nonlinear equations
can be obtained from these data. Solution of these equations yields the required
phase information and allows the determination of a (projected) crystal potential by
inversion [22].

For materials’ structural characterization, in many cases, the structure of materi-
als is approximately known. What is to be determined is the accurate atomic posi-
tions and unit cell sizes. Extraction of these parameters can be done in a more effi-
cient manner using the refinement technique [23]. Another important fact is that
the phase of object potential is actually contained in the diffraction pattern through
electron interference when electrons are elastically scattered for multiple times [24].
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For nanostructures such as carbon nanotubes laid horizontally, the number of
atoms is low along the incident electron beam direction. Electron diffraction, to a
good approximation, can be treated kinematically. Many nanostructures also have a
complicated structure. Modeling, as required in the refinement technique, is diffi-
cult because of the lack of knowledge about the structure. The missing phase then
becomes an important issue. Fortunately, the missing phase is actually easier to
retrieve for nonperiodic objects than for periodic crystals. The principle and tech-
nique for phase retrieval are described next.

6.5.3
Electron Diffraction Oversampling and Phase Retrieval for Nanomaterials

Electron phase retrieval uses a coherent electron probe. The formation of a coherent
electron probe in NED mode follows the same principle as STEM probe formation,
but in a reverse optical geometry. In STEM, a parallel coherent illumination is brought
into focus by the electron objective lens. The phase difference from lens aberration,
defocus, and convergence angle defines the size and shape of the electron probe. In
NED mode, a focused probe (by the condenser lens) at the front focal plane of the pre-
objective lens is imaged into a nearly parallel beam. Because of the lens aberration,
beams at different angles to the optic axis are imaged at different distances.

For small nanostructures, such as carbon nanotubes, electron diffraction is well
described by the kinematical approximation. At a small scattering angle, the scat-
tered electron wave is a sum of the scattered waves over the volume of the structure:

us
~kk
� �

»
Ð

1þ ipkU ~rr¢ð Þ½ �e�2pi~kk�~rr¢
uo ~rr¢ð Þd~rr¢ ¼ uo

~kk
� �

þ ipk
Ð

U ~rr¢ð Þe�2pi~kk�~rr¢
uo ~rr¢ð Þd~rr¢

(39)

Here U ~rrð Þ is the interaction potential defined in Section 3.1 and~kk is the scattered
wave vector. The illuminating electron wave function uo ~rrð Þ is formed by the electron
lens as described above. Information about the structure is carried in the second
term. For an idealized plane wave illumination, the electron diffraction intensity can
be expressed through the Fourier transform of the potential Uð~kkÞ as:

I ~kk
� �

» d ~kk
� �

þ pkð Þ2 U ~kk
� �

	

	

	

	

	

	

2
(40)

For a finite nanostructure, the diffraction intensity is continuous in reciprocal
space.

Using the combination of coherent NED and phase retrieval, we have demonstrat-
ed for the first time that atomic resolution can be achieved from diffraction intensi-
ties without an imaging lens [25]. This technique was applied to image the atomic
structure of a double-wall carbon nanotube (DWNT). The electron diffraction pat-
tern from a single DWNT was recorded and phased. The resolution is limited by the
diffraction intensity. The resolution obtained for the DWNT was 1 � from a micro-
scope of a nominal resolution of 2.3 �.
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The principle of phase retrieval for a localized object is based on the sampling
theory. For a localized object of size S, the minimum sampling frequency (Nyquist
frequency) in reciprocal space is 1/S. Sampling with a smaller frequency (oversam-
pling) increases the field of view. Wavefunctions at these oversampled frequencies
are a combination of the wavefunctions sampled at the Nyquist frequency. Because
of this, phase information is preserved in oversampled diffraction intensities. Over-
sampling can be achieved only for a localized object. For a periodic crystal, the small-
est sampling frequency is the Nyquist frequency. The iterative phasing procedure
works by imposing the amplitude of the diffraction pattern in the reciprocal space
and the boundary conditions in real space. The procedure was first developed by
Fienup [26] and improved by incorporating other constraints such as symmetry [27].
The approach of diffractive imaging, or imaging from diffraction intensities, appears
to solve many technical difficulties in conventional imaging of nonperiodic objects,
namely, resolution limit by lens aberration, sample drift, instrument instability, and
low contrast in electron images.

The phase retrieval procedure works by starting with the measured amplitude of
the Fourier transform and random phases: an estimate of the projected potential is
computed and modified to satisfy the real-space constraints. The modified potential
is Fourier transformed and the calculated amplitudes are replaced by their measured
values. The procedure is repeated until a self-consistent solution of the potential is
found. The amplitudes of the Fourier transform of the potential are obtained based
on Eq. (40). There are two major constraints that can be used for electron phase
retrieval: one is the approximate shape of the object from low-resolution imaging
and the other is positivity. Outside the image, we assume a constant project poten-
tial, which acts as the support. The projected potential is assumed positive (the
same sign).

We use the modified hybrid-input-output (HIO) algorithm outlined by Millane
and Stroud [27] for iterative phase retrieval. The working principle of this algorithm
is shown in Fig. 6.6. The procedure starts with an estimated image fn and calculate
the constrained image cn. The support constrain is applied by using

Calculate real-space

constrained image Cn

Apply Equation 43

Calculate amplitudes

and phases; replace

with experimental

amplitudes

Inverse Fourier

Transform

Forward Fourier

Transform

fn

Cn

gn

gn+1Gn

G’n

Figure 6.6. The flow chart of hybrid input and output algorithm
for iterative phase retrieval. (After Ref. [273].)
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Cn ~rrð Þ ¼ 0,~rr ˛S (41)

and

Cn ~rrð Þ > 0; and real~rr ˛O (42)

where S and O denote regions of support and the object. From the initial image and
the calculated constrained image cn, a driver function gn+1 is derived:

gnþ1 ~rrð Þ ¼
fn ~rrð Þ

gn ~rrð Þ þ b Cn ~rrð Þ � fn ~rrð Þ½ �




if Cn ~rrð Þ � fn ~rrð Þj j < e
if Cn ~rrð Þ � fn ~rrð Þj j > e

(43)

When the phase of this driver function is combined with the experimental ampli-
tude data they yield an image fn+1 that more closely satisfies the real-space constraint
than the original image fn+1. The alternative is to take

gnþ1 ~rrð Þ ¼ Cn ~rrð Þ (44)

giving the error-reduction (ER) algorithm. It has been found that it is often useful to
mix HIO with a few iterations of ER. We found that the ER algorithm is often effi-
cient at the initial stage of iteration, but HIO is always more efficient at late-stage
iterations.

Figure 6.7 shows a small DWNT reconstructed from the recorded electron diffrac-
tion pattern. The scattering of carbon is generally too weak for direct imaging of the
atomic structure in an electron microscope. Diffractive imaging avoids this problem
by recording the diffraction pattern, which has a better signal-to-noise ratio than the
image because of the highly ordered (helical) structure of carbon nanotubes. Details
of the tube structure are clearly visible. The potential profile demonstrates the type
of information that can be obtained from the reconstructed image.
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6.6
Applications

6.6.1
Structure Determination of Individual Single-Wall Carbon Nanotubes

For simple structures, such as single-wall carbon nanotubes (SWNTs), the structure
can be determined uniquely from the diffraction pattern alone. Carbon nanotubes
have attracted extraordinary attention due to their unique physical properties, from
atomic structure to mechanical and electronic properties, since Iijima showed the
first high-resolution TEM image and electron diffraction of multiwall carbon nano-
tubes [28]. A SWNT can be regarded as a single layer of graphite that has been rolled
up into a cylindrical structure. In general, the tube is helical with the chiral vector
ðn;mÞ defined by~cc ¼ n~aaþm~bb, where~cc is the circumference of the tube and~aa and~bb
are the unit vectors of the graphite sheet. A striking feature is that tubes with
n�m ¼ 3l (l is a integer) are metallic, while others are semiconductive [29]. This
unusual property, plus the apparent stability, has made carbon nanotubes an attrac-
tive material for constructing nanoscale electronic devices. As-grown SWNTs have a
dispersion of chirality and diameters. Hence, a critical issue in carbon nanotube ap-
plications is the determination of individual tube structure and its correlation to the
properties of the tube. This requires a structural probe that can be applied to individ-
ual nanotubes.

Gao et al. have developed a quantitative structure determination technique for
SWNTs using NED [30]. This, coupled with improved electron diffraction pattern
interpretation, allows determination of both the diameter and the chiral angle, and
thus the chiral vector ðn;mÞ, of an individual SWNT. The carbon nanotubes they
studied were grown by chemical vapor deposition. TEM observation was carried out
in a JEOL2010F TEM with a high voltage of 200 keV.

Figure 6.8 shows the diffraction pattern from a SWNT. The main features of this
pattern are: (i) a relatively strong equatorial oscillation which is perpendicular to the
tube direction, and (ii) some very weak diffraction lines from the graphite sheet,
which are elongated in the direction normal to the tube direction [31]. The intensi-
ties of diffraction lines are very weak in this case. In their experimental setup, the
strongest intensity of one pixel is about 10 counts, which corresponds to ~12 elec-
trons.

The diameter of the tube is determined from the equatorial oscillation, while the
chiral angle is determined by measuring the distances from the diffraction lines to
the equatorial line. The details are following. The diffraction of SWNT is well
described by kinematic diffraction theory (Section 6.3). The equatorial oscillation in
the Fourier transformation of a helical structure like SWNT is a Bessel function
with n=0 [32] which gives:
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Figure 6.8. (a) A diffraction pattern from an
individual SWNT 1.4 nm in diameter. The inset
is a TEM image. The radial scattering around
the saturated (000) is an artifact from aperture
scattering. (b) Simulated diffraction pattern of
a (14,6) tube. The inset is the corresponding
structure model. (c) Profiles of equatorial

oscillation along EE¢ from (a, b) and
simulation for (14,6). (d) Schematic diagram
of electron diffraction from an individual
SWNT. The two hexagons represent the first
order graphite-like {100} diffraction spots from
the top and bottom of the tube.
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Here X ¼ 2pRr0 ¼ pRD0, R is the reciprocal vector which can be measured from
the diffraction pattern, and D0 is the diameter of the SWNT. We use the position of
J2

0ðXÞ maxima (Xn, n ¼0, 1, 2, ...) to determine the tube diameter. With the first sev-
eral maxima saturated and inaccessible, Xn=Xn�1 can be used to determine the num-
ber N for each maximum in the equatorial oscillation. Thus, by comparing the
experimental equatorial oscillation with values of Xn, the tube diameter can be
uniquely determined.

To measure chirality from the diffraction pattern, Fig. 6.8(d) is considered, which
shows the geometry of the SWNT diffraction pattern based on the diffraction of the
top-bottom graphite sheets. The distances d1; d2; d3 relate to the chiral angle a by:

d1 þ d2 ¼ d3 ,

a ¼ atanð 1
ffiffiffi

3
p � d2�d1

d3

Þ ¼ atanð 1
ffiffiffi

3
p � 2d2�d3

d3

Þ, (46)

or b ¼ atanð
ffiffiffi

3
p
� d1

d2þd3

Þ ¼ atanð
ffiffiffi

3
p
� d3�d2

d2þd3

Þ.

These relationships are not affected by the tilting angle of the tube (see below).
Because d2 and d3correspond to the diffraction lines having relatively strong intensi-
ties and are further from the equatorial line, they are used in our study instead of d1

to reduce the error. The distances can be measured precisely from the digitalized
patterns. The errors are estimated to be <1% for the diameter determination and
<0.2� for the chiral angle.

Using the above methods, the SWNTgiving the diffraction pattern shown in Fig. 6.8
was determined to have a diameter of 1.40 nm (–0.02 nm) and a chiral angle of 16.9�
(–0.2�). Among the possible chiral vectors, the best match is (14,6), which has a diameter
of 1.39 nm and a chiral angle of 17.0�. The closest alternative is (15,6), having a diameter
eof 1.46 nm and a chiral angle of 16.1�, which is well beyond the experiment error. Fig-
ure 6.8(b) plots the simulated diffraction pattern of (14,6) SWNT from the structure
model shown in the inset. Figure 6.8(c) compares the equatorial intensities of experi-
ment and simulation. These results show an excellent agreement.

6.6.2
Structure of Supported Small Nanoclusters and Epitaxy

Nanometer-sized structures in the forms of clusters, dots, and wires have recently
received considerable attention for their size-dependent transport, optical, and me-
chanical properties. The focus is on synthesizing nanostructures of desired shapes
with narrow size distributions. For clusters or nanocrystals on crystalline substrates,
epitaxy gives lower interface energy and can lead to enhanced stability and better
control over the interfacial electronic properties. At the nanometer scale, cluster
equilibrium shape is also determined by the surface, interface, and strain energies.
A challenge, thus, is how to determine the structure of individual clusters. The case
highlighted below on Ag on Si (100) is taken from the experimental work by Li et al.

158



6.6 Applications

at University of Illinois, Urbana-Champaign. Over the past three years, they have
carried out a systematic study of nanoclusters’ structure and interfaces using a com-
bination of electron diffraction and microscopy [33–36].

Figure 6.9 shows the electron diffraction patterns for samples deposited on H-ter-
minated Si (100) surfaces. The diffraction patterns were taken off the [100] zone axis
to avoid strong multiple scattering in zone axis orientation. The diffraction pattern
of the as-deposited sample consists of a strong and continuous Ag {111} ring, short
Ag {200} arcs on a weak Ag {200} ring, short Ag {220} arcs on a weak Ag {220} ring
and weak {311} rings. Upon annealing at 400 �C, Ag (020) and (002) reflection inten-
sities increase significantly. Both have diffuse streaks along (011) and (0–11) direc-
tions. The Ag (020) and (002) are asymmetrical because of the off-zone axis orienta-
tion of the diffraction pattern. Meanwhile, the diffraction intensity in the continuous
ring decreases significantly, but remains visible. Figure 6.9 shows high-resolution
images of Ag clusters on H-Si(100) after annealing with strong moir� fringe con-
trast. These images were taken at the Si [100] zone axis. At this orientation, the Si
(022) and (0–22) planes are imaged. Most as-grown Ag clusters show no visible
moir� fringes, which is consistent with the diffraction pattern that is dominated by a
{111} ring. A few clusters with moir� fringes are often defective. In Fig. 9, the clus-
ters of dark contrast with no moir� fringes contribute to the {111} ring in the
diffraction pattern. For as deposited clusters (not shown here), at first sight, the
orientation of these clusters appears to be random. However, a close inspection
of the diffraction pattern shows a much weaker {200} ring than what it would be
in a powder diffraction pattern of random polycrystalline Ag. For single crystals
oriented with Ag(111)//Si(100) or Ag(100)//Si(100), strong Ag {220} is expected in
both cases, while a strong Ag {200} is also expected in the case of Ag(111)//Si(100).
Both of these cases can be ruled out. In Fig. 6.9, the square Ag clusters with 2-D
moir� fringes (from interference between Ag and Si lattices [2]) perfectly

Si

Ag

10 NM

Figure 6.9. Combined electron diffraction and imaging charac-
terization of epitaxial Ag nanoclusters/nanocrystals on Si (100)
substrate.
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parallel to Si (220) lattice planes, in good agreement with the electron diffraction
analysis. At this stage, the transformation from random orientation to epitaxial
growth is not finished, because we still see weak-contrast Ag clusters, supposed to
be random Ag clusters. The Ag {200} reflections have the shape of a plus-sign, cen-
tered at the Ag {200} position, suggestive of perfect cubic Ag nanocrystals, with
their edges perfectly aligned to the Si (011) and (01–1) directions.

6.7
Conclusions and Future Perspectives

This chapter has described the practice and theory of electron imaging and diffrac-
tion for structural analysis of nanomaterials and has demonstrated that the informa-
tion obtainable from electron diffraction with a small probe and strong interactions
complements other characterization techniques, such as x-ray and neutron diffrac-
tion that samples a large volume and real-space imaging by HREM with a limited
resolution.

The challenge is to extend the applications of microscopy techniques to soft and
biomaterials, where radiation-induced structural damage is more likely to occur at
high electron dose levels. While radiation tolerance can be significantly improved
with cryo-electron microscopy, the ultimate image resolution will be limited by the
low signal-to-noise ratio resulting from the low electron dose that the sample can
tolerate [4, 37]. The sensitivity demonstrated here for carbon nanotubes would also
be useful for imaging molecular structures.

Abbreviations

CBED – convergent-beam electron diffraction
CCD – charge coupled device
CTF – contrast transfer function
DQE – detector quantum efficiency
DWNT – double-wall carbon nanotube
FEG – field emission guns
GIF – Gatan imaging filter
HAADF – high-angle annual dark-field
HIO – hybrid-input-output
HREM – high-resolution electron microscopy
IP – imaging plates
NED – nanoarea electron diffraction
SAED – selected area electron diffraction
STEM – scanning transmission electron microscope
SWNT – single- wall carbon nanotube
TEM – transmission electron microscopes
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7.1
Introduction

Physics and physical chemistry provide a broad range of analytical techniques for
the characterization of matter, many of which can be applied for the characterization
of nanoparticles, as shown impressively in some of the chapters in this book. Still,
in my opinion x-ray based methods play a special role in the characterization of this
type of matter. What is special about this class of experimental techniques? It is
their penetration strength and element sensitivity, which was evident from the
moment of the first discovery of x-rays by W.C. R�ntgen in 1899. Why is this prop-
erty so crucial for studies on nanoparticles in general, but especially if they are to be
used for biomedical applications? In order to prevent particles from agglomerating,
their surface is usually protected by a surfactant shell and thus not well accessible,
e.g., for scanning microscopy techniques. Also, the (long-lasting) stability of the par-
ticles in a given environment, e.g., in the environment of the human body, is to be
guaranteed, and thus experiments which require special environmental conditions,
e.g., ultrahigh vacuum, cannot make definite statements about the situation
encountered under these conditions. Furthermore, by exploiting the element sensi-
tivity of x-rays, the analysis of complex systems can be broken down into simpler,
complementary steps and subsystems.

At the same time, x-ray methods can supply a broad bandwidth of information on
a given set of particles, from the arrangement of atoms to the shape and morphology
of particles and their chemical composition and electronic structure. In this chapter
the three x-ray based techniques which are the respective “champions” in these three
disciplines, x-ray diffraction (XRD), (anomalous) small-angle x-ray scattering
[(A)SAXS], and x-ray absorption spectroscopy (XAS), will be introduced and dis-
cussed before some examples of their application are given. In order to understand
what properties of matter can be investigated using these techniques, it is crucial to
understand how x-rays – i.e., electromagnetic waves – interact with matter – i.e.,
electrons and positively charged atomic cores – which can be considered as a charge
distribution in space for the description of this interaction. In fact, the different tech-
niques rely on the occurrence of two different physical processes: In XAS, the
absorption of a photon is observed; in XRD and SAXS, it is elastic scattering. To
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7 X-Ray Methods for the Characterization of Nanoparticles

make this chapter easier reading for those without an extensive background in phys-
ics, this is done in quite a perceptual way, starting from what is measured and show-
ing what information can be derived from it based on selected (partly idealized)
examples. For a more rigorous formal description of these processes, which leads to
the formulas and statements used in the following sections and any in-depth
approach, the interested reader is referred to the Appendix of this chapter. After this
introduction to the potential of the respective techniques, their specific application
to nanoparticles is discussed from a critical perspective in relation to three exam-
ples, which are intended to show not only the strengths but also the weaknesses of
the respective methods.

7.2
X-Ray Diffraction: Getting to Know the Arrangement of Atoms

In x-ray diffraction, elastic scattering processes are observed, i.e., the coupled values
photon wavelength and photon energy remain constant, and so does the state of the
scattering system. At the same time, the scattered x-rays stay coherent. Only the
direction of propagation is changed, which is often described using the scattering
vector, defined by the relation

~qq ¼ 2p
k
ð~kk�~kk0Þ (1)

(see also Fig. 7.1, and also the complete list of variables given at the end of this
chapter). Consequently, what needs to be determined in an x-ray diffraction experi-
ment is the probability of finding a scattered photon in a given solid angle element.

Figure 7.1. Derivation of the Bragg condition for x-ray
diffraction.

The most elementary way to arrive at a statement of under what conditions intensity
can be found in a given solid angle element can be derived from Fig. 7.1: in order to
obtain a strong signal under a Bragg angle HB measured relative to a given lattice plane,
contributions of scattering events which occur in neighboring lattice planes must be
in phase, i.e., the difference in the optical path length must be given by

nk ¼ 2dhkl sinhB (2)
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7.2 X-Ray Diffraction: Getting to Know the Arrangement of Atoms

Table 7.1. Different approaches for the measurement of x-ray diffraction data.

White x-rays Monochromatic x-rays

Single crystal One position yields all reflexes
(Laue method)

Rotate crystal to obtain all
reflexes (rotating crystal method)

Powder Each crystallite provides all
reflexes (hard, if at all, to evaluate)

Each crystallite provides one
reflex (Debye method)

which is exactly the Bragg condition. It should be stressed that this condition is nec-
essary but not sufficient: it selects only the discrete angles under which diffraction
may be observed and does not provide the angles under which it will be observed,
because it is related only to the structural scattering factor discussed in the Appendix
(Section A.3). It should also be noted that one can conclude from this formula that
the smaller the wavelength of the photon, and therefore the higher its energy, the
better the resolving power of the method, because more lattice planes/combinations
of Miller indices hkl can be probed. Of course, in order to obtain a complete descrip-
tion of the structural arrangement, more than one reflection is needed. There are
several experimental approaches to achieving this. The first distinction is whether
one offers a broad distribution of wavelengths [e.g., the white light obtained from a
synchrotron radiation (SR) source] or uses a monochromatic source (e.g., mono-
chromatic SR beam or a characteristic line of an x-ray tube). The second distinction
is whether a sufficiently large single crystal can be produced or not. The possible

Figure 7.2. (a) Simulated Cu Ka XRD spectra of hcp (red) and
fcc (black) Co. (b) Simulated Cu Ka XRD spectra of NaCl (red)
and KCl (black).
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7 X-Ray Methods for the Characterization of Nanoparticles

approaches for obtaining a complete set of XRD data which emerge from the combi-
nation of these two criteria are summarized in Tab. 7.1.

Evidently, nanoparticles are not very good single crystals; therefore measurements
in Laue geometry are not possible and one needs to perform powder diffraction
experiments. Detailed information on common setups and instrumentation for the
methods mentioned above can be found in the literature, e.g., Ref. [1] for laboratory
source-based experiments, Ref. [2] for SR-based experiments on single crystals, and
Ref. [3] for SR-based powder diffraction experiments.

What can one learn from a powder x-ray diffraction spectrum, as displayed in
Fig. 7.2? In the description presented so far, we have just correlated a geometric
arrangement of scattering centers and an angle under which the scattered photon is
found one correlates [A) the geometric arrangement of scattering centers] and [B)
the angle under which the scattered photon is found] to each other. Even though
this information is not all that can be gained in an XRD experiment, it is of consid-
erable use. The reason for this is that the shape and size of the unit cell of a given
crystal can be deduced from the angular positions of the diffraction lines, as evident
for the comparison of simulated hcp and “face centered cubic” Co spectra shown in
Fig. 7.2(a) and discussed in more detail e.g., in Ref. [1]. Based on the combination of
Bragg’s law and the properties of the seven systems into which all crystals can be
classified (cubic, tetragonal, orthorhombic, trigonal/rhombohedral, hexagonal, mono-
clinic, and triclinic), one obtains equations which allow indexing of the observed
XRD peaks. For example, in a cubic system with lattice constant a, dhkl is given by

dhkl ¼
a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

h2þk2þl2
p

(3)

and thus one obtains

sin2h

h2þk2þl2
¼ sin2h

s
¼ k2

4a2 ¼ const (4)

The next step consists in the determination of the number of atoms per unit cell.
This is easily obtained, as the volume of the unit cell is readily calculated based on
the parameters determined so far, and usually the density of a given material is
obtained easily and its chemical composition can be determined. Therefore, the
weight of a unit cell can be determined and must correspond to an integer number
of atoms of the respective types.

What remains to be done is the assignment of the atoms to the respective posi-
tions, which can be done using the information contained in the intensity of the
respective scattering peaks (after correcting for additional effects which can influ-
ence this intensity, such as multiplicity, Lorentz, absorption, and temperature fac-
tors). A vivid example of this is provided in Fig. 7.2(b), which shows the simulated
Cu Ka XRD spectra of NaCl and KCl, which belong to the same space group but
have a different lattice distance. Due to the latter, the angular positions of the respec-
tive Bragg peaks are shifted, but it is easy to identify the structures which corre-
spond to each other. However, there are notable differences in absolute and relative
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7.2 X-Ray Diffraction: Getting to Know the Arrangement of Atoms

intensities: in general, the intensity is consistently higher for the KCl spectrum.
This is due to the higher scattering power of K relative to Na, and from the observa-
tion of how much this difference changes the intensity of a given peak can be de-
rived which types of atoms are located at the lattice sites which contribute to a given
Bragg peak. In fact, this is the key problem of structural determination for a new
class of material using XRD, because a stepwise solution to the problem does not
exist. Whereas in some cases comparison of the relative intensities of the respective
Bragg reflexes and/or the information on chemical composition can suggest some
possible site occupations, more often than not a brute force approach has to be
used, distributing the atoms on the possible crystallographic sites and calculating
the diffraction pattern which corresponds to this elementary cell of given symmetry
and size. Naturally, the number of feasible combinations scales with the size of the
elementary and the number of atoms which it contains. This is also the reason why
CPU power is a critical factor in protein crystallography (cf. Ref. [2]), where elemen-
tary cells tend to be huge and contain several hundreds to thousands of atoms.

Note also that in the entire above description we have implicitly assumed that one
is really dealing with a signal originating from a single phase of matter. Imagine the
task of indexing reflexes in a mixture of several compounds in the right way! Also,
especially with respect to the application of the method to nanoparticles, (see exam-
ples in Section 7.1.5 and theoretical background in A.2), the resolving power of XRD
is strongly correlated to the number of elementary cells in the crystallites which are
investigated, because this exerts direct influence on the width of the diffraction
lines. Broadening of the Bragg reflexions is typically observed for particles with di-
ameters below 100 nm. This is due to the fact that strictly speaking the Bragg condi-
tion is just a limiting case, as seen in the more detailed analysis of elastic scattering
processes discussed in A.2. Of course, it is possible to attempt to make use of the
broadening , e.g., by applying the Scherrer formula

D ¼ 0:9k
B cos hB

(5)

in order to determine the particle size. However, upon comparison of as-determined
particles sizes and the ones observed directly, e.g., from high-resolution transmis-
sion electron microscopy (HRTEM) pictures, XRD tends to yield considerably larger
particle sizes (cf., e.g., Ref. [4]).

With respect to these complications, it is fortunate that today the application of XRD
rarely involves the actual determination of a completely new crystal structure. Instead,
in most cases the XRD data obtained on a given compound are compared to the huge
crystal structure databases like the International Crystal Structure Database (ICSD)
available today, which has opened up the possibility of fitting a given XRD spectrum by
a method known as the Rietveld method [5, 6]. In this approach, a structural model is
refined to reproduce the experimental data, using intensity correction parameters, lat-
tice parameters, and possible zero shifts of the detection system, the lineshape, crystal
structure parameters, and the background. To achieve this fit, after indexing the ob-
served diffraction patterns and determination of possible space groups, lattice pa-
rameters are refined. Already during this process, the presence of several phases
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Figure 7.3. Measured XRD data of a Co50Fe50 nanoparticle produced by laser
ablation. (Figure kindly provided by K. Moras, Technische Universit�t
Clausthal, based on measurements by Dr. R. Kleeberg, Technische Universit�t
Freiberg)

Table 7.2. Results of Rietveld analysis for a 10-nm Fe50Co50 nanoparticle. Quartz and wuestite are
artifacts due to sample preparation.

Relative contribution (in %) Error (in % of absolute value)

Amorphous 34.10 3.90
Corundum 11.23 1.11
a-iron 40.07 2.43
Maghemite 3.78 0.72
Magnetite 3.91 0.75
Quartz 4.23 0.93
Wuestite 2.65 0.57

can be identified. The rough structure obtained from this processing step is then
compared to isomorphous compounds or compounds which feature a similar struc-
ture contained in a database in order to obtain candidates for lattice site occupation.
If the corresponding calculated diffraction pattern is similar to the observed one,
refinement of the above parameters is performed. However, it should be noted that
whereas obtaining a dissatisfying fit quality leads automatically to a change in the
structural model, even a well-fitting result needs to be checked carefully for its
chemical and physical relevance. Extreme values of the thermal displacement factor
for a given site may indicate that it is occupied incorrectly; further parameters to be
checked are bond lengths and bond angles, coordination numbers, and Madelung
energies. An example of the result of a Rietveld refinement on a real XRD spectrum
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of a 10-nm nanoparticle with nominal composition Fe50Co50 is shown in Fig. 7.3
and summarized in Tab. 7.2. Bearing in mind the considerable broadening of the
peaks and a notable, angle-dependent background contribution, it is evident that in
such a system much of the clarity intrinsic to XRD on macroscopic systems is lost.

7.3
Small-Angle X-Ray Scattering: Learning About Particle Shape and Morphology

As in the XRD measurements discussed above, in a SAXS experiment elastic scatter-
ing processes into a given solid angle element are observed, but this time – as indi-
cated by the name of the technique – the detector covers only small scattering angles
(typically less than 1�). Looking at the Bragg condition discussed above, it is immedi-
ately clear that in a perfect, extended crystal this is a futile attempt – there is no
scattering in that direction. However, this observation is based on destructive inter-
ference, which can only occur for a particle of dimension D if for a given x-ray
another ray with a path difference k/2 also exists, i.e., if

k»D sin h (6)

This formula indicates that for a given x-ray wavelength the determination of the
threshold angle under which scattering can just be observed yields information on
the dimension of the particle. To illustrate this, let us assume that we are dealing
with homogenous particles of uniform size and shape which are embedded in a
homogenous matrix. In this case, it is possible to reduce the more complex descrip-
tion relying on local electron densities as described in appendix A.3, but also in
more detail, e.g., in Refs. [7–9], to the form

Ið~qqÞ ¼ CV
2 P

i

fiðni;P � ni;M Þ
 !2

1
V

Ð

V

e
i~qq~rr

d
3
r

�

�

�

�

�

�

�

�

�

�

2

(7)

where the last term represents a factor which is dependent on the particle shape and
is the Fourier transform of a radial distribution function of the scattering centers in
a given atom, the so-called “form factor” S1. Some form factors for frequently
encountered shapes are listed in Tab. 7.3. Note that in the above formula only the
square of the scattering contrast is relevant, which means that the SAXS signal of a
particle of chemical composition A in a matrix composed of B and particle B in
matrix A are equivalent. However, this is only true if anomalous scattering effects
[i.e., terms beyond the first term in Eq. (A6)] are negligible. The variation of scatter-
ing amplitudes, which is induced, e.g., in the vicinity of absorption edges of a given
element due to these effects, can be used easily to separate the scattering contribu-
tions from matrix and particle, by subtraction of spectra which have been measured
at two different photon energies, which cancels the contributions of the matrix,
which stay constant, but not the varying ones of the particle. This approach is called
ASAXS.
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Table 7.3. SAXS parameter table.

Scatterer Scattering
cross section

Asymptotic
form

Guinier radius
parametersa

Sphere
(radius R)

NV
2

Dfð Þ2 J1 ðqRÞ
qR

� �2

q-4 n1=2, n2=5, C=1

Thin disk
(radius R)

NV
qR

� �2

Dfð Þ2 1� J1 ð2qRÞ
qR

� �2

q-2 n1=1, n2=4, C=1

Needle
(length 2h)

NV
2

Dfð Þ2 sinhð2qhÞ
qh

� sin2 ðqhÞ
qhð Þ2

" #

q-1 n1=2, n2=5, C=1

Spherical shell
(radius R)

NVð Þ2 Dfð Þ2 sinðqRÞ
qRð Þ

� �2

q-2 —

Random
fluctuation
(correlation length l)

NVð Þ2 Dfð Þ2 1

1þ qlð Þ2
� �2

q-4 —

aSee Eqs. (11, 12).

It should be stressed that Eq. (7) is only valid for randomly oriented particles with
a strictly defined shape, i.e., without any size distribution. If particles are arranged
in a given way (e.g., if in a given volume around a particle center no other particle
can be located, as in a pile of spheres), an interference function needs to be intro-
duced, which in turn is the Fourier transform of a pair correlation function g(r) be-
tween the single particles. If in addition the particles follow a size distribution d(D),
the full expression to be evaluated is:

Ið~qqÞ ¼
Ð

dðDÞCV
2 P

i

fiðni;P � ni;M Þ
 !2

1
V

Ð

V

e
i~qq~rr

d
3
r

�

�

�

�

�

�

�

�

�

�

2

1þ 1
V

Ð

gðrÞei~qq~rr
d

3
r

� �
�

�

�

�

�

�

�

�

2

dD
(8)

It is easily seen that the exact description of the physical situation probed by the
scattering experiment can become arbitrarily complicated (e.g., so far we have not
yet considered the case that the orientation of anisotropic particles might follow yet
another distribution, which will influence the measured intensity in a given spheri-
cal angle as well, and so on).

Bearing this in mind, it is of special relevance for the application of this method
to find approximations/spectral features which allow the extraction of some of the
particle’s properties without having to reproduce the entire observed data using a
suitable structural model. In fact, it turns out that the particle shape can in principle
be determined from the asymptotic behavior of the observed scattering intensity. It
is even possible to generalize these cases to Porods’s law, which correlates asymptot-
ic behavior of the scattering cross-section and total surface A of isotropic or ran-
domly oriented anisotropic particles for values qr>5:

dr
dX
ð~qq~rr > 5Þq4 ¼ CðDnf Þ

2
2pA (9)
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Also, it is possible to develop the form factor S1 in terms of powers of qr, which
leads to the Guinier approximation

S1ð~qq~rr £ 1:2Þ ¼ e
�q

2
R

2
g

3 (10)

In this approximation, a fit of the scattering behavior for small values of qr yields
the Guinier radius Rg, which is defined by the relation

R
2
g ¼

Ð

r2 Dn
f
ð~rrÞd3r

Ð

Dn
f
ð~rrÞd3 r

(11)

and be considered as an analogon of the radius of gyration known from mechanics.
A general expression for this radius as a function of particle radius R is

Rg ¼ R

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n1þC2

n2

s

(12)

where the parameters n1, n2, and C are given for selected particle shapes in Tab. 7.3.
Therefore, starting from the most simple assumption, i.e., particles A are present

in matrix B, from the general shape of the scattering curve it is possible to gather
information on particle shape and particle surface by fitting the high q and low q
area, respectively, of the scattering curve. In combination with the integral scattering
intensity Q0, which is obtained by integration of Eq. (7) over the entire q-space and
correlated to the total volume contribution constant C of phase A via the relation:

Q0 ¼ ð2pÞ3 Dn
2
f Cð1� CÞV (13)

Using this set of relations, a good starting point for development of a structural
model can be defined. As an example, consider the ideal calculated scattering cross-
sections for a sphere and a disk, respectively, which are displayed in Fig. 7.4.

Evidently, the asymptotic behavior of the scattered intensity is characteristic for
a given shape and limits applicable structural models. Summing up, the SAXS
method is an extremely sensitive tool for extracting information on particle mor-
phology. However, it has a drawback which is due to its strength: as the exact
extracted intensity distribution is sensitive to a large number of factors, in general
the structural refinement which is applied to it is based on a number of implicit
assumptions on the nature of the particle. For example, an inherent assumption
which is frequently made is that the particle size distribution should follow a log-
normal distribution, which is then fit to the data. Therefore, for the successful
extraction of particle composition and shape, often additional information or confir-
mation is needed in order to arrive at a unique structural solution. Further details
on SAXS and instrumentation for suitable experimental setups are found in, e.g.,
Refs. [7–9].
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7 X-Ray Methods for the Characterization of Nanoparticles

Figure 7.4. Scattering cross-section signal for sphere (black)
and spherical shell (red) of radius R. Note the asymptotic
behavior for large qR, from which direct statements on the
particle shape can be derived.

7.4
X-Ray Absorption: Exploring Chemical Composition and Local Structure

X-ray absorption spectroscopy (XAS) experiments measure the dependence of the
cross-section of the absorption process (i.e., the probability that it occurs) on the en-
ergy of the incoming photon. The insert in Fig. 7.5 displays the trend which is ob-
served upon a variation of photon energy in big steps over an extended energy
range. It reflects the electronic structure of the corresponding element: steps in the
cross-section occur whenever the photon energy is sufficiently high to excite elec-
trons from a deeper core level; at the highest energy from the 1s level, proceeding
with decreasing photon energy to 2s, 2p1/2 and 2p3/2, and so on. However, there are
bound unoccupied states, and thus even at energies slightly lower than the ioniza-
tion threshold it should be possible to excite the electrons into bound unoccupied
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7.4 X-Ray Absorption: Exploring Chemical Composition and Local Structure

states. In fact, scanning an absorption edge in steps of the order of 1 eV, one
observes a spectrum as shown in Fig. 7.5.

Figure 7.5. X-ray absorption fine structures and their (domi-
nant) cause.

The absorption edge, i.e., the onset of the increase in the absorption cross-section,
lies in fact at lower energies than the ionization energy. Also, at energies higher
than the ionization threshold oscillatory structures are observed. This observation
can be explained in a simple model if one recalls that in fact the photoelectron prop-
agating through matter can be treated as a spherical wave, whose wavenumber k is
connected with the energy of the incoming photon E and the ionization energy E0

via the relation

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2m

�h2 ðE � E0Þ
r

(14)

where me represents the electron mass and h the normalized Planck’s constant.
This photoelectron wave propagates through an environment in which it undergoes
electron–electron scattering processes. Due to interference of outgoing and scattered
wave, what one observes is an interference pattern, as schematically displayed in
Fig. 7.6(a) for the case of constructive interference. On the other hand, varying the ener-
gy of the incoming photon varies the wavelength of the photoelectron; the interference
pattern changes towards destructive interference, as shown in Fig. 7.6(b), and back to
constructive interference. This explains the modulations observed in the absorption
cross-section. Furthermore, the scattering probability is a function of the energy of the
photoelectron, consequently in the energy region just above the absorption edge multi-
ple scattering will be possible, and a large number of strong interference terms appear
in the spectrum. These strong spectral features are called shape resonances. For histor-
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ical reasons, the first two regions are known as x-ray absorption near edge structure
(XANES) – also called near edge x-ray absorption fine structure (NEXAFS), the latter
is known as the extended x-ray absorption fine structure (EXAFS).

a b

Figure 7.6. Constructive (a) and destructive (b) interference of
outgoing and backscattered electron wave. Recall that the wave-
length of the photoelectron depends on the energy of the incom-
ing photon.

Even this rough understanding of the fine structure which appears in the absorp-
tion spectrum allows an estimation of the information one can obtain using this
method: at the absorption edge, the unoccupied valence states are probed by the
absorption process. But chemistry modifies the valence state/electronic structure of
the elements, so one obtains information on the chemical environment of the ab-
sorber atom in the sample, which can be selected by choosing the excitation energy.
At the same time, the interference pattern is characteristic for a given arrangement
of the atoms which surround the absorbing atom and allows the extraction of infor-
mation on its local coordination geometry without any need for long range order.

For the XANES structures, these effects are demonstrated at the Co K-edge in
Fig. 7.7. In Fig. 7.7(a), a number of Co K-edge XANES spectra of compounds with
varying formal oxidation state are displayed. Clearly, the onset of the structures
shifts to higher energies with higher formal oxidation state. This is a rather system-
atic effect called “chemical shift.” Also, intensities of absorption in the white line
range vary notably, which is correlated to the density of (atom-projected) unoccupied
states, which tends to be higher for higher formal oxidation states. In Fig. 7.7(b),
calculated spectra of metallic Co phases are displayed. Clearly, these spectra do not
show chemical shift, but they do still show changes in their electronic structure. Per-
haps even more interesting is the comparison of the shape resonances in the energy
region between 7760 and 7840 eV (on the energy scale of the calculation), because it
demonstrates clearly the localized point of view of the method: Co–Co distances in
hcp and fcc Co are quite similar to each other, as demonstrated in Tab. 7.4. As a con-
sequence, the shape resonances are also quite similar to each other, indicating that
in fact the local environment and not long range order exert the dominating influ-
ence on the spectra.
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Figure 7.7. (a) Co K-edge XANES spectra of
Co-compounds with varying formal oxidation
state and electron affinity of the binding part-
ner. Note the systematic increase in white line
intensity for increasing electron affinity of the
binding partner within the Co(II) compounds
and the systematic shift of the onset and the
maximum of absorption with increasing formal

oxidation state. (b) Calculated Co K-edge
XANES spectra of (bottom to top) hcp Co, fcc
Co, bcc Co (hypothetical). and e-Co. Note the
high similarity of all but the bcc phase in the
energy position of multiple scattering
structures and the characteristic changes in
the electronic band structure at the absorption
edge.
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Table 7.4. Local first and second shell coordination geometry of real
and hypothetical metallic Co phases.

hcp fcc bcc

First shell 6 @ 2.497 �
6 @ 2.507 �

12 @ 2.489 � 8 @ 2.485 �

Second shell 6 @ 3.538 � 6 @ 3.520 � 6 @ 2.870 �

This is also the reason why a fingerprint approach to the interpretation of XANES
spectra is so successful. Simple comparison with known reference substances
allows, for example, the direct extraction of information on electronic structure, e.g.,
formal valency, and local coordination geometry in most cases. Due to their sensitiv-
ity to the local environment, XANES spectra are additive, i.e., a spectrum of a mix-
ture of compounds A and B can be composed by weighted addition of the spectra of
the pure reference compounds. This approach is called “quantitative analysis,” dis-
cussed in more detail, e.g., in Ref. [10] and frequently used for speciation purposes.

Fitting a structural model to the interference pattern in an x-ray absorption spec-
trum is possible in the EXAFS region using a path-by-path approach that allows for
the analytic extraction of structural parameters. The general idea of this approach is
given in Fig. 7.7; a more detailed description of the process is given in Section A.4.

Further information on XAS and XAS instrumentation is found in several books,
reviews on the method, and conference proceedings [11–14].

7.5
Applications

A huge selection of nanoparticle characterizations using the above x-ray techniques
exclusively or in combination is available in the literature. Rather than discussing
these examples in detail, I will discuss a selection of three cases which illustrate the
respective strengths and problems of the techniques introduced above.

7.5.1
Co Nanoparticles with Varying Protection Shells

A lot of scientific interest has recently been focused on Co nanoparticles. The main
reason for this lies in their favorable magnetic properties, which in turn open a
broad field of possible applications. They can be used, for example, in ultra-high-
density magnetic media, magnetoresistive devices, ferrofluids, and magnetic refrig-
eration systems. Also, with respect to the topic of this book, biomedical applications
should be mentioned, such as contrast enhancement in magnetic resonance imag-
ing, magnetic carriers for drug targeting, and catalysis [15–17].

Numerous techniques have been used in studies [18–21] on this class of nanopar-
ticles, including XAS. In fact, Fig. 7.8 displays the Co K-edge XANES spectra of a
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number of differently synthesized Co nanoparticles, including surfactant variations,
while Fig. 7.9 shows a set of nanoparticles of different sizes which are all stabilized
with the same surfactant molecules, CTAB (cetyltrimethylammonium bromide). On
the one hand, these data show impressively the considerable sensitivity of the tech-
nique with respect to details of sample preparation. Clearly, there is no such thing
as “the spectrum of an x nanometers in size Co nanoparticle,” or “the spectrum of a
Co nanoparticle stabilized by Y.” Instead, both size- and surfactant-induced effects
are clearly observed, as discussed for these and other types of nanoparticles in the
recent literature [22–25].

On the other hand, the exact identification of the different chemical and struc-
tural phases involved is rather tedious. In the case of the structural metal phases,
the main reason for this is the similarity of the local environment of the absorbing
Co atoms. Looking at ab initio calculations of fcc and hcp Co phases displayed in
Fig. 7.7(b), even the shape resonances, which are usually the most sensitive indica-
tor of changes in coordination geometry, are found at rather similar energy posi-
tions, and, as discussed in Ref. [21], the observable differences in the EXAFS evalua-
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Figure 7.8. Co K-edge XANES spectra of Co
nanoparticles (top to bottom): (i) synthesized
by thermolysis of dicobaltoctocarbonyl in the
presence of aluminumtrioctyl, Co:Al ratio 10:1;
(ii) as (i) after exposure to air; (iii) as (i),

but with aluminumtriethyl; (iv) as (i), but Co:Al
ratio 5:1; (v) 8-nm nanoparticle, synthesized by
laser codeposition of Co and C; (vi) as (i), but
in the presence of an additional surfactant
molecule, Korantin SH.
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tion, too, are small and difficult to extract, especially if Co is also present in other
environments, as is the case, e.g., in core–shell systems. The biggest changes which
are observed occur in the electronic structure, directly at the absorption edge. How-
ever, this is exactly the region in which chemical interaction also plays an important
role, and decoupling these two effects is problematic. This is even more the case
bearing in mind that reference spectra for some of the metal phases, e.g., the e-Co
phase, which is stable only in nanoscopic systems, are not available. In contrast to
that, whenever the particle size and homogeneity allow the extraction of reliable
structural parameters, at least the nature of the core phase can be determined quite
unambiguously using XRD, as indicated by the comparison of (simulated) XRD
data of the different Co phases shown in Fig. 7.2(a).

However, even in a situation like this, a lot of information on the missing com-
pounds can be derived based on the additivity of XANES spectra if, e.g., a series of
samples varies only with respect to a single parameter, e.g., particle size. As an
example, consider the changes in the series of CTAB (cetyltrimethylammonium bro-
mide)-stabilized Co nanoparticles with particle sizes of 5.5, 8, and 11 nm only. More
details on this sample system are found in Ref. [26]. Evidently, the intensity of the
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Figure 7.9. Co K-edge XANES spectra of
CTAB-stabilized Co nanoparticles of (solid
lines, top to bottom) 5.5-nm, 8-nm, and 11-nm
diameter and hcp Co reference foil. Broken

lines show the reproduction obtained by linear
combination of the spectra of hcp Co and the
5.5-nm particle.
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pre-edge structure of these spectra grows with the particle size, whereas the maxi-
mum absorption decreases. In general, resemblance to the hcp Co spectrum
increases, as the observed changes in intensity occur at those energy positions
where spectral features in the Co foil spectrum are located, but even the spectrum of
the largest particles differs from pure hcp Co. This suggests that addition of the hcp
Co spectrum and the smallest nanoparticle spectrum might reproduce the spectra
of both the 11-nm and the 8-nm particles by linear superposition of the spectra of
the smallest particle, whose diameter is 5.5 nm, and that of hcp Co as shown also in
Fig. 7.9. From this fit, an additional hcp content of about 40% for the 11-nm particle
and of about 18.5% for the 8-nm particle can be derived. The error range for these
numbers can be estimated to be –5%. As TEM pictures show homogenous particles
and no indication of additional phases, this observation can be interpreted assuming
a core–shell type structure of the particles. Assuming spherical particles and that
the pre-edge intensity present in the spectrum of the smallest particle can be directly
correlated to the amount of metallic Co present in this particle (40%), it is possible
to extract the thickness of the respective cores and shells for the particles from the
hcp Co contributions. The determined contribution of this phase is then given by the
quotient of the cube of the core radius rc and the cube of the total radius rt. Performing
this calculation, one obtains a core radius of 4.75 nm for the particles of 11 nm diameter,
a core radius of 3.15 nm for the particles of 8 nm diameter, and a core radius of 2 nm for
the 5.5-nm particles. All values indicate that the shell thickness is always 0.8 nm, which
in turn enhances the plausibility of the assumptions. Further support for the formation
of a core–shell system stems from an aging experiment discussed in Ref. [26].

Still, the nature of the shell needs to be identified. Likely candidates for the shell
would be a Co oxide, such as CoO or Co2O3. (cf. Fig. 7.9). Due to the high similarity
between the spectral features of the latter spectrum and the observed white line of
the smallest nanoparticle, this may seem to be a good candidate, but the reproduc-
tion of the XANES spectra of the smallest particle by a linear superposition of the
spectra of hcp Co and the corresponding oxide fails completely. In addition, the
assumption of Co2O3 as being the compound forming the shell faces the problem
that prolonged exposure to air converts the particles to CoO, and annealing removes
the shell, which is inconsistent with assuming any type of oxide for the shell,
because of the high stability of oxides. However, the comparison of the spectrum of
the smallest particle to the ones of the different Co(II) reference spectra indicates
clearly that, under the assumption that the shell material dominates the constitu-
ents of the smallest particle, this material must contain Co(III). Keeping in mind
also that the shell is destroyed completely at very low temperatures of ~210 �C [26],
more likely candidates for the shell are Co(III) complexes such as Co[(NH3)6]Br3

and Co[(NR3)6]Br3. The formation of these complexes and also the observed core–
shell structure of the particles seem to be “typical” of CTAB as none of these effects
have been reported for Co nanoparticles stabilized with other surfactants, whereas,
interestingly, a similar result has been obtained in a recent XAS study on CTAB-sta-
bilized CeO2 nanoparticles, which were reported to possess a Ce3+ shell [27].
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7.5.2
PdxPty Nanoparticles

While the samples discussed in this example are of minor importance for biomedi-
cal application, they are of tremendous significance for applications in catalysis,
where binary and ternary Pt catalysts on the nanoscale play a crucial role and are the
subject of numerous investigations [28–31]. A key question in this context is how
the arrangement of atoms in such a nanoparticle will actually look: will there be an
ordered alloy, a statistical distribution of neighbors, a core–shell system, or some
internal segregation and grain formation? At the same time, this system is especially
suited for discussion in this chapter, as it can be used nicely to characterize the prob-
lems often encountered when applying XRD techniques to binary metallic systems
such as alloys and intermetallic compounds. As an example of these problems, have
a look at the XRD spectra of three PdxPt100-x nanoparticles with particle sizes of
about 3.2–0.4 nm (as determined by TEM) shown in Fig. 7.10. Evidently, the differ-
ences between the obtained XRD spectra are rather small, and therefore a detailed
determination of corresponding structures is hardly possible using this approach. A
Rietveld analysis of this system will of course yield different results for different
particles, but taking into account the lack of clarity of these structures, the state-
ments derived from it may seem as questionable as the ability of XRD to distinguish
between the different types of structures mentioned above. In fact, this is easily
understood: the two metals under consideration are perfectly miscible in each con-
centration; both crystallize in fcc structure with lattice constants which vary by only
0.03 �.

Still, the EXAFS data from the same materials lead to different interference sig-
nals and consequently (non-phase-corrected) radial distribution functions which
show clear differences even under mere visual inspection, as shown in Fig. 7.11 for
the two bimetallic types of nanoparticles. The results of the analysis are summarized
in Tab. 7.5. As a general trend, a lattice contraction is observed, which is stronger in
the bimetallic particles. This is a trend which is frequently encountered in the analy-
sis of small nanoparticles in general and was especially reported for a number of
similar bimetallic particles by several authors (Refs. [25, 28–31] and references
therein). Another striking effect is the significant reduction of the determined coor-
dination numbers. This, too, is frequently encountered in nanoparticle systems.
Partly, this meets the expectations, because a considerable share of the constituent
atoms of a nanoparticle is located at its surface and thus not fully coordinated; but
the observed reduction cannot be fully explained by this argument. However, such
estimates assume the presence of perfect particles and perfect particle surfaces,
which might not be an adequate description of the situation considering, e.g., the
theoretical results obtained in Ref. [32]. A similar approach to the explanation of
drastically reduced coordination numbers obtained when analyzing Fe nanoparticles
has been suggested, e.g., by Di Cicco et al. [33, 34]. Another problem one does
encounter is that Debye–Waller factors may no longer be described correctly, which
are connected in the standard analysis to the gaussian pair distribution func-
tion which is the basis for the inclusion of the effective pair distribution in the
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Figure 7.10. X-ray diffraction data of PdxPt100-x nanoparticles.
Note the extreme similarity between the data sets! (From Ref.
[54].)

Debye–Waller factor. This assumption is clearly questionable in the case of nano-
particles. Rather, one might encounter a bond-length distribution which is shaped
like an asymmetric double-well potential and thus far from the gaussian ideal. As
a matter of fact, Babanov et al. [35] have performed a more general EXAFS analysis
on Co nanoparticles and reached the conclusion that in a boundary layer of the
particles a four-fold coordination might be observed. Apart from an asymmetric
static radial distribution function discussed in Ref. [35], anharmonic Co–Co vibra-
tions could lead to a dynamic asymmetry in this function, as discussed in detail in
Ref. [36].
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a b

c d

Figure 7.11. EXAFS analysis of PdxPt100-x nanoparticles. (a, c)
v(k) function and fit; (b, d) modified Fourier transform and fit.
(From Ref. [54].)

Even though the absolute coordination of the absorbing atoms is frequently
underestimated, the relative coordination numbers can yield important information
on the arrangement of the various types of atoms. As evident from Tab. 7.5, the rela-
tive coordination numbers of a Pt absorber meet the purely statistical prediction rea-
sonably well for the Pd-rich particles, whereas the contribution of Pt neighbors is
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higher than such a model would predict. This result can be explained by a nonstatis-
tical distribution, i.e., if partial segregation of Pt and Ru occurs. This makes both a
statistical distribution of Pt and Ru and a core–shell structure unlikely and thus
yields key information on particle morphology.

Table 7.5. Results of the EXAFS analysis of PdxPt100-x nanoparticles.

Sample Scatterer R[�] N NPt:NPd (theory) ri
2 [�2] DE0 [eV]

Pt100 Pt 2.75–0.02 5.9–0.3 0.007–0.001 9.0–1
Pd50Pt50 Pt

Pd
2.72–0.02
2.70–0.02

3.4–0.3
1.5–0.3

2.27 (1) 0.003–0.001
0.002–0.001

3.0–1
3.0–1

Pd88Pt12 Pt
Pd

2.70–0.02
2.73–0.02

1.2–0.3
6.8–0.3

0.18 (0.14) 0.001–0.001
0.010–0.001

–8.0–1
6.0–1

7.5.3
Formation of Pt Nanoparticles

In my opinion, one of the most interesting classes of processes to be investigated
systematically in the near future in order to get closer to nature’s records in the
realms of wet-chemical nanosystem synthesis is the detailed characterization of
nanoparticle formation beyond the kinetic aspects [37, 38], because detailed under-
standing of these processes, and developing ideas to control and steer them, will be
needed to use the full power of wet-chemical nanoparticle synthesis, as carried out
by nature itself. This personal interest is also the reason why I use this example for
the application of (A)SAXS, even though, for example, its power to give information
on particle shapes and in application to particle networks and porous particles has
been demonstrated more clearly in other studies, e.g., Refs. [39–43].

The general mechanism for the formation of (metal) nanoclusters as described by
Turkevich and Kim [44], consists of three steps: nucleation, growth, and agglomera-
tion. Clearly, using small-angle scattering, a detailed characterization of the growth
process should be possible. Such a characterization has been performed, e.g., for the
synthesis of Pt nanoparticles using Pt(acac)2 and Al(alkyl)3 as educts, which is
described in detail in Refs. [45, 46]. Using time-resolved ASAXS in the vicinity of the
Pt LIII edge, the nucleation process between 0.8 and 1000 hours reaction time was
studied. By changing the photon energy in this region, changes in the scattering
amplitude of the Pt atoms due to anomalous scattering can be used to separate the
unknown scattering contribution from the organic molecules in the solution and
contributions of scattering on Pt atoms. The obtained difference scattering cross-sec-
tion (E2–E1) provides unbiased information on the distribution of the Pt particle
only.

Figure 7.12 displays the results after reaction times of 3.6 and 65.4 hours at room
temperature. From the curve fit, it emerges that one is dealing with Pt particles with
mean radii hRi = 5.8 � and a rather narrow monomodal lognormal particle size dis-
tribution. Using an icosahedral model, this particle size corresponds to 53 atoms
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and corresponds well to the second in the energetically favored “magic numbers” of
atoms. As illustrated in Fig. 7.13, during the experiment the fraction of Pt atoms
found in these stable particles grows, but the mean size of the particles and the
width of the distribution remain the same. The amount of Pt converted into parti-
cles, x = (mparticle/mtotal – 0.206) / (1 – 0.206), follows the exponential time depen-
dence x =1 – exp(-t/t0) shown as the solid line in Fig. 7.13. The rate of nucleation
into particles dx/dt ~ [1-x(t)] is linearly proportional to the number of precursor mol-
ecules in the solution, [1-x(t)]. The rate-controlling step for the nucleation is the
decomposition of a thermally unstable binuclear precursor molecule, whose forma-
tion was derived by XAS and NMR spectroscopy, as discussed in [45, 46]; it is not a
subsequent diffusion-controlled agglomeration process of the single zero-valent Pt
atoms into the particles. As the formation of this intermediate complex involves sur-
factant molecules, this result implies that potentially control of the nucleation pro-
cess and properties of the obtained nanoparticle may be influenced in a controlled
way by slight changes in the chemical approach, once an understanding of the reac-
tions has been obtained. In fact, such delicate dependence has been noted, e.g., for
Co nanoparticles discussed in Ref. [47].

184

1

10

100

1000

10000

0.01 0.1 1

E1
E2

E1

E2

   65.4

    65.4

      3.6

     3.6

S
ca

tte
rin

g 
cr

os
s 

se
ct

io
n 

dΣ
/d

Ω
 [e

.u
./n

m
3 ]

Scattering vector Q [Å-1]

t [h]=

Pt
particles

0

0.2

0.4

0 5 10 [Å]

P(R) [1/Å]

Figure 7.12. ASAXS data measured during the
synthesis of Pt nanoparticles after reaction
times of 3.6 and 65.4 hours at x-ray energies
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difference cross-sections of Pt nanoparticles
with mean radii hRi= 5.8 � assuming
monomodal lognormal particle size
distribution. For further details see Refs. [45, 46].
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Figure 7.13. Particle radius hRi (a) and mass fraction of
Pt transformed into particles (b) during the synthesis of Pt
nanoparticles discussed in Refs. [45, 46].

It is interesting to compare these results to a recently performed study by Meneau
et al. [48], which followed a similar concept to monitor the formation of CdS and
ZnS particles in situ based on a combination of time-resolved SAXS and EXAFS.
A two-step process in particle formation was observed, which can be interpreted
as the exact analogon of the nucleation and growth step suggested by Turko-
vich: after about 5 minutes of reaction time, 5-nm-diameter particles appear. In
the following two hours, they grow to their final equilibrium size, about 20 nm.
Before the appearance of the 5-nm particles, no indication for the formation of
smaller nuclei is found. In both cases, the time resolution achieved in this study
is not sufficient to provide insight into the exact mechanism responsible for the
addition of the subsequent atomic layers to the particle core and the nucleation
process in spite of the fact that the entire synthesis takes quite a long time. In par-
ticular, it appears amazing that there is no indication for significant amounts of
smaller particles, which seems to suggest that the lowest stable particle size is 5 nm,
if one does in fact interpret this step as the nucleation. Understanding in detail
what exactly is going on in this phase of particle formation should lead to signi-
ficantly enhanced control of wet-chemical nanoparticle synthesis. It should be
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stressed that the application of in situ XAS techniques allowed in both cases some,
but incomplete, insight into this time window, as discussed in detail in the articles
cited above.

7.6
Summary and Conclusions

The above sections should have conveyed my readers that x-ray methods – especially
if performed at a synchrotron radiation source – are a prime toolset with which
to investigate nanostructured materials. This is especially true if they are applied
in combination, because they have overlapping strengths and weaknesses. When-
ever XRD is applicable (i.e., whenever the particles are sufficiently large and suffi-
ciently ordered), it is the prime tool by which to determine the phase of the partic-
les or at least the particle cores. Still, it is quite blind to the presence of additional
amorphous phases and thin shells, and size determinations using this technique
seem to tend to exaggerate the particle size. Determination of particle shapes is not
possible.

In contrast to this, (A)SAXS is an excellent tool for the characterization of the
size, shape, and morphology of the particles. Furthermore, a careful evaluation of
the scattering contrast can also be used (see, e.g., the discussion in Ref. [7]) to deter-
mine roughly the chemical composition of the particle. Due to the extremely local
nature of the information gained by the application of XAS, this technique can be
considered a prime tool for the determination of the chemical composition of parti-
cles, even if they are extremely small or present in an amorphous phase. Also, struc-
tural information can be derived analytically from the EXAFS signal, even though
this information is significantly less precise and more complicated to extract than in
the case of XRD. The additional information in the XANES region is difficult to
extract in general, especially if no macroscopic reference phases are available, al-
though recent progress in the calculation of theoretical XANES spectra has to some
extent created the capability to fill this gap. Still, there is a considerable way to go
until this fundamental problem can be considered to have been eliminated. Theoret-
ical calculations also seem to indicate that some rough information on particle
shape may potentially also be obtained from XAS [49], but this is very difficult to
extract from real data. Nevertheless, my – biased – belief is that the future of nano-
particle analysis lies in x-ray methods and their future development.
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Appendix: Formal Description of the Interaction of X-Rays with Matter

A.1
General Approach

The full hamiltonian of this physical system is composed of three components: the
ground-state hamiltonian for matter

H0 ¼
P
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a hamiltonian describing the radiation field
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and one describing the interaction between the matter and radiation field
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(a complete list of variables and their meaning is provided at the end of this chapter.)
As H¢ is small compared to H0, it is possible to apply perturbation theory to deter-
mine the action of H¢ on the system. For different phenomena, different parts of H¢
are relevant: the terms in the interaction hamiltonian which are linear with respect
to A(r) correspond to absorption and emission, whereas terms which are quadratic
in A(r) correspond to two-photon processes like scattering. Note that this implies
not only contributions of the second and fourth terms in Eq. (A3), but also second-
order processes involving the first and third interaction terms, respectively. Applying
perturbation theory to this interaction hamiltonian for the respective relevant terms
(which are selected by the respective experiment), bearing in mind that the vector
potential A(r) can be written in second quantization as
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one obtains for absorption phenomena:
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In contrast, one obtains for scattering processes:
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It should, however, be noted that if one considers scattering of photons whose en-
ergy is high compared to the typical binding energies of electrons, only the first
term of the above formula contributes notably.

A.2
X-Ray Diffraction

In x-ray diffraction, elastic scattering processes are measured, which implies that
wavenumbers k1 and k0 and thus wavelength and photon energy remain constant.
At the same time, by definition of an elastic process, the initial and final states of
the system at which scattering occurs stay identical. Working at photon energies
that are high compared to the energy levels in the scattering system, the contribu-
tion of the first term in Eq. (A6) is dominant; thus one has to evaluate the matrix
element
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which is proportional to the scattering amplitude A(q). The observed scattering
intensity is proportional to the square of the absolute value of this matrix element,
and thus related to the charge distribution in the investigated material by a Fourier
transform. In a periodic lattice, this is given by the superposition of the electron
density in the unit cells centered at the different lattice sites Rl, i.e.,

�c ð~rrÞ ¼
P

l

�ð~rr �~RRl Þ ¼
Ð
P

l

dð~rr¢�~RRl Þ�ð~rr �~rr¢Þd
3
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3
r¢ (A8)

where nL describes the density of the lattice points in the crystal, and it is possible to
rewrite Eq. (A6) as

n0

P

j

e
i~KK~rrj

�

�

�

�

�

�

�

�

�

�

n0

* +

¼
Ð

nLðr¢Þe
i~KK~rr¢

d
3
r¢
Ð

�ð~rrÞei~KK~rr
d

3
r ¼ FLð~KKÞFð~KKÞ (A9)
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which leads to a separation of structure factors of lattice FL and unit cell F, respec-
tively. As the lattice is discrete and each lattice point in space can be expressed in
terms of the base vectors, the expression for the contribution of the lattice structure
factors to the scattering probability simplifies to
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(A10)

The function represented by this formula shows maxima at discrete values of
momentum transfer only, and the experimentally observed diffraction peaks occur
at these locations.

For large NL, this factor even reduces to a Dirac delta function, which reflects the
Bragg condition which was used in the above intuitive description of the x-ray dif-
fraction principles, as

FLð~KKÞ
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�

�

�

�

�

2
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2
L
P
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dð~KK � ~GGÞ (A11)

The problem to be solved in x-ray diffraction is in a way inverse to the description
developed so far, because from the observed diffraction pattern

dr
dX
/
P
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�

�

�

�

�

�

2
(A12)

one wants to determine the arrangement of atoms and thus the charge distribution
in a given sample. Therefore, strictly speaking only the absolute value of the scatter-
ing amplitude is determined in a diffraction experiment, leaving the phase undeter-
mined. Anomalous scattering experiments close to the resonance frequencies of the
system, where all terms of Eq. (A6) contribute to the measured data, can be used to
solve this problem.

A.3
Small-Angle Scattering

The major difference between the theoretical representation of the scattering pro-
cess and the diffraction treatment discussed above is the way the electron density is
described. Scattering under large angles implies that the distance between scattering
centers which may interfere destructively is small, leading to the concept of local
scattering, in which the lattice structure factor plays a dominant role. In contrast to
that, for the small-angle scattering process much larger dimensions are relevant,
and a description using an averaged electron density facilitates the analytical
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description of the process. Therefore, as above, the scattering amplitude in direction
of a given scattering vector is obtained from

Að~qqÞ ¼
Ð

V

�ð~rrÞe�i~qq~rr
d

3
r (A13)

and the scattering intensity by
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3
r1 d

3
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(A14)

Introducing r as distance vector between r1 and r2 and the density of electron pairs
with separation r, �¢(r), it is possible to re-interpret this entity which is measured by
SAXS as the Fourier transform of a pair correlation function:

Ið~qqÞ ¼
Ð

V

�¢ð~rrÞ2e
�i~qq~rr1 d

3
r (A15)

and the aim of the investigation is to regain the pair correlation function, i.e., infor-
mation as to what scattering power is found at what distance from absorbing atoms.
The specific charm of this approach is that it is better adapted to the larger dimen-
sions which need to be covered than the local scattering center approach discussed
above, where for the representation of a given grain on the nanometer scale thou-
sands to millions of local scattering centers need to be considered. However, while
this approach is often more useful for practical data evaluation, the concept of local
charge density distributions is sometimes less intuitive than the discussion in terms
of local scattering centers, as used in Section 7.1.3.

A.4
X-Ray Absorption

In an x-ray absorption experiment, the annihilation of the photon is measured. Con-
sequently, following Eq. (A5), the photoabsorption coefficient l is proportional to
the sum over all final states into which excitation can occur of the square of the
transition matrix element between the respective initial state <n0| and final states
|n1>. The transition operator of the incoming photon can be well approximated by a
dipole operator z, which leads directly to the selection rules Dl =+/1, Dm=+/– 1,0.
Thus, e.g., K and L1 excitation will probe p-states, L2/3 excitation dominantly d and
partly s-states, and so on. Therefore, XAS allows for the l-projected analysis of the
electronic structure of a given system. In a good approximation the excitation into
final states is atom-projected as well.

For final states which are (bound) valence states, the methods of molecular orbital
theoretical chemistry can provide a wealth of information [12, 50] which makes the
interpretation of spectra possible even if no references for fingerprinting are avail-
able, but this convenient description of the edge region grows more and more prob-
lematic with increasing photon energy. On the other hand, using a scattering theo-
retical approach, a complementary description is reached, and it is easy to transform
the above formula into this kind of picture by inserting
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� 1
p
=GðEÞ ¼

P

n1

jn1 > dðE � En0n1Þ < n1 j (A16)

which eliminates the need to calculate the final states. Next, one expresses the
Green’s function G(E) in terms of scattering theory, which leads to the operator
equation

G=G0+G0VG=G0+G0TG0 (A17)

However, in terms of the free propagator G0 and the scattering matrix T the equa-
tion can only be solved iteratively, as G occurs on both sides of the equation. Alterna-
tively, the Green’s function is expressed in terms of a scattering T-matrix and the
free propagator G0 only. The T-matrix for the problem discussed here can be devel-
oped into a so-called path expansion (Ref. [51] and references therein), which may
converge or not:

G ¼ G
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tiG

0
tj G
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i;j;k:::

::: (A18)

This means the T-matrix, reduced to local scattering events t occurring at atom i, i
and j, and so on. To describe phenomena near the absorption threshold, the path
development needs to be replaced by an implicit summation over all scattering
paths, as achieved, e.g., by a full multiple scattering approach, because the scattering
probability is high. At high energies relative to the absorption edge, the development
can be restricted to the treatment of single scattering phenomena only, which yields
the theoretical description of the processes by means of the EXAFS formula which
allows the analytical extraction of structural parameters of a given material:

vðkÞ ¼
P

j

S
2
0jðkÞ

Nj

kr2
j

FjðkÞe
�2rj =kj ðkÞe

�2r
2
j k

2

sinð2krj þUcjðkÞÞ (A19)

Each of the scattering paths j is connected with a set of specific variables, such as
the multiplicity Nj with which it occurs, the distance to the scatterer rj, the scattering
phase and amplitude of the backscatterer Uj and Fj, and provides both an amplitude
and a phase term.

The phase term (i.e., the sinus function) varies periodically with 2krj and contains
a phase shift dc which the photoelectron suffers when leaving and re-entering the
absorber atom and during its interaction with the scattering electron. This means
there are only two variables which influence the phase function: rj and E0 , as the
latter cannot be directly observed, but can be used to finetune the k-scale. This
allows for extraction of the distances with a precision of about –1%.

The amplitude term is more complicated: Apart from the number of backscat-
terers in a given shell Nj, it is dependent of the scattering amplitude Fj of the
involved neighbor. This allows the determination of the type of atom which contri-
butes to a given path. Furthermore, there are two loss terms S0

2 and e-2r/k(k). The first
one appears due to the fact that the EXAFS amplitude is reduced by multielectron
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excitation processes which are not contained in the one-electron picture developed
above. The second, e–2r/k(k), describes the effects of the finite lifetime of the final
state, i.e., that inelastic processes can occur to the propagating electron wave and
thus destroy the coherence needed to obtain interference of the outgoing and scat-
tered photoelectron wave. In principle for an unknown material both parameters,
especially the k-dependence of S2

0 , are more or less out of analytical reach. Usually,
one tries determining S2

0 for a well-known reference compound as a workaround;
when doing so bear in mind that you should use an identical k-range. Finally, one
has to bear in mind that even in an ideal crystalline system not all atoms are located
at their ideal positions at finite temperatures. This leads to the well-known concept
of introducing a Debye–Waller factor r2 to describe the average thermally induced
distance distribution. However, in the case of the EXAFS formula this factor is actu-
ally composed of a static and a thermal contribution, where one implicitly postulates
that the static contribution follows a gaussian distribution and no anharmonic
effects are encountered. If one has access to temperature-dependent data, it is possi-
ble to isolate both contributions. Performing a cumulant analysis [52, 53], it is also
possible to deal with asymmetric distance–distribution functions. Consequently, a
lot of variables are involved in the amplitude determination, and consequently the
actual coordination number to be determined is highly correlated with the other
variables and thus often a rather soft parameter with quite some error.

Variables

~qq scattering vector
~kk0 wavevector of a particle (photon, electron) before interaction
~kk wavevector of a particle after interaction
k wavelength of a photon
n a positive integer number
d

hkl
spacing between two crystal lattice planes with Miller indices h,k,l

hB Bragg angle
D diameter of a (nano)particle
B width of a Bragg reflection
Ið~qqÞ observed (scattered) intensity corresponding to a given scattering vector
C constant factor
V volume (of a particle or elementary cell)
f scattering amplitude
~rr vector defining a point in (three-dimensional real) space
gðrÞ radial particle distribution function
dðDÞ size distribution function

S1 form factor (¼ 1
V

Ð

V

e
i~qq~rr

d
3
r

�

�

�

�

�

�

�

�

�

�

2

)
A surface
dr
dX differential (angular) cross-section
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Dn
f

scattering contrast
Rg Guinier radius
m electron mass
�h normalized Planck’s constant
H0 , H

rad
, H¢ hamiltonians for ground state, radiation field, photon–matter in-

teraction, respectively
e elementary charge
~ppj momentum operator of particle j
UN potential of the nuclei in a given system of atoms
a
þ
; a
�

creation and annihilation operator of the electromagnetic field
x�kk

radial frequency corresponding to a photon with wavevector~kk
~AAð~rrÞ vector potential of the electromagnetic field
c speed of light
rj spin matrix
~eeð~kk; kÞ polarization vector
n0 ,n1, z initial/final/intermediate states
Ei energy of state i
wscatðn0

~kk0 ! n1
~kk1Þscattering probability for the process changing incoming state

n0,k0 to outgoing state n1,k1

dð:::Þ Dirac’s delta function
Cz width of intermediate state z
W

i
wave function of state i

�ð~rrÞ electron density
= imaginary part of a complex function
G Green’s function
G0 free electron propagator
T global T-matrix
ti local T-matrix at scattering center i
S0

2 amplitude reduction factor
r2 Debye–Waller factor
Fj scattering amplitude
Ucj scattering phase for absorber c and path j
kj mean free electron path length
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8.1
Introduction

The set of tools for visualizing the world at the molecular and nanoscopic level has
been both broadened and refined in the past decades. Investigating individual mole-
cules is becoming more routine, and a wide array of methods have revealed exciting
new information that otherwise is unobtainable from ensemble studies. Examples
of these tools include the family of scanning probe microscopies (SPM), such as
scanning tunneling microscopy (STM) and atomic force microscopy (AFM), which
have offered us exquisite details and visualizations of single atoms and molecules
on surfaces [1–5]. The use of optical techniques to detect and study single molecules
has also gained prominence in recent years owing to their ease of implementation
and their ability to probe biological systems in solution under physiologically rele-
vant conditions. Platforms such as confocal optics, epifluorescence detection, and
total internal-reflection fluorescence (TIRF) microscopy have become increasingly
common due to relatively straightforward design, impressive detection sensitivities,
and easy integration into commercially available microscope systems [6–9]. Optically
based single-molecule experiments are not only limited to detection and visualiza-
tion; optical traps serve as tools for measuring forces and movements of individual
biomolecules in solution [10–14]. Due to the broad range of optical techniques that
have been developed for the detection and manipulation of single molecules, which
range from near-field microscopy to the use of nonlinear optical methods [15–19],
we will not be able to discuss all these examples in this chapter. Instead, we begin
with an introduction of the common techniques used in optically based single-mole-
cule detection (e.g., confocal, epifluorescence, TIRF) and manipulation (e.g., optical
trapping) that are pertinent to biology and nanotechnology. We then continue with a
discussion of a few select areas to which these techniques have been applied, both to
illustrate the past accomplishments and the future potential of optically based sin-
gle-molecule methodologies.
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8.2
Optical Detection of Single Molecules

8.2.1
Detecting Single Molecules with Confocal Fluorescence Microscopy

In confocal microscopy [Fig. 8.1(A)], coherent laser radiation is collimated and
reflected off a dichroic mirror to fill the back aperture of a high numerical aperture
(NA) objective (NA > 1.2). Exiting from the objective, laser light is focused to a dif-
fraction-limited spot that has a beam waist of ~200–350 nm in diameter as defined
by the Rayleigh criterion, which depends on the wavelength and NA of the objective.
Along the same axis of the incoming light, fluorescence emitted from the focal
point in the sample plane is recollected by the objective and passed through the
dichroic mirror and a bandpass filter, which ensures that no extraneous Rayleigh
scattering, or laser radiation, impinges on the detector. Prior to the bandpass filter,
the fluorescent signal is focused by a tube lens into a pinhole located at the image
plane of the microscope. To achieve maximum spatial resolution and signal collec-
tion efficiency, choice of the correct pinhole diameter is critical [20, 21]. In single-
molecule experiments, optimally designed configurations with 1006 high-NA
objectives typically use pinholes 20–100mm in diameter and produce an axial resolu-
tion of ~0.5–1mm. With a waist of 200–350 nm and axial length of 1mm, the ellipsoi-
dal detection volume is on the order of ~10–15 L. As a result of extremely small detec-
tion volumes, background sources such as Raman scattering of water are reduced to
improve the level of single-molecule signal. To record the signal, avalanche photo-
diodes are commonly used owing to remarkable quantum efficiency (QE, >70%)
and low dark noise (< 25 counts s–1), which along with low background give
impressive signal-to-noise ratios (SNRs) as compared to other optical methods (e.g.,
epifluorescence). While confocal designs typically do point detection, the use of a
scanning mirror or a high-resolution piezoelectric stage can produce images with
single-molecule sensitivity. Although these images display high SNRs, full image
capture takes minutes, which is slow compared to wide-field detection methods
using a CCD camera (see Sections 8.2.2 and 8.2.3).

The distinct advantages of confocal microscopy have led to a wide array of studies
related to single-molecule spectroscopy (SMS). Single-molecule sensitivity is an
important advantage in fluorescence correlation spectroscopy, which detects and cor-
relates individual bursts from molecules diffusing into and out of the detection vol-
ume to give diffusional information about any fluorescent species [22–29]. Further-
more, Zare and coworkers reported real-time observations of single molecules dif-
fusing through the probe volume with 2ms resolution [30, 31]. Although a key
advantage of confocal detection lies in its ability to study freely diffusing molecules,
it also has permitted easy study of single molecules immobilized in solids, polymer
matrices, and gels, and on surfaces. With remarkable time resolutions and detection
sensitivities, confocal experiments can study biological processes that occur on the
millisecond time scale; specifically, single-enzyme kinetics [32, 33], conformational
changes in enzymes and DNA [34–37], ribozyme function and dynamics [38, 39],
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Figure 8.1. Three commonly used optical
methods for detecting single molecules:
(A) confocal point detection, (B) epifluores-
cence imaging, and (C) total internal-reflection
fluorescence (TIRF) microscopy. In all three
geometries, directed laser light is reflected off
a dichroic mirror (DM) into the back aperture
of the high numerical aperture (NA) objective
and is then imaged onto the sample plane
(SP). Single-molecule fluorescence is collected
through the same objective and further filtered
by a bandpass filter (BF). In confocal detection,

the spectrally filtered light is further passed
through a pinhole (PH) placed at the primary
image plane. Both epifluorescence and TIRF
designs require laser light to be focused at the
back focal plane of the objective (BFP).
For detection, confocal setups typically use
avalanche photodiodes (APD), while
epifluorescence and TIRF microscopy use high
sensitivity CCD cameras; (D) shows the critical
angle needed to achieve objective-type TIRF
with an NA of 1.4 or 1.45.
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protein complexes [40, 41], detection of DNA in nanopore technology [42], as well as
orientational dynamics and optical properties of single dye molecules [43–47]. Not
only can properties of single molecules be investigated, but the surrounding
nanoenvironments can also be probed. For instance, heterogeneous rotational
dynamics and lifetimes of single molecules in polymer films can be used to investi-
gate molecular environments present within different regions of the film [48, 49].
Sensitive to changes in hydrophobicity, a new solvatochromic dye covalently bound
to a polypeptide, for example, was used to monitor protein–protein interactions at
the single-molecule level [50]. Inherent versatility, fast time resolution, and high
SNR will continue to bolster the use of confocal optics in SMS; however, in contrast
to epifluorescence and TIRF designs, which can study multiple point sources at
once, confocal detection can only detect point source objects one at a time.

8.2.2
Visualizing Single Molecules with Epifluorescence Detection

Epifluorescence configurations are notably the most popular designs in optical
microscopy. Lasers are commonly used for illumination in single-molecule studies,
although recent reports describe single-molecule detection using mercury lamps
and LEDs [51, 52]. Similar to confocal designs, epifluorescence illumination and
fluorescence collection is carried out using the same high-NA objective and results
in an area of illumination typically 50–100mm in diameter for an objective with
1006 magnification. With proper collimation optics, lamps and LEDs produce even
illumination over a wide area because of the noncoherent nature of such light
sources. To achieve even, wide-area illumination with lasers, however, some addi-
tional optics are required. For instance, a spinning holographic diffuser or ground
glass plate is placed in the beam line prior to the objective to disrupt the coherence
of the laser light and to eliminate specular patterns at the image plane [13, 53].
Unfortunately, these designs can suffer unnecessary loss of incoming laser light
to reflection and scattering. A more efficient design [Fig. 8.1(B)] focuses laser
light at the back focal plane of the high-NA objective, which results in emergence
of a collimated laser beam at the object plane and provides wide-field illumination
of the sample [54]. For imaging, charge-coupled device (CCD) cameras are most
common and can reach time resolutions of tens to hundreds of milliseconds for
single-molecule experiments, limited by the available signal and sensor readout
time. While, per pixel, time resolution with CCD imaging is two to three orders of
magnitude slower than with confocal point detection, multiple molecules can be
studied simultaneously. In epifluorescence, background from out-of-focus light
and Raman scattering from a large detection volume, however, does limit the
detection of single molecule signal. One strategy to further reduce background is to
use dyes that fluoresce in the red [55]. Fortunately, detection sensitivity steadily
improves as newly developed back-thinned CCD cameras produce images with low
noise and can achieve QEs of ~90%. Advances towards higher-QE chips with lower
readout noise and faster readout speeds will continue to improve epifluorescence
detection.
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Epifluorescence detection can provide information about immobilized single mol-
ecules as well as individual species that move over distances of microns. Some inter-
esting biological applications include: (i) The study of the brownian diffusion and
the dynamics of single DNA molecules [56–62], (ii) the direct imaging of individual
molecular motors (e.g., myosin and kinesin) and bioparticles moving along the sur-
face of glass coverslip [63–66], (iii) the observation of discrete rotations of an active
F1 ATPase molecule [67], and (iv) the monitoring of the rates of enzymatic digestion
of DNA molecules by k-exonuclease [68]. Moreover, with adequate signal, low noise,
and stable optics, positions of fluorescent species can be accurately determined
down to ~10 nm through Gaussian fitting of the fluorescent profile [68]. For single
molecules, point-source fluorescence is below the diffraction limit (~200–350 nm)
and can be highly magnified (100–5006) to result in an imaged spot that is spread
over several micron-sized pixels (~7–25mm diameter) with each pixel corresponding
to sample distances of tens of nanometers. Remarkably, diffusional information
from imaging single-molecule movements over time can be recorded in sol-gel
films, porous materials, and in lipid bilayer membranes [53, 69–71]. Because of low
SNR, single-molecule trajectories are typically accurate only to within 100–200 nm.
While epifluorescence designs offer great advantage for studying molecules many
microns above the coverslip, detection efficiencies for studies on surfaces are quite
inferior to results produced using TIRF microscopy.

8.2.3
Total Internal-Reflection Fluorescence (TIRF) Microscopy

In comparison with point-detection techniques like confocal microscopy and wide-
field visualization of single molecules in free solution using epifluorescence, TIRF
microscopy boasts impressive reduction of background and noise to produce wide-
field images of single molecules on surfaces. Total internal reflection occurs at an
interface between high and low refractive index materials when incident light is di-
rected at an angle greater than the critical angle defined by the two media. At the
interface, light penetrates into the low refractive medium to produce an evanescent
field that falls off exponentially, thus defining an illumination thickness of
~100–150 nm, depending on the wavelength used and the refractive indices of the
two media [72]. Conveniently, excitation of any fluorescent species will only occur
within the thin evanescent field. With a high power density within the evanescent
field, which enhances single-molecule signal, and a dramatic reduction of back-
ground due to a decreased probe volume, improved detection efficiencies with TIRF
are notable in comparison to epifluorescence.

Two commonly used TIRF configurations are (i) objective-type and (ii) prism-
based. Objective-type TIRF not only requires the laser beam to be focused at the
back focal plane of the objective like epifluorescence (see Section 8.2.2), but to
ensure TIR the beam must also be directed towards the outer edge of the high-NA
objective such that light is then incident at an angle greater than the critical angle
[Fig. 8.1(C) with inset]. The critical angle in experiments using a glass coverslip (n =
1.51) and aqueous solution (n = 1.33) is ~62�, thus requiring use of objectives with
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an NA of 1.4 (H~68�) or 1.45 (H~74�) to achieve TIR. Practically, the extra 6� pro-
vided by an NA 1.45 objective makes implementing TIRF a relatively straightforward
task. Prism-based configurations, as the name implies, use a prism placed on top of
the sample to direct an incoming beam at the necessary angle to achieve TIR. Unfor-
tunately, these designs are not as versatile as objective-type TIRF because the loca-
tion of the prism restricts the types of systems that can be studied. Although in a
side-by-side comparison, Ambrose and coworkers reported better signal-to-back-
ground ratios (SBRs) for prism-based TIRF, objective-type TIRF produced signifi-
cantly more photons from the single molecules [73]. In addition, objective-type TIRF
designs improved both SNR and SBR by up to a factor of four when compared with
epifluorescence [54, 74].

Even though single-molecule TIRF experiments are limited to studying molecules
immobilized or close to surfaces, the enhancements of sensitivity prove quite useful
for many applications. By degrading the focus of emission from single fluorophores
and by changing the polarization of the excitation beam, orientation of emission
dipoles can be determined from each molecule in all three dimensions; molecules
with the dipole oriented in the z-axis showed a doughnut-like intensity profile [75,
76]. Furthermore, because of the thin sampling plane, TIRF has been used for iso-
lated detection of individual binding events between molecules on the surface and
free molecules in solution. For example, rates of absorption and conformational
changes of individual k-DNA molecules binding to clean, fused-silica surfaces can
be affected by pH and buffer composition [77]. In addition, TIRF microscopy can
observe binding of biotinylated DNA to streptavidin-coated coverslips and covalent
attachment of DNA to linkers attached to the surface, and has permitted real-time
visualization of protein–protein interactions [78, 79]. Other examples include moni-
toring of the movements of kinesin on microtubules [80, 81], and myosin along the
surface of a coverslip [82, 83]. Even a single, fluorescently labeled RNA polymerase
can be visualized in real-time while moving along a single strand of DNA [84]. Ana-
lyzing the rates of movement for the myosin, kinesin, and RNA polymerase uncov-
ered new kinetic information about each system. Typically in TIRF, experiments
look at signals from the solid/liquid interface, but lateral diffusion of dyes along the
interface of two immiscible liquids can also be investigated [85].

8.2.4
Single-Molecule Surface-Enhanced Resonance Raman Spectroscopy

First reported in the 1990s by two groups, Nie and coworkers and Kneipp et al. [86,
87], single-molecule surface-enhanced resonance Raman spectroscopy (SM-SERRS)
has emerged as a promising new method for studying single molecules. These early
works reported impressive enhancement factors on the order of 1014–1015 for single
dye molecules (e.g., rhodamine 6G and crystal violet) adsorbed onto nanoclusters of
silver particles. Surface-enhanced Raman analysis of single molecules offers several
unique advantages: (i) in contrast to fluorescence spectroscopy, which excites molec-
ular electronic states, Raman spectroscopy probes vibrational modes to elucidate
structural information about a single molecule; (ii) SM-SERRS detection boasts
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spectra with impressive signals that can be two to three orders of magnitude
brighter than fluorescence detection; and (iii) molecules studied using SM-SERRS
can be observed for longer periods prior to photodestruction, due to use of an excita-
tion wavelength that is to the red of the absorption wavelength of the dye and
quenching of the excited state by metallic nanoclusters. Since the initial experi-
ments, more papers have emerged, including studies on the significant enhance-
ment factors in SM-SERRS [88], detection of single dye molecules in Langmuir-
Blodgett monolayers [89–91], SM-SERRS raster-scanned images of single molecules
[89, 92], monitoring of surface dynamics [93], investigations of single-molecule mag-
nets [94, 95], and real-time observation of single protein molecules [96–99]. For the
interested reader, we recommend the comprehensive reviews by Zander, Kneipp et
al. [100, 101].

Notably, Hofkens and coworkers reported the use of SM-SERRS to study
enhanced green fluorescent protein (EGFP), which consists of a unique arrange-
ment of three amino acid residues that produce a highly fluorescent complex [99].
EGFP and the family of GFPs are known to convert between a protonated and de-
protonated state, and for on/off blinking, the protonated form is believed to cause
dark periods in fluorescence observation of the protein [102]. Real-time SM-SERRS
spectra of EGFP could be obtained with a time resolution of 5 s and agreed (–10
cm–1) with bulk EGFP data. Interestingly, the group observed specific frequency
jumps over time that were believed to correspond with protonated and deprotonated
forms of the molecule. SM-SERRS represents a union of spectroscopy and nano-
technology that provides detailed structural information on single molecules which
would be unattainable using other methods. While SM-SERRS is limited in that
spectra cannot be collected without the adsorption of molecules to suitable metallic
nanoparticles, this method will undoubtedly continue to bring exciting new discov-
eries to the field of SMS.

8.3
Single-Molecule Manipulations Using Optical Traps

8.3.1
Force Studies Using Single-Beam Gradient Traps

Data collection with techniques such as confocal, epifluorescence, or TIRF microsco-
py relies on detection of single-dye-molecule fluorescence induced by light illumina-
tion. Lasers, however, are not only limited to exciting fluorescence; focused coherent
radiation can be used to probe single molecules through mechanical manipulation
with a laser optical trap. First reported by Ashkin and coworkers, a single-beam gra-
dient trap consists of a Gaussian (TEM00 mode) laser beam that is focused tightly
onto the sample through a high-NA objective (e.g., NA 1.3) [103]. A particle in the
vicinity of the focal spot will experience an attractive force that is directly propor-
tional to the strength of the electric field and the polarizability of the molecule. As
shown in Fig. 8.2(A), a particle will be held tightly within the three-dimensional
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(3D) intensity gradient by the transverse force (FT) that arises from the Gaussian
intensity profile of the laser and the longitudinal force (FL) from the tight focusing
by the high-NA objective. In opposition to this attractive gradient force, however, is
the scattering force, which is mainly in the direction of beam propagation and
experimentally makes trapping in the z-direction more difficult than in the x–y
plane.

Through careful consideration of force balance along with clever integration of
optical traps into novel detection schemes, force and displacement measurements
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Figure 8.2. (A) Expanded drawing depicting
the three-dimensional laser focus of a single-
beam gradient trap. A Gaussian laser beam is
directed through a high-NA objective to pro-
duce a tightly focused intensity gradient (,I).
A particle in the vicinity of the intensity gradi-
ent experiences a transverse force (FT) from
the TEM00 mode of the laser and a longitudinal
force (FL) from the tight focusing of the objec-
tive. (B) The Laguerre-Gaussian doughnut

mode (LG1
0) exhibits destructive interference

along the beam axis due to the rotating phase
of the beam. The colored ribbons represent
individual light waves that comprise the
rotating phase of the wavefront shown in gray.
(C) The resulting intensity profile produced
from the mode results in a doughnut-like
gradient that maintains a dark core (D) when
focused by a high-NA objective.
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have been collected on a variety of individual biological molecules, particularly mo-
lecular motors. The pliant nature of the optical trap permits measurement of exqui-
sitely small forces (~10-12 N) produced from biomolecules, which transduce chemi-
cal energy into a mechanical energy used to propel against the applied force of the
trap. To measure forces generated by single molecules, a micron-sized polymer bead
(usually polystyrene) is typically chemically or biochemically attached to the biomol-
ecule and acts as a handle for subsequent optical manipulation. Nanometer-scale
bead displacements, which arise from biomolecular forces, are sensed by a feedback
mechanism that increases the laser power to a level needed to restore the position of
the slightly displaced bead. Calibration of the displacements and power fluctuations
provides the means to monitor detailed information about the energetics and
motion of molecular motors at the single-molecule level. These exciting advances
are discussed in a number of reviews [10–13, 104–106].

8.3.2
Optical Vortex Trapping

Since the initial observations of Ashkin and coworkers [103], advances in the area of
optical trapping have progressed considerably, both in the area of single-molecule
force measurements and in the development of more efficient and diverse types of
traps to manipulate a broader spectrum of particles in the microscopic and nano-
scopic scale, with emphasis towards biological applications. The single-beam gradi-
ent trap that uses a TEM00 laser mode is based on a balance of the gradient force
that traps the particle and the opposing scattering force, which decreases the trap-
ping efficiency of the gradient trap. To minimize this scattering force, Ashkin dis-
cussed the use of higher-order laser modes [107]. His investigation included the
Laguerre–Gaussian doughnut mode (LG

1

0
), which has a dark core [108]. The unusual

look of this mode is a result of destructive interference in the beam along the optical
axis, generated by the rotating phase of the beam, as illustrated in Fig. 8.2B [109].
Figure 8.2(C) shows the resulting intensity gradient.

In recent years, the development of these tailored beams has become a broad and
active area of research [110]. Investigations into the generation of these beams (ini-
tially of the LG1

0 doughnut mode) for optical trapping were undertaken by He et al.
[109] using a computer-generated hologram (CGH) and later taken further by Gaha-
gan et al. [111] and Arlt et al. [112]. The utility of CGHs was initially illustrated in
1992 by Bazhenov et al. [113], showing that holographic elements could induce a
screw dislocation in the light wavefront. These CGH patterns acted as a diffractive
optical element (DOE) in the beam path to produce the desired mode, which could
then be selected and used. This same dislocation can be created by helically shifting
the wavefront [114]. When focused down by a high-NA objective, the beam main-
tains its dark core (Fig. 8.2(D)).

In conventional laser tweezers, the types of particles that could be trapped must
have a higher refractive index than the surrounding medium. Although the trapping
of low-refractive-index particles was shown to be possible using a TEM00 beam,
these schemes require the rapid scanning of the laser focus around the particle or
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utilize the interference pattern between two phase-shifted Gaussian beams [115,
116]. With the LG1

0 mode, both low-index and high-index particles can be held stably
at the laser focus [117, 118]. Theoretical calculations of trapping efficiencies and
potentials have been reported [119], which indicate that trapping efficiencies are on
average greater using a LG1

0 beam than a TEM00 beam [120, 121]. The lateral trap-
ping forces are reported not to change, and the increase in efficiency is largely due
to the lack of scattering force that leads to more efficient trapping in the longitudinal
direction.

Utilizing laser modes other than the usual TEM00 is advantageous in fields where
the particle is nontransparent or very sensitive to photodamage. Reducing photo-
damage will allow a greater selection of biological materials to be optically manipu-
lated, as well as decrease heating in the sample. Another observation of vortex trap-
ping is the ability to generate movement of the trapped particle by the rotating phase
of the beam [122, 123]. This transfer of angular momentum to absorptive particles
permits the controlled rotation of the trapped particle, a useful tool in cellular stud-
ies [124, 125].

8.3.3
Optical Arrays

Some exciting work in the area of optical trapping has been in the development of
optical tweezer arrays. Multiple traps can be constructed by adopting a time-sharing
scheme, in which computer-controlled galvano- or piezoelectric mirrors scan rapidly
the laser beam so as to park the laser focus in multiple locations at the object plane
[115]. This scheme relies on the finite diffusion time it takes the particle to leave its
originally trapped position and is not ideal for the trapping of small particles or a
large number of particles. To overcome this limitation, holographic optical tweezer
arrays (HOT arrays) were developed and can be generated in either two or three di-
mensions. Using the same holographic techniques utilized in creating the optical
vortex trap, multiple optical traps can be generated from a single laser beam. These
traps can be stationary or dynamic and can be conventional optical tweezers, vortex
traps, or traps based on other higher-order laser modes. A number of methods exist
to produce these HOT arrays, including the use of liquid crystal displays (LCDs)
[126], spatial light modulators (SLMs) [127], and diffractive optics (physical and holo-
graphic) [128]. The use of LCDs or SLMs involves splitting a single beam into several
separate beams, where each beam can have identical or different properties in their
optical wavefronts [129]. The individual beams, when focused down by a high-NA
objective, generate trapping forces in three dimensions [127]. One interesting appli-
cation of HOT arrays is in the formation of nanoscopic materials, both physical (i.e.,
permanent) and virtual (i.e., transient). The ability to align particles into an ordered
and predefined array, which can be controlled dynamically in time, should lead to
interesting applications in areas of biomanipulation, organization, and construction,
as well as in microfabrication and nanotechnology [130].
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8.4
Applications in Single-Molecule Spectroscopy

8.4.1
Conformational Dynamics of Single DNA Molecules in Solution

Owing to the intercalation of multiple fluorophores, single DNA molecules with
lengths ranging from ~5 to ~60mm can be easily visualized in solution using fluo-
rescence microscopy. Although useful information can be obtained from simply
observing DNA motions in solution, exciting discoveries about DNA conformational
dynamics have resulted from the use of single-beam optical traps to manipulate
fluorescent DNA molecules either directly or through attached bead handles [13].
With bead handles, polymer motion, relaxation dynamics, and novel manipulations
can be studied in real time to further our understanding of polymer behavior in so-
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Figure 8.3. (A) Sequence of images showing
the condensation of a single concatemer of
k-DNA in a solution of protamine; (B) fluores-
cence image displaying slow flow of 1-lm fluor-
escent beads within the side notch of a circular
microchamber (scale bar: 50 lm). (C–E) The
procedure used to initiate decondensation of
single DNA molecules consisted of (i) flowing
condensed DNAs in a pH 5.7 solution into the
circular microchamber (C), (ii) individually
trapping and translating the DNA into the side
notch (D), and (iii) initiating decondensation

with the optical trap after a pH 8 solution
replaced the pH 5.7 solution by diffusion.
(F–I) Decondensation of a single k-DNA
molecule occurred over 150 ms. After t = 0,
each frame was acquired with 50-ms time
resolution. Slight blurring occurred because
internal motions of the DNA were faster than
the image acquisition rate of the camera.
Reprinted with permission from Brewer et al.,
Science (Washington, D. C.) 286, 120,
Copyright 1999 AAAS.
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lution [59, 60, 131]. In addition to understanding physical properties of the polymer,
optical trapping and fluorescence visualization have been valuable towards unravel-
ing condensation and decondensation kinetics of single DNA molecules. Packaging
of DNA in cells plays a critical role in space conservation and organization, and is
associated with a range of important biological functions such as gene activation
and transcription. In nature, for example, k phage virus DNA with a contour length
of ~17mm is packed tightly into the phage head measuring only ~50 nm in diame-
ter. While condensed DNA can be observed in vivo, studies in vitro provide more
detailed information about the structural properties of DNA condensates. DNA mol-
ecules with micrometer-scale contour lengths have been observed in vitro to pack
tightly into highly ordered toroidal, or doughnut-like, structures in the presence of
several different polycations and proteins. DNA condensation is believed to be
induced primarily by an electrostatic neutralization of the negatively charged DNA
backbone that allows tight packing as result of a sufficient decrease in repulsive
energies [132].

To probe the processes underlying DNA condensation, static visualization tech-
niques [e.g., electron microscopy (EM) and AFM] have been used to obtain high-res-
olution images of DNA condensates [132–134]. These approaches provide static im-
ages of condensed DNA that contain high information content. Little information,
however, is offered on the kinetics of the condensation process, which has been
implicated in determining the final structure of the DNA condensate [135]. Using
dynamic light scattering, the bulk measurements on the kinetics of DNA condensa-
tion and decondensation have been collected, yet these studies were unable to visu-
alize individual events at the single-molecule level [136]. Recently, several SMS stud-
ies have observed condensation and decondensation of single DNA molecules in so-
lution [57, 61, 62, 137]. Balhorn and coworkers combined microfluidics and optical
trapping to isolate single concatemers of k-DNA (attached to beads) in a flow of pro-
tamine, a protein known to condense DNA in sperm [61] [Fig. 8.3(A)]. Using fluores-
cence for visualization, dynamic changes in length of the DNA revealed information
on the kinetics of condensation and decondensation of the molecule. Two studies
conducted by Yoshikawa and coworkers monitored condensation and decondensa-
tion of (i) individual T4 DNA (~166 kilobase pairs) in solution using polyethylene
glycol and Mg2+ [57] and (ii) single optically trapped DNA translated between con-
densing and decondensing environments [137]. Recently, Chiu and coworkers
reported that the commonly used DNA fluorescent intercalator dye YOYO-1 can act
as a condensing agent under moderately acidic pH conditions [62]. Individual
YOYO-intercalated k-DNA molecules (~48.5 kbp), for example, were collapsed into
toroidal structures ranging from 100 to 150 nm in diameter at pH 5.7. Using micro-
fluidics, the solution environment could be quickly changed around an optically
trapped DNA condensate [Fig. 8.3(B–E)]. Shuttering of the trap initiated conforma-
tional transitions of single, condensed YOYO-intercalated DNA molecules to an
extended, random coil state that occurred over a time period of ~150 ms [Fig. 8.3(F–
I)]. Interestingly, the studies performed by Balhorn and Yoshikawa observed comple-
tion of DNA condensation and decondensation on the time scale of seconds. Slower
completion times can possibly be attributed to slow mass transfer in the fluidic
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designs, which required packing (or unpacking) to occur during solution exchange.
For Chiu and coworkers, the solution was exchanged prior to initiating the decon-
densation, thus possibly allowing access to faster uncoiling dynamics. Easy visuali-
zation with SMS will allow further investigation into these biologically interesting
and important processes.

8.4.2
Probing the Kinetics of Single Enzyme Molecules

To achieve single-molecule detection, researchers must tailor experimental ap-
proaches to overcome limiting factors such as noise, background, detection efficien-
cies, and low signals from molecules under investigation. In single-molecule enzy-
mology, each of the limiting factors dictates the experimental direction towards elu-
cidating catalytic activity of individual enzyme molecules. A relatively
straightforward design used to overcome detection hurdles relies on using the
enzyme to amplify the signal since each enzyme can catalyze the production of
many fluorescent product molecules from nonfluorescent substrate molecules.
Using this strategy, the first single-enzyme study was reported in 1961 by Rotman,
where he incubated single b-galactosidase enzymes in aqueous microdroplets con-
taining nonfluorescent substrates for hours until enough fluorescent product had
accumulated and could be detected [138]. Unfortunately, with an incubation time of
hours, better time resolution was needed to gain detailed information about catalytic
rates of single enzymes. More recently, Xue and Yeung have studied single-enzyme
behavior with a time resolution of minutes by injecting low concentrations of
enzyme solution into micron-sized capillaries followed by incubation of the injected
single lactate dehydrogenase (LDH-1) molecules in millimolar (mM) concentrations
of lactate and nonfluorescent NAD+ [139]. Interestingly, the data showed catalytic
rates of individual enzymes were constant over periods of ~2 hours, yet among each
enzyme rates varied by up to a factor of four, which was hypothesized to be due to
different long-lived conformations of each enzyme. Similarly, Dovichi and cowork-
ers investigated the activity of single calf intestine alkaline phosphatase in capillaries
and observed heterogeneity in catalytic rates, which in this case was believed to be a
result of differences in chemical modification (e.g., posttranslational glycosylation)
of the protein rather than different conformations of identical enzymes [140]. A fol-
low-up analysis reported that highly pure enzymes have identical rates, suggesting
heterogeneity is a product of chemical differences among single enzymes [141].
While these amplification techniques can provide information about static heteroge-
neity of enzyme catalysis, real-time detection of single-enzymatic turnover events is
unattainable with characteristically low time resolutions and insufficient detection
efficiencies.

Using confocal optics, single-enzyme turnovers have been monitored in real
time. Notably, Xie and coworkers detected individual turnover events from single
cholesterol oxidase molecules trapped in pores of an agarose gel [Fig. 8.4(A)] con-
taining oxygen and micromolar to millimolar concentrations of cholesterol [32]. Fla-
vin adenine dinucleotide (FAD), a fluorescent group covalently attached to the
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enzyme, is reduced by cholesterol to a nonfluorescent form, FADH2, and then sub-
sequently oxidized by oxygen to render the molecule fluorescent again. Each cycle of
this on–off fluorescence represents a single turnover event. As configured, the
experiment permitted direct study of each catalytic half-reaction. Direct monitoring
of these on–off cycles [Fig. 8.4(B)] was achieved with a time resolution of ~10 ms
and provided detailed information about static disorder of single enzymes as well as
a new component, dynamic disorder. Detailed analysis of the on-times over dura-
tions of seconds to minutes revealed that the rate of an enzyme fluctuates over time
– a property termed “dynamic disorder” and believed to be a property dependent
upon conformational changes of the enzyme. In addition to monitoring fluores-
cence from the enzyme, turnover events can be observed from production of single
fluorophores from quenched nonfluorescent substrates. Rigler and coworkers used
confocal microscopy to study catalysis of dihydrorhodamine 6G by single horserad-
ish peroxidase molecules immobilized onto a coverslip [33]. Here, fluorescent sig-
nals rendered by the enzyme-product complex were detected with ~20-ms time reso-
lution and used to calculate rates of single-enzyme catalysis. In addition to experi-
mental data, theoretical discussions are also providing interesting insight into these
exciting new observations [142–145].

SMS has opened the doors to new observables in single-enzyme catalysis. Inter-
estingly, investigations into the effect of the environment surrounding the enzyme
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Figure 8.4. (A) Scanning confocal image of
individual, fluorescent cholesterol oxidase
molecules in an agarose gel; (B) fluorescence
trace of on–off cycles produced from an active
cholesterol oxidase molecule Reprinted with
permission from Lu et al., Science (Washing-
ton, D. C.) 282, 1877, Copyright 1998 AAAS,
(C) catalytic activity of alkaline phosphatase
contained within single lipid vesicles. Every
60 s, the accumulated fluorescent products
(fluorescein) formed from the nonfluorescent

substrate (fluorescein diphosphate) were
probed at 488 nm and then bleached to reset
the reaction clock. The left panel of (C) shows
catalysis in a vesicle with a radius of 1.5 lm,
and the right panel catalysis in a vesicle with a
radius of 500 nm. Reprinted from Chem. Phys.,
247, Chiu et al., Manipulating the biochemical
nanoenvironment around single molecules
contained within vesicles, 133, Copyright
(1999), with permission from Elsevier.
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have received less attention. Possibly, changing surface properties or the volume sur-
rounding an enzyme could modulate catalytic activity. In the bulk, enzymes trapped
in chemically modified porous materials can exhibit significant rate enhancements
as compared to enzyme in free solution [146, 147]. Furthermore, single-molecule
experiments also suggest that surface properties and surface-to-volume ratios can
affect activity. For instance, Tan and Yeung found that single LDH-1 molecules in a
porous polycarbonate membrane showed discrete intervals of varied catalytic activ-
ity; however, when studied in fused silica supports, where adsorption of LDH-1 is
not favored, rates of catalysis were constant over the same time period [148]. Another
platform, designed by Zare and coworkers, investigated environmental effects by
encapsulating enzymes within single vesicles meant to mimic a biological environ-
ment [149, 150]. With an optical trap immobilizing the vesicle, confocal detection
monitored the catalysis of fluorescein diphosphate by alkaline phosphatase. Each fluo-
rescence trace in Fig. 8.4(C) corresponded to an accumulation of product followed by
probing and bleaching of the dye product formed by the enzyme. In a vesicle with
1.5mm radius the catalytic rate appeared relatively homogeneous, yet for a vesicle with a
500 nm radius the incubated signal was quite variable and believed to be related to the
surface-to-volume ratio of the environment surrounding the enzyme. With the exquisite
detail provided by single-molecule detection, exciting potential lies in studying details of
enzymatic catalysis affected by a variety of environmental factors.

8.4.3
Single-Molecule DNA Detection, Sorting, and Sequencing

The sensitivity offered by single-molecule detection has provided interesting possi-
bilities in analytical chemistry, including DNA analysis, proteomics, sensors, and in
the screening of rare molecules within a complex mixture (e.g., from combinatorial
synthesis). Of these varied analytical applications, studies involving DNA molecules
are the most widespread and developed. DNA molecules take center stage in many
areas, such as medicine, forensics, environmental studies, and basic genetics, yet
many hurdles still remain. Development of polymerase chain reaction (PCR) tech-
nology has overcome early problems with collecting enough DNA for experiments.
Still, the technique requires a specific working protocol or set of PCR conditions for
each DNA sample of interest and it is challenging to produce a high-quality DNA
sample, so as not to amplify impurities in addition to the desired DNA sequence.
With the amplified DNA, gel electrophoresis, the standard analytical tool for sizing
DNA, is used as a means of sequencing, fingerprinting, creating restriction maps,
and genotyping the sample. Recent innovations have improved or even eliminated
these techniques in studies of single-molecule DNA and have been greatly facilitated
by the appearance of new highly fluorescent dyes such as YOYO-1 (5006 increase
of quantum yield upon binding to DNA) [151]. This family of dyes form stable com-
plexes with DNA via intercalation and generate little background when unbound,
thus permitting the detection of single molecules of DNA in dilute samples under a
wide range of experimental conditions [151]. For example, using the enhanced sen-
sitivity enabled by this dye as well as a known staining ratio of dye molecules to base
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pairs, it is possible to correlate the fluorescent signal detected directly with the size
of the DNA fragments (tens to hundreds of kilobase pairs) present at femtomolar
concentrations. With tailored microfluidic designs and by using a planar sheet of
excitation laser [152], it is possible to increase volumetric sample throughput (2000
fragments per second has been demonstrated) or to sort the DNA molecules after
detection with controlled changes in electroosmotic flow [153]. This method of siz-
ing DNA fragments from the fluorescence signal of individual DNA also saves time
by bypassing electrophoretic separation.

Continuous improvements are made to these techniques for single DNA analysis.
Examples are: a simple modification to the geometry of the microchannel by adding
a taper before the detection area to focus and create a thin sample stream that opti-
mally flows through the tightly focused laser probe volume enhances detection effi-
ciency by three-fold [154]; and the use of various millisecond imaging techniques to
measure electrophoretic mobilities without complete separation of the DNA mole-
cules to increase throughput [155]. By combining microfabrication and single DNA
imaging, Craighead and coworkers have created entropic traps by introducing alter-
nating regions of micrometer- and nanometer-sized constrictions along the path of
DNA migration driven by an applied electric field, and made the interesting observa-
tion that trapped DNA molecules escaped with a characteristic lifetime and that
longer DNA molecules escaped the entropic traps faster than the shorter molecules
[156]. Similar to fragment sizing in its technological requirements, single-molecule
DNA restriction mapping has also been achieved [157], which yields important
sequence information from the number and character of the cleavage sights and the
resulting DNA fragments.

In addition to analytical assays such as DNA fragment sizing, with the complete
sequencing of numerous genomes, most notably the human genome, the field of
comparative genomics has evolved, and with it the need for rapid, accurate, and sen-
sitive sequencing technology. Single-molecule DNA-sequencing techniques are still
in their infancy, but proof-of-concept experiments demonstrate the possibility of an
eventual viable method that could potentially sequence up to 2000 bp s–1 (greatly
surpassing the fastest sequencing technique today) [158–162]. Several single-mole-
cule sequencing schemes exist. To illustrate the general approach, an example of
one scheme consists of: (i) fluorescent labeling or incorporation of fluorescently
tagged nucleotides into the DNA, with different excitation and emission wave-
lengths for each of the four bases (or for at least two bases); (ii) handling of the
tagged DNA molecules, which is implemented through a biotin-streptavidin bond to
a microsphere, and can be controlled through suction with capillaries or using opti-
cal trapping; (iii) sequential degradation or cleavage of the DNA one base at a time
with a 3¢–5¢ exonuclease; and (iv) efficient detection of each individual fluorescently
labeled nucleotide as it becomes detached from the DNA after cleavage. This meth-
od will benefit from better labeling efficiency and an improved understanding of the
suitable conditions required for single-base cleavage. Another example involves the
simultaneous sequencing of numerous single molecules through the incorporation
of dye-tagged nucleotides by DNA polymerase anchored to a coverslip with fluores-
cence microscopy detection [163]. Additionally, a scheme known as nanopore DNA
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sequencing utilizes the transmembrane protein a-hemolysin and electrically based
detection to distinguish bases according to the distinct change in current flow [164].
Regardless of the exact detail of these single-molecule sequencing strategies, all of
them face daunting challenges. Nevertheless, it seems this ambitious goal will be
achieved with impressive advancements in single-molecule technologies.

8.4.4
Single-Molecule Imaging in Living Cells

The ultimate nanoscale molecular machine, perhaps, is the biological cell. The next
step in understanding cellular function and behavior is to examine each component
of this machine in detail as they perform their respective tasks. Proteins carry out
the bulk of the work in the cell and operate within molecular networks whose func-
tions are controlled by gene expression, energy transduction, and membrane trans-
port. To probe these processes, single-molecule imaging of cells is often done using
TIRF (see Section 8.2.3) and sometimes with epifluorescence. Remarkably, cell im-
aging not only determines where proteins are localized and distributed in the cell,
but it can also identify associated structures and visualize how fast the proteins
move, bind, and unbind within signaling pathways. Furthermore, visualizing single
molecules in cells does not require the synchronization of reaction species like bulk
experiments and can reveal information about rare intermediates and “memory
effects” that are normally lost through ensemble averaging.

In cellular imaging, the most versatile approach is to induce expression of green
fluorescent protein (GFP) in the host cell through genetic manipulation [165]. One
caveat that is pertinent to single-molecule studies is the overexpression of the GFP-
labeled proteins, which complicates the identification and tracking of individual
molecules. Unfortunately, GFP suffers from a higher rate of photobleaching than
some of the robust organic dyes, and the size of GFP (~27 kDa) can affect the diffu-
sion rate of the tagged protein and perturb its function due to steric hindrance.

The greatest challenge in imaging single molecules in cells lies in the presence of
high background noise. Presence of molecules such as flavins and NADH [55], for
example, can generate high levels of autofluoresence. A number of schemes may be
used to minimize background noise, including the use of excitation in the red
(which also minimizes phototoxicity to the cell), time gating, and TIRF. Careful
handling and culturing of cells in proper media also helps in reducing background
fluorescence [166]. Some examples (Fig. 8.5) of how single-molecule imaging have
been applied include (i) tracking of molecules on the cell surface [55, 166–169] as
well as within the cytoplasm [55, 167, 169, 170] and the nucleus [169, 170]; (ii) the
study of signal transduction [171]; (iii) visualization of viral infection of cells [172];
and (iv) measurement of disassociation kinetics between a ligand and a receptor [171].
Future advancements will rely upon both new techniques in microscopy and the devel-
opment of new optical probes, such as fluorescent proteins with enhanced photostabil-
ity and species that can be excited in the red [173, 174]. The capability to image molecular
process at the single-molecule level will offer new levels of information about cellu-
lar processes and will increase our understanding of biological systems.
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Figure 8.5. (A) Epifluorescence micrograph depicting single
molecules on the surface of a cell; (B) experimentally measured
single-molecule diffusional paths. Reprinted from TrAC, 22, W.
E. Moerner, Optical measurements of single molecules in cells,
544, Copyright (2003, with permission from Elsevier.

8.5
Single-Molecule Detection with Bright Fluorescent Species

8.5.1
Optical Probes

In the nanoscopic single-molecular world, direct observations can be made using
nonoptical techniques such as the scanning probe microscopies (SPM), patch
clamp, or through the use of redox cycling. Most of these approaches, however, are
unsuitable for real-time monitoring of single molecules in solution. For such stud-
ies, optical-based single-molecule detection has proved to be remarkably versatile [7,
86]. Although advancements in the hardware used to monitor single molecules have
been impressive, measurements are ultimately limited by the reporter molecules,
which in most cases are organic dyes. For single-molecule experiments, the dye ide-
ally should possess the following optical characteristics: (i) excellent photostability,
(ii) high quantum efficiency and absorption cross-section, (iii) fast cycling between
ground and excited states to produce a high rate of photon emission, (iv) low prob-
ability of intersystem crossing from the singlet excited state to the triplet dark state,
(v) a narrow emission peak that is well separated from the absorption peak, and (vi)
an excitation peak that matches well with commonly used laser wavelengths, prefer-
ably towards the red where background noise and autofluorescence from biological
samples is minimal [175]. In addition to these optical properties, the dye should also
contain easily modified functional groups so it can be tailored with the desired
chemical functionality necessary for the end application [176].

Currently, no dye satisfies fully this set of demanding criteria, but dramatic
improvements to conventional dyes (e.g., fluorescein) have been made. For
improved optical properties, examples include the Alexa family of dyes from molec-
ular probes and the family of carbocyanine dyes (CyDyes) from Amersham bios-
ciences. For chemical functionality there is now a wide selection, which includes
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dyes that change fluorescence characteristics selectively when bound to biologically
important ions (e.g., calcium), have diverse chemical functional groups and cou-
pling chemistries, and are compatible with long-term cell culture to report particular
cellular functions or states [177]. One particularly powerful reporter is the family of
GFPs, owing to the ease by which these fluorescent reporters can be genetically
manipulated [25, 176, 178]. In this case, the marriage of genetics with a good fluo-
rescent reporter and high-sensitivity optical imaging has provided unprecedented
insight into cellular function.

8.5.2
Quantum Dots

Advances in inorganic crystal generation have enabled nanoscopic particles to be
generated for use as molecular probes. Semiconductor nanocrystals, more com-
monly called quantum dots (QDs), have unique optical characteristics making them
behave neither as small molecules nor as bulk solids. Composed usually of a CdSe
core with a CdS or ZnS shell, these nanoparticles typically range in size from 2 to 10
nm [179]. QDs have an advantage over organic dyes in that they can be tailored to
obtain the desired florescent properties: high quantum yield, high photostability,
high extinction coefficient, and narrow emission spectra, but with a broad excitation
band (multiple reporters can be excited at a single wavelength), and long fluores-
cence lifetime [179–182]. These properties make emissions intense and ideal for sin-
gle-molecule studies; however, synthetic shells added to increase solubility and bio-
compatibility can make the particles bulky in comparison to other probes. The
major emerging area of QDs is in single-molecule bioconjugate work for in vitro and
in vivo studies of biological systems, which can be performed in some cases without
interrupting cellular processes [183–185]. Unfortunately, unlike GFPs, QDs can be
attached to proteins only after they are expressed.

8.6
Nanoscale Chemistry with Vesicles and Microdroplets

While the area of nanoscale science has experienced tremendous growth in both the
fabrication of nanostructures and the imaging of such nanoscale objects, few if any
experiments have demonstrated the ability to control chemical reactions in the nano-
scale, confined within femtoliter (10–15 L) volumes of solution. This capability is espe-
cially pertinent with advancements in single-molecule detection. Although we can
detect single molecules, most of these studies rely on the use of bulk solutions that
must contain sufficiently high concentrations of the molecules of interest so a single
molecule can be isolated easily [186, 187]. To manipulate chemically and selectively
only one or a small number of molecules at a time, a strategy is needed to localize,
confine, and chemically transform in solution the selected molecules of interest.

Two approaches have been pursued to control chemical transformations of mole-
cules within ultrasmall volumes (femtoliters or less). Reported by Zare and cowork-
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ers, the first approach relies on the use of lipid vesicles, in which the molecules of
interest are first encapsulated within the vesicle [149]. Individual vesicles can then
be mechanically manipulated (e.g., with optical trap or micropipettes). To initiate a
chemical transformation at this small length scale, two vesicles each containing dif-
ferent types of reactive molecules are brought into contact and fused via application
of a short (ms) and intense (kV cm–1) electric field through a pair of carbon-fiber
microelectrodes [150, 188, 189]. In addition to the use of an electric field, the fusion
of liposomes can be accomplished on an individual basis using a focused laser beam
and on the bulk scale using chemicals [190]. A second method to achieve controlled
nanoscale chemical transformations is to use aqueous micro- and nanodroplets that
are dispersed in an immiscible medium [191]. These droplets can be generated on
chip in a microfluidic system with excellent control, and the molecules of interest
can be encapsulated within the droplets during their formation. The direct mechani-
cal manipulation of such droplets, however, is nontrivial and is best achieved
through the use of vortex trap [110, 117]. Like vesicles, these individual droplets can
be fused together either spontaneously or with a small applied force (Fig. 8.6) so
their respective contents will mix and a reaction can be initiated [191]. The advan-
tage to using lipid vesicles lies in their biomimetic nature and, as demonstrated by
Orwar and coworkers, the remarkable range of topology and shape that these lipo-
somes exhibit [192–194]. The usefulness of the droplet platform is based on the ease
and control with which droplets can be produced in a microfluidic platform, as well
as on the wide range of interesting interfacial phenomena that may be studied and
exploited in using droplets. One particular useful example is the possibility to con-
centrate molecules within individual aqueous droplets to very high levels [195],
which offers new possibilities in understanding spatially confined single-molecule
reactions and the effects of macromolecular crowding.

Figure 8.6. Sequence of images showing the directed fusion of
two aqueous microdroplets in oil. The droplets measured ~4 lm
in diameter, corresponding to a volume of 2�10–13 L. Reprinted
from TrAC, 22, D. T. Chiu, Micro- and nano-scale chemical analy-
sis of individual sub-cellular compartments, 528, Copyright
(2003), with permission from Elsevier.
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8.7
Perspectives

Single-molecule studies and technologies are poised to offer both fundamental
understandings of the molecular and nanoscopic world and to provide new tools
that probe the inner workings of individual living cells. Over the past years, we have
witnessed the increased application of established single-molecule methods in biol-
ogy, such as AFM and high-sensitivity fluorescence microscopy, as well as the birth
of new techniques that were made possible by advances in optics and instrumenta-
tion. The rapid pace with which this area has progressed will surely continue in the
coming years to offer us yet more striking views of the nanoscale machinery and
molecular engines that make biology work.
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9.1
Introduction

Developments in cellular and molecular biology are extending the horizons of medi-
cal imaging from gross anatomic description towards delineation of cellular and bio-
chemical signaling processes. The emerging fields of cellular and molecular imag-
ing aim to diagnose disease noninvasively on the basis of in vivo detection and char-
acterization of complex pathological processes, such as induction of inflammation
or angiogenesis. Techniques have been developed recently to achieve molecular and
cellular imaging with most imaging modalities, including nuclear [1, 2], optical [2,
3], ultrasound [4], and MRI [5, 6]. This chapter focuses on two techniques developed
for detection of atherosclerosis by MRI: cellular imaging of macrophages associated
with inflammatory lesions and molecular imaging of angiogenesis that is induced
in developing vascular plaques. A selection of the contrast agent formulation and
imaging methods will be discussed, as well as the optimization of these techniques
for successful cellular and molecular imaging in vivo.

Because individual cells and biochemical molecules are too small to be imaged
directly with noninvasive techniques, specific and sensitive site-targeted contrast
agents are needed to visualize the epitopes of interest. Historically, nuclear imaging
has dominated the fields of cellular and molecular imaging due to the extremely
high sensitivity and the relative simplicity of conjugating radioactive tags onto bio-
chemical molecules. For instance, fluorodeoxyglucose (FDG) activity can be imaged
with PET scanners to characterize such diverse disease states as tumor metabolism
[7] and mental disorders [8]. Radiolabeled somatostatin analogs have also been devel-
oped to allow receptor imaging for detection of neuroendocrine tumors [9]. In addi-
tion, cellular apoptosis can be detected with technetium-labeled annexin-V, which
binds to phosphatidyl serine expressed on the surface of apoptotic cells [10]. Nuclear
imaging agents have also been designed to detect gene transfection by imaging the
resultant protein products [11].

While nuclear imaging predominated in the early development of cellular and
molecular imaging, other modalities, such as optical, magnetic resonance imaging
(MRI), and ultrasound, have been pursued to take advantage of the increased resolu-
tion, signal-to-noise ratio, and contrast associated with these techniques. The inher-
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9 Nanotechnologies for Cellular and Molecular Imaging by MRI

ently lower sensitivity of these methods, however, often requires the use of complex
targeted imaging agents in order to incorporate sufficient signal generation motifs.
For instance, targeted perfluorocarbon nanoparticles, the first reported molecular
imaging agent for ultrasound applications, can significantly increase the reflectivity
of thrombi [12–14]. Many other acoustic contrast agents have been developed for
similar targeting applications, such as endothelial integrins, tissue factor and
thrombi [15–21].

MRI is emerging as a particularly advantageous modality for molecular and cel-
lular imaging given its high spatial resolution and the opportunity to extract both
anatomical and physiological information simultaneously [22, 23]. The majority of
targeted MRI agents consist of nanoparticles in order to carry sufficient amounts of
paramagnetic or superparamagnetic material for in vivo visualization [24]. In cardio-
vascular disease, novel targeted contrast agents are being developed to detect
unstable lesions through identification of fibrin deposited within plaque microfis-
sures [25–28], adhesion or thrombogenic molecules expressed on endothelium of
vulnerable plaques [15, 16, 29–31], matrix metalloproteinases in the cores of progres-
sing lesions [32], or angiogenic activity (i.e., expanding vasa vasorum) supporting
plaque development [33].

9.2
Cardiovascular Disease

Atherosclerosis, like many chronic human diseases including cancer and diabetes,
develops slowly over many years. Unlike most other diseases, however, atherosclero-
sis is often diagnosed only after an acute, fatal event. Of the 720,000 cardiac deaths
per year in America, approximately 60% are “sudden deaths,” occurring without any
advanced warning of pathology [34]. Atherosclerosis starts as “fatty streak” lesions in
utero [35], and can produce plaques prone to rupture by the early teens [36]. Rupture
of unstable atherosclerotic plaques can lead to thrombosis, vascular occlusion, and
subsequent myocardial infarction or stroke [37–39].

Atherosclerotic plaques grow in discrete stages consisting of repeated episodes of
rupture, thrombosis, and healing (Fig. 9.1) [40], leading inevitably to a final event
causing complete vascular obstruction [41]. A “vulnerable plaque” is defined as a
lesion exhibiting physical and biochemical properties that predispose it to rupture
and thrombosis [40]. Typically, these plaques consist of a large lipid core covered by
a thin fibrous cap harboring relatively few smooth muscle cells, a population of acti-
vated macrophages, and abundant angiogenesis (Fig. 9.2) [40]. The large lipid core is
known to destabilize lesions by directing mechanical stress to the fragile shoulder-
regions of the plaque [42]. Exposure of the lipid core, even through a small localized
rupture, can induce the clotting cascade initiating with tissue factor [43]. The lack of
smooth muscle cells also weakens the cap [44], facilitating plaque rupture. The accu-
mulation of macrophages as well as other inflammatory cells, which usually secrete
high levels of metalloproteinases (MMP), can undermine the fibrous cap, potentially
exposing the thrombotic lipid core [45, 46]. Up-regulation of angiogenesis can lead
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9.3 Cellular and Molecular Imaging

to erosion of the extracellular matrix and replacement with physically fragile neovas-
cular beds, weakening the fibrous cap and promoting plaque rupture [47–49].

In current clinical practice, the diagnosis and characterization of most athero-
sclerotic plaques is achieved with invasive x-ray catheterization. Highly stenotic
lesions, typically with 50% or greater narrowing of the luminal diameter, are identi-
fied for immediate therapeutic intervention, while less stenotic lesions are generally
deemed clinically insignificant. Ironically, these plaques are often the very lesions
prone to rupture leading to heart attack and stroke [50, 51]. Stress tests employing
nuclear or ultrasound imaging are also extensively used for detection of flow-limit-
ing vascular obstructions during a range of metabolic challenges. Similar to invasive
x-ray angiography, however, these techniques are insensitive to plaques with low-
grade stenosis, which are those prone to rupture. Because rupturing atherosclerotic
plaques are frequently manifest in arteries with only modest (40–60%) stenosis [52],
they remain diagnostically elusive with routine clinical imaging techniques. If rec-
ognized and localized, a window of opportunity extending from days to months
exists to intervene and/or stabilize plaques medically before more serious clinical
sequelae ensue [41]. The principal difficulty revolves around the fact that athero-
sclerosis produces numerous plaques throughout the vascular system and it is not
feasible to treat each lesion individually. Of all the <50% stenotic lesions, only a
small fraction may rupture and lead to clinical events (Fig. 9.3) [40]. A significant
new opportunity exists for delineating which lesions are prone to rupture and apply-
ing therapeutic treatments to only the areas of pathology that pose an immediate
danger.

Molecular imaging techniques are being pursued with the goals of both primary
and secondary prevention of atherosclerosis. Primary prevention focuses on the
identification of patients at the earliest stages of atherosclerotic development, lead-
ing to the application of lifestyle and/or pharmacological therapies to prevent
further plaque development and perhaps even significant regression of existing
unstable or vulnerable lesions. Secondary prevention aims to detect plaques that are
prone to impending (e.g., days to weeks) rupture and thromboembolism in patients
with advanced atherosclerotic disease, allowing aggressive intervention concentrated
on only the most dangerous areas of pathology.

9.3
Cellular and Molecular Imaging

To achieve effective cellular and molecular imaging with MRI, targeted contrast
agents must be designed to accomplish long circulating half-life, sensitive, and
selective binding to the epitope of interest, prominent contrast-to-noise enhance-
ment, acceptable toxicity, ease of clinical use, and applicability with standard com-
mercially available imaging systems.

Discoveries in molecular biology have elucidated cellular and molecular markers
for a wide variety of diseases. These signatures may serve as targets for contrast
agents to provide sensitive and specific imaging of the earliest manifestations of
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9.3 Cellular and Molecular Imaging

Figure 9.2. The most common type of nonstenotic vulnerable plaque.
The thin fibrous cap, extensive macrophage infiltration, depletion of
smooth muscle cells, and large lipid core all contribute to the plaque’s
propensity for rupture. (Reprinted with permission from Ref. [40].)
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Figure 9.3. Correlation between frequency of
plaques, degree of stenosis, and risk of compli-
cation per plaque as a function of plaque pro-
gression. Although the average absolute risk of
severely stenotic plaques may be higher than

the average absolute risk of mildly stenotic
plaques, there are more plaques with mild
stenoses than plaques with severe stenoses.
(Reprinted with permission from Ref. [40].)
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pathology. A variety of different types of ligands can be utilized for targeting, includ-
ing antibodies, peptides, polysaccharides, aptamers, etc. The emerging fields of cel-
lular and molecular imaging utilize nanotechnologies to develop targeted contrast
agents for noninvasive detection of the molecular signatures of disease. Unlike
blood pool agents, a targeted contrast agent produces signal enhancement from
pathological tissue that would otherwise be difficult to distinguish from surround-
ing normal tissue. Cellular and molecular imaging techniques have been developed
for most clinical imaging modalities, including nuclear, MRI, ultrasound, computed
tomographic, and optical. MRI, however, may enjoy several advantages over the
other modalities, such as high resolution, high anatomical contrast, high signal-to-
noise ratio, widespread clinical availability, and lack of ionizing radiation.

These imaging techniques do not depend upon the native tissue contrast or reso-
lution associated with the underlying imaging modality. Instead, they enhance the
conspicuity of very small areas of disease by directly targeting the cellular or molecu-
lar processes responsible for the pathological transformation of tissues. Moreover,
by targeting the underlying molecular processes, these imaging techniques can pro-
vide unique information to characterize the complex metabolic state of the disease.
This information could provide crucial insight for various therapeutic aspects,
including evaluating potential treatment options, and predicting and monitoring
response to therapy.

Image contrast in MRI often depends upon the relaxation characteristics of the
tissues [53]. There are three primary relaxation times: longitudinal relaxation (T1),
intrinsic transverse relaxation (T2), and apparent transverse relaxation (T2*), each
with an associated relaxation rate: 1/T1, 1/T2, and 1/T2* [54,55]. MRI contrast agents
are designed to shorten the relaxation times of the tissue of interest and therefore
increase the relaxation rates [56]. T1 relaxation describes the regrowth of MRI signal
during the pulse sequence, and so shortening T1 allows the signal to recover more
quickly. Therefore, contrast agents designed to affect T1 tend to provide increased
MRI signal. On the other hand, both T2 and T2* relaxation describes the decay of
MRI signal and shortening these relaxation times decreases the MRI signal. Typical-
ly, contrast agents increase the relaxation rate in a linear fashion. Therefore, plotting
1/T1 vs. contrast agent concentration yields a straight line. The slope of this line cor-
responds to the relaxivity of the contrast agent and is given in terms of s–1 mM–1.
The relaxivity is a measure of the potency of the contrast agent. A compound with
higher relaxivity can provide higher contrast at a given concentration or identical
contrast at a lower concentration. Relaxivity is typically measured relative to the
paramagnetic or superparamagnetic ion concentration, such as gadolinium or iron.
For molecular and cellular imaging applications, however, the relaxivity per nano-
particle, i.e., particle or molecular relaxivity, is more useful for comparing contrast
agent effect per binding site.
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9.4
Cellular Imaging with Iron Oxides

Ultrasmall superparamagnetic iron oxide (USPIO) nanoparticles are potent MRI
contrast agents. The iron produces strong local disruptions in the magnetic field of
MRI scanners, which lead to increased T2* relaxation. This increased relaxation
causes decreased image intensity in areas with iron oxide accumulation, termed
“susceptibility artifacts”. Because of the extremely large change in MRI signal
induced by superparamagnetic particles, they have been developed for a wide variety
of contrast agent applications, including imaging vasculature, bowel, liver, spleen,
lymphatics, bone marrow, and tumors, and stem cell therapies [57–59]. In particular,
particles with a 15- to 25-nm diameter have a very long circulating half-life and are
preferentially taken up by macrophages in the body when coated with dextran.
These properties have allowed dextran-coated USPIO nanoparticles to be employed
for passive targeted imaging of pathological inflammatory processes, such as
unstable atherosclerotic plaques, by MRI (Fig. 9.4) [60]. USPIO-labeled macrophages
have been shown to preferentially accumulate in unstable and ruptured plaques
(75% demonstrating uptake), but not in stable lesions (only 7% showing USPIO
uptake) [61].

Several aspects of the USPIO nanoparticle must be optimized for successful
visualization of atherosclerotic plaques with MRI. The USPIO formulation must
adhere to certain physical and chemical requirements. For instance, particles lack-
ing the dextran coating are not effectively phagocytosed by inflammatory cells. Also,
particles with a diameter similar to low-density lipoprotein (LDL), 15–25 nm, have a
circulating half-life on the order of hours, providing sufficient time for cellular accu-
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A B

Figure 9.4. Axial 2D gradient-echo MRI at the
level of the common iliac arteries, before (A)
and 24 hours after (B) USPIO administration.
Precontrast image shows small foci of low sig-
nal intensity within the wall of the left common
iliac artery, possibly representing calcification
(A, arrow). On the postcontrast image a

pronounced signal loss of the entire cross-
section of the artery is seen (B, arrow). The
right common iliac artery is not displayed at an
acceptable image quality, as it takes an oblique
course through the image plane
(B, arrowhead). (Reprinted with permission
from Ref. [60].)
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mulation and effective delivery to atherosclerotic plaques [62]. In addition, the dose
of USPIOs has a dramatic influence on the appearance by MRI. Increasing the dose
by a factor of four produces signal loss in ten times more slices [62].

The imaging protocols are also critically important for USPIO detection by MRI.
The susceptibility artifacts created by accumulation of USPIOs are most sensitively
imaged with T2*-weighted imaging sequences. T1-weighted and proton density im-
aging sequences are far less sensitive to the susceptibility artifacts induced by
USPIO uptake in tissues [61]. The T2*-weighted sequences typically utilize gradient
echo techniques with long echo times. The long echo time accentuates signal loss
due to the presence of USPIOs, but these sequences also tend to suffer from a low
signal-to-noise ratio. Often, highly specialized coils, such as phased array coils or ap-
plication-specific surface coils, are employed in order to maximize the available sig-
nal to noise [60,61].

Blood vessels are typically surrounded by fatty tissue, which can interfere with
imaging structures within the arterial wall. On MRI, fat appears as a bright signal,
which often displays a spatial misregistration artifact relative to other tissues in the
body, called a “chemical shift” artifact. This artifact can often overlap signals from
the vessel wall and obscure the atherosclerotic plaques under investigation. In order
to avoid this problem, imaging sequences employing fat suppression or selective
excitation techniques are used for imaging USPIO uptake [60–62]. With these
sequences, fat appears dark because its signal is either suppressed or not excited. In
a similar manner, bright blood imaging sequences, such as 2D fast low-angle shot
(FLASH) sequences, are often used for detection of USPIOs [60, 61]. The bright
blood signal allows clearer definition of the vessel lumen, and signal voids in the
arterial wall caused by USPIO uptake are much easier to distinguish.

In addition to the imaging protocol itself, the choice of imaging time after USPIO
injection is critically important. The long circulating half-life of dextran-coated
USPIO nanoparticles is necessary to achieve adequate loading into inflammatory
cells, but it can also interfere with obtaining high-quality images. Up to approx. 24
hours after USPIO administration, the blood concentration is high enough to create
image artifacts [61, 62], which can obscure visualization of the vessel wall. On the
other hand, too long a delay (~72 hours) after USPIO injection can result in no
detectable susceptibility artifacts [61].

9.5
Molecular Imaging with Paramagnetic Nanoparticles

As an alternative approach, we proposed and evaluated a ligand-targeted, lipid-
encapsulated, nongaseous perfluorocarbon nanoparticle emulsion for molecular im-
aging applications (Fig. 9.5) [12, 15, 26, 28]. The nanoparticles can be formulated to
carry paramagnetic gadolinium ions and targeted to a number of important bio-
chemical epitopes, such as fibrin, tissue factor and amb3-integrin. Fibrin deposition
is one of the earliest signs of plaque rupture, allowing detection of the “culprit”
lesion before a high-grade stenosis has been formed [63]. Tissue factor is another
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Targeting System

“Molecular zip codes ”

Including Antibodies, Peptides, Mimetics, or Aptamers

Payloads

Gd-Chelates

Drugs

Radionuclides

Figure 9.5. Generalized molecular imaging paradigm for
ligand-targeted paramagnetic nanoparticles.

prothrombotic agent and is expressed on the surface of vascular smooth muscle
cells, which contribute to restenosis following vascular injury or stent placement
[64].

While fibrin and tissue factor can be utilized to delineate unstable cardiovascular
diseases, the amb3-integrin is a general marker of angiogenesis and plays an impor-
tant role in a wide variety of disease states [65]. The amb3-integrin is a well-character-
ized heterodimeric adhesion molecule that is widely expressed by endothelial cells,
monocytes, fibroblasts, and vascular smooth muscle cells. In particular, amb3-integ-
rin plays a critical part in smooth muscle cell migration and cellular adhesion
[66,67], both of which are required for the formation of new blood vessels. The amb3-
integrin is expressed on the luminal surface of activated endothelial cells but not on
mature quiescent cells [68]. We have demonstrated the utility of amb3-integrin-tar-
geted nanoparticles for the detection and characterization of angiogenesis associated
with growth factor expression [69], tumor growth [70], and atherosclerosis [33].

Angiogenesis plays a critical role in plaque growth and rupture [71]. Normal
large-caliber arteries in humans receive oxygen and nutrients from blood that is
delivered by the adventitial vasa vasorum, not necessarily from the vessel lumen
itself. The normal vasa vasorum carries blood in the same direction as arterial flow
and extends perpendicular branches around the vessel wall to supply deep tissues.
In regions of atherosclerotic lesions, angiogenic vessels proliferate from the vasa
vasorum to meet the high metabolic demands of plaque growth [72]. Atherosclerosis
promotes both inflammation and angiogenesis in the arterial wall, probably via a
positive feed-back type of system. Inflammatory cells within the lesion stimulate
angiogenesis through local molecular signaling, which in turn promotes neovascu-
lar growth, thereby providing an avenue for more inflammatory cells to enter the
plaque. This process yields a strong correlation between the extent of plaque angio-
genesis and local accumulation of inflammatory cells [73].

235



9 Nanotechnologies for Cellular and Molecular Imaging by MRI

9.5.1
Optimization of Formulation Chemistry

Successful development of a targeted nanoparticle contrast agent requires optimiza-
tion of numerous formulation procedures, including the number and chemical
structure of the paramagnetic chelates and the targeting ligands. Even the choice of
target should be optimized. The target molecule must be expressed at relatively high
concentrations in diseased tissue and at very low levels in normal tissue. Also, the
target must be accessible to the contrast agent construct. For instance, a 200-nm-
diameter nanoparticle could encounter and bind to receptors on the luminal side of
an endothelial cell, but perhaps not directly to DNA fragments inside the nucleus of
a neuronal cell. The target ligand should have high affinity for the target of interest
and minimal binding to similar receptors that may be expressed on normal tissues.
In addition, the ligand must retain stability and potency throughout the process of
nanoparticle formulation. For example, antibodies or their fragments could dena-
ture and lose their targeting abilities during extreme chemical processing steps,
such as sterilization of the final nanoparticle product. Other targeting ligands, such
as carbohydrates, aptamers, or peptidomimetics, may be less sensitive to these for-
mulation procedures and retain their bioactivity.

Molecular imaging with liquid perfluorocarbon nanoparticles was originally pur-
sued to target fibrin deposits on ruptured atherosclerotic plaques [12,25–28]. By in-
corporating an anti-fibrin antibody into the particles, a dense layer of nanoparticles
can be selectively targeted to the surface of a fibrin clot (Fig. 9.6) [25]. This model
provides a robust platform for exploring the consequences of changes to the formu-
lation chemistry of the nanoparticle.

Figure 9.6. Scanning electron micrographs (�30,000) of control
fibrin clot (A) and fibrin-targeted paramagnetic nanoparticles
bound to clot surface (B). Arrows indicate (A) fibrin fibril; (B)
fibrin-specific nanoparticle-bound fibrin epitopes. (Reprinted
with permission from Ref. [25].)
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Unlike the USPIO agents discussed previously, the image enhancement charac-
teristics of commercially available paramagnetic contrast agents are too small to vi-
sualize the very sparse concentrations, picomolar to nanomolar, of epitopes relevant
to molecular imaging. By incorporating vast numbers of paramagnetic complexes
(>50,000) onto each particle, the signal enhancement possible for each binding site
is magnified dramatically, by a factor of >106. The increased paramagnetic influence
arises from two mechanisms: the relaxivity per particle increases linearly with
respect to the number of gadolinium complexes, and the relaxivity of each gadolini-
um complex increases due to the slower tumbling of the molecule when attached to
the much larger particle. By studying dilutions of nanoparticles in water, we have
observed increased T1 relaxivity with increasing gadolinium payloads (Fig. 9.7) [25].
We also verified that the increased relaxivity seen in solution corresponded to
increased signal intensity on T1-weighted images of particles bound to fibrin clots
(Fig. 9.8) [25]. Thus, improvements in the formulation chemistry can be assessed in
simple phantoms of nanoparticle dilutions and verified in models of physiological
systems.

Figure 9.7. T1 relaxation rates as a function of nanoparticle
number expressed in picomoles for formulations ranging from 0
to 50 mol% Gd-DTPA-BOA in the outer 2% lipid monolayer.
(Reprinted with permission from Ref. [25].)

The fibrin clot model also provided a means to evaluate the paramagnetic influ-
ence of different gadolinium chelate structures [27]. The T1 relaxivity (r1) of nanopar-
ticles formulated with gadolinium diethylene-triamine-pentaacetic acid bis-oleate
[74] (Gd-DTPA-BOA) or gadolinium diethylene-triamine-pentaacetic acid-phosphati-
dylethanolamine (Gd-DTPA-PE [75]) has been measured at selected magnetic field
strengths: 0.47 T, 1.5 T, and 4.7 T. At all magnetic field strengths, r1 of the Gd-DTPA-
PE formulation was approximately two times greater than for the Gd-DTPA-BOA
agent [27], indicating that small adjustments to the molecular configuration of a para-
magnetic chelate can substantially improve the fundamental relaxation properties.

Variable temperature relaxometry measurements have shown that r1 of the Gd-
DTPA-BOA emulsion was largely independent of temperature [27]. In contrast, r1

increased at higher temperatures for the Gd-DTPA-PE emulsion. These tempera-
ture-dependence data suggest that the water exchange rate with the paramagnetic
ion is higher for the Gd-DTPA-PE chelate than for Gd-DTPA-BOA. At the higher
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temperature, the r1 of Gd-DTPA-PE nanoparticles increased due to the faster water
exchange and increased kinetic activity. The Gd-DTPA-BOA nanoparticles, however,
may experience somewhat restricted water access and did not benefit from the
increased kinetic activity of water at the higher temperature. This increased water
exchange may result from the elevated position of the chelate relative to the phos-
phate headgroup level for Gd-DTPA-PE nanoparticles [75] and probably contributed
to the marked increase of the relaxivity of the Gd-DTPA-PE nanoparticles.

Improvements in contrast agent formulation, such as increased relaxivity, must
be confirmed with nanoparticles bound to a physiological target. In addition to
assessing the paramagnetic effects of bound nanoparticles, these experiments are
crucial for determining whether changes to gadolinium-chelate chemistry affect the
final targeting ability of the formulation. T1 relaxation (R1) maps of fibrin clots treat-
ed with either Gd-DTPA-BOA or Gd-DTPA-PE nanoparticles were collected at 1.5 T
(Fig. 9.9) [27]. These colorized maps show higher R1 values at the surface of the Gd-
DTPA-PE clot, demonstrating increased paramagnetic effect with this nanoparticle
formulation even when bound to fibrin fibrils. Compared with the clot interior, the
surface layer of Gd-DTPA-PE nanoparticles increased R1 at the clot margin by 72%,
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Figure 9.8. (A) Low-resolution MRI of fibrin
clots targeted with nanoparticles presenting a
homogeneous, T1-weighted enhancement that
improves with increasing gadolinium level
(0, 2.5, and 20 mol%). (B) High-resolution
scans of fibrin clots revealing a thin layer of

nanoparticles along the surface. Peak signal
increases with increasing gadolinium
concentration (5, 10, 20, and 40 mol%) and
decreasing voxel size (0.4, 0.2, and 0.1 mm).
(Reprinted with permission from Ref. [25].)
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compared to only a 48% increase with the Gd-DTPA-BOA agent. The density of Gd-
DTPA-BOA and Gd-DTPA-PE nanoparticles over the clot surface was identical [27],
indicating that changing the paramagnetic chelate to Gd-DTPA-PE did not adversely
affect the contrast agent binding.

While we have demonstrated that increased relaxivity augments visualization of
targeted epitopes, these techniques can only improve molecular imaging to a finite
extent. Using MRI signal modeling programs, we can theoretically evaluate a range
of contrast agent relaxivities at different magnetic field strengths (Fig. 9.10) [76]. At
higher magnetic fields, the signal-to-noise ratio increases, leading to increased con-
trast-to-noise and a lower detectable limit of contrast agent binding. Therefore, we
expect that the application of higher clinical field strengths, i.e., 3 T, will consider-
ably improve the performance of current molecular imaging agents and help propel
these techniques into clinical practice. Increasing the paramagnetic relaxivity of a
molecular imaging agent, however, does not improve the lower detection limit in a
linear fashion, but rather yields diminishing returns at high relaxivity values, as
shown by us [76] and others [77]. Therefore, efforts to improve the performance of
molecular imaging contrast agents through increasing the ionic relaxivity will pro-
vide only limited success.

The chemistry employed to bind the targeted ligand to the particle surface can
also dramatically affect the efficacy of the final contrast agent. In some cases, the
active binding site of the ligand may become occupied or obscured after attachment
to the nanoparticle. Obviously, such agents would yield poor molecular imaging
results. In addition, the incorporation of flexible polymer spacers, i.e. polyethylene
glycol, between the targeting ligand and the nanoparticle surface may improve tar-
geting efficiency. These flexible “tethers” permit a wider range of motion for the tar-
geting ligand, potentially increasing the likelihood of encountering and binding to
the target of interest.

In addition to the number of gadolinium ions per particle, the number of target-
ing ligands per particle must also be optimized. A nanoparticle with numerous

239

A B

Figure 9.9. T1 relaxation maps obtained at
1.5 T of human plasma clots targeted with
Gd-DTPA-BOA (A) or Gd-DTPA-PE (B) nano-
particles. The Gd-DTPA-PE nanoparticles

induce a much higher R1 at the clot surface
(white arrows) compared to Gd-DTPA-BOA
nanoparticles. (Reprinted with permission
from Ref. [27].)



9 Nanotechnologies for Cellular and Molecular Imaging by MRI

binding ligands, i.e., high ligand valency, tends to provide a more efficacious con-
trast agent. The combination of ligand valency and binding affinity, i.e., avidity,
allows the contrast agent to bind rapidly and tenaciously to the intended biomarker.
Incorporating too many targeting ligands on each nanoparticle, however, can in cer-
tain cases produce steric hindrance, inhibiting binding to the desired epitope. An
excessively dense cover of ligands on the particle surface may also interfere with the
relaxivity by impeding water interaction with the gadolinium complexes.

9.5.2
Optimization of MRI Techniques

In contradistinction to USPIO agents which are designed to increase the T2* relaxa-
tion of targeted tissue, paramagnetic compounds are typically used to increase T1

relaxation. The T2* effect employed with USPIOs is usually visualized as decreased
image intensity with T2*-weighted MRI. Paramagnetic agents, however, will pro-
duce increased tissue signal when interrogated with T1-weighted MRI. Therefore,
the contrast effects of USPIO and paramagnetic agents are very different, and the
MRI pulse sequences and parameters are also distinct for the two methods.

We investigated the influence of MRI resolution on T1-weighted signal enhance-
ment with fibrin-targeted nanoparticles. We observed that increased resolution pro-
duced increased image enhancement due to a reduction in partial volume dilution
[Fig. 9.8(B)] [25]. The resolution, however, cannot be increased indefinitely, because
increasing MRI resolution requires either increased scan times or decreased signal-
to-noise. Therefore, the signal-to-noise and contrast-to-noise must be balanced in
order to achieve acceptable image quality and diagnostic contrast within an accept-
able clinical scan time.

In addition to image resolution, the image contrast depends heavily on the repeti-
tion time (TR) used in the scanning sequence [78]. On a T1-weighted image, the con-
trast between two tissues with different T1 relaxation times can be maximized by
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Figure 9.10. Mathematical modeling of the
minimum contrast agent concentration needed
for diagnostic imaging with increasing ionic r1

relaxivity. The asterisks (*) indicate the ionic-

based r1 relaxivities of Gd-DTPA-BOA-
conjugated nanoparticles at both 1.5 T and
4.7 T field strengths. (Reprinted with
permission from Ref. [76].)
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imaging at the optimum value of TR (Fig. 9.11) [76]. Altering the TR by 300–400 ms
away from the optimum value can reduce the contrast-to-noise by up to 25% [76].

As with the USPIO particles, adequate circulation must be allowed in order for
ligand targeted nanoparticles to reach and bind to the molecular marker of interest.
The pharmacokinetics and pharmacodynamics can be influenced by surface chemis-
try, in vivo stability, size, and the biological milieu. Approximately two to three hours
are required to saturate a vascular accessible biochemical target, reflecting the time
required for all blood to complete one passage through a remote vascular bed. The
time to maximum signal can be decreased by increasing the amount of contrast
agent injected, but the dose is typically limited to the minimum effective dose. We
generally inject 0.5–1.0 ml kg–1 for animal experiments, which is much lower than
the amount required to generate an appreciable blood pool signal [70]. This avoids
the lingering questions of whether the contrast is targeted to or circulating through
a region of interest. Such confounding issues can be particularly troublesome for
agents with high signal intensity and/or prolonged half-life. The dramatic effects of
particle composition and chemistry on elimination kinetics and the resulting imag-
ing protocol can be seen by comparing the optimum imaging timepoints of three
vastly different contrast agents. amb3-Integrin-targeted nanoparticles yield signifi-
cant MRI signal enhancement two hours after injection [70] compared to 24 hours
for a liposome agent [79] and 36 hours for an avidin-DTPA complex [80].

While bright blood imaging sequences are preferred for distinguishing the nega-
tive contrast effects of USPIO accumulation, black blood techniques are better suit-
ed for visualization of MRI signal enhancement caused by targeted paramagnetic
nanoparticles (Fig. 9.12) [33]. For instance, one black blood MRI method involves
collecting cross-sectional images of a vessel and placing saturation bands on either
side of the current imaging plane. These saturation bands null all MRI signals on
either side of the imaged slice, including signal from the blood. A short delay is
inserted between application of the saturation bands and image data acquisition,
allowing the saturated blood to flow into the imaged slice, which provides no signal.
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Figure 9.11. Theoretical and actual contrast-
to-noise ratios (CNRs) obtained from cultured
smooth muscle cells with different repetition
times (TR). Cells treated with targeted nano-

particles (T) display a much higher CNR com-
pared to nontargeted particles (NT). The CNR
reaches a maximum at some optimum value of
TR. (Reprinted with permission from Ref. [76].)
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By placing saturation bands on both sides of the current slice, both arterial and
venous blood appears black on the final image. As with USPIO imaging, the chemi-
cal shift artifact from fat can obscure visualization of the vessel wall. Therefore fat
suppression techniques are often employed in order to null the fat signal and pro-
vide clear delineation of vessel wall anatomy (Fig. 9.12) [33].

9.5.3
In Vivo Molecular Imaging of Angiogenesis

Fundamentally, validation of a molecular imaging contrast agent relies upon corro-
boration between MRI signal enhancement and histological staining of the targeted
epitope. Angiogenic expression of amb3-integrin was detected by colocalized histolo-
gical staining of amb3-integrin and PECAM, a generalized vascular marker. This bio-
chemical feature was extensively observed in histological sections from cholesterol-
fed rabbits, but much more sparsely detected in animals on a control diet (Fig. 9.13)
[33]. Likewise, MRI signal enhancement was widely observed with amb3-integrin-tar-
geted nanoparticles in the aortic wall of cholesterol-fed rabbits, but not control diet
animals (Fig. 9.14) [33].

The targeting ability of the final nanoparticle contrast agent must be validated
through controlled experimental conditions. Comparing the MRI signal enhancement
achieved with targeted vs. nontargeted particles provides an assay for separating
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A
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Figure 9.12. In vivo fat-suppressed, black
blood imaging of rabbit abdominal aorta from
renal arteries to diaphragm (A). Transverse
images (B) before (Pre) and after (Post) treat-
ment, after semiautomated segmentation
(Segmented), and with color-coded signal

enhancement in percent (Enhancement).
Fat suppression and black blood imaging allow
discrimination of arterial wall from vessel
lumen and surrounding fatty tissue.
(Reprinted with permission from Ref. [33].)
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Figure 9.13. Immunohistochemistry of
amb3-integrin in aorta sections from choles-
terol-fed (A, C, D) rabbits and rabbits fed on a
control diet (B). Costaining of amb3-integrin
(C, solid arrows) and PECAM (D, open arrows)
in aorta from cholesterol-fed animal delineates

neovasculature. Prevalence of amb3-integrin
staining in control rabbit (B, solid arrows) is
far less prominent than in cholesterol-fed
animal (A). M, media; Av, adventitia.
(Reprinted with permission from Ref. [33].)

A

B

Figure 9.14. Quantitative analysis of MRI
signal enhancement (percent) from aorta (A)
and skeletal muscle (B) after treatment with
amb3-targeted or nontargeted nanoparticles in

cholesterol-fed or control diet groups.
*P<0.05 for cholesterol-fed/targeted vs. all
other groups. (Reprinted with permission from
Ref. [33].)
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Nominal Diameter = 250nm

Figure 9.15. Particle size distribution of amb3-targeted (gray)
and nontargeted nanoparticles (black) demonstrating identical
physical characteristics of the two formulations. (Reprinted with
permission from Ref. [70].)

particle accumulation through passive entrapment in the hyperpermeable angio-
genic vasculature vs. active targeting to the biochemical epitope of interest
(Fig. 9.14) [33]. Differences in particle size, however, may lead to differences in MRI
signal enhancement between targeted and nontargeted nanoparticles. Therefore,
the particle size distributions for the two formulations must be identical (Fig. 9.15)
[33].

Further confirmation of active particle targeting can be achieved with in vivo com-
petition procedures (Fig. 9.14) [33]. Targeted, high-avidity nanoparticles lacking the
paramagnetic chelate are injected in order to occupy all available binding sites, but
they do not provide MRI signal enhancement. Subsequent injection of targeted
paramagnetic nanoparticles will produce image enhancement only through passive
particle accumulation. Analysis of MRI signal enhancement in experimental control
animals, e.g., control diet rabbits, as well as control tissues, e.g., skeletal muscle,
provides even greater discrimination between the ability of the particle to actively
target the epitope of interest and passive accumulation of the agent (Fig. 9.14) [33].

In a similar manner, we have also demonstrated molecular imaging of angiogen-
esis in nascent Vx-2 tumors implanted in the hindlimb of rabbits [70]. Corroboration
between MRI signal enhancement and histological staining of angiogenic amb3-
integrin expression reaffirms the sensitivity of amb3-targeted nanoparticles. Compar-
ing the amount of MRI signal enhancement achieved with targeted nanoparticles
vs. nontargeted or competition formulations provides more supporting evidence for
the specificity of our molecular imaging contrast agent. In addition, we have shown
that some masses which appeared to be viable tumor on T2-weighted MRI were
revealed to be only tumor remnants by histology and consisted mostly of inflamma-
tory cells. These masses did not display MRI enhancement with amb3-targeted nano-
particles, further demonstrating the specificity of these methods for molecular im-
aging of active angiogenesis.
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9.6
Conclusions

Cellular and molecular imaging represents an emerging clinical diagnostic para-
digm that could alter the practice of medicine within the next decade. Today, charac-
terization of disease by histological biopsy sections suffers from errors induced
through limited sampling, which can fail to appropriately characterize the full extent
and severity of disease. However, with noninvasive imaging, a 3D representation of
the disease process can be developed, leading to improved disease delineation.
These methods clearly provide a tremendous opportunity to detect and treat disease
early. Targeted imaging agents can have many forms, use a variety of homing li-
gands, and be compatible with various imaging modalities. All of these characteris-
tics can ultimately improve or degrade the overall efficacy of the final contrast agent.
Therefore, each component must be carefully tested and optimized for clinical use.
Clearly, the success of molecular imaging agents has the potential to change the
future practice of medicine as these technologies reach the clinic.

The fields of cellular and molecular imaging and the associated nanotechnologies
are quickly evolving and constantly changing. The rapid progression of genomic
and proteomic sciences together with advances in basic molecular and cellular
research should continue to uncover new and useful molecular targets. Interdisci-
plinary efforts are expected to lead ultimately to the development of new biomarkers
of disease and surrogate end points for therapeutic studies.
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Abstract

Gene therapy relies on the efficient transport of oligonucleotides and plasmid DNA
through the cell membrane by mechanisms that are not well defined at present.
Research on viral and nonviral gene delivery vehicles is taking place at an acceler-
ated pace in academic and industrial settings to utilize the full potential of the
knowledge gained through the human genome sequencing effort. Viral vectors are
beset by toxic side effects on the immune system. Nonviral gene delivery vehicles
can be devoid of this adverse effect; however, most nonviral gene delivery vehicles
are not sufficiently effective for use in clinical settings. A major stumbling block in
the development of efficient gene delivery vehicles, including the oligonucleotide
delivery vehicles, is our lack of understanding of the physical properties of DNA in
the presence of delivery vehicles. Several investigations, including those originating
from our laboratories, have shown that DNA nanoparticle formation is a critical first
stage in the uptake of oligonucleotides and plasmid DNA in cancer cells. In this
chapter, we describe the agents that provoke DNA nanoparticle formation, physical
characterization of DNA nanoparticles, mechanism(s) involved in nanoparticle for-
mation, and gene therapy applications.

10.1
Introduction

The identification of disease-related genes and their complete nucleotide sequence
through the human genome project provides us with a remarkable opportunity to
combat a large number of diseases with designer genes in the form of either thera-
peutic oligonucleotides or plasmids carrying gene sequences. Gene therapy relies on
the efficient transport of DNA/oligonucleotides (ODNs) through the cell membrane.
This process is very inefficient, and the underlying mechanism or mechanisms are
not clear at present [1, 2]. Interestingly, viruses have mastered the technique of pene-
trating through the cell membrane because of their nanoparticulate structure and/
or the nature of the proteins on the viral envelope [3, 4]. Therefore, different types of
viruses, including retroviruses, adenoviruses, and adeno-associated viruses (AAV),
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have been used as gene delivery vehicles by many investigators [5]. In addition to
their ability to transfer the genes, viral particles interfere with the immune system
by triggering the production of antibodies and other proteins [6, 7]. In many cases,
the production of undesired proteins has triggered serious side effects, including
deaths in clinical trials [7]. Therefore, several academic and industrial laboratories
are involved in the development of nonviral gene delivery vehicles.

Development of nonviral gene delivery vehicles involves the interaction of nega-
tively charged DNA phosphate groups with agents that carry multiple positively
charged groups and/or polymeric chains. This process, known as DNA condensa-
tion, has been the subject of intense research during the past three decades
[1, 8–12]. In many cases, the cationic molecules are derived from the chemical struc-
tures of the natural polyamines putrescine (H2N(CH2)4NH2), spermidine
(H2N(CH2)3NH(CH2)4NH2), and spermine (H2N(CH2)3NH(CH2)4NH(CH2)3NH2).
Under physiological ionic and pH conditions, these molecules are positively
charged, and hence a dominant force in their interaction with DNA is electrostatic,
although site-specific interactions have also been implicated as playing a secondary
role [13–15]. An inorganic cation, cobalt hexamine (Co(NH3)6

3+) has also been used
by many investigators to study the mechanism of DNA condensation [9, 14–16]. In
general, condensation results in morphologically distinct DNA nanoparticles, as evi-
denced by electron and atomic force microscopic techniques [17, 18]. However, DNA
complexes formed with these small cationic molecules are labile to dissociation
under physiological ionic conditions. Therefore, higher-valency polyamines and de-
rivatives of spermidine and spermine have been synthesized as gene delivery vehi-
cles [1, 19]. The synthesized polycations condense DNA into nanoparticles and facil-
itate its cellular uptake. The cationic polyamines and polymers can provoke the con-
densation of large DNA molecules into compact particles, permitting the incorpora-
tion of gene-regulatory regions [20]. Nonviral vectors are also flexible to incorporate
functional groups so that cell-specific targeting and nuclear localization can be facili-
tated [21]. Stable gene delivery vehicles that are nontoxic and biodegradable with the
ability to protect DNA from degradation are of utmost interest [20–22]. In addition,
these vehicles may facilitate cellular uptake through membrane receptors and allow
endosomal release of the DNA [23–26].

The first step in the cellular transport of DNA nanoparticles is the electrostatic
interaction between the carrier/DNA complex and the anionic plasma membrane
[1, 27, 28]. Complex formation between DNA and cationic molecules results in posi-
tively charged nanoparticles, as measured by f potential. A positively charged struc-
ture facilitates adherence to the negatively charged cell surface receptors and endo-
cytosis. The amount of negative charges on the cell surface and the size of the car-
rier/DNA complex appear to be the determinants of successful gene delivery [29].
Depending on the size of the carrier/DNA complex, receptor-mediated endocytosis,
pinocytosis, or phagocytosis may occur. In the cytoplasm, endosomes are destabi-
lized, leading to the release of the DNA. A schematic diagram of DNA uptake in
cells is shown in Fig. 10.1 [1]. The common agents used for DNA condensation and
gene delivery applications are listed below.
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10.2
Agents That Provoke DNA Nanoparticle Formation

10.2.1
Polyamines

The polyamines spermidine and spermine and their synthetic analogues are excel-
lent promoters of DNA nanoparticle formation [8, 9, 14, 18, 30–33]. The ability of
polyamines and their analogues (Fig. 10.2) to compact DNA has been studied by
several investigators as a model system to understand the mechanism of DNA com-
paction in phage head [8, 9]. Bloomfield and colleagues [8, 9, 13, 14, 32] have used
the counterion condensation theory developed by Manning [34] and Record et al. [35] to
calculate DNA charge neutralization in the presence of spermidine and spermine, and
found that DNA collapse occurs at >89% charge neutralization. Earlier work considers
cationic polyamines as point charges without any defined structure. However, two triva-
lent cations, cobalt hexamine3+ and spermidine3+, differ in their ability to condense
DNA, suggesting the importance of site-specific interactions in addition to the overrid-
ing electrostatic interactions [14]. Recent studies with a series of isovalent spermine ho-
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Figure 10.1. DNA uptake by mammalian cells.
DNA is compacted in the presence of poly-
cations into ordered structures such as toroids,
rods, and spheroids. These particles interact
with the anionic proteoglycans at the cell sur-
face and are transported by endocytosis. The
cationic agents accumulate in the acidic vesi-
cles and raise the pH of the endosomes, inhi-
biting the degradation of DNA by lysosomal

enzymes. They also sustain a protein influx,
which destabilizes the endosome and releases
DNA. The DNA is then translocated to the
nucleus either through the nuclear pore or with
the aid of nuclear localization signals, and
decondenses after separation from the cationic
delivery vehicle. (Reproduced with permission
from Ref. [1].)
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mologues further show the importance of polyamine structure in DNA condensation
(Fig. 10.3) [30]. There are also significant differences in the relative affinity of these ho-
mologues to DNA, as measured by the ethidium bromide displacement assay (Tab.
10.1). Although tetravalent polyamines are not very efficient in DNA transport in cells,
higher-valency analogues, including the hexamines facilitated the transport of a 37-
nucleotide (nt) oligonucleotide in breast cancer cells (Fig. 10.4) [19]. The hexamines can
condense a plasmid DNA to toroidal nanoparticles, as measured by atomic force micros-
copy (AFM) (Fig. 10.5; Tab. 10.2).
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Figure 10.2. Chemical structures of the nat-
ural polyamine, spermine (3–4-3) and its analo-
gues. The polyamine analogues are abbre-

viated by a number system that represents the
number of methylene bridging groups between
the primary and secondary amino groups.

Figure 10.3. Typical plots of the relative inten-
sity of scattered light at 90� plotted against the
concentrations of spermine (O), 3–10–3 (~),
3–11–3 (d, and 3–12–3 (h). The k-DNA

solution had a concentration of 1.5 lM DNA
phosphate, dissolved in 10 mM Na cacodylate
buffer, pH 7.4. (Reproduced with permission
from Ref. [30].)
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Figure 10.4. Time-course of uptake of a 37-nt
triplex-forming oligonucleotide (TFO) in the
presence of hexamines, 3–3-3–3-3, 3–4-3–4-3
and 3–3-4–3-3. MCF-7 breast cancer cells
(5 x 105 per well) were plated in six well plates
and allowed to adhere for 24 h. Triplicate wells
were treated with a 250,000 cpm level of
32P-labeled TFO in 0.5 ml prewarmed (37 �C)

medium. Cells were harvested at the indicated
time points. Cell lysate was prepared and radio-
activity determined by scintillation counting.
The concentrations of hexamines used in these
experiments were: 0 (O), 0.25 (r), 0.5 (j),
1 (,), and 2.5 lM (d). Data shown are mean
– SD from triplicate experiments. (Reproduced
with permission from Ref. [19].)
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Table 10.1 Relative binding constants of polyamine analogues
for calf thymus DNA, as measured by the ethidium bromide
competition method.

Polyamine homologue Relative binding constanta

3–2-3 0.4
3–3-3 0.6
3–4-3 (spermine) 1.0
3–5-3 1.3
3–6-3 1.1
3–7-3 1.0
3–8-3 0.7
3–9-3 0.5
3–10–3 0.5
3–11–3 0.4

a The binding constants were calculated as the reciprocal of the 50%
concentration of polyamine homologues required to displace 50%
ethidium bromide bound to k-DNA. The reproducibility with these
results was within 3% in repeated measurements. The results are
normalized with respect to spermine. (Reproduced with permission
from Ref. [30].)
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A B

 C D

Figure 10.5. Atomic force microscopy images
showing the toroid structures of pGL3 plasmid
DNA formed by incubation with 25 lM sper-
mine (A), 5 lM 3–3-3–3 (B), 2 lM 3–4-3–4-3
(C), and the partly formed toroids observed in
the presence of 2 lM 3–4-3–4-3 (D). D provides

evidence for spooling of DNA to form toroids.
Scale bar is 200 nm. (Reproduced with permis-
sion from Nucleic Acids Research 2004, 32,
127–134. Copyright 2004 Oxford University
Press Ref. [33].)
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Table 10.2 AFM measurement of the outer diameter and
height of toroidal DNA nanoparticles formed in the presence of
polyamine analogues.

Polyamine Outer diameter
(nm)

Mean height
(nm)

3–4-3 (Spermine) 191– 12a 2.61– 0.77b

3–3-3–3 168– 5.4

3–3-3–3-3 117– 8.8

3–4-3–4-3 118– 10.8

a Mean – S.E.M. of 5–7 toroids measured in each case.
b The toroid height given here is the average value for 28 toroids,

formed in the presence of polyamines shown in column 1 of this
table.
(Reproduced with permission from Ref. [33].)

10.2.2
Cationic Lipids

A group of cationic molecules that has attracted much attention in preclinical and
clinical gene therapy trials is the cationic lipids [26, 27, 36, 37]. These molecules
possess a hydrophobic group and a polar group (Fig. 10.6). A large number of lipids
have been developed to transfect DNA; the best known are DOTAP (N-1 (-2,3-dio-
leoyloxy) propyl)-N, N, N-trimethylammoniumethyl sulfate), DOTMA (N-1- (2,3-dio-
leoyloxy) propyl)-N, N, N-trimethylammonium chloride), DOGS (dioctadecylamido-
glycylspermine-4-trifluoroacetic acid), and DOSPA (2,3-dioleoyloxy-N-[2-(spermine-
carboxamido)-ethyl]N,N-dimethyl-propan-1-aminium trifluoroacetate). These are
available as commercial DNA transfection agents. These agents can form DNA
nanoparticles by electrostatic interactions between the positively charged polar head
group of the lipid and the negatively charged phosphate group of DNA [36]. Increas-
ing the number of amino groups per molecule and the distance between amino
group and hydrophobic group favors the transfection efficiency of cationic lipids.
Nanoparticle formation by complexation with lipids not only improves the transport
of DNA through the cellular barriers, but also protects it from enzymatic degrada-
tion in cell culture media [38–41]. The size of the particles ranges from 50 to 1000
nm. The large particles of liposome/DNA complexes are found to transfect cells in
vitro. Liposome DNA complexes are taken up by endocytosis, and after internaliza-
tion DNA is released from the endocytic vehicle, leaving behind the liposome [42].
However, the transfection efficiency of liposome/DNA complex is relatively low in
vivo. In addition, many available cationic lipids are reported to be toxic [43]. Studies
in mice and macaques have shown that exposure to high doses or repeated doses
results in microscopic pathology and gross lung pathology.
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Figure 10.6. Chemical structures of commonly used cationic
lipids. The abbreviations are defined in the text.

10.2.3
Polyethylenimine

Polyethylenimine (PEI) is a group of synthetic polymers that are known to be effi-
cient in the transport of oligonucleotides and plasmid DNA in a variety of cell types
and animal models [44]. Linear and branched PEI (Fig. 10.7) can induce the conden-
sation of DNA to nanoparticles. The linear and branched nature of PEI as well as its
molecular weight play important roles in DNA condensation and transfection effi-
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ciency [45]. Branched PEI contains primary, secondary, and tertiary amino groups,
and acts as a proton sponge at the endosomal pH [1, 23]. The buffering capacity of
PEI is believed to contribute to its ability to deliver DNA within cells without degra-
dation. Unlike other polymers, PEI possesses intrinsic endosomolytic activity and
does not need any endosomolytic agent to escape from endosome [23, 45, 46]. A
confocal microscopic investigation shows that PEI DNA transport occurs without
the dissociation of the complex [47]. Poor solubility of the DNA/PEI complex at
physiological pH and toxicity of PEI in animal model studies are the major limita-
tions in using this polymer as a gene carrier. Derivatization of PEI with poly(ethyl-
ene glycol) (PEG) is reported to increase the solubility and reduce the cytotoxicity of
the PEI [47–50]. PEGylation improves the stability of nanoparticles and increases
their in vivo circulation time. A terpolymer of polylysine, PEG, and PEI has also
been investigated as an agent for DNA nanoparticle formation [51].
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Figure 10.7. Chemical structures of linear, branched, and poly-
ethylene glycol (PEG) derivatized polyethylenimines.
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10.2.4
Dendrimers

Polyamidoamine (PAMAM) and polypropylenimine (PPI, Fig. 10.8) dendrimers
have been studied for their ability to provoke DNA nanoparticle formation and facil-
itate DNA transport [52–57]. Tomalia et al. [52] reported the first preparation of an
entire series of dendrimers, possessing trigonal, 1- > 2 N-based, branching centers.
Compared to linear and branched polymers, the monodispersity and
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Figure 10.8. Chemical structures of five generations of polypro-
pylenimine dendrimers. The complexity of the dendrimers is
represented by generation numbers (G1 to G5).
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Figure 10.9. Cellular uptake of a 32P-labeled
31-nt oligonucleotide (ODN) in the presence
of polypropylenimine generation 4 (G-4) den-
drimer. Different cell lines (MCF-7 and SK-BR-3
breast cancer, LNCaP prostate cancer, and
SK-OV-3 ovarian cancer) were treated with a
250,000 cpm level (0.4 nM) of 32P-labeled
ODN after complexing with G-4 dendrimer in
six-well plates. At the indicated times, the med-
ium was removed, cells washed three times

with cold phosphate buffered saline, lysed, and
cell-associated radioactivity quantified by scin-
tillation counting. Control indicates the use of
labeled ODN in the absence of dendrimer.
The percentage increase in uptake is calculated
with reference to the control group. Results
presented are the mean of three separate tripli-
cate measurements. Error bars indicate S.E.M.
(Reproduced with permission from Ref. [56].)
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controllable surface functionality make the dendrimers an interesting class of gene
delivery vehicles. Haensler and Sz�ka [53] were the first to show that PAMAM den-
drimers are efficient gene transfer agents for a variety of cultured mammalian cells.
Generations 2 and 3 of PPI dendrimers have been shown to be effective in transfect-
ing a plasmid DNA in A431 cells [54]. We have found that all five generations of PPI
dendrimers can facilitate the transport of a 31-nt triplex-forming oligonucleotide in
breast, prostate, and ovarian cancer cell lines (Fig. 10.9) [56]. Nanoparticles formed
by the oligonucleotide have hydrodynamic radii ranging from 100 to 200 nm (Tab.
10.3). The oligonucleotide nanoparticles are protected from enzymatic digestion
within the cell for up to 48 h of treatment (Fig. 10.10). Synchrotron X-ray diffraction
studies show that the complex formed between generation 4 dendrimer and DNA is
in the liquid crystalline state [58], similar to the liquid crystalline textures observed
with polyamine/DNA complexes [59].
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4 h 6 h 8 h 24 h 48 h

+ + + + +

Figure 10.10. Stabilization of DNA by nano-
particle formation with polypropylenimine G-4
dendrimer. MDA-MB-231 breast cancer cells
were treated with a 31-nt 32P-labeled ODN
alone or 32P-labeled ODN/G-4 dendrimer com-
plex for the indicated time points. Cells were
washed with phosphate buffered saline and
DNase I (300 units ml–1) to remove cell sur-
face-associated ODN. 32P-labeled ODN was
then extracted from cells and characterized by
20% polyacrylamide gel electrophoresis. Lanes

2, 4, 6, 8, and 10 show 32P-labeled ODN
extracted from cells treated with 32P-labeled
ODN alone. Lanes 3, 5, 7, 9, and 11 show
32P-labeled ODN extracted from cells treated
with 32P-labeled ODN/G-4 complex. Lane 1 (C)
is 32P-labeled ODN in sterile water, used as a
marker of the intact 32P-labeled ODN migra-
tion in the gel. ODN/G-4 nanoparticles had a
remarkable stability within the cells. (Repro-
duced with permission from Ref. [56].)
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Table 10.3 Hydrodynamic radius of the nanoparticles formed from a 31-nt oligonucleotide in the
presence of polypropylenimine dendrimers.a

Concentration
of dendrimer (lM)

Hydrodynamic radius (nm)

G-1 G-2 G-3 G-4 G-5

1 – –b 240–11 172–1 196–2
2.5 – – 181–12 143–10 160–8
5 279–9 193–16 166–1 156–1 163–8

10 235–4 233–15 137–9 137–3 158–4

a All measurements were done using dynamic laser light scattering
equipment. Measurements were done in a buffer containing
approximately physiological concentration of cations (120 mM KCl,
10 mM NaCl, 2 mM MgCl2, and 0.1 mM CaCl2) at 22 �C. The con-
centration of oligonucleotide used in these experiments was 0.1 lM
oligomer.

b Dashes indicate that no particles were formed.
(Reproduced with permission from Ref. [56].)

10.2.5
Proteins and Polypeptides

DNA nanoparticle formation within the cell is mainly achieved by the interaction of
DNA with cationic proteins or peptides, such as histones and protamines. DNA in
sperm and certain viruses is condensed by protamine, which contains arginine-rich
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domains that can bind with the phosphodiester backbone of DNA. Protamine-medi-
ated DNA condensation causes adjacent arginine residues to interlock both strands
of the DNA helix, making it transcriptionally inactive [60, 61]. There have been sev-
eral studies using protamine and related proteins to induce and stabilize DNA nano-
particles for gene delivery.

The cationic polypeptide, poly-l-lysine (PLL) (Fig. 10.11) contains protonated
amine groups, which can interact with DNA and provoke nanoparticle formation
[17, 18, 62, 63]. The size of the nanoparticles thus formed depends on the nature of
the PLL (linear versus branched as well as ionic conditions of the medium)
(Fig. 10.12) [17]. Although PLL is not a very efficient agent for transfecting DNA in
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A B C

D E F

Figure 10.12. Electron micrographs of the
structures of condensed DNA complexes
prepared at different ionic strengths and
poly-l-lysine/DNA ratios. Electron micrographs
of 0.04% uranyl acetate-stained DNA com-
plexes were prepared using plasmids pCMV-
Luc and GalPLL256 [17]. Samples were stained
within 30 min after their preparation.
(A–C) DNA samples prepared at 1 M NaCl with
GalPLL256. (D–F) DNA samples prepared at

0 M NaCl with GalPLL256. r values (poly-l-ly-
sine to DNA ratio) are as follows: (A, D) 0.25;
(B, E) 0.5; (C, F) 0.75. There was no adjust-
ment of salt concentration before processing
samples. Open arrows, spherical complexes;
solid arrows, rod-like complexes (major dia-
meters of ~100 nm); thin arrows, aggregated
structure including large rods and toroids com-
plexes. The bars in all panels represent 100 nm.
(Reproduced with permission from Ref. [17].)
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cells, conjugation to a receptor enhances its ability as a gene delivery vehicle [64–67].
Complex formation between PLL and DNA can also protect the DNA from enzy-
matic degradation within the cellular environment [68].

Low-molecular-weight peptides are also reported to condense DNA to nanoparti-
cles, but the in vivo efficiency of these complexes for gene delivery is poor because of
the low affinity of the peptides for DNA. To improve the DNA binding and transfec-
tion efficiency, stable cross-links were introduced to the condensates using bifunc-
tional agents such as glutaraldehyde or sulfhydryl groups [9, 69–71]. Short peptides
possessing multiple cysteine residues form interpeptide disulfide bonds when
bound to DNA and after internalization. The half-life of DNA in mouse liver is
extended by a formulation of sulfhydryl-linked gene delivery system [72].

10.2.6
Polymers

Chitosan is a natural polymer consisting of two subunits, d-glucosamine and N-
acetyl-d-glucosamine linked together by glycosidic bonds (Fig. 10.13). It is compara-
tively nontoxic and has a high transfection efficiency after nanoparticle formation
[73–77]. Chemical modification is feasible in this system because of the availability
of a large number of surface functional groups. Chitosan and its derivatives were
found to be promising vectors for gene delivery [73].
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Figure 10.13. Chemical structure of chitosan.

Neutral polymers such as PEG and poly(ethylene oxide) cause DNA condensation
at high ionic strength [78]. These uncharged flexible polymers act as crowding
agents and provoke DNA condensation through an excluded volume mechanism.
PEG is being used as part of the graft polymers in conjunction with PEI, folate
receptors, and polylysine to improve the stability of the DNA condensate and trans-
fection efficiency [79–81].

In summary, a large number of agents that can interact with DNA and provoke
nanoparticle formation are being studied in academic and industrial settings for the
development of nonviral gene delivery vehicles.

10.3
Characterization of DNA Nanoparticles

The following three methods are commonly used for the characterization of DNA
nanoparticles in gene therapy applications: (i) laser light scattering; (ii) electron mi-
croscopy; and (iii) atomic force microscopy.
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10.3.1
Laser Light Scattering

Bloomfield and colleagues [8, 14, 82] have pioneered the application of laser light
scattering to the study of DNA condensation. Extended DNA structure in solution is
in a worm-like configuration and the surface area is not sufficient to scatter light.
Therefore, the intensity of light scattered by dilute solutions of DNA (~1 lM) is not
much different from that of the buffer in which the DNA is dissolved. However, a
marked increase in the intensity of the scattered light occurs at a critical concentra-
tion of the condensing agent, indicating the compaction of DNA to structures with a
high surface area, such as spheroids and toroids. The increase in the scattered light
intensity is dependent on the concentration of the condensing agent up to a point,
and then levels off at higher concentrations (Fig. 10.14) [33]. The efficacy of the con-
densing agents can be quantified by determining the EC50 value, the concentration
of a condensing agent at the midpoint of DNA condensation. In a buffer containing
10 mM Na cacodylate (pH 7.4), the EC50 values for spermine (3–4-3), norspermine
(3–3-3), pentamine (3–3-3–3), and two hexamines (3–3-3–3-3 and 3–4-3–4-3) are
11.3, 10.6, 1.5, 0.49, and 0.52, respectively [33]. This result indicates that the penta-
mine and hexamine analogues are more efficacious than spermine in condensing
the plasmid pGL3.

Dynamic light scattering provides a quick and accurate measurement of the parti-
cle size and particle size distribution of DNA nanoparticles in solution. Molecules
undergoing brownian motion cause fluctuations in scattered light intensity [82].
This scattered light intensity has a time scale that is related to the speed of move-
ment of the molecules, and hence to their size. In the experimental set-up, a laser
beam passes through a small quartz cell containing the sample (polyamine/DNA
mixture), and the scattered light at 90� to the beam path is collected and converted
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Figure 10.14. Typical plots of the relative
intensity of scattered light at 90� plotted
against the concentrations of spermine and its
analogues. The pGL-3 luciferase plasmid DNA
solution had a concentration of 1.5 lM DNA
phosphate, dissolved in 10 mM Na cacodylate
buffer, pH 7.2. The symbols are as follows:

(A) 3–3-3 (d, 3–4-3 (O), 3–2-3 (j);
(B) 3–3-3–3 (h), 3–3-3–3-3 (D), and
3–4-3–4-3 (~). (Reproduced with permission
from Nucleic Acids Research 2004, 32,
127–134. Copyright 2004 Oxford University
Press Ref. [33].)
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to electrical pulses which can be processed and analyzed by a series of computer
programs to extract information about particle size, diffusion coefficient, and other
parameters. For example, the collection of photons into time windows or channels
and subsequent analysis (autocorrelation) of this data yields the translational diffu-
sion coefficient, DT. For monodisperse particles much smaller than the incident
beam, the autocorrelation function g(1)(s) is given by the following equation [82]:

g(1)(s) = exp(-Dq2(s)), (1)

where (s) is the decay time and q (= 4pn/k0sinH/2) is the scattering vector, which is
a function of solvent refractive index n, the wavelength of the incident beam k0, scat-
tering angle H, and diffusion coefficient D. The hydrodynamic radius (Rh) is calcu-
lated from the diffusion coefficient using the Stokes–Einstein equation:

Rh= kT/6pgD, (2)

where k is the Boltzmann constant, T is the absolute temperature, and g is the sol-
vent viscosity.

The results of light scattering experiments can be complicated by the presence of
dust or other particles in the sample. This can be circumvented by filtering the solu-
tion through 0.45-mm millipore filters and centrifuging the sample for 30 min at
500 � g. The size range that can be measured by commercial dynamic light scatting
equipment is 1–1000 nm.

10.3.2
Electron Microscopy

Electron microscopy (EM) has been used to visualize DNA nanoparticles formed in
the presence of multivalent cations (Fig. 10.15). EM can be used to determine the
size, shape, and dimensions of DNA nanoparticles. Hud and colleagues [83, 84]
used the technique to identify hexagonal packing of DNA in toroids, using freeze-
fracture microscopy. The experimental procedure is relatively simple in a laboratory
with access to a good electron microscopy facility. Solutions of DNA nanoparticles
(formed by mixing and incubating the DNA with the condensing agent) are placed
on Formvar-coated grids [31, 83, 84]. After 3–5 min, the solution is drained off with
a filter paper and grids stained with a drop of 1% w/v uranyl acetate. Samples are
observed in an electron microscope with appropriate magnification. A major source
of error in scanning electron microscopy is in sample preparation and image distor-
tions or irregularities. Segregation of particles during sample preparation can lead
to heterogeneous deposition. Poor statistical sampling resulting from counting only
a small number of particles is another limitation. Particles of a large size range
(5–500,000 nm) can be measured using electron microscopy.

Electron microscopy can be complemented with polarizing microscopy to deter-
mine the liquid crystalline textures of DNA in the presence of condensing agents
[59]. For these studies, the condensates are deposited between a slide and coverslip.
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Figure 10.15. Electron micrograph of DNA nano-
particles formed in the presence of spermidine.
Poly(dA-dT).poly(dA-dT) solution (3 lM DNA phos-
phate) in 10 mM NaCl, 1 mM sodium cacodylate, and
200 lM spermidine was placed on a carbon-coated grid
and counterstained with 1% uranyl acetate. The bar
indicates 100 nm.

A B

DC

Figure 10.16. Effects of spermine and
N1-acetylspermine on the liquid crystalline
phase transitions of calf thymus DNA. (A) DNA
(25 mM in Na cacodylate buffer) was mixed
with 1 mM spermine and incubated on a glass
slide at 22 �C for 15 min (100�). A planar
cholesteric phase with a three-dimensional
network is observed. (B) The glass slide in
(A) was incubated for 12 h at 37 �C and viewed

through the plate under crossed polars (200�).
Fingerprint texture with antiparallel grain
boundaries is found. (C) Large pitch choles-
teric phase was observed when the glass slide
was further incubated for 24 h at 37 �C (180�).
(D) DNA was mixed with 1 mM N1-acetylsper-
mine and incubated for 48 h at 37 �C (45�).
A crystalline phase is obtained. (Reproduced
with permission from Ref. [59].)
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The coverslips are sealed with a solution of polystyrene and plasticizer in xylene to
prevent dehydration. Textures are allowed to stabilize for a few minutes to a few
hours. Recent studies indicate the formation of two types of liquid crystalline phase:
a cholesteric phase and a columnar hexagonal phase in DNA treated with a natural
polyamine (Fig. 10.16) [59]. The thermodynamic stability of cholesteric phases
formed from DNA can be determined by monitoring different phases under a mi-
croscope as a function of temperature, salt concentration, and DNA dilution. It is of
interest to examine whether the ability of DNA to form different liquid crystalline
phases is related to the efficacy of different agents to facilitate the cellular transport
of DNA and oligonucleotides.

10.3.3
Atomic Force Microscopy

Atomic force microscopy (AFM) is the preferred technique for visualizing DNA
nanoparticles and making quantitative three-dimensional measurements. AFM,
which was invented in 1986, expanded the application of scanning tunneling mi-
croscopy to nonconductive, soft, and living biological samples [85–88]. AFM has sev-
eral capabilities, including imaging topographic details of surfaces from the submo-
lecular level to the cellular level [89], monitoring the dynamic processes of single
molecules in physiologically relevant solutions [90], measuring molecular interac-
tions [91], and characterizing the mechanical properties of single molecules or sin-
gle nanostructures [92]. In general, mixing DNA and condensing agent in solution
forms DNA nanoparticles. However, nanoparticles have also been prepared on a
solid surface for imaging. When the nanoparticles are formed in solution, they can
be immobilized onto a freshly cleaved mica surface and AFM imaging done in air or
in solution. In general, imaging in air is much easier than imaging under solution
conditions, and can provide valuable structural and morphological information
about DNA nanoparticles in three dimensions. For example, the size, height, shape,
and volume of the particles can be easily obtained for spherical or rod-like struc-
tures, after obtaining the AFM images. For toroidal structures, which are commonly
formed during DNA condensation, the toroidal radius and volume can be deter-
mined by AFM software as described by Rackstraw et al. [92] (Fig. 10.17). Cross sec-
tions of the ring-like particles can be taken at 45� separations, and toroidal radii de-
termined from the cross sections at half-maximum height in order to minimize tip
convolution effects. The volume of single nanoparticles can be calculated using the
equation:

Volume = 2p2r2R, (3)

where the values of r and R are as defined in the legend to Fig. 10.17.
In the second case, the condensates can be formed directly on the substrate and

imaged by AFM directly in air or under solution. There are many attractive features
with regard to imaging under solution. The most obvious one is the ability to follow
the dynamic condensation process in physiologically relevant buffers in real time.
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A B C D
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Figure 10.17. Representation of a toroidal structure used to
calculate the condensate volume using Eq. (3). In this figure,
r = {(A–D)(B–C)}/4, and R = {(B–C)/2} + r.

Compared to electron microscopy, the ability to image in solution under native con-
ditions is the most striking feature of AFM. AFM can be operated in both tapping
mode and contact mode to image the DNA nanoparticles. Tapping mode is more
commonly utilized, because the destructive effect of the AFM tip on the DNA nano-
particles (which are usually soft) is much less in tapping mode than in contact
mode imaging.

10.3.3.1 DNA Nanoparticle Studies by AFM
Examples of DNA nanoparticle formation in the presence of PPI dendrimer (genera-
tion 4) and spermidine are shown in Fig. 10.18. The DNA structure gradually
changes from fully uncondensed plasmid structures to partially condensed flower-
like structures in the presence of 2.5 lM PPI dendrimer. In the presence of 10 lM
spermidine, compact, fully condensed nanoparticles are observed. Using AFM, Iwa-
taki et al. [93] have observed competition between compaction of single chains and
bundling of multiple chains in giant DNA molecules with spermidine as a conden-
sing agent. When the concentration of DNA was <1 lM in base-pair units, individ-
ual DNA molecules condensed into a compact structure, whereas a thick fiber-like
assembly of multiple chains occurs when the concentration of DNA is increased to
10 lM. In other studies, different morphologies, including flowers, disks, toroids,
and branch-like structures are observed by AFM at different stages of DNA conden-
sation or under different condensation conditions [94–96].

DNA nanoparticle formation in the presence of poly-l-lysine (PLL), modified PLL,
spermidine, and PEI has been extensively studied using AFM [18, 96–101]. Hansma
and collaborators [18, 96, 101] employed AFM to study the extent of DNA condensa-
tion in approximately 100 different complexes of DNA with PLL or PLL attached to
the glycoproteins, asialoorosomucoid (AsOR), or orosomucoid. They found that
DNA condensation is efficient with 10-kDa PLL covalently attached to AsOR at a
lysine:nucleotide (Lys:nt) ratio of 5:1 or higher. Large numbers of toroids and short
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rods with contour lengths of 300–400 nm are produced under these conditions.
Furthermore, it has been found that PLL-AsOR enhanced gene expression in the
mouse liver approximately 10- to 50-fold as compared with PLL alone. The study by
Wolfert and Seymour [99] on the influence of the molecular weight of PLL on the
size of DNA nanoparticles shows that the smallest PLL (MW: 3970) produce more
homogeneous complexes with diameters ranging from 20 to 30 nm as compared to
the large complexes (120–300 nm) formed in the presence of high-molecular-weight
PLL (MW: 224,500). DNA nanoparticles formed with low-molecular-weight PLL
have significantly lower cytotoxicity than those formed with high-molecular-weight
PLL. Interestingly, PEI is more efficient than PLL for nanoparticle formation for
gene delivery applications [45, 94, 100, 101]. AFM studies show DNA aggregation
and partially condensed nanoparticles in the presence of PLL, whereas PEI can pro-
voke nanoparticles of 30–60 nm. Rings, extended linear structures, toroids, rods,
and other intermediates are found in AFM studies of nanoparticles provoked by
PLL-polymer conjugates.

Han et al. [102] show condensation of plasmid DNA by a water-soluble lipopoly-
mer into spherical particles of approximately 50 nm diameter. Lim et al. [103] con-
firm by AFM the formation of self-assembling biodegradable complexes between
DNA and poly[a-(4-aminobutyl)-l-glycolic acid], a non-toxic polymeric gene carrier.

In addition to cationic DNA condensing agents, neutral amphiphiles that possess
a DNA molecular recognition unit with a hydrophobic region and a PEG unit have
also been shown to condense plasmid DNA successfully [78, 79]. AFM studies show
a range of collapsed states from partial collapse to the condensed supramolecular
toroidal structures, which have an outer and inner diameter of approximately 100
nm (range 106�22 nm) and 20 nm (range 21�11 nm), respectively. These amphi-
philes represent the first step toward identifying the design requirements for a selec-
tive DNA binding/condensation agent. Isobe et al. [104] have studied the condensa-
tion of plasmid DNA with functionalized fullerenes by AFM. Gallyamov et al. [105]
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Figure 10.18. AFM images of DNA nanoparti-
cle formation from plasmid pGL3 in the pre-
sence of PPI dendrimer and spermidine.
(A) Plasmid DNA on mica surface; (B) partially

condensed plasmid DNA in the presence of
2.5 lM generation-4 PPI dendrimer; (C) plas-
mid DNA condensed in the presence of 10 lM
spermidine.
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have investigated the process of compaction of high-molecular-weight T4 DNA
directly in an AFM liquid cell. AFM images of globules formed by compaction of
DNA in water–alcohol environments at high isopropanol concentration (80%) have
also been obtained. By using the technique of deconvolution of the AFM images, it
is shown that the globule contains only one closely packed DNA molecule. Our
recent studies demonstrate toroid formation of a plasmid DNA in the presence of
polyamine analogues (Fig. 10.5) [33].

DNA condensation occurring on surfaces has also been studied [106–111]. Dimi-
triadis et al. [106] used AFM to study the conformation of DNA adsorbed from aque-
ous solutions containing monovalent (Na+), divalent (Ca2+), and trivalent (spermi-
dine3+) cations on different solid substrates (hydrophobic, moderately hydrophilic,
and hydrophilic surfaces). It is shown that the substrate surface energy mediated
DNA/DNA interaction, leading to the formation of a variety of structures. It has also
been shown that the condensed DNA structures are formed on hydrophobic sur-
faces even in the absence of multivalent cations. The study by Allen et al. [108] on
DNA–protamine complexes bound to mica by AFM shows that the morphology of
the structures varies depending on the sample preparation method. For example,
interstrand, side-by-side fasciculation of DNA and toroidal-like structures are ob-
served for complexes formed in solution, following direct mixing of the DNA and
protamine. Large aggregates of DNA are also observed occasionally. However, if the
DNA is first attached to the mica surface, prior to addition of the protamine, only
well-defined toroidal structures are formed, without DNA fasciculation or aggrega-
tion. The mean diameter of the toroids is 39.4 nm. The structures indicate that the
condensed DNA is stacked vertically by four to five turns with each coil containing
as little as 360–370 bp of B-form DNA. Fang et al. [110, 111] showed the two-dimen-
sional condensation of DNA molecules on cationic lipid membrane by AFM. It was
found that the fluidity of cationic membrane promoted the close packaging of both
linear and circular DNA molecules, independent of the length of the DNA. The aver-
age interhelical distance for closely packed DNA is over twice the average diameter
of DNA.

It is noteworthy that different nanoparticle structures are formed with DNA,
depending on whether the condensation process is performed in solution or on a
solid surface. For example, Allen et al. [108] show distinct toroidal structures when
protamine is added to DNA on a mica surface. However, when DNA and protamine
are mixed and incubated in solution before transfer onto mica surface, a network of
DNA with a few thin toroids is found. Fang et al. [110] reported similar results when
they used silanes as condensing agents. When silanes and DNA are preincubated in
solution, looped structures including flower and sausage shapes are observed,
whereas on a silicon surface silanes condense DNA into distinct toroids, whose size
depends on the length of the DNA.

10.3.3.2 Limitation of AFM Technique
Compared to transmission electron microscopy, AFM not only provides direct three-
dimensional images of DNA nanoparticles, but also has the capability of operating
in solution, thereby providing a new avenue to determine the structures of biological
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specimens at high resolution in physiologically relevant ionic and pH conditions.
However, like any physical technique, AFM is not perfect, and has limitations based
on the sample preparation method. As previously discussed, most DNA nanoparti-
cles for nonviral gene delivery are prepared in solution. In order to image these
nanoparticles by AFM, they have to be first transferred and immobilized onto a sub-
strate, which in most cases is mica, and then the substrate fastened to the AFM
instrument. A common sample preparation follows a two-step procedure:

1. Deposit an aliquot of the solution of DNA nanoparticles on a freshly cleaved
mica surface (modified or unmodified).

2. Rinse and blow dry the sample on the mica surface after a predetermined
incubation period.

While following this basic procedure, details of sample preparation differ from
laboratory to laboratory. For example, Sun et al. [112] use a filter paper to remove the
residual solution after depositing the condensation solution onto the mica surface
with an incubation period of 1 min. This procedure may interfere less with the
immobilization of the DNA condensates on the surface than rinsing with water,
which can either wash away the DNA condensates or induce decondensation. Fang
et al. [111] find that rinsing with water prior to drying the mica surface fails due to
the rapid decondensation of the condensates. To avoid decondensation, they dry the
samples with compressed air after a 5-minute incubation, and then conduct the
AFM imaging without rinsing. This procedure can prevent decondensation of the
condensates on the mica surface, with the limitation that a high concentration of
condensing agents may interfere with the AFM imaging. In most cases, immobiliza-
tion of DNA condensates is mainly due to the electrostatic interaction between the
DNA condensates and the mica surface. Therefore, when the DNA condensates are
overall positively charged, the condensates can usually adsorb and adhere to the un-
modified mica with overall negative charge. However, when the DNA condensates
are overall negatively charged or the interaction between positively charged DNA
condensates and unmodified mica surface is too weak to immobilize the DNA con-
densates, an appropriate procedure must be adopted to obtain successful immobili-
zation. A common procedure employed is to modify the mica surface. For example,
Dunlap et al. [94] have modified mica to be positively charged (poly-l-ornithine-coat-
ed mica) to immobilize the incomplete condensates with overall negative charge
while bare mica with negative charge is used to immobilize the completely saturated
condensates, which are positively charged. Furthermore, to enhance the adhesion of
some condensates to the surface, Dunlap et al. [94] use another procedure, in which
they first submerge the prepared mica substrate in the diluted condensate solution,
centrifuge it for 10 min, and then rinse the substrate for imaging. By this procedure,
the condensates and substrate surface are forced to be in close contact with each
other, resulting in stronger interaction.

It is evident from the above examples that the development of an appropriate pro-
cedure to prepare the DNA condensates on the mica surface for imaging is key to
the success of the AFM imaging. Without successful immobilization of the DNA
condensates on the mica surface, it is misleading to conclude that no condensates
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are formed, based on the result that no condensates are observed by AFM. It may
also be wrong to conclude that some condensates are formed in solution only, based
on the AFM results. As previously discussed, uncondensed DNA or partially con-
densed DNA may get fully condensed on the mica surface [104–108].

AFM can be used for the characterization of particles of a wide size range, from 1
to 8000 nm. This technique also allows resolution of single double-stranded DNA
molecules on the mica surface.

10.4
Mechanistic Considerations in DNA Nanoparticle Formation

DNA is a highly charged molecule in solution and interacts with solvent and other
solutes over a potentially long distance. The negatively charged phosphate groups of
DNA molecule in solution repel each other, resulting in a worm-like chain with per-
sistence length of approximately 50 nm [113]. The conformation of DNA in solution
depends on solvent–polymer interaction and on interaction between the different
segments of the polymer. Condensation occurs as a result of the interplay of differ-
ent interactive forces in the presence of a condensing agent. In the presence of cat-
ionic molecules, DNA condensation is predominantly governed by electrostatic in-
teraction between the cations and negatively charged phosphate groups. DNA con-
densation in solution can be achieved in vitro by simple addition of multivalent
cations, cationic polymers, or neutral crowding molecules [9].

Theories based on electrostatic interaction of positively charged ions with DNA
postulate ion competition, and hence the driving force for multivalent ion binding
to DNA derives from a net gain in entropy by the release of DNA-bound monovalent
ions, such as Na+, into solution:

Multivalent ionm+ + DNA.nNa+ fi DNA.(n-m)Na+·multivalent ion+ + mNa+

When the bulk Na+ concentration is increased in the medium, the net gain in
entropy on releasing the bound Na+ to the solution decreases, and an increased con-
centration of multivalent ions is required to compete with Na+ to collapse DNA to
compact structures, such as toroids.

The dependence of the EC50 (concentration of condensing agent at 50% DNA
condensation) value of multivalent ions on the Na+ concentration is usually repre-

sented by a plot of ln[EC50] against ln[Na+]. The slope of this plot is a measure of the
binding affinity of counterions with DNA according to the counterion condensation
theory [8, 30, 32, 34, 35, 114]:

1 + ln(1000H1/c1vp1) = –2z1n(1–z1H1–z2H2)ln(1–e–kb) (4)

ln(H2/c2) = ln(vp2/1000e) + (z2/z1)ln(1000H1e/c1vp1) (5)

where c1 and c2 are the concentrations of counterions of charges z1 and z2 contribut-
ing to fractional charge neutralization of H1 and H2 and occupying volumes vp1 and
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vp2, respectively, when they are bound to DNA and k is the Debye screening para-
meter. n= qp

2/ekTb where qp is the charge of the proton, e is the bulk dielectric con-
stant, and b is the average linear charge spacing of the polyelectrolyte in the absence
of any associated ions. In other words, the parameter n is given by the ratio between
the Bjerrum length and the average axial charge spacing, that is, the contour length
divided by the number of charge groups. For double-helical B-DNA, n= 4.2, while for
the single-stranded DNA, n= 1.8. Manning [34] and Record et al. [35] calculated
these values, while Olson and Manning [115] provided a configurational interpreta-
tion of this result. k is given by the equation:

k = 3.29z1/2c1
1/2 (nm–1) (6)

Using this value of k in Eq. (4) and introducing the first term of Eq. (4) into Eq.
(5), the following equation can be derived after rearrangement:

lnc2 = [lnH2–ln(vp2/1000e)+2z2n(1–r)ln(3.29bf1/2)] + z2n(1–r)lnc1 (7)

In Eq. (7), r = z1H1 + z2H2, and the approximation of kb ~ (1–e–kb) has been intro-
duced in Eq. (4). The maximum extent of charge neutralization of DNA by a combi-
nation of Na+ and multivalent ion has been calculated to be ~91% [8]. Substituting
this value for r, the slope of a plot of lnc2 against lnc1 can be calculated to be 1.5
from Eq. (7). Experimentally determined values of the slope are very close to this
value for trivalent and tetravalent polyamines. However, this theory breaks down
when counterions of >4 positive charges are considered because of the high affinity
of these ions for DNA at low Na+ concentration [33]. A theory for calculating the
charge neutralization of DNA by polycations, such as PEI and PLL, is yet to evolve.

Counterion fluctuations and hydration forces play an important role in DNA con-
densation. Thermal fluctuation in the condensed counterion charge density along
the DNA chain can lead to nonuniformity. Interaction with a positive polyelectrolyte
can lead to inversion of the charge distribution on DNA [116]. At high ionic
strength, increased screening of repulsion between the charges causes the config-
uration of DNA to be more compact. Fenley et al. [117] have studied the condensa-
tion of counterions on different conformations of DNA chains, in linear DNA, DNA
circles, and closed circular supercoiled DNA configuration. They found that counter-
ion condensation is correlated to the conformation of DNA. More compact DNA
condenses more counterions.

Reorganization of water molecules between DNA duplexes in the presence of con-
densing agents is also an important aspect of DNA condensation. Kankia et al. [118]
studied the hydration effect in the condensation of DNA in the presence of
Co(NH3)6

3+ using ultrasonic and densitometric techniques. The binding was found
to be accompanied by dehydration from the hydration shells of DNA and
Co(NH3)6

3+, corresponding to the direct contact between the molecules. Conforma-
tional change in DNA structure toward a C-form was observed in the presence of
Mn2+ ions by electronic, vibrational, and circular dichroism studies [119]. The ability
of Mn2+ to disturb the structure of DNA might be via destabilization of hydration
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layers on the double helix and partial breakage of the hydrogen bonds between the
base pairs [120, 121].

Two major theories have been advanced to explain the formation of toroidal struc-
tures during DNA condensation (Fig. 10.19). Circumferential winding of DNA to
form toroids has been considered for toroid formation in earlier studies [9, 32, 33,
120, 121]. Some electron microscope and AFM studies support this model. Hud et
al. [122] proposed a kinetic mechanism in which the DNA molecule in solution is
coiled with a constant radius into a series of equally sized loops, which form toroids
in the presence of condensing agents. This model is in good agreement with several
observations in the literature. According to this model, spontaneous formation of
DNA loops in the presence of condensing agents provides a nucleation event for tor-
oid formation. This is kinetically favored because of random polymer fluctuation.
The size of the initial loop is suggested to be a factor in determining the size of the
condensate [122]. During DNA toroid formation, the growth of the loop proceeds
inward and outward equally, keeping the toroid diameter the same as the nucleation
loop. The most probable diameter of the loop that spontaneously forms from a DNA
molecule is calculated to be 50 nm under conditions at which the ionic strength of
the medium is >1 mM. Conwell et al. [83] have compared the condensates formed at
low ionic strength and in the presence of additional salt and shown that toroid thick-
ness is dependent on salt concentration. In the presence of added salt, secondary
growth of the toroid to the outside occurs, increasing the size of the toroid from the
initial loop diameter.

BA

Figure 10.19. Schematic representation of (A) circumferential
winding and (B) constant loop models for the formation of tor-
oidal nanoparticles of DNA.

An alternate mechanism of coil–globule transition has also been suggested as the
cause of condensation [33, 123]. The theory based on the coil-to-globule transition of
flexible polymer in poor solvents is valid only at low DNA concentrations [124, 125].
Since the DNA concentration is very high inside the condensates, this theory cannot
fully explain the actual process of condensation. In the condensed state, DNA exists
as liquid crystals with lattice spacings close to the bulk DNA liquid crystals at the
same osmotic pressure [59, 123]. Condensates can be considered as small liquid
crystals with free energy contributed from the bulk and due to the finite size [126].
The contribution from the finite size includes surface energy and elastic energy. The
compromise between these energies is suggested to be a factor in determining the
shape of the condensate.
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Crowding-induced DNA condensation occurs in the presence of neutral polymers
such as polyethylene glycol and polyethylene oxide. DNA compaction in bacterial
cells is reported to be crowding-induced [126]. This form of condensation is favored
at high ionic strength, where electrostatic repulsion among the chain is screened to
favor condensation. The ionic strength dependence of crowding-induced DNA con-
densation shows the existence of two states. At high ionic strength, the concentra-
tion of condensing agent required for condensation is independent of the ionic
strength. However, at low ionic strength, the critical concentration of condensing
agent is sensitive to ionic strength [127].

10.5
Systemic Gene Therapy Applications

While most of the nonviral gene delivery vehicles are being developed using in vitro
cell culture models, systemic gene delivery poses numerous challenges. Overcoming
serum endonuclease-mediated degradation of plasmid DNA, prevention of the
aggregation of nanoparticles in the presence of serum proteins, and the need for
tissue-specific targeting are major requirements for administering plasmid con-
structs for therapeutic purposes [128]. In addition to the use of liposomes, cationic
lipids, polymers, and peptides/proteins, attempts have been made to hydrophobize
DNA and assemble it into nanometer- or micron-sized particles with substantial
improvement in transgene expression [129]. Encapsulation of plasmid DNA in lipid
envelope and coating with PEG allows extended circulation after intravenous admin-
istration and results in accumulation of 10% of the injected dose in distal tumor [130].
Chenosy et al. [131] describe plasmid DNA encapsulation in cationic lipids and stabiliza-
tion with PEG with significant decrease in plasma clearance. Cui and Mumper [132]
have reported entrapping plasmid DNA using emulsifying wax and a cationic surfac-
tant. The stable, uniform nanoparticles (100—160 nm) are produced and plasmid DNA
coated on the surface of these preformed cationic nanoparticles or entrapped inside.
Tail vein injections in mice show that 40% of the entrapped plasmid DNA remains
in circulation, compared to 16% of naked DNA, 30 min after injection.

An example of successful nonviral vehicle used in gene therapy is leuvectin
[133]. Leuvectin is a plasmid DNA/lipid complex composed of an expression vector
encoding human interleukin-2 (IL-2) in a vehicle containing 5:1 mass ratio with
DMRIE/DOPE lipid (1,2-dimyristyloxypropyl-3-dimethylhydroxyethyl ammonium
bromide/dioleoylphosphatidyl ethanolamine). In vitro transfection of IL-2 plasmid
DNA/DMRIE/DOPE complex results in the expression of sustained levels of biolog-
ically active IL-2 [134]. In a murine model of renal cell carcinoma, direct intratu-
moral administration of an IL-2 plasmid DNA/DMRIE/DOPE complex has resulted
in complete tumor regression in the majority of mice. Leuvectin has been tested in
phase I and II clinical trials [135]. Results of these studies suggest its potential use
in prostate cancer, renal cell carcinoma, and melanoma patients. Other promising
vectors include DOTAP:cholesterol cationic liposome, which has been used to deli-
ver p53 and FHIT genes to primary and metastatic lung cancers [136].
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PEI-based aerosol formulations of gene therapy hold promise for pulmonary
dysfunctions such as cystic fibrosis, a1-antitrypsin deficiency, pulmonary hyperten-
sion, asthma, and lung cancer [137]. PEI-based aerosol is stable during nebulization
and results in highly efficient transfection and therapeutic response in several ani-
mal lung tumor models in conjunction with p53 and IL-12 genes. However, activa-
tion of the immune and inflammatory system is a real problem in the administration of
nonviral vectors to the lung [138]. Current research is focused on improvement of gene
delivery and expression by modification of delivery vehicles as well as by addition of
physical techniques such as electroporation and ultrasound [139, 140].

10.6
Future Directions

Nanotechnology is a multidisciplinary field undergoing rapid expansion with the
promise of new developments in medicine, genomics, communications, and
robotics. At the nanometer scale, the self-ordering forces and properties of materials
seem to be different from those at the macroscale. Theoretical understanding of the
properties of DNA at the nanoscale and the techniques to deliver DNA as nanoparti-
cles to specific cell types and disease states need to be perfected. Innovative ideas
such as DNA self-assembly on metal carbonate nanoparticles and dissolution of the
metal carbonate by acids to form DNA microcapsules are also under development
[141]. In current AFM studies of DNA condensation, mainly topographic informa-
tion is explored, although a variety of information including mechanical properties,
magnetic properties, and thermodynamic information can be obtained from AFM.
Experiments involving pulling on single DNA molecules and condensing agents
and elasticity measurements by AFM could provide valuable insights into the
dynamic changes in DNA morphology under different conditions. Two-dimensional
mapping of sample elasticity could be achieved by recording force curves while the
AFM tip scans across the sample [142]. Surprisingly, reports on the mechanical
properties of DNA condensates, such as elasticity and stiffness, are scant in the lit-
erature. It has been accepted that the condensed DNA is transported into cells by
endocytosis and escapes into the cytoplasm from endosomes. Subsequent transfer
from the cytoplasm to the nucleus has been thought to be a critical barrier because
the condensates often change their structure after endocytosis. It would be valuable
to investigate the morphological and mechanical properties of the DNA condensates
in relation to the stability of the condensates after endocytosis, and finally in relation
to the gene transfection efficiency.
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Abbreviations

AAV adeno-associated virus
AFM atomic force microscopy
DMRIE 1,2-dimyristyloxypropyl-3-dimethylhydroxyethyl ammonium bromide
DOGS dioctadecylamidoglycylspermine-4-trifluoroacetic acid
DOPE dioleoylphosphatidyl ethanolamine
DOSPA 2,3-dioleoyloxy-N-[2-(sperminecarboxamido)-ethyl]N,N-dimethyl-propan-

1 aminium trifluoroacetate
DOTAP N-1 (-2,3-dioleoyloxy) propyl)-N, N, N-trimethylammoniumethyl sulphate
DOTMA N-1- (2,3-dioleoyloxy) propyl)-N, N, N-trimethylammonium chloride
EM electron microscope
ODN oligodeoxyribonucleotide
PAMAM polyamidoamine
PEG polyethylene glycol
PEI polyethylenimine
PLL poly-l-lysine
PPI polypropylenimine
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11.1
Introduction

Nanotechnology involves materials and systems that measure between 1 and 100 nm
in at least one dimension. Nanomaterials form a bridge between the realm of indi-
vidual atoms and molecules and the macroworld. Nanoparticles are too small to sim-
ply obey classical physics and too large to be described by straightforward applica-
tion of quantum mechanics. They show very often unforeseen properties and these
properties can very often be modified by varying “just” the size of the particle. Na-
ture has been utilizing nanostructures for billions of years. These two properties, (i)
being about the size of “typical” biological objects and (ii) the possibility of tailoring
their properties by changing their size, make nanoparticles attractive for biomedical
applications.

Breathtaking developments in the area of nanotechnology (nanoparticles, nano-
films, nanotubes, etc.) over the last years have opened up avenues to dramatic
changes in the way devices, materials, and systems are fabricated. This new phe-
nomenon spanning various branches of science including chemistry, physics, biol-
ogy, medicine, and engineering is expected to raise quality of life by several orders of
magnitude [1]. Among the various forms of nanomaterials, there is a huge potential
for the application of nanoparticles in the field of biomedicine as demonstrated by
several publications over the last few years. Some of the biomedical applications for
functionalized nanoparticles that are under intensive investigation by several
research groups are: (i) sensors for detection of biomolecular interactions [2]; (ii)
cancer treatment using magnetic drug targeting [3]; (iii) contrast agents in magnetic
resonance imaging [4]; and (iv) magnetic carriers for cell separation, immobilization
of enzymes, and extracorporeal blood purification [5]. Magnetic nanoparticles form
the basis for all these applications. The other type of application depends on func-
tionalization of the nanoparticles.

A thorough literature search has indicated that even though there are several
research publications on the application of nanoparticles in cancer therapy and diag-
nosis, to the best of the present authors’ knowledge there is no complete review of
the existing literature. This review focuses on how nanoparticles are being used as
vehicles in the chemotherapy of cancer. Literature relating to the use of liposomes,
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11 Nanoparticles for Cancer Drug Delivery

micelles, or dendrimers is beyond the scope of this review, as is the application of
nanoparticles in cancer diagnosis.[FettU]

11.2
Cancer: A Fatal Disease and Current Approaches to Its Cure

Cancer is the second leading cause of death in the USA<<1, claiming a total of
553,768 lives per year. Despite new discoveries of drugs and treatment combinations
for cancer, the mortality rate has not changed in the past 53 years. However, the
overall survival rate has been increased by 13% since 1974, due to more sensitive
diagnostic techniques and early detection methods. Of the 699,560 men and 668,470
women predicted to be diagnosed with cancer in the year 2004, 64% are expected to
survive [6].

The second leading cause of cancer death is prostatic adenocarcinoma in men
and mammary carcinoma in women. Both these cancers develop mixed populations
of hormone (estrogen/androgen)-dependent and hormone-independent cells, which
are poorly to well differentiated and have variable proliferation rates. In cases of
organ-confined disease, radical prostatectomy is the preferred treatment in men and
mastectomy in women. Initially patients are treated with radiation and/or che-
motherapy (cyclophosphamide, doxorubicin, 5-fluorouracil, [7, 8], in addition to hor-
mone ablation. Although androgen ablation in prostate cancer patients (LHRH ago-
nists, leuprolide [9]) leads to a reduction of the primary tumor and to its partial
regression, within 2 years the disease can re-emerge in a poorly differentiated,
androgen-independent form, after which no therapy is available to prolong the life
of the patient [10]. In breast cancer patients estrogen ablation is achieved by tamox-
ifen treatment [11] or ovariectomy. Surgical removal of the primary tumor is invasive
and has side effects depending on the area of resection and on the tumor (whether
encapsulated or invasive). Often, removal of the primary tumor can lead to increased
proliferation of metastases, single metastatic cells, and dormant cancer cells.

Up to 70% of prostate cancer patients [12] and 40% of breast cancer patients have
occult metastases at the time of diagnosis [13]. Bone and lymph node metastases
occur in 26% of patients with prostate adenocarcinoma [14] and in 23% of breast
cancer patients [13]. More than 70% of patients die from skeletal metastases [15]
(Fig. 11.1).

Current treatments can only prolong the life of the patients, but do not cure.
Because of the high toxicity and poor specificity of currently used drugs, increasing
the chemotherapeutic dosages is not possible. Often, patients in relapse do not
respond to chemotherapy due to an acquired drug resistance which decreases the
efficacy of chemotherapy. Dormant metastatic disease cannot be targeted by che-
motherapy, and proliferation of occult breast cancer cells in the bone marrow is
responsible for a relapse of at least one-third of the patients [13, 16, 17].

Currently used chemotherapeutic drugs are systemically active and cannot target
single dormant cancer cells, tumors, or slow-growing tumors [13, 16, 18], as most
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A

B

Figure 11.1. Single cell seeding from primary tumors leads to
lymph node and bone metastases. Histological sections from
(A) lymph node metastasis from primary breast cancer tumor
and (B) primary breast cancer tumor.

chemotherapeutic drugs are not selective for cancer cells. To reach therapeutically
effective concentration at the tumor site, therefore, high systemic dosages are re-
quired, which cause severe side effects and peripheral tissue damage. Among these
side effects are destruction of bone marrow cells (which impairs the production of
erythrocytes), cardiotoxicity, nephrotoxicity, hepatotoxicity, and hematotoxicity. Bone
marrow cells produce erythrocytes for oxygen transport, so patients become anemic
as a result of bone marrow destruction. Hematotoxicity includes the destruction of
platelets needed for blood clotting and leukocytes to fight infections. Immediate
side effects are nausea, alopecia, and fatigue. Longer-lasting effects are the increased
susceptibility to infections, which persists until the immune system has recovered
from the chemotherapy (4–6 weeks).

Most of the chemotherapeutic drugs interfere with the proliferation machinery of
the cancer cells. Cyclophosphamide (Cytoxan) destroys genetic material which con-
trols tumor cell growth. Methotrexate and 5-fluorouracil (5FU) are antimetabolites
which interfere with cancer cell division. Antimicrotubule reagents prevent cell divi-
sion by acting on the microtubules; among these are paclitaxel (Taxol), docetaxel
(Taxotere), vincristine (Oncovin), and vinblastine (Velban). Doxorubicin (Adriamy-
cin) is a tumor antibiotic. In order to be effective these drugs need to accumulate in
the tumor cells.

High-dose chemotherapy does not necessarily cure the patient. Many patients
relapse. Recurrence of the cancer occurs after high-dose chemotherapy, often mani-
fested by the lack of response to further chemotherapy, which in turn leads to terminal
disease even after several years of apparent freedom from disease. This phenomenon is
defined as multidrug resistance and is attributed to multiple mechanisms [19, 20].

291



11 Nanoparticles for Cancer Drug Delivery

Most cancers, such as colon, kidney, breast, ovarian, prostatic, and lung cancers,
overexpress the p-glycoprotein gene (also known as the multidrug resistance gene).
Its gene product is the protein Pgp, which is located in membranes, Golgi appara-
tus, and nucleus [21, 22]. The p-glycoprotein (Pgp) is a transmembrane efflux pump
that actively excretes cytotoxic drugs of different molecular structure through an
ATPase mechanism [23]. decreasing intracellular drug concentrations. Modulators
for Pgp pumps have been reported and include verapamil, a compound which com-
petes with the drug efflux pump. During differentiation and progression, cancer
cells can acquire the ability to remove the administered drug through such a pump
mechanism. Other mechanisms include alteration of enzymatic activities such as
topoisomerase or glutathione S-reductase activity, altered apoptosis regulation,
altered transport, or alteration of intracellular drug distribution due to increased
sequestration of cytoplasmic vesicles [24].

The severity of side effects during administration of chemotherapeutic drugs and
the occurrence of multidrug resistance emerges as nonresponsive or refractory dis-
ease to chemotherapeutic drugs.

11.3
Characteristics of Tumor Tissues

Tumor tissue consists of various structures and areas of which the actual cancer
cells can occupy less than 50%, the vasculature 1–10%. The remaining structure
consists of a collagen-rich matrix. Histological evaluation of excised tumors revealed
rapidly growing regions interspersed with necrotic regions [25]. Tumors develop a
tortuous, chaotic capillary network that distinguishes it from normal vasculature,
which follows a hierarchic branching pattern [26]. The capillary vasculature in
tumors is often accompanied by occlusions, caused by rapidly proliferating cancer
cells. Compression of the vasculature [27] causes hypoxia and eventually necrosis of
viable tumor cells. In contrast to normal tissue, tumors often lack a functional lym-
phatic system. In addition to a high proportion of proliferating endothelial cells,
tumor vasculature shows aberrant basement membranes. Tumor blood vessels dif-
fer from normal vasculature in being up to 3–10 times more permeable [28], to
counterbalance the high oxygen and nutrient requirements of the fast-growing
tumor [29] (Fig. 11.2).

Macromolecules and drugs are transported into the tumor cells through interen-
dothelial junctions and vesicular vacuolar organelles and fenestrations. The range of
pore cutoff size in tumor tissue has been reported at between 100 and 780 nm [30,
31]. This range has been confirmed by measurements made in vivo through fluores-
cence microscopy [32]. The pore size can be increased up to 800 nm by perfusion
with low dosages (10 lg/ml) of vascular endothelial growth factor (VEGF) in human
colon tumors [33]. In a mouse model bearing human colon cancer xenografts, the
extravasation of polyethyleneglycol-stabilized liposomes of diameters from 100 to
400 nm was examined. VEGF perfusion increased the frequency of 400-nm pores in
the tumor vasculature and increased the number of transvascular pathways, open

292



11.4 Drug Delivery to Tumors

A

Enhanced Permeability

And Retention Effect

Single tumor cells

invade vascular
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B C

Macromolecules or nano

particles

Single tumor cell

Figure 11.2. A. Normal vaculature with part of cancerous tissue
(box). B. Single tumor cells pass through the hypermpermeable
vasculature. C. Enhanced permeability and retention effect. Grey
circles represent nanoparticles or macromolecules.

junctions, and fenestrae. For comparison, normal vasculature endothelium diame-
ter is less than 2 nm, 6 nm in postcapillary venules, 40–60 nm in kidney glomeruli
and 150 nm in sinusoidal epithelium of liver and spleen.

11.4
Drug Delivery to Tumors

The interstitial compartment of a tumor contains a network of collagen and elastic
fiber, which is immersed by hyaluronate and proteoglycan-containing fluid. The
interstitial pressure within the tumor tissue is elevated due to the lack of a lymphatic
drainage system [34, 35]. Increased interstitial pressure and rapid aberrant cell
growth are believed to be responsible for the compression and occlusion of blood
and lymphatic vessels in solid tumors [25] and for hindering the extravasations and
accumulation of the drugs in the tumor tissue.

The transport of a drug into the tumor area is dependent on the interstitial pressure
as well on its composition, charge, and the characteristics of the drug (hydrophobicity,
size) [36] as the interstitial pressure is higher than the pressure within the blood vessels
[37]. In addition the dense packing of tumor cells limits the movement of molecules
from the vessel into the interstitial compartment [38]. For example, colloidal particles
larger than 50 kDa enter the interstitial compartment through leaky vessels and accu-
mulate in the tumor tissue. This phenomenon is called the enhanced permeability and
retention (EPR) effect. The EPR effect is characterized by an accumulation of a drug in
the interstitium, exceeding the drug concentration in the plasma [39, 40], which then in
turn hinders diffusion of the drug into the interstitial compartment.
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The lack of tumor response to a drug (multidrug resistance) can be due to poorly
vascularized tumor regions and lack of drug accumulation in the tumor cells at a
therapeutically effective concentration. Interaction of macromolecules (drug) with
plasma can inactivate the drug by degradation or hydrolysis. The acidic environment
of the tumor can inactivate basic molecules by ionization and thereby prevent their
diffusion across the cell membrane. Altered drugs can loose their therapeutic effi-
cacy. This cannot be avoided by increasing the dosage of an administered drug to
reach the therapeutic effective plasma concentration, because most chemotherapeu-
tics are highly toxic and lead to severe systemic side effects.

It is apparent that the required therapeutic effective drug concentration in the
tumor tissue is difficult to achieve and maintain because of vascular and lymphatic
characteristics of the tumor tissue. The combination of chemotherapeutics and
nanoparticle technology could reduce some of the currently observed problems
encountered with systemic treatment regimens, e.g., protecting the drug from deg-
radation, increasing the solubility of lipophilic drugs, increasing the specificity of
drugs, and circumventing multidrug resistance.

11.5
Physicochemical Properties of Nanoparticles in Cancer Therapy

Nanoparticles are spherical particles, whether naked or functionalized, measuring
less than 100 nm in at least one dimension. It is not surprising that nanoparticles
have implications in biological systems in general and as drug delivery systems in
particular since most cells are 10,000–20,000 nm in diameter. Nanoparticles can
enter cells, even nuclear compartments, and interact with DNA and cellular pro-
teins. They can be fabricated at different sizes and surface modifications, which
determines their properties in biological systems. Particles less than 100 nm have
longer circulation times, large effective surface areas, low sedimentation rates, and
they show enhanced diffusion potential and are easily internalized in tumor cells
through the membrane pores. Agglomeration of nanoparticles has to be avoided to
prevent thrombosis [41]. Small particles have access to capillaries and are more
resistant to the macrophage uptake of the reticuloendothelial system [42–44].

Nanoparticles applicable for cancer treatments need to counter the adverse effects
of the current chemotherapeutic approaches described in the previous section. In
general, nanoparticles have the potential to improve cancer drug delivery and pro-
vide tools to

. deliver the pharmacologically required concentration of the drug

. increase drug concentration at the target site through extended or controlled
release

. overcome multidrug resistance

. eradicate side effects to vital organs by reducing systemic exposure

. avoid immune response and hematopoietic toxicity

. destroy malignant cells specifically, sparing normal cells

. kill primary tumors inaccessible to surgery
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. destroy seeded cancer and dormant cells and metastases

. protect the active drug from alteration and inactivation

. detect cancers at a early stage.

Figure 11.3 summarizes different types of nanoparticles that have the potential to
improve various aspects of cancer treatment. Nanoparticles currently under develop-
ment for cancer treatment can be classified into four groups:

. Magnetic nanoparticles

. Polymeric nanoparticles

. Fluorescent nanoparticles or quantum dots

. Silica nanoparticles

Some important elements of cancer treatment that are affected by nanoparticles
can be broadly classified as:

. Site-specific delivery of drugs

. Controlled release of drugs

. Protection of anticancer agents or drugs

. Treatment using hyperthermia

. Prevention of multi-drug resistance
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Figure 11.3. Applications of nanotechnology for cancer drug
delivery and treatment.

Factors important for in vivo application of nanoparticles that should be taken
into account in the selection of materials and fabrication of particles are:

. Biocompatibility of particles and coatings

. Particle size
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. Immunogenicity

. Surface properties

. Degradation properties

. Drug loading capacities and release

. Stability of the drug during encapsulation

. Storage and use of the fabricated nanoparticles

11.5.1
In Vivo Circulation Pathways of Nanoparticles

Nanoparticles injected into biological systems are rapidly coated with plasma pro-
teins such as immunoglobulins and fibronectin and build aggregates. This process
is called opsonization. Opsonized particles are recognized by the reticuloendothelial
system (RES) or mononuclear phagocytic system (MPS), which is comprised of
macrophages related to liver (Kupffer cells), spleen, lymph nodes (perivascular
macrophages), nervous system (microglia), and bones (osteoclasts) [45, 46]. The RES
is a defense system and comprises highly phagocytotic cells derived from bone mar-
row. These cells travel in the vascular system as monocytes and reside in their partic-
ular tissues.

These macrophages [47] internalize the opsonized nanoparticles through phago-
cytosis and deliver them to the liver, spleen, kidney, lymph node, and bone marrow
(Fig. 11.4). This clearance can occur within 0.5–5 min, [48], thus removing the active
nanoparticles from the circulation and prevent their access to the tumor tissue.
Coating the nanoparticles and reducing their size to less than 100 nm can mask
them that they are no longer recognized by the MPS and remain in circulation for
longer [49]. Rather than normal tissue, such nanoparticles preferentially access
tumors through their hyperpermeable vasculature [50], which can be regulated by

Figure 11.4. Distribution and routes of nanoparticles after
injection.
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low dosages of VEGF [33]. Nanoparticles accumulate in the interstitial compartment
of the tumors. The retention of nanoparticles is mainly due to the lack of lymphatic
clearance in the tumor tissue (the EPR effect) [39, 40, 51]. If nanoparticles are biode-
graded in the interstitium, the drug can be released and enter the tumor cells
through diffusion.

Cellular uptake mechanisms for nanoparticles and macromolecules are pinocyto-
sis [52], endocytosis [53, 54], and receptor-mediated endocytosis [55] (Fig. 11.5). Mac-
romolecules and DNA, which are susceptible to lysosomal degradation, can be deliv-
ered by nanoparticles which escape lysosomal degradation. Polylactide glycolic acid
(PLGA) particles are nonspecifically transported into the cells by fluid phase pinocy-
tosis, a process which is mediated by clathrin (Fig. 11.5). At pH 7–7.5 (physiological
pH), negatively charged PLGA nanoparticles are transported to primary endosomes,
become positively charged, and enter the acidic secondary endosomes and lyso-
somes, from which the nanoparticles escape into the cytosol. Nanoparticles trans-
ported to early or primary endosomes enter the secondary endosomes and become
cationic. Local interaction with the membrane releases the particles into the cyto-
plasm, escaping the lysosomal compartment [56].

Clathrin coated 
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Recycling

Clathrin

coated 

Vesicle
Endosome

Lysosome

Cytosol

Mechanisms of Cellular Uptake
Receptor 
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Endocytosis
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Figure 11.5. Mechanisms of drug uptake into tumor cells:
phagocytosis, clathrin-coated pits, endocytosis, and targeted
delivery via receptor mediated endocytosis.
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11.5.2
Surface Treatment or Coating of Nanoparticles

Through coating with biodegradable matrices, nanoparticles become “invisible” to
macrophages. The choice of hydrophilic or hydrophobic matrices for coating deter-
mines the fate of the nanoparticles. Hydrophilic coating prevents interaction of
nanoparticles with macrophages of the RES, reduces their removal from the circula-
tion, and increases their circulation half-life [57–59]. Hydrophobic coatings are
applied to increase opsonization, leading to copious interaction with macrophages,
and the nanoparticles are therefore rapidly removed from the circulation. The latter
approach is applied for targeted delivery of nanoparticles to the RES of liver and
spleen.

Hydrophilic coatings are dextran [60], polyethylene glycol (PEG) [61], polyethylene
oxide (PEO), poloxamers and poloxamines [62], and silicones [59, 60, 63]. PEG coat-
ing resulted in enhanced circulation time of the particles [64] and reduced opsoniza-
tion [65, 66]. Ishiwata et al. showed that PEG coating resulted in suppression of
macrophage interaction [67].

The concept of particle coating seems promising, although in vivo applications
need to be optimized. The choice of the coating polymer can prolong the half-life of
the particle in circulation. Polymethylmethacrylate (PMMA) nanospheres coated
with polyoxamer 407 or poloxamine 908 showed increased retention and accumula-
tion in B16 and Mtu tumors in mice [68]. However, PMMA is not biodegradable and
has no further application in vivo.

Amphiphilic copolymers like polylactic acid, poly e-caprolactone, and polycyanoa-
crylate were coupled with PEG [69–71], appear to have high circulation profiles, and
have not yet been used for tumor targeting.

11.5.3
Polymers for Encapsulation

Nanoparticles as drug carriers can be prepared in two different approaches. One is
as a drug reservoir, which consists of an oily core as vehicle, which carries the drug,
and a polymeric outer core layer with a coating. Vehicles are vegetable oil, triglycer-
ides, or cotton seed oil. In the other approach, the particles are nanospheres in
which the drug is dispersed in a polymeric matrix. Nanoparticles and nanospheres
can be prepared from synthetic biodegradable polymers such polyvinylpyrrolidone
(PVP) [72], chitosan [73], or polyalkylcyanoacrylates and polylactides [74–77] such as
polyisohexylcyanoacrylate (PIHCA), polyethylcyanoacrylate, and polyisobutylcyanoa-
crylate (PIBCA). PLGA, which has been approved by the Food and Drug Administra-
tion for human application, degrades slowly, releasing the drug, and is therefore
used for controlled release. Breakdown products are lactic and glycolic acids, which
are metabolized through the Krebs cycle. A nonbiodegradable polymer is PMMA,
which is not suitable for in vivo injection. Preparations of nanocapsules have been
described and characterized by Puisieux and Couvreur et al. [75–77]. Depending on
the preparation method, nanocapsules of different sizes have been prepared. An
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advantage of synthetic biodegradable polymers lies in the fact that their degradation
rate can be predicted and manipulated by the choice of co-polymer composition.

One of the most important characteristics of nanoparticles is their ability to
encapsulate drugs. This feature can reduce systemic exposure and deliver pharma-
ceutically effective concentrations of a drug to the target. Typically, drugs against
cancer are administered systemically at high dosages to ensure a therapeutically
effective concentration at the tumor site. Commonly, dosages of chemotherapeutics
are in the 100-lg range; sometimes they are as high as 1 g per day. In the past 30
years a number of drug delivery devices have been developed, ranging from macro-
sized (1 mm) to micro- (100–0.1 lm) and nano-sized [78, 79]

Macromolecules or drugs can become altered during plasma exposure and thus
lose their potency. Systemic exposure leads to severe side effects as the drugs destroy
nonmalignant tissue. Encapsulation of the drug offers a solution for drug protec-
tion. Drug encapsulation in a lipophilic environment may even enhance the solubil-
ity of a lipophilic drug and reduce severe systemic side effects. Liposomes or polymeric
nanoparticles or nanocapsules have been tested in vitro and in vivo for their ability to
house drugs or DNA, and their ability to deliver the drugs has been investigated.

11.6
Site-Specific Delivery of Chemotherapeutic Agents Using Nanoparticles

Using nanoparticles to deliver drugs to tumors offers an attractive possibility to
avoid obstacles that occur during conventional systemic drug administration. How-
ever, new obstacles come into play when nanoparticles are introduced into the sys-
tem. The route of administration, size of the particles, degradable coatings, biologi-
cally acceptable coatings, endocytotic properties, composition of particles, and stabil-
ity in physiological salinity all determine the fate of nanoparticles. Nanoparticles
injected into biological systems should not agglomerate, in order to avoid macro-
phage uptake and thrombosis. Enhanced accumulation of nanoparticles at the target
can be achieved by attaching ligands to the surface of the nanoparticles or, in the
case of magnetic nanoparticles, by using an external magnetic field to concentrate
them in the area of the tumors.

Nanoparticles can be directed to the tumors by passive or active targeting. Passive
targeting includes manipulation of the size and/or hydrophobicity or other physico-
chemical characteristics and can be applied to target the RES; active targeting
involves the direction of magnetic particles by using an external magnetic field or by
using ligand-conjugated nanoparticles. The following outline provides examples for
the in vivo application of nanoparticles with various coatings and various materials.
Polymer-complexed micelles are not discussed in this review.
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11.6.1
Passive Targeting

Biodegradable nanoparticle systems have been developed to target the lymphatic
system; this can be exploited to deliver drugs to the lymph nodes and destroy lymph
node metastases and prevent further metastatic progression. Targeting lymphatic
systems (to avoid hepatic drug degradation) can be achieved by using different
routes of administration: intramuscular, subcutaneous, intraperitoneal, or oral.
Coating nanoparticles is advantageous to enhance circulation time and avoid their
recognition by the MPS, in turn increasing their uptake and accumulation in tumor.
Therefore, long-circulating nanoparticles can reach targets outside the MPS [80].

The importance and effects of different coating materials in passive targeting are
indicated in the following examples.

11.6.1.1 Targeting Lymph Nodes with Nanoparticles
Hydrophobic coating further enhances lymph node accumulation, because the
nanoparticles are incorporated by the MPS and delivered to the lymph nodes. Poly-
acrylcyanoacrylate particles loaded with insulin have been orally administered to
rats and were incorporated into the lymphatic system via the Peyer’s patches in the
intestinal lining [81].

The behavior and biodistribution of nanoparticles and egg phosphatidyl-choline
(EPC) or phospholipid (PL) emulsions as drug carrier have been compared and revealed
that EPC and PL were cleared faster from the injection site: the lymphatic retention time
was 17–24 h compared to 131 h in the case of the nanocapsules. Nanocapsules coated
with PIBCA were more stable in plasma than the emulsion particles, because the nano-
particles were protected from lipolysis. PIBCA nanoparticles were largely incorporated
into lymphocytes, whereas only a small portion of the emulsion particles were detect-
able in lymphocytes [82]

Nanoparticles of different materials can result in various biodistribution of the drug
and therefore alter drug efficacies. Cucurbitacin BE polylactic acid nanoparticles
(47–120 nm) were developed for delivery to cervical lymph nodes. The nanoparticles
were loaded with 23% of the drug. Since polylactic acid is biodegradable, the release in
vivo was slow and the acute toxicity of the cucurbitacin was lowered by 50% [82, 83].

11.6.1.2 Increasing Bioavailability of a Compound
Highly hydrophilic compounds are rapidly excreted after systemic injection; their
efficacy can be diminished and they may even lose their potency.

Gadolinium neutron capture therapy (GdNCT) is a two-step radiotherapy. Gd-157
emits gamma radiation as a result of its neutron capture reaction from an external
neutron source, which inactivates the tumor tissue. Commercially available Gd for-
mulas such as Magnevist� – a dimeglumine gadopentetate aqueous solution – are
highly hydrophilic, poorly retained in tumors, and rapidly excreted even after intra-
tumoral injection. In order to be effective, Gd has to be delivered and retained at the
tumor site at high concentrations. Nanoparticles loaded with gadopentaacetic acid
were fabricated from chitosan poly[b-(1–4)-2amino-2-deoxy-D-glucopyranose]. As a
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naturally occurring polysaccharide, chitosan is biodegradable, bioadhesive, and bio-
compatible. The Gd-nanoCP = Gadoliniumpentetic acid in chitosan nanoparticles
were fabricated by emulsion droplet coalescence technique, with a particle size of
426 nm, and contained 9.3% Gd. Gd nanoCP particles entered tumor cells through
endocytosis and in a comparison to Magnevist� significantly enhanced Gd accumu-
lation and retention, by a factor of 200 in B16F10 melanoma cells and SCC-VII squa-
mous cell carcinoma in vitro [84]. Mice bearing subcutaneous B16F10 melanoma
were injected intratumorally with the Gd-nanoCP nanoparticles containing 1200mg
natural gadolinium. After thermal neutron irradiation was performed at the tumor
site, tumor growth in the nanoparticle-administered group was significantly sup-
pressed compared to that in the gadopentetate solution-administered group. How-
ever, a complete treatment was not achieved due to the uneven distribution of Gd in
the tumor tissue. This study demonstrated the potential usefulness of Gd-NCT
using Gd-loaded nanoparticles [85]. Watanabe et al. tested Gd lipid nanoemulsions
(Gd-nanoLE) synthesized from hydrogenated phosphatidyl choline, and gadolinium
diethylenetetraaminepentaacetic acid (Gd-DTPA), which were surface-treated with
polyoxyethylene to create a hydrophilic moiety. The Gd-nanoLE Gd-nanoLE = Gd lip-
id nanoemulsion; LE = lipid emulsionparticles (70–90 nm) were injected intravenously
and intraperitoneally into melanoma-bearing hamsters (1.5 mg ml–1 Gd). Intravenous
injection was advantageous over intraperitoneal injection with respect to bioavailability,
tumor retention, and accumulation. When injected intraperitoneally the bioavailability
was reduced to 57% compared to intravenous injection. Tumor accumulation was
49.7mg Gd per gram of tumor at 24 h compared to 21mg Gd per gram of tumor at 12 h
in the intraperitoneally treated groups. However, intravenous administration resulted
in higher Gd accumulation in liver, spleen, lung, and kidney compared to intraperitone-
ally injected groups. Repeated injection with a two-fold enriched formulation led to
100mg Gd per gram of tissue [86]. The increased efficacy was due to prolonged circula-
tion of the particles, reduced interaction with the RES, reduced excretion of the com-
pound Gd, and increased retention in the tumor tissue.

Polymeric nanoparticles prepared through the polymer–metal complex formation
between cisplatinum (CDDP) and poly(ethylene glycol)-poly(glutamic acid) block co-
polymers were tested for their efficacy in delivering cisplatinum to tumors. The
nanoparticles (CDDP/m) had a size of 28 nm and exhibited sustained release in
vitro. Lewis lung carcinoma-bearing mice were injected intravenously with free
CDDP or CDDP/m 4 mg kg–1. CDDP/m had prolonged blood circulation time, and
accumulated in the tumors at a 20-fold higher rate compared to free CDDP, whereas
the accumulation in normal tissue was reduced. Complete tumor regression was ob-
served only in mice treated with CDDP/m; no change of body weight occurred dur-
ing treatment. Free CDDP treatment at the same dosage caused 20% body weight
loss and retained tumor survival [87]. These data clearly show the advantages of
drug encapsulation in respect of increased bioavailability, increased target accumula-
tion, and reduced accumulation in normal organs.

PIBCA nanospheres containing mitoxantrone coated with poloamine [88] accu-
mulated in tumors of melanoma-bearing mice when injected intravenously. In this
study encapsulation of mitoxantrone did not change the biodistribution of the drug
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compared to free mitoxantrone. The plasma doxorubicin concentrations in rats
injected intravenously with polysorbate-80-coated PIBCA nanoparticles loaded with
doxorubicin was 0.1mg g–1 compared to 6mg g–1 in the brain 2–4 h after intravenous
administration. The nanoparticles were able to pass the blood–brain barrier which is
possible through apolipoprotein E adsorption and low-density lipoprotein-receptor-
mediated transport [89, 90]. PEG-coated hexadecylcyanoacrylate particles accumu-
lated three-fold compared to uncoated particles in the rat brain [91].

Irinotecan was encapsulated in polylactic nanoparticles from PEG-PPG-PEG
block polymers. The drug content of the nanoparticles was 4.5%, the size distribu-
tion 80–210 nm. These particles were injected into sarcoma-bearing mice and rats.
Irinotecan was antitumorigenic only in the encapsulated form when injected intra-
venously or subcutaneously. The plasma concentration of irinotecan in nanoparticle
injections was increased compared to free CPT 11 = Irinotecan [92]. The small size
of particles increased the tumor uptake and therefore improved the chemotherapy.

Taxol is one of the most potent antineoplastic drugs. However, its therapeutic effect
has been limited due to poor solubility. Passive targeting by size selection has been
tested in vivo on B16F10 melanoma-bearing mice, which were injected intravenously
with PVP nanospheres (60 nm) containing paclitaxel (Taxol). Repeated injection
resulted in increased survival and reduction of tumor mass compared to treatments
with free paclitaxel [72]. This approach is advantageous as paclitaxel shows poor aqueous
solubility. Prolonged therapeutic concentration is required to achieve clinical efficacy.
Paclitaxel-loaded PLGA nanoparticles with polymer coatings are biodegradable. When
intravenously injected the drug was released in a biphasic pattern, with an initial fast
release followed by a slower continous release. The fast release may be due to dissolution
diffusion of the drug and poor entrapment, whereas the slower release can be attributed
to diffusion through the PLGA core. In vitro toxicity was enhanced 10-fold in the PLGA
particle approach compared to free paclitaxel in a human small cell lung cancer cell line.
Since paclitaxel was more active with cells in the G2/M cell cycle, longer incubation
times are more effective. The use of different copolymers in the nanoparticle prepara-
tion resulted in prolonged release time and increased the efficacy of the treatment [93].

Paclitaxel has been encapsulated in gelatine nanoparticles of diameter range
600–1000 nm. The large size was chosen to ensure residence of the particles in the
urinary bladder, where they were implanted and rapidly released the encapsulated
drug. The IC50 was comparable to that of free paclitaxel [94]. This approach pre-
vented systemic drug exposure and therefore prevented the side effects.

A commercially available formulation for i.v. administration is a formulation of
paclitaxel in Cremophor EL and alcohol (50:50). The solvent is incompatible with
PVC infusion tubing and causes severe side effects such as nephrotoxicity and cardi-
otoxicity; it could only be administered after steroid and antihistamine premedica-
tion [95–97]. The administration was long, requiring up to 3 h infusion time.

In a new approach Cremophor was replaced by biodegradable PLGA nanoparti-
cles containing d-a-tocopherylpolyethyleneglycol 1000 succinate (TPGS) as emulsi-
fier/stabilizer to dissolve paclitaxel for oral administration. The drug encapsulation
efficiency was 100% and the release kinetic controllable. The particle size varied
from 300 to 1000 nm [98].
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Tocosol, a vitamin-E-based paclitaxel emulsion, has been tested in a phase II clinical
trial. Taxane-na�ve patients with ovarian cancer, bladder cancer, colorectal cancer, or
non-small cell lung cancer received a 15-min infusion of Tocosol once a week. The
treatment was well tolerated and steroid pretreatment was no longer required. A
response was seen in 4–26% of patients; half of the patients had stable disease [99].

In a phase I clinical trial using ABI-007, an albumin nanoparticle formulation,
encapsulated paclitaxel was administered intravenously to patients. The infusion
rate was increased six-fold, no premedication was required, and a higher maximum
tolerated dosage (MTD) was achieved during encapsulation compared to the free
drug [100]. Hypersensitivity reactions were absent, there was a lower incidence of
myelosuppression, and mild hematologic toxicity was observed compared to the free
drug. As of 2003, ABI-007 is in phase III clinical trials for metastatic breast cancer.

ABI-007 has also been tested for pulmonary delivery in rats through intratracheal
administration. The administered dosage was 5 mg paclitaxel per kilogram body weight.
Biodistribution was determined using tritium-labeled paclitaxel/ABI-007. Maximum
drug concentration was achieved within 5 min after administration, mean absorp-
tion half-life was 0.01 h, and elimination time was 4.7 h. After 10 min, 28% of the
drug was discovered in the lungs, less than 1% was detected in other tissue [101].

Oral administration of ABI-007 was tested in rats and resulted in 45% accumula-
tion; this was increased to 100% accumulation in the presence of cyclosporin A.
ABI-007/cyclosponrin A/paclitaxel reached maximum concentration six times faster
(within 30 min) compared to free paclitaxel. Interestingly, during oral administra-
tion saturation was not achieved. Rapid oral uptake and increased bioavailability
(100% vs. 38%) suggests a novel mechanism of oral drug uptake [102].

The pharmacologically effective drug concentration in the tumor is a prerequisite for
successful treatment, yet difficult to achieve in systemic treatments. Delivery of tamoxi-
fen to estrogen-receptor-positive breast cancer cells was conducted by poly e-capro-
lactone nanoparticles. In vitro the intracellular distribution of tamoxifen containing
poly e-caprolactone nanoparticles was found in the perinuclear region in MCF-7
cells after 1 h. The intracellular concentration of tamoxifen was saturable [103].

The antiestrogen RU 58668 was encapsulated in biodegradable nanocapsules (110
nm) and nanospheres (250 nm) consisting of PEG-coated polylactic acid nanoparti-
cles. These particles were intravenously injected into MCF-7 xenograft-bearing
mice. Coating with PEG prolonged the antiestrogenic potency of RU 58668 com-
pared to noncoated nanoparticles. The antitumoral activity of the encapsulated drug
with PEGylated nanocapsules was stronger than from the nanosphere formulation.
The particles accumulated in liver, spleen, and tumors [104]

11.6.2
Active Targeting

11.6.2.1 Magnetically Directed Targeting to Tumor Tissue[FettU]
Magnetic nanoparticles were first reported by Gilchrist et al. in 1957. These authors
studied the hyperthermic effect of exposure to a magnetic field (1.2 MHz) on tissue,
which were immersed in ferrofluids of 20–100 nm (c-Fe2O3) [105]. Magnetic nano-
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particles can be composed of iron oxide, magnetite, or nickel, cobalt, or neody-
mium–iron boron oxides. All of these particles are magnetic or superparamagnetic,
and range in size between 10 and 200 nm. Magnetite (Fe3O4) and maghemite
(c-Fe2O3) are preferentially used as they are biocompatible and not toxic to humans.
Nickel and cobalt, although highly magnetic, are not suitable for administration to
humans due to their toxicity [106].

Iron oxide is easily degradable and therefore useful for in vivo applications. Fer-
rous nanoparticles are biologically safe. They are metabolized into elemental iron
and oxygen by hydrolytic enzymes, the iron joins the normal body stores and is sub-
sequently incorporated into hemoglobin. Iron homeostasis is controlled by absorp-
tion, excretion, and storage. Acute toxicity has not been observed; in rats the admi-
nistered iron was excreted over a period of 4 weeks. In human clinical trials no toxic-
ity was observed [107]. Renal function, hepatic parameters, serum electrolytes, and
lactate dehydrogenase remained unchanged from baseline parameters after treat-
ment with ferrofluids [107]. The elevation of serum iron levels persisted for a max-
imum of 48 h and caused no symptoms. In rats, iron particles (250 mg kg–1)
injected intravenously were without any side effects [108]. In patients 2.6 mg iron
particles were without any side effects [109].

Numerous studies are in progress to target tumors in vivo for therapeutic applica-
tions such as drug delivery and hyperthermic destruction of tumor. Other studies
are pursuing the use of nanoparticles for diagnostic applications, such as their use
as contrast agents in NMR and MRI. Upon application of an external magnetic field
(EMF) the particles can be guided to the tumor tissue, and they should be immobi-
lized when the EMF is then removed. Coating the surface of magnetic nanoparticles
increases their circulation time and facilitates the binding of ligands or other mole-
cules on the surface for targeting and receptor-mediated endocytosis.

The efficacy of magnetic therapy is dependent on the applied field strength as
well as on the volumetric and magnetic properties of the particles. Magnetic nano-
particles have to meet the following requirements: high magnetization to be con-
trolled by an external magnetic field and exceed linear blood flow rates of 10 cm s–1

in arteries and 0.05 cm s–1 in capillaries, biocompatibility, long circulation time, size
of less than 200 nm, and they should not agglomerate. A magnetic field of 0.8 T is
sufficient to exceed linear blood flow rates in carriers containing 20% magnetite
[110]. For most carriers, flux densities must be 0.2 T with field gradients of 8 T m–1

for femoral arteries. Tissue depth penetration has been observed for the range of
8–12 cm [111].

Increased tissue depth reduces the efficacy of magnetic targeting. Magnetic tar-
geting and delivery are not readily applicable to tumors located deep in the body.

Active targeting with anticancer drugs has been tested in many in vivo studies in
animals and humans. Adriamycin has limited application in humans due to its high
cardiotoxicity. An approach to avoiding high toxicity in vital organs is to guide mag-
netic-particle-bearing drugs to the tumors.

Luebbe et al. fabricated ferrofluids coated with anhydroglucose, reversibly linked
to 4-epirubicin. These particles, 100 nm in size, were injected intravenously into
tumor-bearing rats and mice. Upon exposure to a magnetic field of 0.2–0.5 T, epiru-
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bicin ferrofluid accumulated in the tumor region. Most of the ferrofluids were
detected in liver and spleen, reaching moderate levels after 18 days, whereas only a
little iron deposition occurred in lung, kidney, and heart [112]. Tumor reduction
occurred only if an external magnetic field was applied after ferrofluid 4-epirubicin
injection. In contrast, free epirubicin treatment was not followed by tumor response.
Only high doses of epirubicin resulted in tumor response, but those were highly
toxic, even lethal. Ferrofluid 4-epirubicin complex alone at higher concentrations
was as toxic as epirubicin alone [112].

The first phase I clinical trial was published in 1996 by Luebbe et al [107]. 4-Epi-
rubicin was reversibly bound to magnetic ferrofluids of a particle size of 100 nm
and was injected intravenously into 14 patients with squamous carcinoma of the
breast or head and neck. Table 11.1 shows the characteristics of the ferrofluids used
in this study. The dosages ranged from 6 mg ml–1 in infusion volumes of 20–70 ml.
The dosages translated to 5–100 mg m–2 of magnetic fluid. During the time of infu-
sion the magnetic field (0.5–0.8 T) was applied for 60–120 min in the tumor area.
The 4-epirubicin ferrofluids accumulated in the tumor area in six patients and were
well tolerated. The systemic effect of 4-epirubicin was reduced within 60 min after
the injection. Hematologic toxicity was seen as leukopenia or thrombocytopenia,
from which the patients recovered within 21 days, and was lower than after 4-epiru-
bicin treatment alone. The transient elevated serum iron levels lasted for 24–48 h.
No changes in renal function or hepatic parameters were observed. Iron uptake into
the tumors was visible by discoloration of the tumor area. The amount of particles
delivered into liver or spleen could not be determined [107]. Evidently the patients
with tumors close to the skin showed a greater response in accumulation of iron
particles in the tumor site. This result might be due to the smaller depth of tissue to
be penetrated by the magnetic field.

Table 11.1 Characteristics of magnetic fluids.
(From Ref. [112].)

Particle Size 100 nm

Magnetites 1.5% of total weight
Iron content (wt/wt) 60%
pH 7.4
Color Black
Odor Neutral
Iron content 6 mg/ml
Carbohydrate content 5 mg/ml
No. of particles 108/ml
Weight by volume 10 mg/ml
Epirubicin desorption within 30 min

The distribution of magnetic particles is dependent on the route of administra-
tion. Different routes were compared when mitoxantrone-bound ferrofluids
(100 nm) were injected intravenously and intraarterially into squamous cell carci-
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noma-bearing rabbits with exposure to an external magnetic field (1.7 T). Treatment
efficacies were compared with respect to magnetic targeting to the tumors. In this
model, tumor regression after 12 days was achieved only with intraarterial injection.
Intravenous injections were cytostatic, suggesting the intraarterial administration
was more successful than intravenous administration. Free mitoxantrone adminis-
tration (intraarterial) was less effective, causing alopecia, with tumor regression
seen after 24 days. Arterial administration resulted in increased drug concentration
at the tumor site. Histological examination of the tumor tissue showed that the fer-
rofluids were concentrated in the intraluminal space and deposited in the endothe-
lium, the tumor interstitium and surrounding tissues. No pathological changes
were observed in the liver, kidney, spleen, lung, or brain This study suggests that
intravenous injection might be less effective as a route to target tissue through mag-
netic targeting, because the reticuloendothelial system (RES) removed the injected
nanoparticles from the system during the hepatic passage. The macrophages of the
RES transport the phagocytosed particles to liver, spleen, bone marrow, and lymph
nodes. These organs appear to be a more appropriate target for this approach.
Intraarterial injection, however, was successful in transporting the nanoparticles to
tumors located in the hind leg of rabbits, by avoiding the liver passage [113].

The application of magnetic force was essential in concentrating the ferrofluids at
the tumor site. Linking the mitoxantrone to ferrofluids reduced the circulating
mitoxantrone concentration by 50–80% compared to when free mitoxantrone was
given [114].

When long-circulating dextran-coated iron oxide particles were injected intrave-
nously into a gliosarcoma rodent model, the particles accumulated in the tumor tis-
sue and were detected by MRI. The particle distribution in the tumor was 19% inter-
stitial, 49% intracellular in glioma cells, and 21% incorporated in tumor-associated
macrophages. The nanoparticles crossed the blood–brain barrier [115].

Doxorubicin delivery with magnetic nanoparticles has been conducted in swine
[116, 117], rabbits [113], and rats [118, 119]. In all cases the effective doxorubicin con-
centration could be reduced by a factor of 10. Implanted magnets in the tumor area
were used to guide magnetite containing liposome/doxorubicin particles to the
tumor tissue. This resulted in an increase of antitumor activity compared to intrave-
nously injected doxorubicin and side effects were eliminated [120, 121].

11.6.2.2 Ligand-Directed Active Targeting
The functionalization of nanoparticles with targeting agents such as ligands or anti-
bodies, which bind to receptors on the tumor cell membranes, facilitate specific and
increased uptake into the target cells through receptor-mediated endocytosis and
thus can increase the in vivo specificity of the drug. In vitro receptor-mediated nano-
particle accumulation has been studied.

Gadolinium hexanedione-containing nanoparticles were fabricated from PEG
400 (<125 nm). A folate ligand was bound to the nanoparticles by linking folic acid
to distearoylphosphatidylethanolamine via PEG spacer. Folate-coated nanoparticles
specifically targeted the folate receptor expressing human nasopharyngeal epider-
mal carcinoma cells (KB); MCF-7 cells served as a folate-receptor-negative control.
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Folate-coated nanoparticles were incorporated into KB cells by receptor-mediated
endocytosis and their concentration was 10-fold higher compared to uncoated parti-
cles. Cell death occurred through gadolinium neutron capture therapy [122] in KB
cells but not in the receptor-negative MCF-7 cells. Cell death was observed only after
gadolinium–folate nanoparticles had accumulated in the KB cells [122]. Similar
results were obtained when folate-receptor-positive breast cancer cells and macro-
phages were incubated with folate-decorated superparamagnetic nanoparticles.
Macrophages did not accumulate the folate-decorated particles [123]. These findings
show the high specificity of the receptor-mediated process.

Vitamin H receptors are overexpressed in cancer cells compared to normal cells.
Pullulan acetate (PA) and vitamin H were self-aggregated to form particles of
80–125 nm diameter and were loaded with doxorubicin (Adriamycin). Using these
nanoparticles, tumor targeting, internalization, and controlled drug release were
tested on HepG2 cells. The loading efficiency decreased with higher vitamin H con-
tent, suggesting a controlled delivery might be feasible. Vitamin-H-decorated nano-
particles showed strong interaction with the HepG2 cells, whereas the PA particles
alone showed poor interaction, suggesting receptor-mediated endocytosis. The
release of doxorubicin was saturable within 60 min and depended on the loading
capacity of the nanoparticles. The release of doxorubicin could be controlled by the
vitamin H content of the PA nanoparticles [124].

11.6.2.3 Targeted Drug Delivery Using Magnetic Guidance
Due to the large surface area of nanoparticles, drugs or ligands can be covalently
bound to the magnetic nanoparticles themselves or to their polymer coating.
Exposure to an alternating electric field accumulates the particles in the target tis-
sue. When the forces of the magnetic field exceed the linear blood flow rate
(0.05 cm–1 in capillaries), the magnetic particles are retained in the interstitial com-
partment through the EPR effect. The particles can be internalized into the tumors
by ligand-controlled endocytosis or diffusion and can deliver the drug at concentra-
tion required for therapy. Recently, silica-coated magnetic holospheres were synthe-
sized [125, 126] with an average size of 150 nm. Carriers have been designed in the
form of magnetic particle cores coated with polymers or porous polymer in which
magnetic nanoparticles are located inside the pores [127].

11.7
Nonviral Gene Therapy with Nanoparticles

Up to 70% of the European clinical trials use viral gene therapy. Tumor cells fre-
quently have mutations or overexpression of genes which regulate apoptosis and
proliferation pathways. These alterations in the genome cause the tumor cells to
grow exponentially. Overexpression of certain proteins like Bcl-2 in cancer cells pre-
vents programmed cell death and results in chemoresistance. Other targets for gene
therapy are p53 (tumor suppressor) gene transfer, c-myc, and cytokines such as
IL-12 to enhance antitumor activity. Antisense oligonucleotides introduced into can-

307



11 Nanoparticles for Cancer Drug Delivery

cer cells can prevent overexpression of certain proteins which prevent the tumor
cells from apoptosis, resulting in chemoresistance.

Viral gene therapy encounters problems which can limit the transfection and
transcription rate of the gene/DNA. The transfection rate is lowered because the
negatively charged tumor cell environment hinders the uptake of negatively charged
antisense DNA. Other obstacles are the degradation of viral DNA in circulation and
after transfection by endo-/exonucleases, which is caused by lysosomal degradation.
Viral therapy can initiate immune response in the patient. Manufacturing viral
DNA constructs is costly and requires high safety measures and precautions
[128–130].

Many of the problems encountered by viral gene delivery can be avoided by encap-
sulation of DNA in nanoparticles, which opens a new era in gene therapy [131].
Nonviral gene delivery protects DNA from endonuclear/exonuclear degradation,
and avoids viral-initiated immune response. Consequently, nanoparticle delivery of
DNA increases the transfection rate and has major advantages for manufacturing
and safety reasons [128–130]. To enhance transfection rates, nanoparticles for deliv-
ery of DNA into tumor cells have to meet the following requirements: small-size
DNA packages (<25 nm) to facilitate DNA delivery to the nucleus; protection from
serum endo-/exonucleases; stabilization during the uptake process; and they must
bypass the endocytic pathway/lysosomal degradation [132]. Macromolecules which
enter the cellular compartment through endocytosis are degraded by lysosomes and
hence become inactivated. Escape from endolysosomal degradation has been shown
for PLGA nanoparticles. Encapsulated DNA was slowly released, resulting in sus-
tained gene expression [133].

When nondividing cells, growth-arrested neuroblastoma, and hepatoma cells
were transfected with DNA liposome mixtures, the transfection increased 7000-fold
compared to naked DNA. The size limit of the liposomes for transfection was 25
nm, which is the nuclear pore size. Particles >25 nm showed decreased transfection
capability. Gene delivery through viral vectors linked to magnetic coating surface is
under development for gene therapy. The advantage of this approach is the extended
contact of the viral vector with the target cell, increasing the transfection rate and
the expression rate of the introduced gene [134, 135].

Targeted gene delivery has been demonstrated to inhibit angiogenesis in tumor
tissue. Cationic polymerized lipid-based nanoparticles (40–50 nm) were covalently
coupled to integrin aVb3-ligands, which target angiogenic blood vessels [136]. In
vitro, these particles delivered the green fluorescence protein (GFP)-encoding gene
specifically to human melanoma cells expressing the integrin receptor. The plas-
mids were coupled on the surface of the particles via electrostatic attraction. Impor-
tantly, nanoparticles without the integrin aVb3-ligands were not incorporated into
the cells, hence GFP was not delivered. This approach was tested in vivo on human
melanoma xenograft-bearing mice. The mice were injected intravenously with nano-
particles containing the luciferase gene and the aVb3-ligand (aVb3-NP-luciferase) to
determine whether aVb3 can deliver genes to angiogenic-tumor-associated blood ves-
sels. Maximal luciferase activity was detected in the tumor area after 24 h but none
in vessels of lung, liver, brain, kidney, or skeletal muscle. The tumor-associated
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blood vessels were specifically targeted as the gene delivery was blocked in the pres-
ence of aVb3 inhibitor [136].

Mice bearing subcutaneous M21-L melanoma (aVb3-negative) were injected intra-
venously with aVb3-NP-Raf(–) to block endothelial signaling and angiogenesis.
Treatment resulted in apoptosis of tumor-associated endothelium leading to tumor
cell apoptosis regression of primary tumor and metastases after 6 days [136].

Most DNA delivery constructs attach the DNA to the surface of the particles. In
vivo systemic delivery of p53 with Transferrin-Lip-p53 complex improved the trans-
fection rate compared to untargeted construct. Complete tumor regression of
DU145 human prostate cancer xenografts were observed in mice treated with radia-
tion [137].

DNA delivery through nanotechnological approaches has important future appli-
cations in treating diseases of any kind as it facilitates:

. Increased transfection and transcription rates

. Sustained transcription through slow release

. Decreased biohazard risk in production and application

. Decreased immune response in the patient

. Protection of DNA and biosystem

. Specific targeting.

Nonviral gene delivery may be superior to viral gene delivery in the future.

11.8
Hyperthermia

Tumor cells are more sensitive to temperatures above 42 �C than normal cells [138,
139] and can be destroyed by increasing the temperature locally to 41–42 �C for 30
min [140–143]. Magnetic particles generate heat under an alternating magnetic field
(AMF) by hysteresis loss [143, 144].

Heat production occurs during the thermal loss resulting from reorientation of
the magnetism of the magnetic material with low electrical conductivity [144]. The
heating potential is directly correlated to the size of the magnetic particle, which can
be controlled by appropriate synthesis methods. For example, nanoparticles require
less AC power than microparticles, and increased dispersion of nanoparticles
requires less AC power [145, 146]. Specific absorption power rates (SARs) have been
determined in suspensions of magnetite nanoparticles of various size and coating.
SARs of dextran ferrites were 180–210 W g–1 Fe (120 nm), sonicated dextran ferrites
ranged from 12 to 240 W g–1 Fe, uncoated ferrosuspension from 0 to 45 W g–1 Fe
(6–10 nm). Ultrasonification caused dispersion of agglomerated particles and can in
part destroy the dextran coating. Carboxymethyldextran magnetite particles (130
nm) had a SAR of 90 W g–1 Fe. SAR data allow an estimate of the amount of particles
necessary to heat human tissues [147, 148].

To test the efficacy of hyperthermia treatment, magnetic fluids with a particle size
of 3 nm coated with dextran were injected into C3H mammary tumors of mice.
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After 30 min the whole bodies of the mice were exposed to an AMF of 6–12 kA m–1

at 520 kHz for 30 min. The intratumoral temperature rose to 46 �C and ferrofluid
accumulation increased in the tumor tissue from 15% to 45%. Ferrofluid injected
alone did not change the tumor histology. Tumor necrosis was observed in mice
with ferrofluid and exposure to the AMF. However, tumor growth after treatment
was heterogeneous, with a response of 44%, suggesting that the tumor inhomo-
geneity coincides with ferrofluid distribution [148].

After intravenous injection of 100 mg dextran magnetite (400 mg kg–1) into rats
an accumulation of nanoparticles in the mammary tumors was observed. Exposure
to an AMF (12 min, 450 kHz) resulted in shrinking and necrosis of the tumor tissue
and coagulation of the blood vessels [149]. In mice, iron concentration was increased
in liver and spleen after intratumoral injection due to RES uptake. Iron contents in
tumors were initially 15% and decreased to 2% after 52 h. Application of AMF
resulted in a 2.5-fold increase of iron specifically in the tumor tissue over a time
frame of 30 min. Except for the region around the tumor no systemic heating
occurred, suggesting that the iron content in the tumors was sufficient to cause
hyperthermia. In order to effectively destroy tumors through hyperthermia, the re-
quired amount of iron inside the tumor tissue has been suggested to be 5–10 mg
cm–3 [150].

To further increase the accumulation of iron content in the tumors, magnetolipo-
somes (ML) were conjugated with an antibody which recognizes renal tumor cells.
Mice bearing renal implanted tumors were injected with G250F-ML.

The incorporation of iron in the renal tumors was 27-fold higher when G250F-
ML was injected compared to the ML particles alone. Exposure to AMF (5 kW, 118
kHz, 30.6 kA m–1) arrested tumor growth within 2 weeks [151]. Necrosis was ob-
served in tumors but not in livers after AMF exposure, although the liver accumu-
lated ML. Total destruction of tumor tissue was achieved after three AMF exposures,
suggesting that repeated exposures are effective. The iron distribution was 50%
tumor, 35% liver, 33% blood.

Magnetic nanoparticles injected intratumorally into human breast cancer-bearing
mice resulted in partial release of the particles from the tumors and accumulated in
liver, spleen, and lung. These organs may be damaged upon body exposure to AMF
[145].

A combined hyperthermia therapy approach has been suggested for U251-SP
xenograft in nude mice to increase treatment efficacy. TNF-a gene therapy driven by
a heat-inducible promoter was combined with hyperthermia using magnetite cation-
ic liposomes. When mice were injected intratumorally with magnetic cationic lipo-
somes and exposed to AMF 118 kHz, 30.6 kA m–1), tumor cell death was induced
within 3 min. TNF-a expression increased three-fold during AMF heat induction
even in peripheral areas which were not affected by hyperthermia [152].

Specific targeting of cancer cells and incorporation of magnetic nanoparticles
conjugated to luteinizing-hormone-releasing hormone (LHRH) showed in vitro
accumulation of magnetic nanoparticles through receptor-mediated endocytosis.
LHRH-receptor-expressing MCF-7 human breast cancer cells were incubated with
LHRH magnetic nanoparticles coated with silica with a final particle size of
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20–50 nm. These particles accumulated on the surface and inside LHRH-receptor-
expressing cells dependent on the LHRH receptor capacities, but not in UCI 107
cells, which do not express LHRH receptor [153]. LHRH-decorated nanoparticles
were eight times more potent in destroying MCF-7 cells. The number of lysed cells
was linearly dependent on the magnetic field exposure time and the concentration
of nanoparticles. UCI 107 cells were not lysed under the same conditions. These
results suggest that specific targeting can increase the efficacy of hyperthermic ther-
apy and keep other organs unaffected.

An alternative to AMF-exposure-related thermal damage to tumor tissue has been
shown with near-infrared light (NIR). The fabricated gold nanoshells consisted of
silica as core particles, which were surrounded by a thin gold shell coated with PEG.
Such particles possess a tunable plasmon resonance through light exposure. The
relative thickness of the core and shell layers can be controlled and results in various
optical absorption from near-UV to mid-IR. NIR light showed minimal absorption
in tissue with optimal penetration. The nanoshells were injected into the tumors of
xenograft-bearing mice and exposed to NIR light (820 nm, 4 W cm–2). Within 4–6
min a temperature increase of 37 �C in the tumor region occurred [154], resulting in
necrosis. Gold shell silica nanoparticles show different absorption spectra, depen-
dent on the thickness of the shell: 60-nm core radius particles with a 20-nm shell
have an absorption maximum at k=680 nm versus a 5-nm shell which gives
k=1000 nm [155]. These fabricated particles are unique. They are tunable because
their absorption properties can be designed during the fabrication process, making
them highly suitable for imaging (primarily light scattering) or the photothermal-
based therapy (primarily absorbing). In vitro exposure of carcinoma cells to NIR-
absorbing gold–silica nanoparticles followed by NIR laser irradiation led to photo-
thermal destruction of the cells. In vivo when nanoshells were injected into the
tumor (canine TVT cells), irradiation with NIR light for 6 min (820 nm, 4 W cm–2)
resulted in tumor cell necrosis within 4–6 min, spanning a zone of thermal damage
of 4 mm. The heating occurred in two phases: initial rapid heating and gradual heat-
ing. The nanoshells diffused throughout the tumor tissue and adjacent tissue and
caused coagulation and cell shrinkage in adjacent areas which were infiltrated by
the nanoshell. Further surrounding tissue stayed intact [154].

In yet another approach, nanoscale metallic particles were used to target specific
biological structures and tissues through controlled laser-induced breakdown (LIB)
process.

So far there have been no reports of successful application of hyperthermia treat-
ment in humans, although the treatment had been very effective in animal studies.
In humans it is difficult to acquire adequate quantities of the magnetic nanoparti-
cles in the target tissue without exceeding the tolerable amount, since in humans
the applied external magnetic field needs to be stronger than the tolerable field
strength. Heating of the tissue is opposed by blood circulation, which creates a cool-
ing effect. The volume of the tumor tissue which needs to be heated is a limiting
factor and should not exceed 300 mm3 [150, 156]. The maximum tolerated dose for
humans has been reported to be H � f = 4.85 6 108 Am-1 s-1 [157]. In addition, the
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tissue depth causes loss of field strength. With a particle size of 0.5–5 lm in a swine
model, a targeting depth of 8–12 cm was achieved [116].

11.9
Controlled Delivery of Chemotherapeutic Drugs Using Nanoparticles

Controlled release systems continue to draw the attention of several research groups
owing to their application in a broad range of areas such as drug delivery, paper,
pesticide, printing, cosmetics, and so on [158, 159]. Most of the work so far has
focused on achieving controlled release of active ingredients, encapsulated in poly-
meric matrices, in response to specific stimuli [159–161] or on the use of microfabri-
cation technology [162]. Advances in microelectromechanical systems (MEMS) tech-
nology has resulted in further improvements in microchip-based implantable drug
delivery systems [136, 158, 163]. In the field of drug delivery, the method of delivery
has a tremendous impact on the therapeutic efficacy [159, 164]. More complicated
delivery systems are also being designed for targeted delivery of genes using viral
vectors, liposomes, and cationic nanoparticles [164].

Of the aforementioned approaches, responsive polymers and microchips appear
to be the more versatile methods for controlled release of drugs. Polymer-based drug
delivery systems for controlled release are well known and have been in vogue for
the delivery of a variety of drugs [165–167]. They have also been designed to respond
to specific stimuli such as ultrasound, light, enzymes, temperature, pH, and electric
and magnetic fields [164]. Of these stimuli, magnetic stimulus is particularly attrac-
tive as it is a soft approach. Reproducible regulation of drug release from polymers
was demonstrated in cases where small magnetic spheres or cylindrical magnets
were embedded in a polymeric matrix containing drug [168, 169].

The majority of the controlled drug delivery systems being developed are for clin-
ical applications where systemic exposure and release of a drug was desired. Some
of these are: delivery of insulin [165, 166], antiarrhythmics [166], gastric acid inhibi-
tors [170], contraception [171, 172], general hormone replacement [173, 174], and
immunization [175]. Only recently has there been a growing interest in the develop-
ment of controlled drug delivery systems for cancer chemotherapy [176, 177]. The
approaches can be broadly classified into the following categories:

. Sustained release through polymer degradation

. Enzymatically controlled release

. Controlled release through use of thermosensitive polymers

. Photochemically controlled release

. pH-responsive release systems

. Laser-induced breakdown (LIB)

. Ultrasound-mediated release.

Sustained release using biodegradable polymeric nanoparticles is one of the most
popular approaches for controlled release of cancer chemotherapeutic agents. Sus-
tained release depends on the chemical nature of the polymer [178–182] and the
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method of preparation [98, 183, 184] and surface modification(s) of the polymer–
drug nanoparticles [185]. In an interesting study by Yoo and Park, doxorubicin was
chemically conjugated to a terminal end group of PLGA by an ester linkage. The
doxorubicin–PLGA conjugate and doxorubicin were formulated into nanoparticles
and sustained release profiles (over a 1-month period) with minimal initial bursts
were observed [186]. In contrast, when unconjugated free doxorubicin was incorpo-
rated into nanoparticles, the initial burst was absent and the drug release was com-
plete within 5 days. Conjugation of anticancer drugs to the polymeric nanoparticles
resulted in linear drug-release profiles over an extended period [187, 188].

Examples of approaches have been reported where physiological properties of
cancer cells have been taken into consideration while designing the controlled
release systems for anticancer agents, e.g., angiogenesis, which is a specific physio-
logical property of cancer cells. A controlled release system for an anticancer drug,
all-trans-retinoic acid (atRA), was demonstrated based on enzymatic degradation
[189]. In this study, PEGylated gelatin nanoparticles carrying atRA released the
anticancer drug very sensitively by the action of the enzyme collagenase IV, one of
the major metalloproteases involved in angiogenesis. Similarly, pH values in the
tumor interstitium are lower than those of normal cells and this difference can be
exploited to develop pH-sensitive polymeric nanoparticles for controlled release of
anticancer agents. A new class of pH-responsive polymers carrying the anticancer
agent doxorubicin (Adriamycin), was prepared using sulfadimethoxine and succiny-
lated pullulan acetate. The nanoparticles were found to be very stable at physiologi-
cal pH of 7.4 but showed degradation to release doxorubicin at a lower pH close to
that of tumor cells [190].

Another approach for controlled release of cancer chemotherapeutics taking
advantage of thermal and photochemical properties of polymeric nanoparticles has
been investigated. Yoshinobu et al. [191] have reported the design of a novel acrylic
composite nanoparticle with a hydrophobic core and a thermosensitively swellable
shell demonstrating a thermosensitive mode of drug release. The microcapsules
exhibited an exceptionally rapid on–off response of drug release in a thermosensi-
tive manner. Sershen et al. [192] have also demonstrated photothermally modulated
drug delivery using gold nanoshells.

11.10
Nanoparticles to Circumvent MDR

Lack of response to chemotherapy is defined as multidrug resistance (MDR) which
involves a mechanism to evade chemotherapy. Pgp recognizes drugs when located
in the plasma membrane, but not in the cytosol of the lysosomal compartment [193,
194]. Doxorubicin is a Pgp substrate and has been shown to be exported from the
cytosol in multidrug-resistant cancer cell lines. Nanoparticles circumventing MDR
via the Pgp mechanism have to enter the tumor cells in order to be effective. Two
approaches using PIHCA and PIBCA doxorubicin-loaded nanospheres have been
reported in an effort to avoid MDR. In the case of PIHCA doxorubicin nanospheres
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the intracellular doxorubicin concentration was lower in doxorubicin-resistant glio-
blastoma cells compared to that seen with free doxorubicin [194]. The doxorubicin
nanospheres were only efficient if the MDR was based on Pgp. When a fast-degrad-
ing polymer was used for encapsulation of doxorubicin in a doxorubicin-resistant
murine leukemia cell line overexpressing Pgp, the intracellular doxorubicin concen-
tration was high and the doxorubicin efflux was comparable to that seen with the
free doxorubicin group.

PIBCA nanospheres were degraded before they entered the cellular compartment
[195]. Thus doxorubicin at high concentration was associated with the tumor cell
membrane being extravasated through the Pgp efflux pump. The coupling of doxor-
ubicin with polymethacrylate resulted in internalization of the particles through
endocytosis in U937 doxorubicin-resistant monocyte-like cancer cells. These parti-
cles showed sustained slow doxorubicin release, resulting in a significant higher
cytotoxicity than free doxorubicin [196].

Several other attempts have been conducted to increase doxorubicin delivery in
resistant cancer cells. Doxorubicin incorporated into gelatin nanospheres showed
low cytotoxicity in a mouse colon carcinoma xenograft; even increased cardiotoxicity
was observed. The different effects were due to slow dissociation of the nanosphere
doxorubicin complexes, slow diffusion rate across the cell membrane, and the fail-
ure of the complex to enter cells, causing elevated drug release in the cell mem-
brane. MDR can only be avoided when close contact with polycyanoacrylate is
achieved [197].

Folate-receptor-mediated uptake of polyethyleneglycol diastearoyl phosphatidy-
lethanolamine liposomes (70–100 nm) loaded with doxorubicin resulted in
increased cytosol uptake and release of doxorubicin into the cytoplasm. The drug
was released within 2 h in vitro in M109-HiFR multidrug resistant cancer cells.
Folate-targeted liposome drug uptake was increased 10-fold compared to free doxor-
ubicin and was more toxic in vivo than free doxorubicin [198].

Doxorubicin delivered by folate-targeted liposomes did not avoid the Pgp efflux
system, which was explained by the aggregation form of doxorubicin in the folate-
targeted liposome nanoparticle. It has been suggested that encapsulated doxorubicin
is dimeric [199]. Doxorubicin loaded into nanospheres (300 nm) consisting of poly-
cyanoacrylate were injected into leukemia cells (P388ADR-) of xenograft-bearing
mice intraperitoneally. The treatment prolonged the survival of the mice compared
to free doxorubicin administration, which was ineffective. However, no cure was
obtained whether nanoparticles or free doxorubicin was administered. IC50 in vitro
was 4.3 lM for free dox versus 0.08 lM for doxorubicin-loaded nanospheres. The
multidrug-resistant cell lines were 30- to 250-fold more sensitive to doxorubicin-
loaded nanospheres than to free doxorubicin, and even complete reversion of MDR
was observed in some cell lines. PIHCA nanospheres loaded with doxorubicin were
biodegradable; nanospheres of a size of 200 nm they entered cells by endocytosis
and delivered doxorubicin into lysosomes. Doxorubicin-loaded nanospheres were
not recognized by Pgp, thus circumventing the MDR.
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11.11
Potential Problems in Using Nanoparticles for Cancer Treatment

Potential problems associated with nanoparticle use in vivo include the risk of
thrombosis through agglomerating particles or their breakdown products. Most
experiments have been conducted in rodents and are difficult to scale up to humans
with respect to distances and volume in circulation, tissue densities, and the amount
of particles required. This problem needs to be taken into account if the drug release
is uncontrollable with a magnetic field. There is always a potential toxicity of mag-
netic carrier or coating polymers and their breakdown products, which may occur after
long-time exposure or injections. Also, the application of an external magnetic field can
lead to cardiac arrhythmia, muscle stimulation, and seizures and needs to be closely
monitored. Some patients may not be eligible for these particular applications.

11.12
Future Outlook

Development and research in the field of nanotechnology in applications like biome-
dicine requires the understanding and interaction of experts from physics, mathe-
matics, the biomedical sciences, and from chemists and medical personnel. The
potential for the use of nanoparticles in the task of drug delivery and disease detec-
tion is huge and may change the way of currently used drug delivery systems. Nano-
particles offer a broad application range, and represent enough flexibility to custom-
design a treatment regimen in the future.

Future emphasis will move on to metastases detection and treatment with a view
to eventually eradicating cancer as a disease.
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Abbreviations

AMF – alternating magnetic field
Apo E – apolipoprotein E
CPT – Irinotecan
DNA – desoxyribonucleic acid
EMF – external magnetic field
EPC – Egg Phosphatidylcholine
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EPR – enhanced permeability and Retention
5 FU – 5-fluorouracil
Gd-DTPA – gadolinium-diethylenetetramine penta acetic acid
GdNCT – gadolinium neutron capture therapy
GFP – green fluorescence protein
IC50 – half maximum inhibitory concentration
LHRH – luteinizing hormone releasing hormone
MDR – multidrug resistance
MPS – mononuclear phagocytic system
MTD – maximum tolerated dosage
NIR – near-infrared
NP – nanoparticles
NS – nanospheres
PA – pullulan acetate
PCL – polycaprolactone
PEG – polyethylene glycol
PEO – polyethylene oxide
Pgp – p-glycoprotein
PL – Phospholipid
PIBCA – polyisobutylcyanoacrylate
PIHCA – polyisohexylcyanoacrylate
PLGA – polylactide glycolic acid
PMMA – poly(methyl methacrylate)
PVP – polyvinylpyrrolidone
RES – reticuloendothelial system
SAR – specific abruption rate
TNF-a – tumor necrosis factor-a
VEGF – vascular endothelial growth factor
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Abstract

Metal nanoshells are a novel type of composite spherical nanoparticle consisting of
a dielectric silica core covered by a thin metallic shell, which is typically gold. Nano-
shells possess highly favorable optical and chemical properties for biomedical imag-
ing and therapeutic applications. By varying the relative dimensions of the core and
the shell, the optical resonance of these nanoparticles can be precisely and systemat-
ically varied over a broad wavelength region from the near-UV to the mid-infrared.
This range includes the near-infrared (NIR) region where tissue transmissivity
peaks. In addition to spectral tunability, nanoshells offer other advantages over con-
ventional organic dye imaging agents, including improved optical properties and
reduced susceptibility to chemical/thermal denaturation. Furthermore, the same
conjugation protocols used to bind biomolecules to gold colloid are easily modified
for nanoshells. In this article, we first review the synthesis of gold nanoshells and
illustrate how the core/shell ratio and overall size of a nanoshell influences its scat-
tering and absorption properties. We then describe several examples of nanoshell-
based diagnostic and therapeutic approaches including the development of nano-
shell bioconjugates for molecular imaging, the use of scattering nanoshells as con-
trast agents for optical coherence tomography (OCT), and the use of absorbing
nanoshells in NIR thermal therapy of tumors.

12.1
Introduction

There is a significant clinical need for novel methods for detection and treatment of
cancer which offer improved sensitivity, specificity, and cost-effectiveness. In recent
years, a number of groups have demonstrated that photonics-based technologies are
valuable in addressing this need [14–17]. Optical technologies promise high-resolu-
tion, noninvasive functional imaging of tissue at competitive costs. However, in
many cases, these technologies are limited by the inherently weak optical signals of
endogenous chromophores and the subtle spectral differences between normal and
diseased tissue.
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Over the past several years, there has been increasing interest in combining
emerging optical technologies, with the development of novel exogenous contrast
agents designed to probe the molecular specific signatures of cancer, to improve the
detection limits and clinical effectiveness of optical imaging. For instance, Sokolov
et al. [1] recently demonstrated the use of gold colloid conjugated to antibodies to the
epidermal growth factor receptor (EGFR) as scattering contrast agents for biomole-
cular optical imaging of cervical cancer cells and tissue specimens. In addition, opti-
cal imaging applications of nanocrystal bioconjugates have been described by multi-
ple groups including Bruchez et al. [2], Chan and Nie [3], and Akerman et al. [4].
More recently, interest has developed in the creation of nanotechnology-based plat-
form technologies which couple molecular-specific early detection strategies with
appropriate therapeutic intervention and monitoring capabilities.

Metal nanoshells are a new type of nanoparticle composed of a dielectric core
such as silica coated with an ultrathin metallic layer, typically gold. Gold nanoshells
possess physical properties similar to those of gold colloid, in particular, a strong
optical absorption due to the collective electronic response of the metal to light. The
optical absorption of gold colloid yields a brilliant red color which has been of con-
siderable utility in consumer-related medical products, such as home pregnancy
tests. In contrast, the optical response of gold nanoshells depends dramatically on
the relative size of the nanoparticle core and the thickness of the gold shell. By vary-
ing the relative core and shell thicknesses, the optical resonance of gold nanoshells
can be varied across a broad range of the optical spectrum that spans the visible and
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the NIR spectral regions [5, 6]. Gold nanoshells can be made to either preferentially
absorb or scatter light by varying the size of the particle relative to the wavelength of
the light at their optical resonance. Figure 12.1 shows a Mie scattering plot of the
nanoshell plasmon resonance wavelength shift as a function of nanoshell composi-
tion for the case of a 60-nm-core gold/silica nanoshell. In this figure, the core and
shell of the nanoparticles are shown to relative scale directly beneath their corre-
sponding optical resonances. Figure 12.2 displays a plot of the core/shell ratio versus
resonance wavelength for a silica core/gold shell nanoparticle [6]. The highly agile
“tunability” of the optical resonance is a property unique to nanoshells: in no other
molecular or nanoparticle structure can the resonance of the optical absorption
properties be so systematically “designed.”

Halas and colleagues have completed a comprehensive investigation of the optical
properties of metal nanoshells [7]. Quantitative agreement between Mie scattering
theory and the experimentally observed optical resonant properties has been
achieved. Based on this success, it is now possible to design gold nanoshells predic-
tively with the desired optical resonant properties, and then to fabricate the nano-
shell with the dimensions and nanoscale tolerances necessary to achieve these prop-
erties [6]. The synthetic protocol developed for the fabrication of gold nanoshells is
very simple in concept:
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1. Grow or obtain silica nanoparticles dispersed in solution.
2. Attach very small (1- to 2-nm) metal “seed” colloid to the surface of the nano-

particles via molecular linkages; these seed colloids cover the dielectric nano-
particle surfaces with a discontinuous metal colloid layer.

3. Grow additional metal onto the “seed” metal colloid adsorbates via chemical
reduction in solution.

This approach has been successfully used to grow both gold and silver metallic
shells onto silica nanoparticles. Various stages in the growth of a gold metallic shell
onto a functionalized silica nanoparticle are shown in Fig. 12.3. Figure 12.4 shows
the optical signature of nanoshell coalescence and growth for two different nano-
shell core diameters.

Figure 12.3. Transmission electron microscope images of gold/
silica nanoshells during shell growth.

Based on the core/shell ratios that can be achieved with this protocol, gold nano-
shells with optical resonances extending from the visible region to approximately
3mm in the infrared can currently be fabricated. This spectral region includes the
800–1300 nm “water window” of the NIR, a region of high physiological transmis-
sivity which has been demonstrated as the spectral region best suited for optical bioi-
maging and biosensing applications [18]. The optical properties of gold nanoshells,
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when coupled with their biocompatibility and their ease of bioconjugation, render
these nanoparticles highly suitable for targeted bioimaging and therapeutics applica-
tions. By controlling the physical parameters of the nanoshells, it is possible to engi-
neer nanoshells which primarily scatter light, as would be desired for many imaging
applications, or, alternatively, to design nanoshells which are strong absorbers, per-
mitting photothermal-based therapy applications. The tailoring of scattering and
absorption cross-sections is demonstrated in Fig. 12.5, which shows sample spectra
for two nanoshell configurations, one designed to scatter light and the other to pref-
erentially absorb light.
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Because the metal layer of gold nanoshells is grown using the same chemical
reaction as gold colloid synthesis, the surfaces of gold nanoshells are chemically vir-
tually identical to the surfaces of the gold nanoparticles universally used in bioconju-
gate applications. The use of gold colloid in biological applications began in 1971
when Faulk and Taylor invented the immunogold staining procedure. Since that
time, the labeling of targeting molecules, especially proteins, with gold nanoparti-
cles has revolutionized the visualization of cellular or tissue components by electron
microscopy. The optical and electron beam contrast qualities of gold colloid have
provided excellent detection qualities for such techniques as immunoblotting, flow
cytometry, and hybridization assays [8]. Conjugation protocols exist for the labeling
of a broad range of biomolecules with gold colloid, such as protein A, avidin, strepta-
vidin, glucose oxidase, horseradish peroxidase, and IgG. Successful gold nanoshell
conjugation with enzymes and antibodies has previously been demonstrated [13]. In
this article, we present data demonstrating the potential of nanoshells for several
biomedical applications including the use of nanoshell bioconjugates as biological
labels for optical imaging, the development of nanoshell-based scattering contrast
agents for optical coherence tomography, and the use of absorbing nanoshells for
photothermal therapy of tumors.

12.2
Methodology

Gold nanoshell fabrication
Cores of silica nanoparticles were fabricated as described by Stober et al. [9] in which
tetraethylorthosilicate was reduced in NH4OH in ethanol. Particles were sized with
a Philips XL30 scanning electron microscope. Polydispersity of less than 10% was
considered acceptable. Next, the silica surface was aminated by reaction with amino-
propyltriethoxysilane in ethanol. Gold shells were grown using the method of Duff
et al. [10]. Briefly, small gold colloid (1–3 nm) was adsorbed onto the aminated silica
nanoparticle surface. More gold was then reduced onto these colloid nucleation sites
using potassium carbonate and HAuCl4 in the presence of formaldehyde. Gold
nanoshell formation and dimensions were assessed with a UV-VIS spectrophotome-
ter and scanning electron microscopy (SEM). The nanoshells used in the darkfield
scattering imaging studies described consisted of a 120-nm silica core radius with a
35-nm-thick gold shell. The nanoshells used in the optical coherence tomography
(OCT) imaging consisted of a 100-nm core radius and 20 nm thick shell. The nano-
shells used in the therapy application described used a 60-nm core radius and a 10-
nm-thick shell which absorb light with an absorption peak at ~815 nm. The reader
is referred to Ref. [6] for a detailed description of nanoshell synthesis procedures.

Antibody conjugation
Ortho-pyridyl-disulfide-n-hydroxysuccinimide polyethylene glycol polymer (OPSS-
PEG-NHS, MW=2000) was used to tether antibodies onto the surfaces of gold nano-
shells. Using NaHCO3 (100 mM, pH 8.5), OPSS-PEG-NHS was resuspended to a
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volume equal to that of either HER2 (specific) or IgG (nonspecific) antibodies. At
this concentration, the concentration of polymer was in molar excess to the amount
of HER2 or IgG antibody used. The reaction was allowed to proceed on ice over-
night. Excess, unbound polymer was removed by membrane dialysis
(MWCO=10,000). PEGylated antibody (0.67 mg mL–1) was added to nanoshells
(~109 nanoshells mL–1) for 1 h to facilitate targeting. Unbound antibody was
removed by centrifugation at 650 g, supernatant removal, and resuspension in potas-
sium carbonate (2 mM). Following antibody conjugation, nanoshells surfaces were
further modified with PEG-thiol (MW=5000, 1 lM) to block nonspecific adsorption
sites and to enhance biocompatibility.

Cell culture
HER2-positive SKBR3 human mammary adenocarcinoma cells were cultured in
McCoy’s 5A modified medium supplemented with 10% FBS and antibiotics. Cells
were maintained at 37 �C and 5% CO2.

Molecular imaging, cytotoxicity, and silver staining
SKBR3 cells were exposed to 8mg mL–1 of bioconjugated nanoshells for 1 h, washed
with phosphate-buffered saline, and observed under darkfield microscopy, a form of
microscopy sensitive only to scattered light. The calcein-AM live stain (Molecular
Probes, 1 lM) was used to assess cell viability after nanoshell targeting. A silver
enhancement stain (Amersham Pharmacia), a qualitative stain capable of detecting
the presence of gold on cell surfaces, was used to assess cellular nanoshell binding.
Cells incubated with targeted nanoshells were fixed with 2.5% glutaraldehyde and
exposed to silver stain for 15 min. Silver growth was monitored under phase con-
trast, with further silver enhancement blocked by immersion in 2.5% sodium thio-
sulfate. Darkfield and silver stain images were taken with a Zeiss Axioskop 2 plus
microscope equipped with a black–white CCD camera. All images were taken at 40�
magnification under the same lighting conditions.

Optical coherence tomography
Optical coherent tomography (OCT) is a state-of-the-art imaging technique which
produces high-resolution (typically 10–15mm), real-time, cross-sectional images
through biological tissues. The method is often described as an optical analog to
ultrasound. OCT detects the reflections of a low-coherence light source directed into
a tissue and determines at what depth the reflections occurred. By employing a het-
erodyne optical detection scheme, OCT is able to detect very faint reflections relative
to the incident power delivered to the tissue. In OCT imaging, out-of-focus light is
strongly rejected due to the coherence gating inherent to the approach. This permits
deeper imaging using OCT than is possible using alternative methods such as
reflectance confocal microscopy, where the out-of-focus rejection achievable is far
lower. The imaging depth of OCT depends on tissue type but is usually up to several
millimeters. In the OCT experiments described in this paper, a conventional OCT
system with an 830-nm superluminescent diode was used to obtain m-scans of the
cuvette (images with time as the x-axis and depth as the y-axis). The axial and lateral

333



12 Diagnostic and Therapeutic Applications of Metal Nanoshells

resolution of the OCT system were 16mm and 12mm, respectively. Each image re-
quired approximately 20 s to acquire. System parameters remained the same
throughout the experiment.

In vitro photothermal nanoshell therapy
SKBR3 breast cancer cells were cultured in 24-well plates until fully confluent. Cells
were then divided into two treatment groups: nanoshells + NIR-laser and NIR-laser
alone. Cells exposed to nanoshells alone or cells receiving neither nanoshells nor
laser were used as controls. Nanoshells were prepared in FBS-free medium (2 � 109

nanoshells mL–1). Cells were then irradiated under a laser emitting light at 820 nm
at a power density of ~35 W cm–2 for 7 min with or without nanoshells. After NIR-
light exposure, cells were replenished with FBS-containing media and were incu-
bated for an additional hour at 37 �C. Cells were then exposed to the calcein-AM live
stain for 45 min in order to measure cell viability. The calcein dye causes viable cells
to fluoresce green. Fluorescence was visualized with a Zeiss Axiovert 135 fluores-
cence microscope equipped with a filter set specific for excitation and emission
wavelengths at 480 and 535 nm, respectively. Membrane damage was assessed
using an aldehyde-fixable fluorescein dextran dye. Cells were incubated for 30 min
with the fluorescent dextran, rinsed, and immediately fixed with 5% glutaraldehyde.
Photothermal destruction of cells was attributed to hyperthermia induced via nano-
shell absorption of NIR light.

12.3
Results and Discussion

As an initial demonstration of the potential of nanoshells in cancer imaging and
therapy, we designed and fabricated nanoshells suitable for both scattering- and
absorption-based photonics applications. For proof-of-principle imaging studies, we
fabricated nanoshells with a 120-nm radius and 35-nm shell thickness. It should be
noted that nanoshells over a broad range of sizes can be fabricated for scattering-
based imaging applications. Figure 12.6 displays the predicted scattering and
absorption spectra for these nanoshells obtained using software extensively verified
against Mie theory which numerically computes optical spectra for gold nanoshells.
As Fig. 12.6 demonstrates, these nanoshells scatter light strongly throughout the
visible and NIR regions. This permits the same nanoshells to be used in light-based
microscopy studies employing silicon CCDs and in NIR tissue imaging studies
using reflectance confocal microscopy and OCT. We also fabricated nanoshells with
a 100-nm radius and 20-nm shell thickness for OCT imaging. These nanoshells
have very similar scattering and absorption spectra to the larger nanoshells; how-
ever, the scattering and absorption cross-sections are smaller, due largely to the
smaller particle size. In addition, smaller 60-nm radius nanoshells with a 10-nm
shell were fabricated for photothermal therapy applications. Figure 12.7 shows SEM
images of the nanoshells fabricated at all three sizes.
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As an initial demonstration of the molecular imaging potential of nanoshell bio-
conjugates, we imaged carcinoma cells which overexpress HER2, a clinically signifi-
cant molecular marker of breast cancer. Under darkfield microscopy, a form of mi-
croscopy sensitive only to scattered light, significantly increased optical contrast due
to HER2 expression was observed in HER2-positive SKBR3 breast cancer cells tar-
geted with HER2-labeled nanoshells compared to cells targeted by nanoshells non-
specifically labeled with IgG (Fig. 12.8). In addition, greater silver staining intensity
was seen in cells exposed to HER2-targeted nanoshells than in cells exposed to IgG-
targeted nanoshells, providing additional evidence that the increased contrast seen
under darkfield may be specifically attributable to nanoshell targeting of the HER2
receptor. No differences were observed under darkfield or silver stain in HER2 and
IgG-targeted nanoshells using the HER2-negative MCF7 breast cancer cell line (data
not shown). More extensive descriptions of imaging experiments using nanoshell
bioconjugates are described in Ref. [11].

Although darkfield microscopy is suitable for in vitro cell level imaging experi-
ments, in vivo imaging applications will require the use of appropriate scattering-
based imaging technologies such as OCT. To assess the suitability of nanoshells for
OCT applications, we computed the scattering efficiencies of gold nanoshells (in sa-
line) over a range of core radii and shell thicknesses at 830 nm as shown in Fig.
12.9. The promising scattering cross-sections (approximately several times the geo-
metric cross-sections) computed for nanoshells based on physical parameters which
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could be readily fabricated encouraged further experimental investigation. To pro-
vide a basis for comparison of scattering efficiencies, a 150-nm-diameter polystyrene
sphere in saline at 830 nm has a scattering efficiency of 0.009; a 300-nm polystyrene
sphere has an efficiency of 0.09. As a visual demonstration of the potential of nano-
shells for OCT imaging applications, we imaged a 1-mm-pathlength cuvette contain-
ing one of three solutions: saline, a microsphere-based scattering solution, or a solu-
tion of scattering nanoshells in water (Fig. 12.10). The microsphere mixture was
0.1% solids by volume of 2-mm polystyrene spheres in saline at a concentration
which provided a scattering coefficient, ls, = 16 cm–1, and an anisotropy factor,
g = 0.96. The nanoshell (100 nm radius, 20 nm shell) concentration was approxi-
mately 109 mL–1. Figure 12.10 shows OCT images of the cuvette with saline, micro-
spheres and nanoshells. The images consist of 100 scans in the same lateral loca-
tion. The average grayscale value inside the cuvette walls was calculated using the
National Institutes of Health Image Analysis Program. The OCT intensity is based
on a log scale where black (255) corresponds to the noise floor of –100 dB and white (0)
to –40 dB. To provide an approximate comparison of measured scattered intensity,
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Figure 12.7. SEM images of nanoshells used
in the described studies. (a) The larger-dia-
meter nanoshells used in the darkfield imaging
experiments. (b) The nanoshells used in the

OCT experiments. (c) The smaller-diameter
nanoshells used for photothermal therapy
applications. The scale bars in (a) and (b) are
1mm while the scale bar in (c) is 500 nm.
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Figure 12.9. Computed scattering efficiency for nanoshells as a
function of core radius and shell thickness at 830 nm, a wave-
length commonly used in OCT imaging applications.
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Figure 12.8. Darkfield (a, c) and silver stain
(b, d) images of HER2-positive SKBR3 breast
cancer cells exposed to nanoshells conjugated
with either (a, b) HER2 (specific) or (c, d) IgG
(nonspecific) antibodies. As demonstrated
here, it is possible to exploit the optical proper-

ties of predominantly scattering nanoshells to
image overexpressed HER2 in living cells.
Similar scattering intensities were observed
when comparing cells exposed to IgG-targeted
nanoshells and cells not exposed to nanoshell
bioconjugates.
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a

b

c

Figure 12.10. OCT (830 nm) images of a cuvette filled with sal-
ine (a), a cuvette containing microspheres to approximate a
scattering coefficient of 16 cm–1 (b), and a cuvette containing
nanoshells at a concentration of ~109 ml–1 (c).

the average grayscale intensity for saline was 247 while the average intensity within
the cuvette walls containing nanoshells was 160. Current work is more carefully
exploring the potential of nanoshells as contrast agents for OCT through in vivo im-
aging studies of mice after direct injection of scattering nanoshells into the vascula-
ture via a tail vein catheter [12].
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Future efforts will be directed towards coupling nanoshell-based molecular imag-
ing technologies to some form of triggerable therapeutic intervention. Recent stud-
ies have considered a novel approach to cancer therapy based on the use of metal
nanoshells as NIR absorbers [13]. In biological tissue, tissue transmissivity is high-
est in the NIR spectral range due to low inherent scattering and absorption proper-
ties within the region. Figure 12.6 demonstrates that nanoshells can be developed to
highly scatter within this spectral region; alternatively, nanoshells may be engi-
neered to function as highly effective NIR absorbers as well. As an example of the
intense absorption possible using nanoshells, the conventional NIR dye indocyanine
green has an absorption cross-section of ~10–20 m2 at ~800 nm while the cross-sec-
tion of the absorbing nanoshells described in this article is ~4 � 10–14 m2, an
approximately million-fold increase in absorption cross-section [13]. By combining
NIR-absorbing nanoshells with an appropriate light source, it is possible to selec-
tively induce photothermal destruction of cells and tumors treated with gold nano-
shells. Nanoshell-mediated photothermal destruction of carcinoma cells is demon-
strated in Fig. 12.11. After laser exposure at 35 Wcm–2 for 7 min, all cells within the
laser spot underwent photothermal destruction as assessed using calcein AM viabili-
ty staining, an effect that was not observed in cells exposed to either nanoshells
alone or NIR light alone. In addition, evidence of irreversible cell membrane dam-
age was noted in the cells within the laser spot via imaging of fluorescent dextran
dye (data not shown). This dye is normally impermeable to healthy cells. The dye
was found in the intracellular space of cells exposed to both NIR nanoshells and the
laser but was not observed in cells exposed to either the NIR nanoshells or the laser
alone. The calcein AM stain and the fluorescent dextran stain can be used to indicate
that the cells are not viable and that membrane damage has occurred but do not
determine the underlying cause of cell death.

In an animal study described in Ref. [13], absorbing nanoshells (109 ml–1,
20–50 ll) were injected interstitially (~5 mm) into solid tumors (~1 cm) in female
SCID mice. Within 30 min of injection, tumor sites were exposed to NIR light
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a b c

Figure 12.11. Calcein AM staining of cells
(green fluorescence indicates cellular viability).
(a) Cells after exposure to laser only (no nano-
shells). (b) Cells incubated with nanoshells but
not exposed to laser light. (c) Cell incubated

with nanoshells after laser exposure. The dark
circle seen in (c) corresponds to the region of
cell death caused by exposure to laser light
after incubation with nanoshells.
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(820 nm, 4 W cm–2, 5 mm spot diameter, <6 min). Temperatures were monitored via
phase-sensitive, phase-spoiled gradient-echo MRI. Magnetic resonance temperature
imaging (MRTI) demonstrated that tumors reached temperatures which caused ir-
reversible tumor damage (DS = 37.4 – 6.6 �C) within 4–6 min. Controls which were
exposed to a saline injection rather than nanoshells experienced significantly
reduced average temperatures after exposure to the same NIR light levels
(DS = 10 �C). These average temperatures were obtained at a depth of ~2.5 mm
below the surface of the skin. The MRTI findings demonstrated good agreement
with gross pathology indicators of tissue damage. Histological indications of ther-
mal damage including coagulation, cell shrinkage, and loss of nuclear staining were
noted in nanoshell-treated tumors; no such changes were found in control tissue.
Silver enhancement staining provided further evidence of nanoshells in regions
with thermal damage.

The initial work described here established nanoshell and laser dosages which
provided effective nanoshell-mediated photothermal therapy. Based on the parame-
ters identified through these initial investigations, survival studies are now under-
way. Future work will also consider nanoshells conjugated to surface markers over-
expressed within tumors.

12.4
Conclusions

Combining advances in biophotonics and nanotechnology offers the opportunity to
significantly impact future strategies towards the detection and therapy of cancer.
Today, cancer is typically diagnosed many years after it has developed, usually either
after the discovery of a palpable mass or based on relatively low-resolution imaging
of smaller but still significant masses. In the future, it is likely that contrast agents
targeted to molecular markers of disease will routinely provide molecular informa-
tion that enables characterization of disease susceptibility long before pathologic
changes occur at the anatomic level. Currently, our ability to develop molecular con-
trast agents is at times constrained by limitations in our understanding of the ear-
liest molecular signatures of specific cancers. Although the process of identifying
appropriate targets for detection and therapy is ongoing, there is a strong need to
develop the technologies which will allow us to image these molecular targets in vivo
as they are elucidated. In this article, we have described the optical properties and
several emerging clinical applications of nanoshells, one class of nanostructures
which may provide an attractive candidate for specific in vivo imaging and therapy
applications. We have reviewed our preliminary work towards the development of
nanoshell bioconjugates for molecular imaging applications and described an
important new approach to photothermal cancer therapy. More extensive in vivo ani-
mal studies for both cancer imaging and therapy applications are currently under-
way in order to investigate more thoroughly both the potential and any limitations
of nanoshell technologies. Additional studies are in progress to assess more thor-
oughly the biodistribution and biocompatibility of nanoshells used in in vivo imag-
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ing and therapy applications. We believe there is tremendous potential for synergy
between the rapidly developing fields of biophotonics and nanotechnology. Combin-
ing the tools of both fields – together with the latest advances in understanding the
molecular origins of cancer – may provide a fundamentally new approach to detec-
tion and treatment of cancer, a disease responsible for over one-quarter of all deaths
in the United States today.
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Disclaimer

This report was prepared as an account of work sponsored by an agency of the Uni-
ted States Government. Neither the United States Government nor any agency
thereof, nor The University of Chicago, nor any of their employees or officers,
makes any warranty, express or implied, or assumes any legal liability or responsibil-
ity for the accuracy, completeness, or usefulness of any information, apparatus,
product, or process disclosed, or represents that its use would not infringe privately
owned rights. Reference herein to any specific commercial product, process, or ser-
vice by trade name, trademark, manufacturer, or otherwise, does not necessarily
constitute or imply its endorsement, recommendation, or favoring by the United
States Government or any agency thereof. The views and opinions of document
authors expressed herein do not necessarily state or reflect those of the United
States Government or any agency thereof, Argonne National Laboratory, or The Uni-
versity of Chicago.

13.1
introduction

We are developing a novel, integrated system based on superparamagnetic, biocom-
patible nanospheres for selective and rapid decorporation of biological, chemical,
and radioactive biohazards from humans. The system utilizes polymer-based mag-
netic nanospheres that are injected directly into the blood stream of biohazard-
exposed humans. The composition of the injected nanospheres is biodegradable
polymers of lactic acid or lactide–glycolide. Since it is well recognized that systemic
injection of naked polymer spheres will result in rapid bioclearance by the reticu-
loendothelial system, the surface must be coupled to long chains of polyethylene
glycol. Magnetic iron oxide nanocrystals are encapsulated within the polymer.
Receptors are terminally attached to the polyethylene glycol or encapsulated within
the polymer sphere, depending on the application. In total, the chemical compo-
nents of the spheres confer nontoxicity and biocompatibility, avoid rapid bioclear-
ance, and are biostabilized temporarily. Once injected, the spheres circulate freely
through the blood stream, selectively capturing blood-borne toxins to specific recep-
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tors (see Fig. 13.1). After an appropriate time interval (perhaps <1 h), the toxin-bear-
ing nanospheres are removed from the human blood stream using an extracorpor-
eal, closed-loop tubing system attached to a compact magnetic separator device.
This hand-held device passes blood through channels designed to avoid clotting and
to enhance suitable laminar flow conditions. Permanent magnets contained within
the device magnetically separate the spheres from the blood flow. The detoxified
blood is returned into the body and the toxin-bound particles are stored inside the
device for bioassay, bioforensics, or disposal.

Figure 13.1. Conceptual rendition of proposed biotoxin detoxifi-
cation technology. An exposed soldier self-administers nanopar-
ticles and a strap-on magnetic filtration unit is attached by vas-
cular access to his arm to remove the toxin.

If developed successfully such a system would provide a combination of strategic
advantages.

1. Uniqueness and therapeutic improvement: The system is highly innovative and
would provide, for the first time, a method of selective and efficient removal
of a variety of biotoxins from humans with internal contaminations. Toxin
removal, not merely binding of blood-toxin alone, is most important mainly
because (i) many biohazards, e.g., chemicals and radioactive substances, are
not effectively neutralized by simple in vivo antitoxin–toxin binding and (ii)
antitoxin–toxin complexes remaining within the body may induce secondary
illnesses, e.g., kidney failure from immune complex deposition, and rebound
toxicemia from release dissociation and tissue deposition.

2. Biocompatibility: Nontoxic, biodegradable nanospheres are composed of mag-
netite (or other magnetic material) encapsulated within a biocompatible poly-
mer. Therefore, injection of the magnetic nanospheres with subsequent
incomplete or no removal will pose no harm to the subject.
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3. Diversity and repeatability: The therapeutic diversity lies in the vast number of
already existing and newly designed antitoxins, antibodies, and ligands that
can be attached to the biocompatible magnetic nanoparticles. Chronic expo-
sures or exposures with low blood but high tissue toxin concentrations can
be treated with repeated injection and removal of antitoxin-bearing particles.

4. System compactness and portability: As the total nanospheres injected for toxin
binding can be expected to be less than 2 mg per kilogram body weight, various
antitoxin injectants and the actual magnetic removal device can be engineered as
a hand-held, single-use, presterilized, self- or helper-applicable unit.

The future biomedical realization of this technology would be an expandable sys-
tem also applicable to (i) the diagnosis of diseases, e.g., rapid bioassay examination of
milligram quantities of concentrated toxins bound to the nanospheres, and (ii) the
treatment of diseases in biohazard-exposed humans, e.g., sequestering a wide variety of
blood-borne toxins and biohazards in vivo with subsequent removal from the body.
Since the nanoparticles will be stabilized against opsonization and macrophage
engulfment, they can be circulated within the blood stream for extended periods
facilitating in-field use, e.g., by military and first-response personnel, or its applica-
tion as a mass-screening tool in a triage setting. Importantly, if successful, this
detoxification system will provide a unique platform nanotechnology for the treat-
ment of other medical illnesses, such as autoimmune diseases and medication over-
doses, in which disease-specific receptors (chelators, ligands) already have been de-
veloped but subsequent removal of toxic compound from the blood stream is not yet
possible.

This chapter will provide a brief review to familiarize the reader with the pertinent
chemical and biomedical engineering background and outline our currently
ongoing parallel and sequential efforts to successfully establish this decorporation
system. In our discussion, we will focus on the synthesis and in vivo testing of biost-
abilized and biodegradable magnetic nanospheres, the incorporation of toxin-bind-
ing ligands to the magnetic nanospheres, and the development of a prototype mag-
netic sequestration system.

13.2
Technological Need

Several blood detoxification methods are currently available. The clinically more
important ones can be summarized as follows.

Hemodialysis and hemofiltration applies an osmotic gradient across a semiperme-
able membrane to dialyze/filtrate hydrophilic substances out of the blood. The
major limitations are long procedure duration, extracorporeal circulation of large
blood volumes requiring large-bore arterial access, nonselective substance removal,
and effectiveness limited to hydrophilic substances with lower molecular weight. Its
use is mostly restricted to patients with kidney failure and in some medication-
related intoxications.
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Plasmapheresis utilizes extracorporeal, nonspecific exchange of plasma (which is
cell-free blood) with albumin or saline solutions. This method removes most of the
blood fluid phase and therefore can only be used for a limited period of time and in
specific clinical situations where the toxic substance is present in abundant concen-
tration. Its utility is generally restricted to autoimmune diseases.

Extracorporeal immunoabsorption is a variation of hemodialysis in which extracor-
poreal circulated blood is exposed to a larger exchange surface saturated with
immune-absorbent materials (e.g., antibodies). It is a more specific removal method
but less effective, requires the circulation of large blood volumes, and is restricted to
specific antibody–antigen interactions.

We can perform direct injection of chelators and antibodies, in which, for example,
injected antibodies neutralize some actions of circulating antigen (e.g., medication
or bacterial toxin interactions). However, complete antigen binding can often not be
achieved, and also relatively high antibody dosing is required, increasing the risk of
allergic (anaphylactic) and systemic (kidney failure, etc.) side effects. Furthermore,
the antibody–toxin complex is not removed from the blood and remaining toxin can
dissociate, leading to rebound intoxication.

Obviously, there is currently no adequate detoxification system and, for the major-
ity of biohazard exposures, no therapies other than supportive measures. In agree-
ment with the clinically most successful acute and chronic detoxification system,
hemodialysis, we are proposing that a novel versatile detoxification system must
remove the offending agent(s) from the blood stream. Simple blood biohazard
sequestration within the blood stream as achieved by toxin–ligand or antibody–anti-
gen binding will insufficiently protect humans from harmful toxin exposure. This is
evidently exemplified in (i) treatment approaches solely based on in vivo antibody–
antigen binding, in which safe antibody treatment is problematic due to reduced an-
tibody affinity, systemic side effects (i.e., antibody–antigen complex-mediated dis-
eases, renal failure, etc.), anti-antibody production – all inherent limitations if high-
er or repeated antibody injections are required; as well as in (ii) cases of radioactive
and chemical toxin exposures, where ligand–toxin binding does not alter the toxic
activity and natural disease course induced by the offending agents.

However, in contrast to conventional hemodialysis and other, less commonly
used detoxification systems, the nanospheres-based system will have important
advantages such as:

. Specificity. Only substances binding specifically to the nanoparticle-ligand
surface will be removed.

. Removal. Several important advantages exist:
– Dissociation of already formed toxin–antitoxin complexes becomes less

important as the compounds are continuously removed from the body.
– Active toxin blood stores are permanently removed; therefore, additional

protein-, tissue-, and membrane-bound toxins are continuously released
as free toxin into the blood stream and eventually bound to the nano-
spheres (decreasing toxin body stores).
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– Quantification of removed toxins permits (i) direct estimation of toxin
removal efficiency, (ii) a clear estimate of required therapy duration, (iii)
further laboratory identification of biohazard origin (bioforensics), (iv)
improved antitoxin design, etc.

. Quantitative binding. Quantitative toxin binding is facilitated by large nano-
particle-antitoxin binding capacity; this becomes especially useful when only-
low affinity antitoxins are available.

. Nontoxicity. Nanoparticles remaining within the body are metabolized phy-
siologically without adverse effects.

. Efficiency of removal. Strong magnetic field gradients will allow high-yield
first-pass removal of antitoxin–toxin compounds.

. Convenience of usage. Two-step detoxification, simplified for mass usage by a
nonverbal visual guide: injection of nanospheres followed by simple needle
insertion of filtration unit; miniaturized portable or large-scale hospital-based
designs.;

. Safety of usage. No risk of disease transmission (as in antibody treatment,
blood transfusion, etc.); no blood loss; closed-loop, preheparinized and pre-
sterilized, single-use system avoids blood contamination, allowing self- or
helper-applied usage by nonmedical personnel, and preservation of the sam-
ple toxin.

. Repeatability. Re-exposures to biohazards or reaccumulation of toxin from
body tissue stores can conveniently be treated with repeated detoxification
sessions.

If successful, the most apparent and dramatic advancement is the introduction of
a robust, hand-held biodetection and treatment system that can provide a concen-
trated multianalyte for high-sensitivity bioassay. As such, it is possible to determine
the in vivo, presymptomatic presence of pathogens through highly selective seques-
tration and magnetically assisted separation without harmful side effects to sur-
rounding healthy tissues and cells.

The technology is radically novel, but the components have some precedent as
was described above. We seek to integrate known technology with advancements
and novel design strategies in our laboratories to engineer a powerful detoxification
system. Even in its simplest form, a system of in vivo detoxification using biostabil-
ized nanospheres will have a scale of diverse applications making it attractive to
many military or civilian applications.

13.3
Technical Basis

Upon first inspection of the technology concept several questions arise as to its fea-
sibility and applicability. Such concerns are addressed directly below.
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13.3.1
Difference Between Drug Sequestration and Drug Delivery Using Nanospheres and
Microspheres

There are many examples of R&D in nanospheres and microspheres systems for the
goal of drug delivery; the reader is pointed to Davis [1] and Douglas et al. [2] and the
work of H�feli [3] and L�bbe et al. [4]. At first inspection, drug delivery and drug
removal using nanoparticles might be considered parallel research. However, there
are important differences in the development of these two systems (Tab. 13.1). First,
drug delivery systems must optimize the encapsulation of drug material within the
nanoparticle. As such, the best configuration is to use higher volume-to-surface-area
particles. Drug removal requires the antithesis – high surface-area-to-volume ratios
– in order to maximize the surface functionality (capacity) of the nanospheres for
toxin removal. Also, drug delivery systems often do not require long circulation
times in the body and thus may not require robust surface properties to avoid opso-
nization. In detoxification, drug removal will require circulation of the nanospheres
in the blood stream for several cycles in order to maximize capture of toxins and
permit removal. Next, because the drug is encapsulated within the microspheres
matrix for drug delivery systems, the surface can be freely conjugated. In contrast,
nanospheres for toxin removal will require the surface to be conjugated with stabi-
lizing ligands and ligands to sequester toxins. The reason for this is to maximize the
kinetics for toxin removal – a surface effect. Finally, drug delivery systems are often
not magnetic, instead relying on surface ligands to bind to tissue sites. Systems that
are magnetic must maximize the magnetic moment of particles in order to mini-
mize the externally applied magnetic gradient and field. For drug removal, the mag-
netic component is important for filtration but may be adjusted depending on the
design of the magnetic filtration system. That is, a high-aspect-ratio filtration cham-
ber can be fabricated to produce blood flow rates that range from < 1 cm s–1 to
>100 cm s–1 depending on the actual capture efficiencies. Because of the versatility
in designing the filtration system, we envision the magnetic moment of the particles
to be much less than required by magnetic drug delivery systems (<10 emu g–1 as
opposed to >30 emu g–1 in drug delivery systems).

Table 13.1 Contrast between drug delivery and the proposed toxin removal system based on mag-
netic nanoparticles.

Property Drug delivery Toxin removal

Size High volume-to-surface-area High surface-area-to-volume
Magnetic moment >30 emu/g <10 emu/g
Surface functionality Not necessary Stabilized against opsonization,

anti-toxins anchored to surface
Circulation time Minutes >1 h

emu: electromagnetic unit.
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13.3.2
Vascular Survival of Nanospheres

There has been initial work investigating particle pharmacokinetics within our
group and by others. Particles without appropriate surface characteristics are imme-
diately removed (within minutes) by the reticuloendothelial system (liver, spleen,
etc.) [5], and particles that are too large will cause capillary occlusion and cause seri-
ous adverse effects and death after systemic injection into the animal ([6]; unpub-
lished data obtained in our monkey experiments using commercially available cellu-
lose-based microspheres). However, success in liposome and nanoparticle systems
identifies the importance of hydrophilic polyethylene glycol (PEG)-derivatives in
prolonging intravascular survival [7, 8]. Particles coated with PEG chains offer steric
and charge stability (near neutral) and prevent antibody formation, opsonization,
and phagocytosis [8, 9]. Investigations found that the blood circulation times of par-
ticles increase as the molecular weight of covalently linked PEG increases. Five
hours after systemic injection, only one-third of 20-kDa PEG-conjugated poly(lactic-
co-glycolic acid) nanospheres (140 nm) had been captured by the liver in compari-
son to uncoated particles [8]. Similar prolongation was summarized by Allen et al.
[10, 11] and described by Li et al. [7] and Dunn et al. [12]. However, exact mecha-
nisms for macrophage avoidance are not known and discrepancies exist as to the
best PEG length or derivative. Most recent evidence has demonstrated a 20-h half-
life for circulation, exemplifying the great progress scientists have made in this area
[13].

13.3.3
Toxicity of Components

Nontoxic polymeric nano- and microspheres have been described in the literature
and comprise a category of natural and synthetic biopolymers. Biopolymers include
but are not limited to poly(lactic acid), poly(lactic-co-glycolic acid), poly(ethylene gly-
col), poly(caprolactone), albumin, and dextran. Biopolymers are chemically degraded
at rates dependent on the particle size, surface properties, cross-linking density, and
the molecular weight of the polymer [14]. The acute toxicity of several biopolymers
has been evaluated [15] and suggests no ill effects due to the polymers. Instead, the
polymers are degraded and metabolized into harmless fragments [16]. Poly(lactic
acid), poly(lactic-co-glycolic acid) and poly(caprolactone) are FDA-approved for injec-
tion in several forms. From our own work, histopathological examinations of lung,
liver, brain, and spleen of a series of monkeys and rats exposed to systemic injec-
tions of magnetic particles identified no early toxicological changes (tissue changes,
coagulation, and extravasation) and no capillary obstructions were observed in exam-
ined animal organs after adjustment of particle size and injection modus.

The presence of magnetic particles incorporated within the polymeric matrix
introduces a second source of potential toxicity. However, studies have shown [17,
18] that, in the long term, the magnetite crystals are in part metabolized, increasing
hepatic and splenic ferritin stores, and in part incorporated into red blood cells.
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Thus, provided that the injected dose of magnetic iron is below the toxic dose thres-
hold, they are safe. (The toxic dose threshold is 10 mg kg–1 body mass or 750 mg in
standard man [16]. Also, normal serum levels in blood are 80–180 mg dL–1 and action
levels are >500 mg dL–1.) We estimate that about 100 mg of nanoparticles will be
injected to treat a typical biohazard-exposed subject, a fraction of which will be com-
posed of iron (if 50% loading of nanoparticle with elemental iron, then the patient
may be exposed to 50 mg of unbound iron). Not only is this amount of injected mag-
netite much smaller than the dose leading to toxic iron effects but, more impor-
tantly, our detoxification system will extract most of the injected magnetite as part of
the toxin removal process. Therefore, body storage will only be a minor deposition
method. Superparamagnetic iron oxide is approved by the FDA for injection.

13.3.4
Magnetic Filtration of Nanospheres from Circulation

Magnetic separator units for industrial use are available commercially and have
been used for various research related immunoseparations [19–23]. However, a mag-
netic separator suitable for our application of clearing nanospheres from blood flow
has not been designed. Based on the performance of commercial separators and our
own preliminary investigations, we will implement technically straightforward engi-
neering for the design of the first prototype biomedical separators. Our proposed
“filtration” system utilizes small permanent magnets attached to the body of a spe-
cialized closed-loop catheter system. The actual design of the device is part of the
proposed research as several options are plausible given predefined conditions.
Common to all design options, the blood will be diverted from the body to an array
of tiny (few hundred micrometer diameter) flow tubes. The tubes will be immersed
in a magnetic field gradient, causing the magnetic nanospheres to deflect towards
and collect at the tube wall. The precise geometry of the tubing system (size, mate-
rial, coating, length, shape, etc.) will be defined in our research to minimize interac-
tions with blood coagulation (i.e., thrombosis) and blood cells (i.e., destruction). In
addition, our analyses will identify different design strategies for different modes of
operation (e.g., in-field vs. unit-based) and user level of training (e.g., self- vs. helper-
applied).

Magnetic separation can be illustrated with our following simple experiment. A
suspension of monodisperse nanospheres, 400 nm in diameter (measured moment
50 emu g–1, �=1.4 g cm–1) was contained in 0.9% saline in a 0.6-cm diameter vial. A
hand-held commercially available magnet (0.4 T at surface) was placed against the
outside wall of the vial and all particles rapidly deflected to the inner wall close to
the magnet surface within 3 s. Assuming constant particle velocity (here 0.6 cm per
3 s) within the contained fluid, we plot the trajectories of particles under flow condi-
tions (Fig. 13.2). The plot estimates the length of tubing that would be needed to
deflect particles flowing at 50, 10, and 1 cm s–1 in 1-mm diameter tubes. For rapid
flow velocities, a tube >20 cm immersed in the magnetic field would be required to
separate the particles from the flow. However, for flow rates of 10 cm s–1, easily
achieved with microflow tubing designs, only approximately 5 cm of tubing is neces-
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sary. In our design, multiple flow tubes will be used to compensate for the reduction
in volumetric blood flow rates per tube and lower the pressure drop across the
device. Smaller-diameter tubes will facilitate separation and greatly reduce the
length of tube necessary for effective separation.
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Figure 13.2. Simplified model showing nanoparticle trajectory
in various flow velocities (e = 50 cm s–1, D = 10 cm s–1,
s = 1 cm s –1). Particles must deflect 1 mm to reach vessel wall.

13.4
Technology Specifications

The main foci are (i) the development of biostabilized magnetic nanospheres that
circulate freely in the blood stream, (ii) the design of biodegradable prototype anti-
toxin-coupled nanospheres, (iii) the demonstration of in vitro and in vivo toxin
sequestration using a model, biological target–receptor pair, and (iv) the design, fab-
rication, and demonstration of a compact, extracorporeal device to magnetically sep-
arate the nanospheres from the blood rapidly.

The state of the art in biocompatible, magnetic nanospheres and magnetic separa-
tion devices already provides promising initial data on core technologies needed to
realize components of the detoxification system. However, significant scientific chal-
lenges must be overcome to determine the functionality and efficacy of our rapid
detoxification system. We describe the background and the broad requirements for
each of the four necessary technical achievements listed above.

13.4.1
Development of Biostabilized, Magnetic Nanospheres

Polymeric-based microspheres and nanospheres are used primarily as drug carriers
for targeted or sustained drug delivery. Several articles have been devoted to a sum-
mary of the application of drug-loaded spheres [24–27], magnetic carrier technology
[28], and technology status with magnetic targeting of magnetic carriers [29]. In fact,
an international conference is held regularly to discuss advances in the medical ap-
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plications of magnetic carriers [http://www.magneticmicrosphere.com] and atten-
dance has grown rapidly.

For the detoxification technology, we need to synthesize nanospheres with (i) opti-
mal size to avoid obstructing capillary blood flow and immediate vascular clearance,
(ii) adequate size uniformity to facilitate modeling and quality control and assur-
ance, and (iii) optimal surface properties to prolong vascular circulation. Specifically,
the nanospheres must be single populations between 100 and 5000 nm. If bimodal
or multimodal populations are synthesized then the diameters of the individual
populations must be sufficiently different to allow for some physical separation
method (e.g., filtration). The surface charge must be neutral or slightly negative
(<10 mV, measured by zeta-potential) due to surface PEGylation in order to increase
blood circulation time and minimize bioclearance by opsonization and phagocytosis.

13.4.1.1 Nanosphere Size
The literature presents many articles describing the synthesis of nanospheres and
microspheres composed of natural and synthetic polymers. Many types of polymers
have been investigated for potential in vivo applications. By far the most discussed
polymers are poly(lactic acid) and poly(lactic-co-glycolic acid) macromonomers.
There is a plethora of literature too numerous to cite that describes synthesis meth-
ods, drug encapsulation, release kinetics, biostability, and in vivo properties such as
macrophage engulfment, biodegradation, and organ disposition. The Journal of Con-
trolled Release contains many articles every year on the subject matter.

The method of nanospheres formation is straightforward. The polymer is dis-
solved in a volatile organic solvent and added to an aqueous solution and stirred vig-
orously. An emulsion of oily droplets forms. Surfactants in the solution promote the
stabilization of the emulsion until the volatile organic solvent dissolves in the solu-
tion and evaporates, leaving a solidified sphere of polymer. Magnetic spheres con-
tain additional magnetic powders in the organic solution. The size of the spheres
depends on process parameters. Some process parameters are outlined in Tab. 13.2.

A popular type of polymer composition is polystyrene. Polystyrene spheres are
formed by a completely different method called emulsion polymerization [30] and
will not be mentioned further except to say that they are uniform in size with a well-
known surface chemistry and functionalization. They are not appropriate for in vivo
use due to the toxicity of polystyrene, but their uniform properties make them
attractive model systems during feasibility studies.

The limits set by physical removal of particles flowing in the blood are rather
broad. To maximize surface receptor density we seek particles with sufficiently high
surface-area-to-volume ratios. To be discussed in the next section, high surface-area-
to-volume ratio nanospheres would imply using the smallest particle possible or
those <100 nm. However, as one reduces the nanosphere size, it becomes more dif-
ficult to sustain the magnetite content or magnetic moment. In other words, the
magnetic moment drops at a rate faster than would be expected based on the reduc-
tion in particle volume as the diameter is reduced. We have had success in separat-
ing 400-nm polystyrene magnetic nanoparticles from blood (specific magnetiza-
tion=50 emu g–1). Thus, we hypothesize that a nanoparticle 100–400 nm in size will
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Table 13.2 Some process parameters in the synthesis of magnetic nano-/microspheres.

Polymers Poly(d-lactide), poly(l-lactide), poly(d,l-lactide),
poly(lactic–co-glycolic acid), polymers and copolymers linked to
polyethylene glycol, poly(caprolactone)

Surfactants Poly(vinyl alcohol), poloxamer, polyethylene glycol, tocopherol
polyethylene glycol succinate, sodium dodecyl sulfate

Volatile organics Dichloromethane, chloroform, acetone, ethyl acetate
Mixing speed 1,000–20,000 rpm, 15–95 W insonation
Mixing modality High-speed homogenization, ultrasonic insonation, paddle mix-

ing, magnetic stir bar
Polymer/organic solvent ratio 1–0%
Oil/water ratio 1–10%
Mixing time Several seconds to minutes depending on modality to form ini-

tial emulsion, several hours to harden
Polymer MW 2–300 kDa
Surfactant MW PVA 10–150 kDa
Surfactant concentration PVA 0.1–10%
Magnetic phase Magnetite Fe3O4, maghemite c-Fe2O3, passivated Fe,

passivated Co
Temperature Unknown, may reduce coalescence

be optimal in this program. There is a parallel requirement that the size of the parti-
cles not be broadly distributed (high polydispersity). The reason for this is to facili-
tate modeling of the system and ensure predictability in particle properties such as
magnetic moment, surface area, receptor density per batch size, surface charge, etc.

13.4.1.2 Surface Properties
Covalent attachment of biologically active compounds to polymers and polymeric
spheres became one of the methods for alteration and control of biodistribution,
pharmacokinetics, and, often, toxicity of these compounds [31]. One of the most
popular polymeric materials used for this purpose is polyethylene glycol (PEG). It
possesses an ideal array of properties: excellent solubility in aqueous solutions [32],
extremely low immunogenicity and antigenicity [33], and has the advantage of being
nontoxic and was approved by the FDA for internal use in humans [34]. Gref [27]
provides an excellent discussion on PEG biochemistry and protein interaction.

Jeon and Andrade [35] proposed a mathematical model taking into account the
four types of interactions between a protein and hydrophobic substrate. They stated
that the best conditions for protein repulsions were found to be long PEG chain
length and high surface density. If D is the distance from the anchorage to the sub-
strate of the two terminally attached PEG chains, in the case of small proteins (approxi-
mately 4 nm in diameter), D should be around 1 nm, whereas for larger proteins (6–8
nm), D should be around 1.5 nm [35].

The challenge to our program is to determine the proper PEG chain length and
surface coverage to increase circulation half-lives to permit in vivo binding of the
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toxin and removal of the toxin-loaded nanospheres. PEGs come in various forms.
They can be made linear or branched, and with different molecular weight (chain
length), and partial substitution (e.g., polyethylene glycol–polypropylene glycol
coblock polymers). The literature contains discrepancies as to the best choice of
chain length, and computer models [35–38] suggest potentially subtle but important
differences to explain PEG behavior towards protein adsorption. One study [8] con-
cludes that polystyrene nanospheres with longer PEG chains, those greater than
10,000 Da, survive longest in the rat, but does not show direct evidence of surface
coverage. Another study [12] concentrates on showing the importance of surface cov-
erage density but does not compare these results with those as a function of PEG
length. Importantly, long-chain PEGs may sterically interfere with each other during
the surface bonding procedure or during copolymerization. Thus, the surface may
not be able to accommodate the long-chain PEGs to the 100% surface coverage
needed to avoid opsonization. Another study [39] suggests that vascular survival is
not enhanced by conjugating PEG chains longer than 5000 Da, while Yamoaka et al.
[13] refute this suggested lack of dependency. These discrepancies necessitate confir-
matory and supplemental study.

13.4.1.3 Biodegradability
We are adapting the parameters found to prolong the vascular survival of the model
polystyrene-based nanoparticles (PEG chain length, PEG surface density, receptor
site density, biokinetics) to biodegradable magnetic nanospheres. There are several
biopolymers to choose from in synthesizing the nanoparticles. There is a plethora of
data on poly(lactic acid) (PLA) and poly(lactic-co-glycolic acid) (PLGA) polymers.
Gref et al. [40] describe how to synthesize PLGA–PEG nanoparticles <150 nm using
an oil-in-water solvent evaporation technique. Li et al. [7] describe a similar method.
H�feli et al. [3] describe an oil-in-water method for synthesizing PLA microspheres
>3 lm, and our work has shown that this method can yield less polydisperse nano-
spheres from 900 nm to 3000 nm (Fig. 13.3). Mosqueira et al. [41] describe the prep-
aration of PLA–PEG nanoparticles with variable PEG content and chain length.
Only H�feli et al. [3] describe incorporating magnetite into the PLA or PLGA parti-
cles so we must understand how magnetite affects the size and chemistry of the
biodegradable spheres, especially the submicron spheres.

PLA

Figure 13.3. Poly(lactic acid) microspheres. Note the variance
in sphere diameter.
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13.4.1.4 Surface Receptors
The nanospheres must have (i) large surface area and surface functional sites for
attachment of surface receptors (e.g., antibodies, chelating agents for radionuclides,
or ligands for chemical toxins) in sufficient number to reduce or eliminate com-
pletely the concentration of toxins in the blood, and (ii) the placement of such sur-
face receptors where they can interact readily with the blood but not facilitate protein
adsorption onto the particle surface. The first criteria are interrelated with the
design of the nanosphere size since particle diameter is intrinsically related to sur-
face area. To estimate the target receptor site densities we provide an example. Simu-
lating a class A agent Bacillus anthracis exposure, we inject 0.6mg of lethal factor
(LF) into a rat (300 g weight, 25 mL blood volume) which leads to a LF blood concen-
tration of 24 ng mL–1 or 7.5 pmol per rat (MW 80–90 kDa). Nanospheres we used in
our laboratory have a surface receptor capacity of at least 1 mequiv mg–1 or 1 lmol
mg–1 for univalent ligands. Thus, an anticipated injection of 10 mg of nanoparticles
into the rat would have a capacity of 10 lmol barring steric hindrance. This value is
on the order of 106 times greater than the necessary theoretical capacity needed to
bind quantitatively LF toxin in the blood. Assuming a steric hindrance offered by an
80- to 90-kDa LF protein (15 nm diameter projected image) on a 400-nm magnetic
nanoparticle (10 mg injection), we can expect a binding capacity of 0.7 nmol LF pro-
tein – still a factor of 100 greater than necessary for quantitative LF removal from
the blood. Therefore, a goal is to maintain this order of receptor site density
(1 mequiv mg–1) during the synthesis of biodegradable nanospheres from PEG based
copolymers.

There are two options to attaching the antibodies or chelating ligands to the sur-
face: (i) attach them directly to the particle surface using short chain functional
groups such as carboxyl and epoxy bridges, or (ii) attach them to the PEG or PEG-
derivative chains extending from the particle surface. The shortcomings of the first
procedure are that the receptor groups may be sterically hindered from encounter-
ing the toxins present in solution due to the long-PEG-chain neighbors. Also, since
the receptors would be attached directly to the surface they would be competing
with the PEGs for surface coverage. This condition inherently limits the surface den-
sity of PEGs and facilitates opsonization and macrophage removal of the nano-
spheres in vivo. Therefore, option (ii) appears to be the most appropriate choice. It
has been demonstrated by our research partners and others that the terminal groups
of PEG chains can be activated and covalently bonded to other functional groups.
Our own research has shown that we can attach streptavidin onto the terminal
groups of PEG (300 and 2000 Da). However, we believe it may be difficult to cap the
activated terminus of the PEG completely during the receptor attachment step. This
may result in a charged surface and increased opsonization. Instead, we are pursu-
ing a method by which the coblock polymer used to make the nanospheres (e.g.,
PLA–PEG) contains a suitable end group for direct attachment of receptor. For
instance, we have synthesized PLA–PEG–biotin copolymer (Fig. 13.4) based on the
technique of Salem et al. [42]. Streptavidin was attached after incubation in buffer
solution [43]. Similarly, biotinylated antibodies could be directly attached to the
streptavidin [44] or attached during the coblock polymer synthesis by substituting
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the biotinylated antibody for biotin. Although preliminary studies are promising,
there are still limitations that need to be addressed, including efficiency of antibody
conjugation and effect of conjugation of the PEGs on circulation of the nanospheres
in vivo.

Figure 13.4. Biodegradable coblock polymer with biotinylated
end group.

The model system that we are demonstrating in initial experiments is the strepta-
vidin–biotin pair. However, this system provides a lower limit in determining the
necessary residence times for nanosphere flow (i.e., the amount of time or blood
volumes to which the nanospheres must be exposed to ensure removal of toxins).
The follow-up system in subsequent research will concentrate on more realistic sys-
tems that display weaker binding constants. These antigen–antibody systems will
present a realistic expectation of this system based on the accomplished receptor
site densities and vascular survival. Therefore, a goal is to determine if it is possible
to functionalize identified candidate magnetic nanoparticles with their respective
candidate antibodies and that the antigen–antibody capture efficiency remains
stable when applied to the living animal conditions. This would ensure that it is pos-
sible to detoxify the antigen from the animal blood.

Inherent with the research challenge of receptor site density is the determination
of the suitability of current antibodies to maximize surface density. Antibodies are
quite large molecules (tens to hundreds of kilodaltons), but their active components
can be quite small. Thus, it is important to quantitatively evaluate whether antibody
fragments can enhance the receptor site density achievable (due to steric effects)
while maintaining its specificity and stability. In other words, the development of a
reliable technology for developing receptors for future implementation of the nano-
particle technology is critical – and a obligatory prerequisite for optimization of
receptor density (i.e., maximizing receptor capacity while minimizing opsonization/
engulfment risk). Importantly, it is possible that trying to optimize receptor capacity
with conventional antibodies is not useful, since the system cannot be manufactured
with conventional antibodies. It is plausible that a reduction in the size of the anti-
body or fragment needed to achieve selective bonding to the toxin would enhance
the manufacturing output of the antibody.

An important aspect of the proposed technology is the possibility for generic
attachment of a variety of antitoxins to the nanoparticle substrate. For instance, by
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coupling streptavidin to the terminal groups of the PEGs one has a generic method
of attaching biotinylated antibodies to the nanoparticle’s surface. We seek to
describe methods of generic attachment for chemical toxin ligands and radiological
toxins. We initially focus on the streptavidin receptor for biotinylated targets. Suc-
cessful designs will be moved from the streptavidin–biotinylated protein system of
sequestration to the biotinylated antibody–antigen system to more realistically deter-
mine binding kinetics in vitro and in vivo. If encouraging results are obtained, we
will test the ability of the magnetic nanospheres to deplete the antigens in complex
mixtures, such as rat blood. Positive results would serve as the prelude to the devel-
opment of animal models as part of subsequent testing. We note the success of
Sakhalkar et al. [44] in selective binding of in vivo targets with similar nanosphere
composition.

13.3.2
Magnetic Filtration of Toxin-Bound Magnetic Nanospheres

We are designing an extracorporeal magnetic filtration unit, a small external catheter
system, that (i) allows dialysis-like blood circulation through a well-defined tubing or
microchannel system while generating no blood clots or coagulation events, (ii) will per-
mit quantitative removal of the freely circulating, toxin-bound nanospheres via applica-
tion of hand-held permanent magnets, (iii) is easily portable and in-field applicable (i.e.,
the entire device is hand-held), and (iv) is designed for administration by nonmedical
staff or trained medics (both designs will be developed).

The current knowledge of perfusion devices and blood flow is sufficient for the
development of such a filtration device without additional scientific discovery. Our
own research provides evidence for particle filtration in high-velocity blood flow
using small, permanent magnets (Fig. 13.5). Thus, a carefully orchestrated series of
experiments utilizing existing technology should be successful for production of the
device. The device is predicated on:

Figure 13.5. Pathology of magnetic particles (black, peak
vel.=105 cm s–1) using a 20-mm permanent magnet placed
8–10 mm from artery.
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1 The ability to successfully separate the particles from the blood. This will
require a sufficient magnetic field to draw the particles to the wall and hold
them there under shear flow.

2 A flow rate of at least 100–200 ml min–1 will be required for total body cleans-
ing. Lower flow rates can easily be obtained from a large-bore venous punc-
ture at mid-arm level. A simple siphon hand-pump will ensure proper flow
rate. Higher flow rates are achieved from a commonly performed femoral
arterial puncture with a double-bore needle [double-lumen (inflow and out-
flow) catheterization avoids a second vascular puncture]. A trained technical
person should be capable of performing such a procedure.

3 Anticoagulation locally in the perfusion chamber by dissolution of heparin
from the walls of the tubes into the flowing fluid, which should permit ade-
quate anticoagulation locally without inducing it systemically. Shear rates
and stresses will be kept at levels compatible with minimizing both clot for-
mation and thrombosis in the design of the magnetic field so that particle
removal or “filtration” is quantitative and highly efficient, minimizing the
length of the device and its size and weight. The design will include a clot-
filtering device at the blood return port.

Further design aspects depend on future investigations using the prototype mag-
netic field chamber. Certainly, the inherent physical properties will vary for each
magnetic filtration device variation necessary to accommodate different biomedical
and user applications and these design characteristics cannot be predicted a priori
purely on theoretical grounds. However, realistic modeling of various future design
strategies will become possible if the first prototype separation device is character-
ized and its performance tested in living animals and healthy volunteers. Important
design strategy questions can then be adequately answered; examples are:

1 What are the most feasible vascular access modes (venous, bivenous, arter-
ial?) and site (antecubital, brachial, femoral?) for easy and fast (self- vs.
helper?) use?

2 What are the optimal catheter (single vs. dual lumen, cannulation size?) and
tubing system (coating, flexibility, filter system, branching?) for unobstructed
blood circulation and to avoid blood clotting?

3 What is the most favorable magnetic device design (one magnet/catheter
unit or a “snap-on” tubing design?), allowing easy fixation and portability?

Our first prototype detoxification system will be designed to utilize safe and prac-
tical venous access at the inner mid-arm regions (antecubital) of an exposed human
via 14-gauge, dual-lumen needle insertion (self- or helper-applied) which can easily
be performed by trained nonmedical personnel. Using this approach, the careful
estimation of practical low blood flow rates at about 40 ml min–1 will allow total
body blood (estimated 6 L) turnover with removal of toxin in about 150 min. Varia-
tions of this approach will permit faster detoxification; for example, helper-applied
femoral artery needle access at the groin site can reduce the clearance time by a fac-
tor of 8–10, establishing blood clearance within approximately 15 min. More com-
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plex vascular access and device design strategies can be instituted when exposed
humans are treated in medical units or hospital settings.

13.4
Technical Progress

This program is in its infancy and we are pursuing proof-of-principle experiments.
In vitro sequestration of a biotinylated enzyme from simple fluids and whole rat
blood was performed under static and dynamic flow conditions. Particles were com-
posed of nanocrystalline maghemite (c-Fe2O3) encapsulated in polystyrene nano-
spheres. Several variations were tested including various PEG lengths (MW
330–6000) and particle sizes (250–3000 nm). Streptavidin, the model receptor, was
either bonded to the carboxylated terminal group of the PEG or attached directly to
the nanoparticle surface. Biotinylated horseradish peroxidase (HRP) was used as the
model “toxin.” The results (Fig. 13.6) indicate a reduction of the free enzyme to
about 50% maximum levels in the blood in all tests. Equilibrium was reached within
20–30 min. We have more recently achieved 72% separation of biotinylated HRP
from saline in heparinized whole rat blood [43].
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Figure 13.6. Horseradish peroxidase (HRP) “toxin” levels in
water and blood after HRP and nanosphere injection.

We synthesized biodegradable PLA–PEG–biotin–streptavidin nanospheres and
microspheres and achieved up to 42% separation of the biotinylated HRP from nor-
mal saline (0.25 mg nanospheres per milliliter of heparinized rat blood, 0.375 mg
HRP mL–1 blood [43]). The surface charge is neutral from pH 4 to pH 9 making
them, to a first order, suitable for in vivo trials. We have encapsulated rhodamine-B
and measured detection limits in whole rat blood. The signal-to-noise levels are suit-
able for quantification.

In vivo experiments, performed on retired breeder rats, included (i) the design of
a closed-loop, adjustable-flow blood recirculation unit permitting blood turnover and
sampling over several hours in the live animal; (ii) kinetic studies of several candi-
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date magnetic nanospheres and toxins; (iii) first magnetic filtration experiments. In
the latter investigations, continuous extracorporeal blood circulation was achieved
via carotid–jugular cannulation and external pump support with filtration of mag-
netic nanospheres using 1-mm-diameter closed-loop tubing and a single NdFeB
magnet (0.4 T at surface, 18 mm diameter) (Fig. 13.7). Procedural blank experiments
monitored the circulation half-life (T1/2) of biotinylated HRP in the rat model (Fig.
13.8), showing that the HRP levels decrease immediately (T1/2=15–20 min). A
longer circulating marker would be useful. Experimental results on toxin sequestra-
tion and rat pathology are pending.

Toward the development of the magnetic filter, we employed computational fluid
dynamics and computational magnetic field models developed by The Department
of Energy to predict the capture efficiency of magnetic microparticles passing
through a simple magnetic field profile. This design provides the simplest case of a

Figure 13.7. Continuous extracorporeal blood circulation in the rat.
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Figure 13.8. Removal of biotinylated HRP in the rat model dur-
ing normal circulation [34].
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filter design (Fig. 13.9) and shows that microspheres with a mean diameter of 7 lm
(specific magnetization=20 emu/g) can be separated with 50% efficiency in a single
pass in a 2�2 mm channel. The model also predicts that a 1-lm change in particle
diameter yields a 10% change in the capture efficiency. If we make the assumption
that we cannot achieve a significant increase in the ambient magnetic field and field
gradients across a small section of tube, then we must design the filter with three
considerations in order to achieve >99% capture of circulating nanospheres
(100–200 nm diameter) in a single pass. First, the tube diameter must be reduced to
decrease the radial path length (assume round tubes) the spheres must traverse to
reach the tube wall. The decreased tube diameter produces a concomitant increase
in flow velocity. To reduce the flow velocity, then, we must secondly increase the
number of tubes in the filter to create a bundle of tubules. Finally, we can design the
filter such that the tubules pass multiple times through the magnetic field. These
design features will be modeled and compared to experiments.

Flow direction

Tubing
Magnetic  Particles

(black)

Magnet

Figure 13.9. Magnetic capture of magnetic microparticles in a
tube under laminar flow (NdFeB magnet, 0.4 T at surface, saline
fluid velocity = 40 cm s–1).
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14.1
Introduction

Decontamination from dangerous biological organisms is of a considerable interest
not only for eliminating the hazard of potential biological warfare agents on a battle-
field, but also in cases of industrial accidents, terrorist attacks, etc. Biological agents
could be of several different types, like bacteria, fungi, viruses and toxins. It is very
unlikely that a universal decontaminant could be developed since the biologically
dangerous agents are very diverse in their structure, which leads to different survival
ability upon treatment with a certain agent. For example, spore cells are much more
difficult to kill than regular gram-positive and gram-negative bacteria due to their
much stronger and thicker cell wall. Some bacteria generate biofilms in which they
are embedded, that prevent them from contact with the disinfecting agent. In some
cases the disinfection of the biological threat is not enough as some of the microor-
ganism cells contain a considerable amount of toxins which remains active even if
the generating cells are not alive.

The conventional approach for disinfection is to use disinfectant liquids, solu-
tions, or gases. The application of solid materials as decontaminants for biological
agents is very limited, mostly because of the incomplete interaction of the solid
materials with the biological agents. Generally, conventional solid materials cannot
be used for extensive biological decontamination even if they are very efficient,
mostly because these solids are composed of very large particles. There is a high
possibility that a large particle or aggregate would not get into contact with the
much smaller bacterial or viral particles. The presence of irregularities in the sur-
faces, cracks, openings, etc., reduces the contact probability, making the applicability
of solid materials for disinfection even more questionable.

However, with the development of solid materials in nanoscale size, all of these
disadvantages can be significantly alleviated. Nanoparticles are much smaller than
bacterial cells and hence smaller than virus particles. They can penetrate into irregu-
lar surfaces, cracks, etc. Nanoparticles can be easily dispersed in a gas stream or a
liquid, taking advantage of the penetrating capabilities of these media while at the
same time provide the benefits of solid materials, such as easier cleanup and less
damage to the contacted surfaces.

14

Nanotechnology in Biological Agent Decontamination

Peter K. Stoimenov and Kenneth J. Klabunde

Nanofabrication Towards Biomedical Applications. C. S. S. R. Kumar, J. Hormes, C. Leuschner (Eds.)
Copyright � 2005 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN 3-527-31115-7



14 Nanotechnology in Biological Agent Decontamination

14.2
Standard Methods for Chemical Decontamination of Biological Agents

There are several approaches generally used for chemical decontamination of biolog-
ical agents. The most widely used one is when the disinfectant agent is applied as a
liquid or solution. Examples of such disinfectants are bleach solutions, chlorine so-
lutions, chloramine T, glutaraldehyde solutions, phenolic solutions, and ethanol/
water mixtures. This approach has the advantage of being relatively quick and very
efficient for many bacteria and viruses. Some of the disinfecting compositions, such
as bleach, are able to detoxify certain chemical warfare agents as well (e.g., mustard
gas). A major disadvantage of this approach is that the solutions deteriorate most
surfaces rather rapidly. Although bleach is well suited for situations which require
frequent disinfection, like hospitals, public areas, and others, it is not very useful for
certain cases, such as industrial spills or terrorist attacks, where many types of sur-
faces as well as air and water are simultaneously exposed to the biological agent.
The application of solutions or liquids is not desirable in the case of sensitive sur-
faces like those of electronic gear, paper documents, etc. Residues from the solu-
tions are usually corrosive to many surfaces and difficult to remove once the disin-
fection process is over. Another significant problem of this approach is the need to
use relatively concentrated solutions for disinfection of spore cells. Aging of these
solutions is a serious issue which is often overlooked – the activity of most disinfect-
ing solutions diminishes drastically with time [1, 2]. Eventually this could lead to
overestimation of the efficiency of the disinfection.

An advantage in the liquid-based technology is the development of the so-called
nanoemulsions developed by Baker Jr. et al. [3–5]. The nanoemulsions are based on
small oil droplets in water stabilized by surfactant (diameter of the order of hun-
dreds of nanometers). They have an advantage over standard liquid treatments in
their ability to induce spore proliferation and subsequent death of the generated
vegetative cells, which makes these nanoemulsions more effective against spore-
forming microorganisms [4]. Although this approach improves the biocidal effi-
ciency and is based on harmless chemicals, it is still limited to the type of surfaces
to which it can be applied. It could not be used for air cleaning and would be diffi-
cult to remove once the disinfection is over.

Disinfection can also be achieved with gases such as chlorine or chlorine diox-
ide. Gases are applicable to closed environments only, and they are also very corro-
sive to practically all surfaces. Gases usually damage sensitive materials and surfaces
like those of electronics, art artifacts, paper documents, and many others. Their ap-
plication also requires specially trained personnel and a well-controlled environment
(temperature, humidity, etc.) for the disinfection to be successful.

In general the “traditional” methods of disinfection are not suitable for decontam-
ination from both biological and chemical agents. In these cases separate treatment
has to be used for each potential threat, bringing up chemical incompatibility
issues.
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14.3
Nanomaterials for Decontamination

The most serious disadvantage of common solid materials as biological decontami-
nants is lack of good contact with the biological agent, whether virus particles or
bacterial cells. Nanomaterials can compensate this disadvantage since they can be
fabricated and dispersed as very small particles or aggregates. Additionally, solid
nanomaterials can be dispersed either in a liquid or as a relatively stable aerosol,
which increases their contact with potential biological hazards. Besides alleviating
the contact problem, the nanomaterials introduce much higher chemical and higher
biological activity.

The surface of solid materials is a very important factor concerning their overall
chemical activity. When a material is broken down to smaller and smaller particles,
more and more building elements are exposed on the surface. These exposed mole-
cules have significantly higher energy than those inside the crystal, which translates
into higher chemical reactivity. The activity of specific crystal morphologies such as
edges, corners, defects, and high index planes is even higher. This is evident in the
case of nanomaterials, where the concentration of these highly active sites is much
higher compared to the corresponding bulk material. The higher surface reactivity
translates into the capability of nanomaterials to adsorb many more molecules per
unit surface area and bind them more strongly than a regular solid material can.
Besides much higher chemical reactivity, the nanomaterials can be dispersed in
much finer form [as airborne particles (aerosol) or dispersed in a liquid (sol)] than
other solid materials, which significantly enhances their application and efficiency.

The high surface area and higher chemical reactivity which are inherent in nano-
particles make them suitable for a dual purpose. Besides playing a role as a biologi-
cal decontamination agent, they could serve as excellent adsorbents for toxic chemi-
cals and chemical warfare agents and convert them to benign compounds by break-
ing the labile bond responsible for their toxicity [6–12]. Other toxins are retained by
physical adsorption only [13].

An important requirement for the solid material is that it should be practically non-
toxic. Because of their small particle size, the nanoparticles and their aggregates can
bypass the aerosol-gathering systems of the organism and penetrate to the lungs if they
are applied as aerosol. Examples of harmless materials are asbestos and soot, which
become dangerous only in the form of tiny aerosol particles. This restricts the choice of
nanomaterials as disinfectants to a very small number of compounds. This review con-
centrates on the two which have the greatest potential and have been most
researched in their nanoparticulate form: magnesium oxide and titanium dioxide.

14.4
Magnesium Oxide

Magnesium oxide is a highly ionic compound with high lattice energy. This means
that magnesium oxide has a strong driving force to crystallize and a probable amor-
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phous state would be unstable. However once “fixed” in nanocrystalline form, the
MgO nanoparticles are stable and can endure heating to temperatures as high as
550 �C without considerable sintering. Magnesium oxide has the advantage of being
benign to organisms as well as practically harmless to most surfaces. One of its
major advantages is that when left in contact with the atmosphere it converts to
harmless magnesium carbonate.

Magnesium oxide nanocrystals can be prepared in sizes of the order of 4 nm and
very high surface area (exceeding 500 m2 g–1) [14]. The particles arrange themselves
in the form of a voluminous network made of separate nanoparticles (Fig. 14.1). For
comparison, the commercially available magnesium oxide (comprised of large, mi-
crometer-sized crystallites) has surface area in the range of 5–80 m2 g–1. The small
size of the particles and the porous aggregates is of importance for the stability of
the aerosol. Such an aerosol of magnesium oxide nanoparticles is stable for as long
as 1 h [11, 15]. This allows the application of nanoparticle materials as aerosols for
air volume decontamination combined with surface decontamination.

Figure 14.1. TEM image of magnesium oxide nanoparticles.
The nanoparticles are interconnected in a very porous network.

Magnesium oxide in the form of nanoparticles is a good bactericidal agent [15,
16] capable of killing more than 90% of gram-positive bacteria (B. cereus), gram-neg-
ative bacteria (E. coli), and spores (B. globigii) in minutes. This is in contrast with the
fact that “normal” magnesium oxide comprised of micrometer-sized particles does
not exhibit appreciable bactericidal activity. The mechanism of the bactericidal activ-
ity is described later.

The increase of the surface area has been used to adsorb strong disinfectants
such as chlorine, bromine, or interhalogen compounds. The resulting solid materi-
als (MgO/X2, where X= Cl, Br, I) have excellent bactericidal and sporicidal properties
[17], while at the same time they are not as harsh to the surfaces as most disinfec-
tants. These halogen-loaded nanoparticle compositions contain large amounts of
very active halogen (up to 43 wt% in the case of IBr), while at the same time the
halogen is “activated” compared to its free state, enhancing its biocidal activity [17].
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Nanoparticulate magnesium oxide successfully removed traces of toxins from so-
lution such as aflatoxins at parts per million levels [15]. This capability was observed
earlier for both micro- and nanoparticles and is expected to be due to physical
adsorption. However, the capacity to retain toxin molecules is expected to be higher
for the nanoparticles due to their higher surface area and higher activity surface.

14.5
Mechanism of Action

It is of fundamental as well as of practical interest to understand the mechanism, of
the bactericidal activity of nanoparticles.

Perhaps the most important disadvantage, as emphasized earlier, of using solid
materials as disinfectants is the contact issue. Some of the cells are not touched by
particles and survive the treatment. Electrostatic interaction is an important para-
meter of how colloidal particles such as nanoparticles could interact with other col-
loidal particles (bacteria cells or viruses). In aqueous solution it is described by the
f-potential. In water the magnesium oxide nanoparticles are slowly converted to hy-
droxide. Upon dissociation of hydroxide anions the nanoparticles become positively
charged. As determined by f-potential measurement, all magnesium nanoparticles
composites (MgO/X2) are positively charged. This is favorable for an interaction
with bacterial cells as they are negatively charged at biological pH values [18]. Confo-
cal and optical microscopy studies show that mixing of magnesium oxide nanoparti-
cles in suspension and bacterial cells causes spontaneous coagulation into large
aggregates composed of nanoparticle aggregates and bacterial cells. This phenome-
non was observed with all types microorganisms tested [16] (Fig. 14.2). The sticking
effect was observed with atomic force microscopy, showing that upon contact the
bacterial cells suffered considerable cell wall damage [13]. Upon contact with bacter-
ial cells the aggregates of nanoparticles can fall apart into smaller aggregates [16].

Several other effects are of importance for the bactericidal activity of the nanopar-
ticles in the dry state or as a suspension: their charge attraction with bacteria; their
enhanced abrasive action; the oxidation capability (in cases where halogen or inter-
halogens are present); and their basicity.

The bactericidal activity of the nanoparticles is not limited to suspension; they are
also bactericidal in the dry state. The important factors for the activity in dry states
are explained by the abrasive properties of the particles, which can mechanically
damage the cells. Since the nanoparticles adsorb relatively large amounts of water,
they are desiccants (in the particles’ vicinity) and generate a high pH. Both factors
are considered responsible for the bactericidal activity of the nanoparticles against
vegetative bacterial cells.

This is supported by the fact that spores, which have mechanically stronger cell
walls and are not sensitive to the amount of water or high pH, are not influenced
significantly by the magnesium oxide nanoparticles. However, it is observed that
halogen-loaded nanoparticles (nanoparticle compositions prepared by adsorbing
free halogens on MgO nanoparticles, MgO/X2, X=Cl, Br, I) have excellent sporicidal
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activity. The explanation of this fact lies in the synergistic combination of two fac-
tors: the basicity of the nanoparticles and the halogen presence. Halogens are gener-
ally poor sporicides because the outer spore coat is resistant to halogens [19]. On the
other hand, the outermost spore coat is base-sensitive, which means that the nano-
particles, which generate a high local pH environment, can partially or completely
dissolve this shell [20, 21]. This is confirmed by observation in the literature that
spores pretreated with sodium hydroxide are much more sensitive to chlorine than
is the control [20, 21]. In the case of halogen-loaded nanoparticles the two factors are
present together – highly basic environment and high local concentration of active
halogen. Another factor found to be of importance is the higher activity of the halogen

Figure 14.3. Mechanism of the sporicidal activity of MgO/Cl2.
The MgO nanoparticles sensitize the spore cell and allow chlor-
ine to damage the cell further.
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Figure 14.2. (a) Optical microscopy image
(magnification 1000�) of B. megaterium bacter-
ial culture mixed with MgO nanoparticles in
suspension (5 min contact time). The aggre-
gates of particles stick to the bacteria and
some of them burst into pieces due to cell wall

damage. (b) Confocal fluorescence microscopy
image (magnification 630�) of E. coli bacterial
culture mixed with MgO/fluorescein
nanoparticle suspension (5 min contact time).
The fluorescent nanoparticle aggregates
(green) coagulate with the bacterial cells (red).
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compared to gas-phase free halogen [17], combined with the high local halogen con-
centration. The sporicidal activity of the halogen-loaded nanoparticles is schemati-
cally shown in Fig. 14.3.

The advantage of a solid disinfectant is apparent in this example: the nanoparticle
brings to the spore cell a high concentration of adsorbed active halogen, and its oxi-
dizing activity is promoted by the nanoparticle carrier, which removes the most
resistant layer of the spore protection. At the same time, the overall concentration of
the halogen in the environment is low and the halogen is released primarily upon
contact with a cell and secondarily due to desorption.

14.6
Titanium Dioxide

Another nontoxic metal oxide of interest is titanium dioxide (titania). It becomes a
very potent oxidation photocatalyst when illuminated with UV light. Nanoparticulate
titania was found to be an active bactericide in water suspensions. Compared to
magnesium oxide, its biocidal activity is optimal only in the presence of UV light
[22, 23]. Films of titanium dioxide were found to have detoxification abilities by oxi-
dizing biological toxins such as the E. coli endotoxin under UV light in aqueous so-
lutions [24]. The conclusion from the literature reports is that as a very powerful
photocatalyst the titania nanoparticles catalyze the catalytic oxidation and destruc-
tion of the cell wall by generating high concentrations of highly active inorganic rad-
icals [22]. It was observed that smaller particles and higher anatase content perform
better than other titania nanoparticulate composites [23]. An advantage of the nano-
particles versus bulk titania is again easier dispersibility and higher biocidal activity.

14.7
Summary

Nanomaterials have properties different from those of the corresponding bulk mate-
rial they are made of. They have different chemical and physical properties and
sometimes exhibit properties never observed in bulk matter. One direction which
still hides many unknowns is how the change in size and properties influences their
biological activity. Some materials, as discussed in this chapter, have been found to
interact with biological materials in a manner different from the bulk. These new
properties and behavior in biosystems can be put to good use as a new line of
defense against biological threats.
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15.1
Introduction

The challenges of educating the next generation in nanoscale science and engineering
are considerable as the foundation for advancing these concepts in the minds of stu-
dents cannot be easily established without an understanding of the world that is too
small to see. The field of nanoscale science and engineering, however, presents opportu-
nities to motivate students in the areas of physics, chemistry, and the life sciences. The
basis for understanding the world that is too small to see is complex but is a foundation
upon which educators need to build. The nano world is one that can excite young stu-
dents and this excitement can be carried over into their graduate student years. To
ground young students in the world of nanoscale science and engineering initially
requires an understanding of size and scale and the relative sizes of macroscopic, micro-
scopic, and nanoscopic objects. But this understanding must begin in the visible world
(i.e., concrete) and then progress down to smaller and smaller (i.e., abstract) dimen-
sions. Concepts in nanoscale science and engineering coalesce with much broader
ideas of how students learn about the physical world and the submicroscopic parts of
matter. Addressing nanoscale science and engineering education is important, as the
technology impacts the general public and the future of the technology is often feared.

The following notes the opportunities of using nanotechnology as a motivator to
students and the challenges associated with the world that is too small to see. It
begins with the notion that engaging students requires that they have a firm grasp
on size and scale, a prerequisite for any further inquiry into nanoscale science and
engineering. Much of this is based upon the authors’ observations over the past few
years and reflects attempts to introduce these concepts into formal and informal
science education venues.

15.2
Nanotechnology as a Motivator for Engaging Students

The impact that nanotechnology is currently having on new and existing industries
is significant, but the potential for the future is enormous. It is estimated that nano-
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technology will have a one-trillion-dollar impact on the global economy in the next
decade. The challenges are to insure that the general public is informed and cogni-
zant of the potential. Mistakes made by failing to promote public understanding can
lead to a wholesale rejection of the technology [1]. Existing industries including
those not typically characterized as “high-tech” will see their product lines as well as
the way they manufacture them influenced by our growing knowledge in nanotech-
nology. Moreover, aspects of nanotechnology will help to drive small companies
whose products are developed for niche market areas such as sensors, bio and chem-
ical analytical devices, and boutique chemicals and ingredients. These technologies
are not likely to require the multi-billion-dollar investments that chip manufacturers
must face. Therefore progress will be even more rapid as the relative risk from
investing in nanotechnology will be lower. Nevertheless, significant investment in
research and development is needed, especially in the academic sector.

Nanotechnology will lead a renaissance in manufacturing in more rural areas
abandoned by traditional manufacturing over the past 50 years. It has the potential
for reviving communities that used to be the home of skilled laborers who contribu-
ted to the last industrial revolution. While “traditional” chip-based manufacturing
has contributed to economic growth in a select number of regional areas, nanotech-
nology and especially its applications to the interface with biology will have a more
widespread geographic impact.

“The impact of nanotechnology on health, wealth, and lives of people will be
at least the equivalent of the combined influences of microelectronics, medi-
cal imaging, computer-aided engineering, and man-made polymers devel-
oped in this century”. [2]

There are three compelling technical reasons to predict that nanobiotechnology
will have an impact in the future:

. The development of more portable, more robust devices that can be deployed in the
field. Sensors can be developed and deployed that will be small enough to be
distributed and collect data from a wide area. Given the state of the art in
micro- and nanofabrication, sensors as small as a particle of dust could be
created. The challenges are in powering these devices and the effective dis-
tance that they can transmit their signal.

. The creation of novel analytical devices capable of interrogating single molecules.
These devices will have unprecedented sensitivity and specificity by virtue of
their ability to isolate single molecules in an exceedingly small volume. Novel
approaches to optical or electromagnetic interrogation schemes will be a key
factor. Efforts in this area will entail the use of highly sophisticated tech-
niques to understand such basic phenomena as how proteins fold. Progress
in this area will translate the vast information reservoir of genomics into vital
insights that illuminate structure:function relationships in nature. Other
efforts seek to understand how biological systems interact and communicate.

. The fabrication of separation modules that force molecules into confined environ-
ments. Unique separation effects can be realized that afford a more rapid and

376



15.3 The Nanometer Scale

in some cases a more specific separation based upon the behavior of mole-
cules in a microfluidic environment.

Nanotechnology is a powerful motivator for students and there is a potential to
use this enthusiasm to engage them in more classical fields such as physics, chem-
istry, and the life sciences. The challenge is to maintain rigor in the fundamental
concepts that are important to these fields and not be swayed too much by the excite-
ment. Pictures of “nanobots” are a compelling image to engage students, but they
also need to understand that they will simply not work. There are fundamental bar-
rier to the movement of nanobots which are a function of their tiny size [3].

15.3
The Nanometer Scale

15.3.1
Too Small to See

Our ability to explain the world that is too small to see is complex, and extrapolating
beyond the size of the smallest thing that we can see is difficult even for a trained
scientist. Alice in Lewis Carroll’s Alice’s Adventures in Wonderland described her
experience in nanotechnology after consuming a mysterious beverage that caused
her to shrink. When faced with the prospect of shrinking to a height even smaller
than 10 inches:

First, however, she waited for a few minutes to see if she was going to shrink
any further: she felt a little nervous about this; “for it might end, you know,”
said Alice to herself; “in my going out altogether, like a candle. I wonder
what I should be like then? [4]

The notion is that once you are too small to see, you go “out” and cease to exist.
Things too small to see are not easy to comprehend simply because “seeing” is a
fundamental part of our belief in most things outside of the spiritual world.

The world too small to see has been studied using more or less the same observa-
tional tools that date back to cave man. We observe, we see, and while we are per-
plexed by many of these observations, we are more confused by things that we can-
not see. Size and scale are a complex set of concepts for children and the smallest
thing that they can think of is typically the smallest thing that they can see. Without
a basis for understanding, this microscopic world cannot be easily distinguished
from any other world including the fictional world.

15.3.2
How Do We See Things Too Small to See?

The microscopic and nanoscopic world is defined in part by the wavelength of light.
With our naked eye (and it varies with different people and age) we can see approxi-
mately 100 mm or the width of a hair. The optical microscope can resolve features
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down to approximately 0.7mm (700 nm) or about the wavelength of visible light. To
see the nanoscopic world, you need more powerful microscopes, ones that use elec-
trons to illuminate the surface. One of the only ways to “see” things on the atomic
scale is through the use of atomic force microscopy.

The first simple microscopes revealed a world that previously was too small to see
[5]. The resolution of these simple single-lens microscopes was rather remarkable
and objects of a few microns could be seen. The first images of the microscopic
world were of objects that could be seen with the naked eye but whose details were
revealed by microscopy. One image in Robert Hooke’s Micrographia which was pub-
lished in 1665 was his rendering of the microscopic image of a “dot,” a period, a
common printed mark on a piece of paper. The details of this “dot” on a microscopic
scale are quite spectacular. These first descriptions of the microscopic world were
greeted with some derision “a Sot, that has spent 2000£ in Microscopes, to find out
the nature of Eels in Vinegar, Mites in Cheese, and the Blue of Plums which he has
subtly found out to be living creatures.”

For most young students the world that is too small to see is first revealed using
a simple magnifying glass. While operating a magnifying glass is relatively simple,
a survey of 600 children ages 5–8 showed that most know or could figure out how
to use a magnifying glass properly. However, almost 60% of kindergarten and
first-grade children confused a microscope with a telescope. A smaller but signi-
ficant percentage of second- and third-graders knew that a microscope was a magni-
fication tool, but did not know its name or how to operate it. Yet the transition from
the visible world to the microscopic world is best accomplished through a con-
tinuous process where the child can barely see the object and then the object is
better revealed through the use of a magnifying glass. The optical microscope
(depending upon the school and its resources) is not introduced until grades 2–4 or
later. In New York State, the use of a compound microscope is not required until the
eighth-grade assessment; the requisite skills are as follows [6]: “The student will be
able to:

1. Manipulate a compound microscope to view microscopic objects
2. Determine the size of a microscopic object, using a compound microscope
3. Prepare a wet mount slide
4. Use appropriate staining techniques.”

Without a foundation in the world that is too small to see, the opportunities to
effectively integrate learning activities in nanoscale science and engineering into the
curriculum before grade 8 would be difficult. While students can appreciate the
world that is too small to see in an abstract sense, separation of reality and science
fiction is not facile without a firm grounding in the micro- and nanoscopic worlds.
Optical microscopes help students grasp that connection, giving them the link be-
tween something they can barely see to the microscopic world.

Below approximately 500–700 nm, objects cannot be resolved with an optical mi-
croscope. Electron microscopes and atomic force microscopes reveal that nanoscopic
world. Both of these instruments present a more difficult challenge in student learn-
ing. First, they are expensive and beyond the reach of most schools and even univer-
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sities for instructional use. Second, and again for younger students, because of the
operating nature of electron and atomic force microscopes there is a disconnect be-
tween the sample and the image viewed by the student. Most modern electron
microscopes and all atomic force microscopes interface with a computer and the
image is viewed on a monitor. Without an understanding of the operation of an elec-
tron or an atomic force microscope, the student is then faced with an image on a
computer screen. Confounding the viewer’s ability to grasp the nature of images in
the nanoworld is the lack of color. Individual atoms and molecules have no color, as
color is a macroscopic property that depends upon the collective action of atoms [7].
All color is lost around 400 nm; the last colors are blues and purples. Scientists use
color enhancement of electron and atomic force micrographs to highlight certain
features or simply to make the images more artistically attractive. While illuminat-
ing, these colorized versions can confuse the viewer’s perception of the scale of the
object under study.

Atomic force microscopy is used to see the smallest objects, and subnanometer
resolutions have been achieved. The historical origins of atomic force microscopy
date back to the 1920s, when stylus profilers were first developed. In the 1980s
scientists at IBM created some of the first scanning probe microscopes, which could
see by physically interacting with the surface; these then gave rise to the current
generation of atomic force microscopes. At this resolution the double helix of DNA,
only 2 nm across, can be visualized [8]. The view into the atomic world provided by
atomic force microscopy is useful as it provides students with images that show the
particulate nature of atoms and the relationship between the physical interactions
and the chemical formula. Most high-resolution microscopes are beyond the reach
of undergraduate and almost all high-school classroom laboratories except perhaps
as a demonstration. A number of efforts to give world-wide virtual access to atomic
force microscopes exist, and these provide students with a graphical interface to the
instrumentation [9]. While these efforts have been made to put atomic force micro-
scopes “on-line” with frequent sample changes and the opportunity to control the
instrument, these demonstrations are limited and not optimally connected. The
translation of the sensing component from the visualization in both electron and
atomic force microscopes is a difficult concept for students to comprehend. Never-
theless, learning activities which are based upon student visits to a research labora-
tory appear to introduce critical concepts [10].

15.3.3
How Do We Make Things Too Small to See?

Making things small is the answer to many of the challenges that we face. With the
exception of some automobiles and ourselves, we have attempted to make most
things smaller. One approachable challenge came in 1959 in the form of the follow-
ing question: “Why cannot we write the entire 24 volumes of the Encyclopedia Brit-
annica on the head of a pin?” [11]. Feynman predicted much of the current events in
nanotechnology. Curiously, in his seminal talk “There’s plenty of room at the bot-
tom,” Feynman never used the word “nanotechnology.”
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The focused beam of light or electrons in a microscope can be directed to carry
out chemical reactions with a high degree of resolution. In addition, atomic force
microscopes can be used to physically move objects with atomic precision, including
moving individual atoms. In other words, microscopes can be used not only to “see”
but also to “make” things too small to see. The iconic images produced by scientists
at IBM have proven to be striking and illustrate the power of the technology. From
the first logos spelled out with individual xenon atoms, to the stick figures created
out of individual carbon monoxide molecules, these efforts have demonstrated the
promise of nanotechnology. We should be reminded however, that although the
challenge of moving around single atoms has been met, the issue of making it prac-
tical remains [12].

Most of the very small integrated electronic circuits are fabricated using a process
called photolithography. Photolithography combines optics and chemistry to pro-
duce three-dimensional structures. Alois Senefelder first invented lithography in
1798, taking advantage of the observation that oily substances could not be wetted
with water. The first demonstration of lithography involved drawing an object on a
surface using a greasy crayon and then applying ink to produce a printing template.
Curiously, the first surfaces that he tried were limestone. Lithography is still prac-
ticed today more as an art form than a technology to reproduce images. In photoli-
thography, literally meaning light–stone–writing in Greek, an image can be produced
on a surface by drawing with light or electrons in much the same way that you
might scratch away the crayon on a scratch board.

Modern photolithography is a process that involves photosensitive chemicals called
photoresists, light (typically deep ultraviolet �180 nm) and optics. Lenses are used to
shrink the pattern, and for students there is an opportunity to reinforce concepts in
optics including focal length and relatively simple calculations to determine the fold
reduction in the image. The pattern produced via photolithography is essentially two-
dimensional and is first written on a mask which is similar to a stencil (Fig. 15.1). Photo-
lithography involves using energy (e.g., light or electrons) to change the solubility of
the photoresist. The photoresist protects the underlying material from being etched
when a caustic chemical is applied. Therefore, the unprotected material is eroded or
etched, a process which can be controlled to achieve a certain depth of etching.
Through a series of steps, layer upon layer of materials can be deposited, patterned,
and etched to generate a multilayered structure. The current generation of Pentium
chips contain approximately 40 layers and millions of individual transistors.

Today, the average computer chip carries a series of electrical circuits that are so
small thousands could fit onto the head of a pin. The latest microprocessors in
Apple’s G-5 computers are pushing the optical limits of photolithography. Advances
in nanotechnology now allow wires to be built that are literally just a few atoms
wide. Eventually practical circuits will be created using series of individual atoms
strung together like beads serving as switches and information storage devices.

Making things too small to see is a significant technical challenge, and for stu-
dents the hurdles to comprehending how to make these things, let alone see them,
are many. The fundamental technical issues are not easily translatable to the macro-
scale. Models are used to help communicate concepts. We can, for example, demon-
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Figure 15.1. Modern photolithography.

strate with ball and stick models how molecules are assembled, but these balls and sticks
do not need to conform to the basic rules of chemistry. Bonds can be formed by a student
using a model that are strictly prohibited by virtue of the reactants. Individual blocks
in a set of Legos can be assembled into larger structures but these do not present
the limitations that truly exist in the nanoscale world. Constraints can be intro-
duced: for example, a ball representing a carbon atom can have four holes, limiting
the student to attaching four other atoms [5]. While valence can be properly repre-
sented to a limited extent, other chemical and physical phenomena cannot. So elec-
trostatic attraction and repulsion, which play an important role in nanoscale behav-
ior, are not easily translated into the macroscale. Finally, the material properties of
models do not always reflect the material properties of the actual materials. In fact,
the material properties are a function of the size scale, with behavior as simple as
the flow of a liquid radically different as the dimensions approach the nanoscale.

Models do serve a critical role by making the world that is too small to see tangi-
ble in terms of the student’s perception. Physical models are able to represent
space-filling more accurately than models on a computer screen. On the other hand
computer-generated models can be more complex and obviously more easily shared
than physical models. Regardless, since neither model is fully obliged to obey the
laws of chemical bonding and other limits in their assembly, they are potentially
misleading. A growing number of computer-generated pictures purport to show mo-
lecular assembled devices whose structures are simply the result of computer gra-
phics. The challenges of mechanosynthesis (a term coined by Eric Drexler) are still
formidable, without a clear path to success.
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15.4
Understanding Things Too Small to See

15.4.1
What They Know

Introduction of nanoscale science and engineering to any student must be within
the context of what they know. Otherwise the concepts are simply abstract and the
ability of a student to discriminate between fact and science fiction is restricted. So
an understanding of what students know is a critical element and there are no
generalities that can be easily drawn. More broadly, in a cognitive sense, how we
come to “know” is a multifaceted issue and is different for different people [13].
Students are not exposed to nanotechnology in grades K–12, and in fact, in a
recent survey of approximately 50 children that we conducted in science museums
in New York and Arizona, 75% responded “No” when asked, “Have you heard of
nanotechnology?” [14]. A 2003 national study conducted by Edu. Inc. of 1000
youth age 6–18 showed 80% had not heard of nanotechnology. Eighteen percent
who had heard of nanotechnology showed serious misconceptions. Only 2% could
give an accurate example of nanotechnology. In a related survey over 90% of 250
adults surveyed were not familiar with nanotechnology [15]. In 2004 Edu. Inc.
interviewed 100 youth age 12–18. All of the youth showed interest, sometimes exu-
berant interest, in learning more about nanotechnology when it was explained to
them. Clearly there is a need to introduce nanoscale science and engineering into
the classroom and this will impact public understanding in a direct and indirect
fashion.

The paucity of understanding about nanoscale science and engineering among
students is not restricted to grades K–12. Over the past 4 years, the authors have
surveyed 184 undergraduate and graduate students enrolled in a course entitled
“Nanobiotechnology” at Cornell University. The course is fully interactive and a
collective effort. Lectures are given by faculty at the respective institutions and
“teams” are assembled at these institutions and between institutions. The teams
work on a design project to build a device to explore a biological question. One of
the major outcomes for the students is to experience working as part of an inter-
disciplinary team. Course presurveys are collected to establish the background of
the students, and teams are then assembled to achieve a balance in the back-
ground and experience of the students [16]. At the beginning of the semester
when asked, “What do you think of when you hear the word nanobiotechnology?”,
many students have shown clear misconceptions in describing tiny machines,
nanobots, or similar fictional assessments of the technology. Responses have
included, “small robots in the bloodstream” and “little guys that go into people and
fix stuff.” An overwhelming 92% of these graduate and undergraduate students
have responded with answers that are neither right nor wrong but that do not dem-
onstrate knowledge of the field. Only 8% of students give a satisfactory definition
of nanobiotechnology. In postsurvey data collected at the end of the course, 78%
of students have achieved a level of knowledge at which they can describe the
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field accurately. Clearly, this course effectively grounds students in the true nature
of nanobiotechnology and corrects the initial misperceptions held by many stu-
dents.

15.4.2
Particle Theory

The first fundamental challenge for young students is understanding that there
exists a microscopic and nanoscopic world that they cannot see, and that events in
this world have a profound impact in their world. For example, dust particles that
are too small to see are transported halfway around the world by global wind cur-
rents. Particles too small to see are responsible for allergies. The notion that there
are things that we cannot see may be simple to scientists and engineers, and at
some point we came to understand this connection. Surveys carried out by the
authors as part of formative evaluation for an informal science education effort (It’s
a Nano World, www.itsananoworld.org) revealed a significant lack of awareness of
and appreciation for the world too small to see [17]. Up to approximately 8 years of
age, children do not understand that there is a world too small to see and the “small-
est thing that they can think of” is typically something visible to the naked eye. This
mirrors much of the educational research that has been conducted about students’
view of matter [15]. When encouraged to use their imagination to think of the small-
est thing possible, high-achieving first-grade children progressed down within the
macro world: “a lady bug, a spot on a lady bug, the lady bug’s tongue, a bump on
the lady bug’s tongue.” During interviews several second- and third-graders who
understood the existence of and could explain the function of cells still drew macro
objects such as dust, dirt, and bugs as the smallest thing they knew. Seeing micro-
scopic objects allowed students to consider the reality of a microscopic world. How-
ever, appreciation and trust of this reality was limited by cognitive development.

Key to the learning process are explorations into how students in grades 7–16
learn about things that are too small to see. Such learning is embedded in broader
ideas of how students learn about the physical world in general. Much prior educa-
tional research has shown that students bring to their formal education ideas and
prior knowledge about how the world works [18]. Students’ prior knowledge can and
often does interfere with their subsequent learning. Instruction that proceeds with-
out recognizing such knowledge is often viewed as being nonmeaningful – students
do not build understanding based on what they already know, but instead simply
memorize what they are told. These ideas about student learning and the need for
more inquiry-based learning are clearly articulated in the National Science Educa-
tion Standards and the NYS Math, Science, and Technology standards.

Contained within this body of educational research are studies that begin to
address how students view matter and how it is structured on a submicroscopic or
molecular level. Many students across a wide range of grade and ability groups hold
the view that matter is not particulate [19]. For these students, materials at the
atomic or molecular level are simply shrunken versions of their real-world manifes-
tations and the atoms/molecules retain the materials’ macroscopic properties [7].
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The impact of holding such views on subsequent learning is profound: understand-
ing much introductory chemistry, for instance, requires a robust understanding of
the particulate nature of matter and an ability to relate the macroscopic and submi-
croscopic worlds [20]. Scientists (experts) freely move between these two realms,
while students (novices) are often confined only to what they can see, and subse-
quent learning in more advanced science classes becomes shallow and algorithmic,
rather than conceptual and deep. While science textbooks have recently begun to
address this issue by introducing submicroscopic representations into their text,
much still needs to be done.

To effectively incorporate nanotechnology into classrooms, we need to address
some of these issues, by investigating the ages and developmental levels that are
appropriate to introduce ideas and concepts about atoms and molecules and their
interactions, and to further address issues of scale and size and how nanoscale
events impact the physical and life sciences. As Vogel noted, effective designs for
large things often work poorly for small things and vice versa, i.e. “size matters”
[21]. For example, the phenomenon of molecular diffusion is important over small
distances, but unimportant over large distances, and consequently larger organisms
need transport systems to supply themselves with food and oxygen [22]. Questions
that should be addressed include: What activities (e.g., computer simulations, use of
models, etc.) are appropriate for developing understanding of things that cannot be
seen? At what age can these most effectively be introduced? Is there a developmen-
tally appropriate conceptual sequence for learning about nanoscale phenomena, and
how can this be coordinated across the different science disciplines as they are pres-
ently configured? For example, molecular kinetic theory is often taught in chemistry
classes after students have encountered such concepts as diffusion and osmosis in
previously taken biology classes.

15.5
Creating Hands-On Science Learning Activities to Engage the Mind

Minds-on (hands-on) learning activities help students gain a greater insight into the
basic concepts of science [23, 24]. These learning activities also serve to engage stu-
dents, motivating them through an approach that has come to be known as “activity
before content”. To help children and even adults understand nanotechnology, we
must create a bridge between their knowledge of “what is small” and the tools used
to see and make things too small to see. They must first learn about the microscopic
world and the scale at which nanotechnology can interact with that world. Once they
have established the relative scale of microscale and nanoscale, then they can begin
to understand the technologies used to see and make tiny objects. The use of activ-
ities that not only inform but engage is critical, and minds-on activities are a critical
part of the learning experience. The challenge is to develop activities that involve
objects that are too small to see. Seeing the known at a microscopic level helps chil-
dren create a mental bridge from macro to micro. Spencer notes that during
research investigating grade K–3 children’s perception of microscopic objects, chil-
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dren who named a mosquito as the smallest thing they knew, looked at prepared
slides of a mosquito through a microscope. By viewing the slides at slowly increas-
ing levels of magnification children were able to see direct evidence of the progres-
sion from a highly magnified, but recognizable mosquito to the cellular level. Based
on affect and comments during the activity and interviews after the activity, children
appeared to experience a paradigm shift of sorts. A third-grade girl remarked, “I
never knew that’s what mosquitoes looked like close up.” An excited 8-year-old boy
said “Look there’s the cells. Right there. You can see them!”

Microscopy and seeing the world too small to see is an important part of our
repertoire of minds-on science activities. Microscopes present an opportunity to
engage young students, and the parts of a microscope, namely the lenses, provide a
segway to photolithography. The concept of magnification is the same as the optical
reduction that is used to make things too small to see. Lessons on measuring the
focal length of a lens provides the basis for compound lenses and shrinking of a
pattern. On the opposite end of the spectrum, we use activities to measure the focal
length of a lens as the basis for lessons on telescopes.

Perhaps one of the best examples of efforts of the authors in developing unique
minds-on science activities about nanotechnology is the design and fabrication of a
portable 5X optical reduction system that can be used by students to perform photo-
lithography (Fig. 15.2). The instrument, built by Alliance for Nanomedical Technolo-
gies (Batt is the project leader), allows a student to fabricate a microelectronics cir-
cuit with feature sizes down to sub-100mm. The design team consisted of graduate
students, research associates, and undergraduates affiliated with Alliance for Nano-
medical Technologies. The instrument has an optical system to achieve a five-fold

Figure 15.2. Portable 5X optical reduction system that can be
used by students to perform photolithography.
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pattern reduction, and ancillary efforts have resulted in the development of a photo-
resist and etching process that is safe for use in middle- or high-school classrooms.
Students design a circuit, print it to a transparency (that serves as the mask), and
then transfer the pattern to aluminum that has been coated onto a standard micro-
scope slide. They can then test the circuit using batteries and LEDs. We have tested
this activity with students as young as 11–12 years old with success.

15.6
Things That Scare Us

15.6.1
The Societal Concerns of Nanotechnology

New technology will always raise the concerns of the public especially when we, the
scientific community, do not take the time and have the patience to articulate the
field. Surveys document that the general public view nanotechnology as holding
great promise and that there is currently not a widespread fear of the technology [1].
What falls into the void that we create by remaining cloistered in our laboratories,
are pundits and pseudoscientists whose mission is to, at best, tantalize, and at
worse, to strike fear. It makes for great novels, and it makes for even better movies;
but the threshold into science fiction is murky. Nanotechnology will not as a tech-
nology spawn a new threat to society. History shows that most of the dangers to
society that result from the misuse of technology arises not from state-of-the-art
technologies but from more mundane technologies in the hands of opportunists.
We have in the last twenty years alone seen horrific acts carried out by individuals
and groups with some fairly unsophisticated technology.

In the Nevada desert, an experiment has gone horribly wrong. A cloud of
nanoparticles – micro-robots – has escaped from the laboratory. This cloud
is self-sustaining and self-reproducing. It is intelligent and learns from
experience. For all practical purposes, it is alive. It has been programmed as
a predator. It is evolving swiftly, becoming more deadly with each passing
hour. Every attempt to destroy it has failed. And we are the prey [25].

There are certainly ethical concerns with any new technology that must be consid-
ered. The prospects of a run away technology as described in Michael Crichton’s
book Prey would be a sad outcome, but the current state of the art in nanotechnology
in no way enables that outcome. Nano-Rome will not be built in a day:

There are real dangers in the world, and those that concern us now are 50-
year-old technologies, lethal in the hands of individuals and organizations
that would choose to use them [26].

The technology as described in this fictional account is not even close to reality.
No enabling technology exists or is on the horizon that could account for the fanci-
ful creatures described there. Yet it received lots of press coverage and through a
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variety of media, especially the Internet, fanciful predictions of doom proliferated.
Unfortunately, the barrier between science and science fiction is only as high as the
imagination of a talented novelist or cartoonist. Pictures abound on the Internet of
nanobots and other imaginary things, and those of us who choose to be engaged
with the general public spend a good deal of time offering reality checks for students
and the general public. Even some professional colleagues lean over the line at
times, seduced by the publicity and the potential that this notoriety brings in terms
of funding and other opportunities. Yet the practical reality of constructing self-
assembling, autonomous machines smaller than a single bacterium that can scurry
about like little fleas is still only the product of an artist’s imagination. What we
should be concerned with is the more mundane and the root causes for the growing
desire to use them. Education is the key.

15.6.2
The Next Generation

We have elected to focus our attention on the next generation of potential scientists
and engineers. We are engaging young people who often do not view science as an
educational opportunity let alone a career for them. They do not see themselves as scien-
tists, and that is a significant barrier that we seek to overcome. We work in concert
with their teachers, recognizing that this partnership will only work if we under-
stand their world. With more and more mandated curricula, we must meet the
needs of the schools rather than continue to offer content that has no relevance to
the rest of the educational experience. Presently, we operate three middle-school
science clubs for girls in an attempt to address the challenge of encouraging young
women to consider careers in science. In a recent survey of 38 girls who signed up
to join the club, 74% did not see themselves as a scientist [27]. We also host three
after-school science clubs for underrepresented minorities at Beverly J. Martin
School (Ithaca, NY), the Onondaga Nation School and Shea Middle School (Syra-
cuse, NY), exercising our belief that these young students have all the potential in
the world. Furthermore, we offer events for the general public, and every summer
we engage more than 3000 people at the Great New York State Fair with the wonders
of the nanoworld. Finally, in April, 2003, a traveling museum exhibit, It’s a Nano
World, debuted that was developed with our collaborators from the Sciencenter and
Painted Universe in Ithaca. We estimate that the exhibit will be visited by more than
one million people during its tour around the United States.

In helping educate and, perhaps more importantly, inspire these young students,
we hope to raise the general awareness of the public at large as to what nanotechnol-
ogy is all about. This technology, and in general most technology, will have a very
positive impact on our lives. We have coined this outreach effort “Main Street
Science,” and over the next 5 years hope to capture the exciting scientific discoveries
of our center and others and translate them into practical and approachable con-
cepts for students and the general public. At Main Street Science we will harness
the energy of our undergraduates and graduate students to develop hands-on activ-
ities, giving them a practical experience in community science.
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What scientific discoveries do we hope to share with young students? For exam-
ple, few students even through high school understand what the term “nano” means
in its fullest context. They understand that a nanosecond is pretty fast, but they do
not comprehend that a hummingbird beats its wings about 100–200 times per sec-
ond. That is virtually imperceptible to the human eye and is faster than the flicker-
ing of a fluorescent light bulb. Nevertheless, computers operate about a million
times faster. They also know that a nanometer is pretty small, but they do not realize
that the distance between atoms is on the order of a nanometer. So, for younger chil-
dren, we consider it a challenge for them to comprehend simply what a billion is,
and initially try to expose them to the concept by using thousands of little plastic
Lego blocks. In summary, we make an honest effort to engage kids and have them
hopefully begin to believe that science is a good thing and learning about science
can be exciting. Regardless of whether these kids go on to get their Ph.D. in nano-
technology, it is important to have them believe that they can do it.

A more scientifically literate public is one sure route to ameliorate the fears that
seem to accompany many scientific revolutions. History is replete with examples of
where new scientific discoveries were initially met with public challenges, and only
after a significant backlash did we the scientific community leave our laboratories
and begin to actively engage the public. Thus it is not surprising that the National
Science Foundation, much to their credit, has now put forth the challenge of public
engagement as one of the important criteria to consider for their supported research
programs.

15.7
The Road Ahead

The road ahead is one of great promise and potential challenges. It is not simply
enough to know how students come to understand ideas and concepts, it is impor-
tant to know how they can be most effectively taught such things. Many science
teachers themselves learned their own science passively as received wisdom. If
changing the learning of students is to be effective, then teachers need to know not
only more about how students learn, but also about what are the effective pedagogi-
cal techniques and strategies for addressing students’ prior knowledge. Teachers
and textbooks often proceed without such knowledge. In short, for high-quality
learning to occur, high-quality teaching is needed.

Nanotechnology as a field evolved from engineering, but its extended roots will
be found in fields including physics, chemistry, and materials science. Its major
new impact will clearly be in the life sciences, presenting a challenge of organizing
interdisciplinary groups that can communicate and function effectively. This is no
simple task as considerable boundaries exist in language and culture. But, moreover,
advances in the field will be obscured if there is a failure to engage the general pub-
lic and lay the foundation for articulating how advances in the field will have a posi-
tive impact on their lives.
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16.1
Introduction

What are the obstacles to the implementation of “nanobiomedicine?” Will certain
roadblocks prove fatal to the development of what many see as a “transforming”
technology – one that will forever change the way we do things, perhaps even the
way we perceive ourselves? Or is it the case that nanobiomedicine will mature along
the conventional paths pioneered by more established industries, like the biotech-
nology and the implantable medical device industry?

After first introducing the concept of nanobiomedicine as it is currently consti-
tuted and describing why nanotechnology has become fascinating to many, this arti-
cle will describe in turn the financial, legal and regulatory, operational, and clinical
challenges to the implementation of nanobiomedicine respectively, followed by poli-
tical, ethical, and societal challenges considered as a group, since these cannot be
easily separated.

First, let us stipulate that certain small steps have already been taken. Drugs formu-
lated as nanocrystals, e.g., Rapamune and Emend [1], have already been approved and
are on the shelves. A nanoparticle drug called Estrasorb, from NovaVax, has been
approved that delivers estrogen through the skin. Fluorescent quantum dots, a type of
nanoparticle, have already been injected into living patients as an experimental aid
to surgeons to recognize lymph nodes [2]. Diagnostic tests that employ nanoscale
devices and nanofluidics have already been introduced into the drug discovery pro-
cess [3]. There have been no political protests or social upheavals that occurred with
respect to these advances. In fact, they have taken place pretty much unnoticed. It is
actually difficult to get people to believe that nanotechnology is not just a technology
for the future, but a technology that is already being employed.

What do mean when we say “nanobiomedicine?” We will accept the general defi-
nition of nanotechnology as the engineering and fabrication of objects in the scale
from 1 to 100 nm, which is a scale that includes molecules and supramolecular
structures, like ribosomes or viruses. Nanobiomedicine would be anything that uses
nanotechnology in traditional biomedical pursuits.

Table 16.1 makes the point that currently fabricated objects are within the scale of
biomolecules and biomolecular structures. For instance, buckminsterfullerene, an
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iconic nanotech object, is 1 nm in diameter. DNA, the founding molecule of biotech-
nology, is 2 nm in diameter. Quantum dots, which are already being used in a vari-
ety of bioassays, are manufactured as particles 2–10 nm in diameter. DNA is 2 nm
in diameter; a single walled nanotube is slightly larger than that. Proteins are gener-
ally 5–50 nm in diameter. Dendrimers, sometimes called “artificial proteins,” are in
the same size range, although they may self-assemble into much larger objects.
Viruses are similar in size to manmade nanoparticles.

Table 16.1 Sizes of nanoscale objects – nature vs. fabrication.

Object Diameter

Hydrogen atom 0.1 nm
Buckminsterfullerene (C60) 1 nm
Six carbon atoms aligned 1 nm
DNA 2 nm
Nanotube 3–30 nm
Proteins 5–50 nm
CdSe quantum dot 2–10 nm
Dip-pen nanolithography features 10–15 nm
Dendrimer 10–20 nm
Microtubule 25 nm
Ribosome 25 nm
Virus 75–100 nm
Nanoparticles 2 to 100 nm
Semiconductor chip features 90 nm or above
Secretory vesicle 100–1000 nm
Mitochondria 500–1000 nm
Bacteria 1000–10 000 nm
Capillary (diameter) 8 000 nm
White blood cell 10 000 nm

What are the applications within the biomedical enterprise that we believe will be
affected by nanotechnology? There have been various attempts to define this.
Richard Freitas, in his forward-looking, three-volume work Nanomedicine [4], has
concentrated largely on “molecular manufacturing,” by which he means something
similar to Eric Drexler’s original vision of nanotech as described in his Engines of
Creation. Freitas’ work is filled with references to artificial cells and complex nano-
machines that do not yet exist.

A somewhat more prosaic attempt to define a “nanomedicine taxonomy” was
made by Neil Gordon and Uri Sagman [5] in a briefing document prepared for the
Canadian Nanobusiness Alliance, which focuses on applications that are currently
under development. S. A. Edwards [6], for the BCC business report Biomedical Appli-
cations of Nanoscale Devices, independently developed his own outline of medical
uses for nanotechnology that is similar to Gordon’s and Sagman’s although it dif-
fers in the naming of categories and the divisions thereof (Tab. 16.2). Gordon and
Sagman’s categories were: biopharmaceutics, which includes drugs, drug delivery,
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and drug discovery; implantable materials, which includes tissue repair and replace-
ment, implant coatings, tissue regeneration scaffolds, and structural implant mate-
rials; implantable devices, including sensors, retina implants, and cochlear implants;
surgical aids; including smart instruments and surgical robots; diagnostic tools,
including genetic testing and imaging; and understanding basic life processes, which
includes nanotechnology as applied to basic research. Edwards included most of the
categories described by Gordon and Sagman, but divided them up somewhat differ-
ently. Biopharmaceutics is called drugs and drug delivery, but drug discovery is folded
into the general topic diagnostics and analytics. Imaging, which Gordon and Sagman
lumped with diagnostic tools, was given a separate heading – imaging and nanotools.
Edwards also included the topic molecular modeling, which might be thought of as
software nanotools. Edwards substituted the term “artificial organs” for implantable
devices.

Table 16.2 What is nanobiomedicine?

Gordon and Sagman [5] Edwards [6]

Biopharmaceutics Drugs and drug delivery
Implantable devices Artificial organs
Diagnostic tools Diagnostics and analytics
Implantable materials Biomaterials
Surgical aids General nanobiotechnology
Understanding basic life processes Imaging and nanotools

Molecular modeling

Perusing the lists in Tab. 16.2, the applications of nanotechnology in biomedicine
would appear to be similar in purpose with other technologies applied to biomedi-
cine. The aims of medicine are not generally transformed by the application of new
technology. There are, however, ethical debates, discussed later in this paper, that
nanotech might render more acute – for instance, the difference between “norma-
tive” medicine and medicine in the pursuit of greater than normal performance.

If the aims of medicine are not greatly altered by nanotechnology, however, why
then do we worry so much about political, social, legal, and ethical challenges to the
pursuit of nanomedicine? In part, this is due to the particular provenance of nano-
technology with respect to public awareness.

16.2
Drexler and the Dreaded Universal Assembler

The term “nanotechnology” came to widespread attention after K. Eric Drexler’s
book, The Engines of Creation [7], was published in 1986. A principal goal of nano-
technology, in Drexler’s view at the time, was the creation of an assembler, a device
built on a molecular scale that could assemble other devices, molecule by molecule.
With appropriate programming, an assembler could presumably also replicate itself.
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The advantages of such a device are self-evident – the problem that vexed Drexler
was how to control it. He examined the so-called “gray goo” scenario in which
assemblers replicate uncontrollably like a new life form. That prospect is still well
into the future, but is nevertheless responsible for some of the fascination with
nanotechnology by the press and by the public. Such a runaway replicator is also the
premise of one of Michael Crichton’s recent science fiction novels, ominously titled
Prey [8].

Although we will generally avoid discussion of the more unlikely scenarios, we
would like to discuss the assembler – a hypothetical device that enables molecular
manufacturing, as nanotech pioneer Ralph Merkle would have it, by snapping to-
gether molecules in the manner of Lego blocks. While such a device is not necessar-
ily devoted to biomedical applications, it could certainly be useful in manufacturing
nanoscale biomedical machines, and might lead to the manufacture of devices that
would otherwise be prohibitively expensive and impractical.

Mathematician John von Neumann, more famous for his contributions to early
ideas in computing and game theory, also was responsible for early conceptions of
the assembler. His assembler consisted of two central elements: a universal comput-
er and a universal constructor. The universal computer directed the behavior of the
universal constructor. The universal constructor, in turn, is used to manufacture
both another universal computer and another universal constructor. The program
code contained in the original universal computer is copied to the new universal
computer and executed.

“Self-assembly and replication, the paradigms of molecular and cell biology, are
being increasingly seen as desirable goals for engineering,” said Phillip Ball (quoted
in [6], a journalist for Nature. “The alternative – laborious fabrication of individual
structures �by hand’ – is still the way that electronic and micromechanical devices
are made today, by a sequence of deposition, patterning, etching or mechanical
manipulation that becomes ever harder as the scales shrink and the device areal
density increases.”

Self-assembly is a defining property, perhaps the defining property of life. A con-
tinual increase in the complexity of self-assembly likewise is characteristic of evolu-
tion. Surely, the baroque method of reproduction used by human beings could not
have been envisioned at the time the first primitive cells began replicating in the
primordial ooze, about 4 billion years ago. As any molecular biologist will tell you,
any bacteria, any eukaryotic cell, any organism, even a human being, is essentially a
marvelously contrived machine. Even the ability to read these words is a conse-
quence of tiny moving parts, protein molecules, electric currents, and nanofluidics.

Eric Drexler’s assembler is a specific case of the general von Neumann architec-
ture, but is specialized for dealing with systems made of atoms. The emphasis here
(in contrast to von Neumann’s proposal) is on small size. The computer and con-
structor are shrunk to the molecular scale. The constructor must also be able to
manipulate molecular structures with atomic precision. The molecular constructor
has both a positional capability and some sort of dynamic chemistry at the tip of its
arm able to manipulate individual atoms. In other words, an arm and a hand.
Another necessary attribute is some means of programming the assembler. It would
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also be desirable to have a macroscopic interface to a human operator whereby the
assembler could respond to commands or communicate its needs.

“How soon will we see the nanoscale robots envisioned by K. Eric Drexler and
other molecular nanotechnologists?” asked Nobel laureate Richard Smalley rhetori-
cally [9] in a now famous Scientific American article. The answer, he maintains is
never. He argues that there are two fundamental problems, which he refers to as
“fat fingers” and “sticky fingers.” Smalley says that robot will not be able to manipu-
late molecules within molecular spaces, because grippers cannot be built of the di-
mensions required, given that they must also be constructed of molecules. He also
argues that nanobots capable of attaching its fingers to a particular molecule, pre-
sumably through some sort of chemistry, would not necessarily be able to let go,
making assembly impossible. What’s needed in order to make a universal assembler
is really “magic fingers” according to Smalley.

Whether or not a universal molecular assembler is ever built, nanotechnology is
already here to stay: a number of applications for nanomaterials, nanotools, and
even bioassays are already in the marketplace. However, advanced nanotechnology
applied to biomedicine could be delayed by a number of factors – a lack of venture
capital, unexpected technical problems, lack of skilled labor, resistance by the public,
or over-regulation by a panicked government. Below are listed some factors we
believe to be relevant to the continued development of nanotechnology.

16.3
Financial

“Nanotechnology is the design of very tiny platforms upon which to raise enormous
amounts of money,” according to a definition favored by Lita Nelson, head of MIT’s
Technology Licensing Office.

Nanotechnology and nanobiotechnology companies are, for the most part, small
entrepreneurial firms that cannot support themselves as yet on current revenues.
Their financing comes from both government grants and from venture capital.
DARPA, the research arm of the defense department, has been particularly active in
financing some of the more speculative uses of nanotechnology. But, in general,
DARPA uses fixed-term grants that cannot be renewed. Most of the billions coming
out of the National Nanotech Initiative and the subsequent $3.7 billion bill passed
in 2004 will go to the construction of infrastructure or the support of academic
research. Relatively little will pass into the hands of the tiny firms currently strug-
gling to commercialize nanotechnology.

Despite being tiny, nanotechnology does not come cheap. “Even when you’re
dealing with a very early stage company in nanotechnology, we find that the budget
for intellectual property work, the annual budget, may range between $250,000 to
$2 million a year, which is a lot for a fledgling company,” points out Charles Harris,
CEO of venture capital company Harris and Harris [10].

Some venture capitalists, burned by the dot.com meltdown and corporate scan-
dals, have been turned off by some of the excessive hype used by nanotech promot-
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ers. The hyping of nanotechnology has been shameless by any standard. For
instance, the following from a promotion sponsored by well-respected business pub-
lication:

“There’s a MAMMOTH technological shocker afoot...If you want to REAP
FUTURE PROFITS write this name down now and REMEMBER that you
read it here first: NANOTECHNOLOGY.”

The ad went on to say that nanotechnology was about to render present day
manufacturing techniques obsolete.

Some of the hype, oddly enough, is coming from government sources, for
instance the oft-quoted projection by the National Science Foundation that nanotech
would account for goods valued at a trillion dollars within a decade. At the request
of the National Science and Technology Council, the NSF and the Department of
Commerce recently released a report called Converging Technologies for Improving
Human Performance [11], that, for the most part, belongs in the sci-fi and fantasy
category, despite the fact that a number of respected researchers were represented in
the report. The extravagant claim made for nanotech may represent a kind of lobby-
ing effort on the part of agency officials designed to appeal to the militaristic aspects
of the Bush administration. Indeed, nanotech is often sold in the same nationalistic
way that the space program was sold in the early 1960s. “If we don’t do it, the Chi-
nese will, or the Japanese, or the Europeans, or the Israelis...” leading, of course, to
a loss of American technological dominance. And of course, the same shrill nationa-
listic rhetoric can also be heard in Europe on behalf of pan-European nanotech or in
Japan on behalf of Japanese nanotech. Europe, the US, and Japan contributed about
$600–800 million each in nanotech research funds in 2003.

On the US side of the Atlantic, the lobbying effort by NSF and others, like the
Nanobusiness Alliance, has proved quite successful, given the passage of the nano-
tech bill in 2004. The down side is that the cyborgian fantasies emanating from the
NSF may scare away private money from anything labeled nanotech, which already
suffers from a kind of science-fiction aura.

Entrepreneurial companies, themselves, have been schizophrenic with respect to
embracing or denying hyped claims. Some companies have redefined their ongoing
projects as nanotechnology in order to profit from the public interest they see devel-
oping in this particular buzzword. And nano has become a sexy prefix for many
companies to attach to company names: Nanogen, Nanophase, Nanosphere,
NanoInk, Nanomet, Nanobio, Bioforce NanoSciences, Nanospectra Biosciences,
NanoProprietary, Altair Nanomaterials, etc. Other companies run, run, run away...
the word nanotechnology is erased from their vocabulary despite the nanoscale pro-
jects that they work on.

Although many venture capital companies have been scared off, a small number
of far-seeing firms concentrate on almost nothing but nanotech, including Lux Capi-
tal and Harris and Harris, and others like Ardesta, Polaris, and Draper, Fisher, and
Jurvetson have a strong concentration on nanotech within their portfolios.

As of March 2004, the American and world economies seem to be in a recovery
phase. The stock markets recovered somewhat in 2003 and seem to be at least stable
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in 2004. The initial public offering (IPO) market, however, so necessary to maintain
and enhance the pool of venture capital available for speculative enterprises, has not
yet fully recovered from the dot.com debacle at the turn of the millennium and the
subsequent corporate scandals. In particular, there has yet to be an IPO from a
nanotechnology-focused firm. Until the IPO window opens, venture capitalists have
no easy exit strategy, and will continue to be conservative in their financing of nano-
tech firms.

Financial constraints may delay the implementation of nanobiomedicine at the
level of private financing, but are not likely to prevent it for long. Assuming other
obstacles do not abort the nanotech revolution, continued government support and
the potential financial rewards seem enticing enough to assure deal flow down the
line. Charles Harris estimates that the number of “tiny technology” companies
(which includes some microscale companies involved in microelectromechanical
systems) is about 650 worldwide. Harris and Harris fielded 50 inquiries from those
firms in the first 3 months of 2004 alone.

16.4
Legal and Regulatory

“What one finds as a venture capitalist is when you’re thinking about Nanopharma,
after you get through with your due diligence you’re not really thinking about nano-
technology. You’re thinking about a biotechnology model company. The economics
of it and the business decisions are standard for dealing with a biotech company,”
said Harris in a Merrill Lynch interview. The same might be said for the legal and
regulatory aspects of dealing with nanobiomedicine. So, below we describe the gen-
eral regulations for dealing with drugs, diagnostics, and medical devices, which rep-
resent probably the major near-term challenge to the implementation of nanobiome-
dicine. We also describe some initial attempts to regulate the nanotech industry gen-
erally.

In the US, the Food and Drug Administration (FDA) classifies medical products
that achieve their intended purpose without being metabolized or performing a
chemical action on the body as “devices.” Other products are considered as either
“drugs” or “biologicals.” The latter categories include gene therapy products and
cells that have been manipulated ex vivo in addition to protein pharmaceuticals.

Many nanoscale devices fall under the category of medical devices. However,
devices that are exclusively research-oriented in nature, such as assays used for drug
discovery, are not FDA-regulated. The FDA must preapprove before marketing of
devices that are intended for diagnosis or for implantation into the body. Drug deliv-
ery devices, such as nanoparticles that are ingested or injected, would be regulated
as part of the drug formulation, therefore as drugs. Some macromolecular fullerene
nanoparticles, such as those being developed by the nanobiotech company C-60, are
in fact metabolically active and are therefore considered drugs. Designer proteins
used for therapeutic purposes, such as antibodies, even if they are substantially
modified beyond what can be seen in nature, are considered biologicals.
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There are two tracks of FDA review procedures for medical devices. A new device
requires either a Premarket Notification Section 510(k) or a Premarket Approval ap-
plication (PMA). A “510k” requires either that the marketer of the device prove that
it is substantially equivalent to a device marketed prior to May 28, 1976, or that it is
equivalent to a device marketed subsequent to that date which has already been clas-
sified class I or class II. Class III devices are defined as those which are life-sustain-
ing or life-supporting, those which may prevent substantial impairment of health,
or may pose risks of illness or serious injury. For these a PMA application is re-
quired. Most microelectronic implants would fall under this category.

PMA approval will usually require proof of clinical effectiveness and safety, and
satisfactory demonstration of current Good Manufacturing Processes (cGMP) and
quality control. Clinical studies on the safety and effectiveness of a new class III
device first require the filing of an Investigational Device Exemption (IDE) applica-
tion. An IDE application must include the results of preclinical tests, clinical proto-
cols, informed consent forms, and information on biocompatibility testing, manu-
facturing, and quality control. Further clinical testing may be required even after the
submission of a PMA as the result of unforeseen clinical findings or FDA advisory
panel requests. The FDA will grant market approval when it has been satisfied of
the clinical effectiveness and safety of the product, and that performance and manu-
facturing standards have been met. Any design change in the product requires a
supplement to the PMA application that must be separately approved. Nanoscale
devices involved in drug delivery are likely to be considered as part of the drug for-
mulation by the FDA, rather than as a separate device that can be applied to any
drug in a mix-and-match fashion.

The approval process for drugs and biologicals is tortuous and complex; on aver-
age it takes 12 years for the average drug to go from preclinical research to produc-
tion, although new drug discovery technologies are likely to shorten this interval.
For every five products that enter clinical trials, only one is approved.

Even before the clinic, there are hoops that must be jumped through. Preclinical
animal trials must demonstrate probable effectiveness of the product without undue
hazards to humans. An Investigation New Drug (IND) application must be filed.
Such an application includes information on the investigators, information on the
chemistry, composition, pharmacology, and toxicology of the product, and on any
previous human tests performed with the product. A clinical design and protocol
must be submitted along with agreements among the parties involved, and an
approval letter from the Institutional Review boards involved in the studies.

Three phases of clinical testing are usually required. Phase I is primarily to test
safety and human tolerance of the product on a small number of volunteers, al-
though information on efficacy and dosage may be collected. Phase II trials test for
efficacy of the product, using a larger number of subjects, and studies are designed
to determine optimum dosage. Phase III clinical trials consist of additional testing
for efficacy, usually at multiple centers. A separate IND application is required for
each separate clinical study. Not infrequently, phase III trials raise new concerns for
which the FDA may require additional testing.
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After completion of phase III trials, either a New Drug Application must be filed
or, for biologicals, a Product License Application and Establishment License Applica-
tion. For some biologicals, these may be combined in a Biological License Applica-
tion (BLA). All application types require data on safety, efficacy, and human pharmo-
kinetics of the product: patient information, labeling information, and information
on manufacturing, chemistry, quality control, as well as samples of the product in
question. Environmental impact statements may be required concerning the manu-
facturing or transport of the product. After the FDA conducts its review, a panel of
independent medical experts will usually be called to review all relevant data. The
decisions of the advisory panels are not binding on the FDA. When and if the appli-
cant can successfully resolve all questions regarding safety and efficacy to the satis-
faction of the agency, the product will be approved for marketing.

Even after approval, companies must submit periodic reports to the FDA, logging
side effects or adverse reactions. Quality control records must be maintained. In
some cases, the FDA will require phase IV studies after approval to test long-term
effects of the drug or biological.

16.4.1
Diagnostics

In principle, in order to market a test that claims to diagnose human disease, FDA
approval is required. As with medical devices, clinical trials must be performed and
a PMA or 501(k) approval sought. Since 1997, however, the FDA has allowed the
sale of “analyte specific reagents (ASRs),” for instance, monoclonal antibodies or
specific oligonucleotides, which are components of diagnostic kits. These ASRs
must be made with Good Manufacturing Practices but otherwise can generally be
marketed without FDA approval. The result has been that many manufacturers,
especially with regard to DNA diagnostics, have by-passed the FDA. They sell the
ASR components, and let the clinical lab or physician put them together. Another
option is to release the kit first through ASRs and then apply for FDA approval for a
diagnostic kit at some time in the future, effectively field testing the kit in the mean-
time. One might expect that FDA approval would be a good selling point, but price
is also a consideration. Some insurance companies would rather pay a lower price
for tests conducted with a kit concocted from ASRs, rather than pay a premium for
FDA-approved diagnostics.

16.4.2
European and Canadian Regulation

In general, other countries have less stringent approval processes than does the Uni-
ted States, particularly for devices. Though these markets are smaller and less lucra-
tive, they provide an opportunity to gain extra clinical experience with a product
prior to FDA review. Typically, new implant products, for instance, will be marketed
in Europe and/or Canada for 2–3 years before they receive market approval in the
US.
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The European Union (EU) has established the Committee for Proprietary Medical
Products that regulates most medical devices. Medical devices are classified under
its directives as class I, class IIa, class IIb, class III, or active implantable medical
devices, in order of increasing risk. “Notifying Bodies” within each country may
pass judgment on a given device.

The major considerations for the Notifying Body are whether the item is manu-
factured according to applicable standards (usually ISO standards) and whether the
product is efficacious and safe. The Committee theoretically has a 210-day maxi-
mum review period within which to bring forth any questions regarding a product’s
safety or efficacy. The company then has the right to affix a “CE mark” on its prod-
uct, which allows marketing throughout the Union (some non-EU countries, such
as Switzerland, also honor the CE mark). After a product has its CE mark, “off-label”
uses are less strenuously regulated there than in the US. In Europe, in general, a prod-
uct must be proven safe and to perform as advertised. The European regulators are
loath to tell physicians how to practice their art, and emphasize safety over efficacy.

Like the FDA, the European Commission has set forth guidelines requiring the
reporting of adverse events related to a medical device. Reportable incidents include
any malfunction or deterioration of the device, as well as inadequacies in labeling or
instructions that lead to death or serious damage to the health of the user, or might
have led to death or serious injury. Unlike the FDA, the European authorities do not
allow retrospective evaluations to support an existing application.

16.4.3
General Regulation of Nanotechnology

Nanotechnology has benefited perversely from some of its critics in the perception
that it is a highly advanced, sci-fi sort of technology still way beyond the horizon.
This is not necessarily the case. By dollar volume, for instance, the biggest use of
nanoparticles is in sun cream. The cosmetics maker L’Oreal is among the largest
holders of nanotechnology patents.

There has already been a reaction among certain environmentalists, bioethicists,
and futurologists concerning the destructive potential of nanotechnology. While we
feel that the fear of runaway replicators is premature and overblown, other potential
problems have a greater basis in reality. Fullerene-based objects, for instance, are
diamond-hard, stronger than steel, chemically inert, and nearly indestructible.
While fullerene nanotubes and diamondoid nanoparticles, it turns out, are natural
products found in soot and crude oil, the environmental effects of producing large
quantities of these materials have yet to be worked out. Nanotubes are already being
used in a small number of commercial devices and will probably have general appli-
cation in electronics. So the disposal of these materials may turn out to be a serious
problem.

Government regulatory agencies have begun now began to focus on nanotechnol-
ogy. The Better Regulations Taskforce, which advises the government of the United
Kingdom, has already made some general recommendations. According to the Task
Force the Government should:
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. enable, through an informed debate, the public to consider the risks for
themselves, and help them to make their own decisions by providing suitable
information;

. be open about how it makes decisions, and acknowledge where there are
uncertainties;

. communicate with, and involve as far as possible, the public in the decision-
making process;

. ensure it develops two-way communication channels;

. and take a strong lead over the handling of any risk issues, particularly infor-
mation provision and policy implementation.

While the policy recommendations are mild enough, the consideration of nano-
technology by the task force puts it in the same category as stem cell science and
genetic engineering of food organisms, areas that have already suffered heavily at
the hands of policy makers, politicians, and public interest groups.

Glenn Harlan Reynolds, a Tennessee law professor, has written a review for the
Pacific Research Institute [12], called Forward to the Future: Nanotechnology and Regu-
latory Policy, perhaps the first serious, noninflammatory look at the issue in the US.
In the review, Reynolds puts forth three potential scenarios for the regulation of
nanotechnology in the U.S: (i) prohibition; (ii) restriction to the military, (iii) moder-
ate regulation of public use. He sees prohibition is unworkable, not least because
the seeds of the technology are already widely distributed and available. Prohibition
would also be wasteful in the benefits that to society that would have to be foregone.
A military monopoly Reynolds sees as particularly dangerous, in that military ver-
sions of nanotechnology would likely involve robust weapon systems and be under
the control of Pentagon bureaucrats who are a power unto themselves. He sees as
most beneficial a regime of modest regulation emphasizing civilian research and
professional responsibility.

“With all new technologies that come into the manufacturing fold, one must
assess and attempt to forecast their impact on the environment and humankind and
determine ways to prevent brown fields or water and air pollution,” says Kelly Kirk-
patrick [10], a venture capital consultant, and one of the authors of the National
Nanotech Initiative (NNI). “So with the NNI, there have been efforts from very early
on to look at the ethical, legal and social aspects of nanotechnology and what the
implications could be. The goal would be to mitigate some of the potential problems
in the future, to highlight some of the approaches that social scientists and environ-
mental and ecological scientists might be concerned about, and to provide material
scientists and physicists and chemists an opportunity to develop devices or pro-
cesses with benign materials that have little deleterious impact to the earth.”

Robin Fretwell Wilson, of the University of South Carolina, School of Law, has
pointed out, however, that the Environmental Protection Agency (EPA) is set up as a
reactive rather than a proactive agency. The EPA exists to carry out environmental
legislation passed by Congress. Such laws are passed usually only after serious prob-
lems are recognized in the environment, such as the DDT crisis, or the health prob-
lems in the wake of Love Canal pollution. The Environmental Protection Agency
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has only recently focused on nanotechnology as an industry separate from chemis-
try. They held meetings in 2003 with nanotech industry leaders to get a feel for the
sorts of regulation that might be required in the future.

My own opinion is congruent with that recently expressed by K. Eric Drexler
(quoted in [6]): “The tools required to develop nanotechnologies are typically small
and unobtrusive. The pace of research is accelerating worldwide. Some suggest stop-
ping it, but it is hard to imagine how. Thus, it seems that this technology, with all its
challenges and opportunities, is an unavoidable part of our future.”

16.5
Operational

Governments both here and abroad are supporting nanotechnology generously, and
academic research in this area is very healthy. However, the sort of interdisciplinary
skills required to go from technology to practical biomedical development are in
short supply, at present. According to a recent report of the European Commission
(quoted in [6]), “There is a dearth of experts able to manage and integrate different
disciplines involved at the interface, from concept and development of medical bio-
technology products, to clinical practice. This is true for both the more scientific
aspects, dealing for instance with labile molecules (e.g. proteins) and their delivery
or with complex tissues and organs, as well as for the technological and managerial
components involved in development, testing and regulation.” “Ideally, you need to
have a lot of multi-lingual people, people that speak physics, chemistry and biology
and also people who speak science and business and law in order to fully realize the
potential of these inventions,” says venture capital consultant Laurie Pressman [10].

The situation is particularly problematic in the case of nanoscale medical devices
that require approval from regulatory authorities like the US FDA. Despite the best
of intentions, the FDA is undermanned and underfunded with respect to its mis-
sion. It has enough trouble keeping up with the pharmaceutical industry and recent
innovations, like stem cell therapies. Nanotechnology is an area in which the agency
has not had time to develop any expertise, and delays in the approval process are
likely, as the FDA will err on the side of caution.

A lack of experts is particularly problematic in the US Patent Office, a critical
agency for the development of nanobiomedicine. That agency has refused to create
a single unit to handle nanotechnology, claiming that the term is so broad that it
effectively cuts across all technologies, although they do have units that deal specifi-
cally with biotechnology patents, for example.

Classification is a tricky business. Already, over 1000 patents have been issued
dealing with dendrimers, an iconic nanotech molecule. The older patents in this
field, however, go back to the 1980s, before nanotech was even dimly perceived as a
field in its own right.

Nanotech intellectual property (IP) claims will have to rest on new properties or
new problems solved with the use of old materials. Just making the architecture of a
material smaller is not patentable, on the basis of “obviousness.” Carbon nanotubes
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are a case in point. The chemical formula for a carbon nanotube is just C(n), the
same as graphite. So to claim it as a new material, one has to come up with new
properties of this new form of carbon. Of course, nanotubes have many unusual
properties in terms of structure, electrical conduction, strength, and hardness, etc.,
that one could not find in graphite. But other cases may not be so clear-cut.

Timothy Hsieh [13], a partner in Min, Hiseh, and Hack, LLP, has pointed out that
nanotech is now about where biotech was in the early 1980s with respect to the pat-
ent office. As with biotech, the early patents that are given may be overly broad and
not stand up to later challenge. “The inherent nature of nanotech,” he has said, “will
raise some new technical and legal issues that inventors need to be aware of and
which the patent system will eventually have to resolve.” This is problematic for
small nanotech firms who spend a large proportion of their capital to acquire intel-
lectual property, the value and defensibility of which has yet to be established.

16.6
Clinical

Nanomaterials are not small tech as far as medicine is concerned. Molecules as
small as single ions are already used medically, as well as biomolecules as large as
immunoglobulin, at about 150,000 daltons. On the size scale, nanoscale devices and
materials inhabit the territory between immunoglobulin and submicron liposomes
and micellar structures that are already used as drug delivery devices. As discussed
above in Section 16.4, procedures already in place at the FDA will apply to new
nanoscale medicines or devices, and it is not necessary to develop new procedures to
handle nanomedicine per se. Already, certain types of dendrimers and quantum dots
are phase I approved, and as mentioned, nanoparticles are already on the market as
drug delivery devices.

The most important qualification with regard to nanomaterials in relation to
nanomedicine is whether these new materials are biocompatible or not. Nanoscale
devices are in the range where one might expect immunological reaction. The body
may see these devices as foreign invaders and react accordingly. Failing to eliminate
the materials with immunological attack and phagocytic cells, the body may encyst
the device and prevent its work or cause further medical problems. Aggregates of
foreign material tend to collect in fine meshwork within the body, like the alveoli in
the lungs or the glomeruli of the kidneys, where they can become life-threatening.

There is, of course, a long history of materials research involved with establishing
various materials as biocompatible. Medical implants, like pacemakers or artificial
joints, tend to be made of materials like titanium or Teflon that are metabolically
inactive. Preclinical toxicology work will have to be done on new nanomaterials, as it
would for any new medicine. Fullerene devices may prove to be problematic, as one
has to distinguish between various buckyballs (C60, C70) and carbon nanotubes. On
the basis of very preliminary work, the former seem to be metabolically inert, invisi-
ble to the immune system, and innocuous in the body, whereas the latter may collect
in the body, particularly the lungs, and cause serious damage.
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Commercially available quantum dots are currently made of cadmium selenide, a
material that is doubly disadvantageous in that it is highly toxic and insoluble in
aqueous media. The manufacturers counter this problem by coating the dot material
in zinc sulfate to prevent the cadmium selenide crystal from dissolving, and then
coating that with a hydrophilic polymer. The final coating has the advantage that
functional biomolecules can be linked to it.

Another sort of nanoparticle has been developed by Kereos, Inc. – a perfluorocar-
bon/lipid micelle substituted with chelated gadolinium and targeting ligands for
use as an MRI contrast agent. The perfluorocarbon micelle was originally developed
by Allied Pharmaceuticals in a blood substitute product. Chelated gadolinium is cur-
rently approved used for use in MRI contrast agents. Targeting ligands can be
monoclonal antibodies or hormone-type ligands. The nanoparticle aggregates a
number of elements already used in medicine, for which the toxicology is already
well known. The nanoparticle breaks down rapidly. The chelated gadolinium is
excreted in the urine, the perfluorocarbons leave the body through the lungs, and
the lipids are recycled as cellular lipids. Though this is a piece of nanotechnology, it
employs elements already well-known to medicine.

In summary, there is no reason as yet to regard nanobiomedicines as different in
kind from other medicines. Until we start talking about autonomously intelligent or
self-replicating nanodevices (which this author is not prepared to do), nanobiomedi-
cines do not present unique clinical challenges.

16.7
Political, Ethical And Social Challenges

Eric Drexler [7] was the first one to warn of the possibility of nanotechnology run-
ning amok, even though he is an ardent booster. In Engines of Creation, he pointed
out some clearly dystopian possibilities:

“Plants” with “leaves” no more efficient than today’s solar cells could out-
compete real plants, crowding the biosphere with an inedible foliage. Tough
omnivorous “bacteria” could out-compete real bacteria: they could spread
like blowing pollen, replicate swiftly, and reduce the biosphere to dust in a
matter of days.

Bill Joy, Chief Technology for Sun Computers, is another one who worries. In a
Wired magazine article titled “Why the Future Doesn’t Need Us” [14], he wrote:

The 21st-century technologies – genetics, nanotechnology, and robotics
(GNR) – are so powerful that they can spawn whole new classes of accidents
and abuses. Most dangerously, for the first time, these accidents and abuses
are widely within the reach of individuals or small groups. They will not
require large facilities or rare raw materials. Knowledge alone will enable
the use of them. Thus we have the possibility not just of weapons of mass
destruction but of knowledge-enabled mass destruction (KMD), this destruc-
tiveness hugely amplified by the power of self-replication.”

404



16.7 Political, Ethical And Social Challenges

[...]
“ ...Rereading Drexler’s work after more than 10 years, I was dismayed to
realize how little I had remembered of its lengthy section called “Dangers
and Hopes,” including a discussion of how nanotechnologies can become
“engines of destruction.” Indeed, in my rereading of this cautionary material
today, I am struck by how naive some of Drexler’s safeguard proposals
seem, and how much greater I judge the dangers to be now than even he
seemed to then.

It is important to remember that Drexler and Joy are not burnt-out hippies
spreading luddite propaganda. Quite the contrary, they are among the leaders in
major areas of technology as well as quite intelligent people. Thus, the dangers that
nanotechnology presents, especially when combined with biosciences, should be
taken seriously.

Ray Kurzweil, author of The Age of Spiritual Machines [15] and generally a nano-
tech supporter, points out the potential of deliberate misuse of nanotechnology:

“...the bigger danger is the intentional hostile use of nanotechnology. Once
the basic technology is available, it would not be difficult to adapt it as an
instrument of war or terrorism.... Nuclear weapons, for all their destructive
potential, are at least relatively local in their effects. The self-replicating na-
ture of nanotechnology makes it a far greater danger.”

No less an authority than Jane’s International Security News has echoed Kurzweill’s
concerns.

Another more immediate concern that has emerged is the possible environmen-
tal effects of large-scale production of nanomaterials. Barbara Karn, who is in charge
of directing nanotechnology research at EPA, recently asked researchers about the
potential for nanoparticles causing harm to the environment. According to Mark
Wiesner, professor of Civil and Environmental Engineering at Rice University, tests
have shown that nanoparticles penetrate living cells and accumulate in the liver of
experimental animals. He is especially worried about fullerene derivatives, like car-
bon nanotubes, which are extremely stable and therefore could be expected to accu-
mulate in the environment over time as companies like Frontier Carbon Corp. and
Carbon Nanotech Research Institute gear up to make tons of nanotubes.

Vicki L. Colvin, who is the executive director of the Center for Biological and
Environmental Nanotechnology at Rice University (a nanotech powerhouse) has
repeatedly pointed out that there has been almost no research into the potential tox-
icology of nanoparticles. Colvin, however, is a definitely a supporter of the industry.
In testimony before the House of Representatives, she discussed recent concerns
about nanotechnology, mentioning Michael Crichton’s novel Prey [8], which she
says illustrates “a reaction that could bring the growing nanotechnology industry to
its knees: fear. The perception that nanotechnology will cause environmental devas-
tation or human disease could itself turn the dream of a trillion-dollar industry into
a nightmare of public backlash.”

A report from Abdallah Daar and Peter Singer, from the University of Toronto
Joint Centre for Bioethics, has called for a general moratorium on nanomaterial
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deployment, on the grounds that the ethical, environmental, economic, legal, and
social implications of nanotechnology have not yet been taken seriously and pursued
on a large enough scale.

Etc (pronounced et cetera), a technology watchdog type of organization, prominent
in the fight against genetically engineered organisms, has now put its sight on nano-
tech. They have published an 84-page report [16] titled The Big Down – Atomtech:
Technologies Converging at the Nanoscale. Not surprisingly, they find nanotech alarm-
ing. An excerpt:

The hype surrounding nano-scale technologies today is eerily reminiscent of
the early promises of biotech. This time we’re told that nano will eradicate
poverty by providing material goods (pollution free!) to all the world’s peo-
ple, cure disease, reverse global warming, extend life spans and solve the
energy crisis. Atomtech’s [Etc-speak for nanotech] present and future appli-
cations are potentially beneficial and socially appealing. But even Atom-
tech’s biggest boosters warn that small wonders can mean colossal woes.
Atomtech’s unknowns – ranging from the health and environmental risks
of nanoparticle contamination to Gray Goo and cyborgs, to the amplification
of weapons of mass destruction – pose incalculable risks.

Etc offers as a guiding concept its Precautionary Principle, to wit: “The Precau-
tionary Principle says that governments have a responsibility to take preventive
action to avoid harm to human health or the environment, even before scientific cer-
tainty of the harm has been established. Under the Precautionary Principle it is the
proponent of a new technology, rather than the public, that bears the burden of
proof.” Etc wants an immediate moratorium on commercial production of new
nanomaterials. Molecular manufacturing, says the group, poses “enormous environ-
mental and social risks and must not proceed – even in the laboratory – in the
absence of broad societal understanding and assessment.”

Etc and groups like them cannot be ignored, if only because they have demon-
strated the power to sway public opinion. Under its previous incarnation as RAFI,
Etc group members were given credit for putting a halt to Monsanto’s so-called “ter-
minator technology,” a genetic engineering method to protect agritech patent rights
by making second-generation seeds sterile. Etc has recently won a powerful convert
in Prince Charles, of England, a living anachronism who has previously inveighed
against the horrors of modern architecture as well as “Frankenfoods.” Public and
political opinion can matter a great deal, as agritech and stem cell companies have
learned by bitter experience.

The nightmare scenario for the nanotech entrepreneur is that, as with genetically
engineered foods, the public will belatedly come to appreciate real or imagined
threats and demand regulation, moratoriums, or outright banning of certain nano-
tech-related technologies. So, after 10 years and tens or hundreds of millions of
developmental costs, a company may find itself unable to manufacture or market its
product.

Table 16.3 lists some of the commonly expressed concerns about the development
of nanotechnology. The concerns are somewhat overstated for the purposes of dis-
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cussion; nonetheless, Tab. 16.3 accurately reflects the tenor of discussion among the
small percentage of the general population who are aware of nanotechnology. Most
of these relate somewhat to the development of nanobiomedicine.

Table 16.3 Political, social or ethical concerns related to nanotechnology development.

1. Grey goo scenario – environmental disaster due to self-replication.
2. Green goo scenario – GMO organism takes over the world.
3. Environmental disaster due to inhalable or ingestible nanoparticles.
4. End of shortage-based economics.
5. “People will live forever, leading to overpopulation.”
6. “Only rich people will live forever”: nanotech benefits accrue only to those in charge.
7. “Nanotech will turn us into cyborgs.”
8. “Nanotech can be used to create incredible weapons of mass destruction.”

16.7.1
The Gray Goo Scenario

The gray goo scenario, already discussed, is the proposition that an intelligently de-
signed nanotech agent with the properties of self-replication might escape into the
general environment and wipe out the biosphere by sequestering to itself certain
elements or materials necessary for life. This has been much discussed by others,
both by proponents of nanotechnology and by those against. The best reason for
believing this scenario is unlikely is that the biosphere is already full of self-replicat-
ing agents, perfected over a billion years of evolution, and these organisms are very
jealously acquisitive with respect to life-sustaining materials. There are arguments
related to intelligent design that might counter this hopeful outlook. However, I am
going to finesse further discussion of this possibility by pointing out that the gray
goo scenario has nothing particular to do with nanobiomedicine, as a subcategory of
nanotechnology.

16.7.2
The Green Goo Scenario

The green goo scenario, somewhat more likely, if only because it is more easily in
reach, suggests that a DNA-based artificial organism might escape from the lab and
cause enormous environmental damage. Genetically modified organisms have, of
course, existed since the 1970s. From early on, biologists recognized the danger and
restrictions have been in place to keep organisms that were likely to be dangerous –
modified pathogens, for instance – from escaping. More recently, biotechnology has
been redefined by some as “wet nanotechnology,” which, on the basis of size class, it
surely is, because molecular biology has always been about events and structures on
the nanoscale.

In the last decade, number of people have been interested in the “synthetic gen-
ome.” The idea is to create an organism that has the minimal number of standard
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genes necessary for life. This could then be modified at will to create an organism
for specific purposes. Craig Venter, the genius behind the successful private effort to
sequence the human genome, is interested in creating such an organism to lessen
our dependence on hydrocarbon energy sources. Other uses of such an organism
could be to manufacture biomedicines more efficiently than modified bacteria or
yeast do, at present.

An ethical dilemma might arise if such a synthetic organism was injected into a
person so that the biomedicines it manufactures might be more conveniently deliv-
ered where they are needed. Such an organism, in principle, could invade the germ
cells, and co-evolve with human beings (much the way mitochondria have co-
evolved with eukaryotes), leading to a “super-human” with increased survival charac-
teristics. Or alternatively, the organism might integrate with the human genome
within the germ cells and add new genes to the human complement, in the same
way that retroviral genes have already entered the genome of a number of mamma-
lian species, including humans.

Is this an unlikely scenario? You may be surprised to learn that genetically modi-
fied cytotoxic viruses and bacteria are already used experimentally to kill cancer cells.
Similar vectors are used to transfer genes to correct genetic defects in human clini-
cal experiments. Generally speaking, extreme care is taken to make sure that these
genes cannot be passed horizontally by infection. But so far there has been relatively
little thought given to the possibility that therapeutic genetic tampering might be
transmitted vertically through the genome. Though this is certainly an improbable
event, the existence of retrovirus genes in the human genome is an existence proof
that such vertical transmission is possible.

If you are dying of cancer or a genetic disease, the last thing on your mind,
surely, is whether that virus might end up in your germ cells. Individually, it is kind
of a moot point. But as a society, is it something we should worry about? This is an
ethical debate that may impinge upon some areas of nanobiomedicine.

16.7.3
Environmental Disaster Due to Inhalable or Ingestible Nanoparticles

We have already referred to the fact that little toxicology has been done with respect
to nanoparticles. On the face of it, this is a particular problem with carbon nano-
tubes, as industry is already gearing up to produce multiton quantities of these.
Uses are expected in electronics, as field emission devices for cathode-ray tubes for
instance. The fear is that nanotubes or other nanoparticles will contaminate the air
or waterways, resulting in large-scale environmental damage. Comparisons are
made with the miner’s black lung disease, from coal tar, lung cancer caused by cigar-
ette smoking, or mesothelioma caused by asbestos fibers. These concerns cannot
easily be reasoned away. Carbon nanotubes, for instance, penetrate cells with ease.
They are harder than diamonds, stronger than steel, and not biodegradable.

Nanoparticles already exist in large quantities in the environment in the form of
carbon black, also known as acetylene black, channel black, furnace black, lamp-
black, and thermal black. This is used in tires, inks, lacquers, carbon brushes, elec-
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trical conductors, and insulating materials. Typically, carbon black comes in 10- to
40-nm particles of elementary carbon with various chemicals adsorbed to the sur-
face. Workers in tire plants may have this nanoparticle adsorbed into their skin,
such that they sweat it out on their sheets and personal clothing even weeks after
they leave their employment. So nanoparticles are not really a new thing. Carbon
nanoparticles have been around as a product of incomplete combustion since Pro-
metheus brought fire to mankind.

We will most likely deal with nanotech environmental hazards in the way that we
always have, by ignoring them until they have become disastrous in an obvious way.
Even that level of control will develop on a case-by-case basis. Nanobiomedicine, by
its nature, is not likely to be a major cause of environmental damage, since nanopar-
ticles and nanoscale devices will be used sparingly compared with other uses – the
manufacture of tires as an obvious example.

16.7.4
End of Shortage-Based Economics

One of the claims of the more utopian nanotech enthusiasts is that we will be able
to control matter at will, and that desired objects will be “instantiated” by nanotech
assemblers drawing material out of the environment. Nanotech disaster theorists
claim that this apparent feature is actually a bug; it will mean the end of economics
as we know it, and therefore the end of the capitalist system. Or whatever.

This is not a problem that I am prepared to worry about. The world today pro-
duces an over-abundance of food and yet people go hungry, even in very rich
nations. So the economics of shortage is probably safe for quite awhile.

16.7.5
“People Will Live for Ever, Leading to Overpopulation”

This is another feature vs. bug dichotomy. Nanomedicine, it is thought, will progress
to the point where we can fix all diseases of aging so that people will outlive their
usefulness, but refuse to move on to their reward. Meanwhile, the younger genera-
tion will struggle and the world will become overpopulated with aged but still
healthy folks.

Overpopulation has been with us since Thomas Malthus [17] apparently invented
the concept in 1798. Overpopulation turns out to be a relative concept. The Indian
population has successfully resisting forced sterilization and less coercive measures
by the state to control population. This already crowded nation is on track to add
50% to its population by 2050 according to a report by the US Census Bureau. On
the other hand, Europeans have reduced their fertility to the point that some coun-
tries are well below replacement values. Italy, once renowned for its large happily
families, is now among the lowest in the world with respect to fertility.

Serious people now worry about a crash in human populations. Such a crash
appears to be well in progress in sub-Saharan Africa where life expectancies are
back under 40, an incredible reversal due to the AIDS epidemic. New epidemics,
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due to Nipah virus or the SARS virus or a pathogen yet to be discovered, are threa-
tened constantly in the headlines.

Population concerns aside, the more relevant question is whether nanobiomedi-
cine can fulfill the expectation of adding substantially longevity. After all, modern
medicine to this point has added significantly to the average life expectancy of those
in industrialized countries but precious little to the prospective longevity of any indi-
vidual. The bell curve has shifted, but the outer bounds remain the same. People
can live a productive life for their biblical three score years and ten; maybe they can
be active into their 80s, but still only a lucky few reach the century mark. Nanobio-
medicine may in fact contribute to substantially greater longevity, in combination
with other technologies, such as therapeutic cloning, that seem to have even a
greater current potential, in this regard.

Therapeutic cloning has already engendered a fire-storm of political controversy.
Ostensibly, this has been about the necessity of destroying “embryos” to create
patient-specific embryonic stem cells. In fact, these embryos would result from the
placement of a nucleus from the patient into the environment of an egg cytoplasm.
There is no fertilization involved between a sperm and egg cell, and therefore no
creation of a new individual. But the destruction of an embryo – no matter that it is
only a ball of cells at this point – is seen by some as tantamount to murder.

Even if you do not subscribe to the extreme conservative view, it is true that the
process has the potential to violate what has been termed “normative medicine.”
Normative medicine seeks to return the patient from a condition of disease to one of
“normal” health. To add attributes or performance beyond what could be considered
normal is not medicine, in the eyes of some observers.

Of course, medicine as practiced is full of violations of normative medicine. Some
are rather trivial, like plastic surgery to remove signs of aging. Others are really dras-
tic, like sex-change surgery, for example. Most plastic surgery, at some level, actually
endangers the patient’s health to achieve a cosmetic end. Sex-change surgery is an
attempt to transcend the bounds of nature. Similarly, conservatives would say, thera-
peutic cloning seeks to transcend the barriers of nature with respect to aging. If it is
possible, for instance, to replace heart tissues with new cardiomyocytes that behave
as if they are newborn, then medicine is no longer normative. We are seeking to
create something that has never existed before, an aging human with a newborn
heart.

Nanobiomedicine, as it is currently constituted, is ethically benign compared to
the promise of tissue engineering and therapeutic cloning. However, it is likely that
as our control of matter at the nanoscale level increases, our ability to repair aging
tissues will increase as well. A nanotech-enabled artificial retina, as yet a primitive
instrument, could be constructed such that people could see into the infrared or
ultraviolet ranges, for instance. Such an individual might have certain advantages,
as a soldier in battlefield situations, for instance. Thus, capabilities introduced by
nanobiomedicine will eventually affect the debate over “normative” medicine as an
ethical ideal.
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16.7.6
“Only Rich People Will Live Forever”: Nanotech Benefits Accrue Only to Those in
Charge

Nanobiomedicine will surely benefit the rich first. This is the way of things in this
world.

This is part of a larger debate about who should control the benefits of nanotech-
nology. Some have claimed that since nanotech research has been paid for by tax-
payers, there should be some mechanism to spread the benefits in an equitable fash-
ion. A gaping hole in this logic, to date, is that the more visible benefits of nanotech
have actually been the result of private investment. The atomic force microscope is
the result of efforts at IBM’s Zurich laboratory. Carbon nanotubes were an acciden-
tal observation of a researcher at Nippon Electric Company. Dendrimers came from
years of research at Dow Chemical.

New advances in medicine have always benefited the rich first. Implantable defi-
brillators, to cite a recent example, are incredibly expensive items, especially when
surgical expenses are considered. Neither Medicare nor most insurance carriers will
pay to implant them in all that could potentially benefit; nor will they pay for the
most advanced models of these devices. However, Medicare will pay to implant these
devices in certain patients – people with arrhythmia who have already suffered a
heart attack; at least some patients who could not afford these devices from their
own resources are granted the benefits of this technology. As technology improves,
the bells and whistles in the advanced devices eventually become standard on all
models. This “trickle-down” approach to medical distribution is not ideal, but it is
the system currently in place.

Ideally, technology should benefit all who could benefit; however, the lack of a
societal mechanism to insure such a distribution should not be regarded as chal-
lenge to the development of the technology in the first instance. Nanotechnologists
do not bear any special responsibility for the organization of society.

16.7.7
“Nanotech Will Turn Us Into Cyborgs”

This objection can be restated to read, “Nanotechnology will accelerate the trends
that are turning us all into cyborgs (“cyborg” was originally a contraction of “cyber-
netic organism,” but we will take it in its more extended Star Trek-informed popular
meaning as a partially mechanical organism).” Ever since George Washington was
fitted with wooden teeth, we have become increasingly beings who were part me-
chanical, part organic. In our mouths, we have fillings, crowns, caps, bridges, or
artificial teeth. In order to see, we have spectacles or contact lenses or lasik surgery
that transforms our eyeballs. To hear better, we have hearing aids or cochlear
implants. Already, there are people walking around with retinal implants giving
them a modicum of vision who would otherwise be profoundly blind. We have artifi-
cial shoulders, hips, elbows, finger joints, knees, elbows, and intervertebral discs.
Some people require implanted insulin pumps to maintain their blood sugar levels
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or morphine pumps to keep at bay the pain of cancer. Dialysis machines have taken
the place of kidneys for an unfortunate few.

On an extraorganismal level, many, if not most, of us have become tethered to a
computer or at least a telephone to accomplish our daily tasks. Some of us have
been known to circle a parking lot for 30 min to avoid walking an extra hundred
yards, substituting the automobile for legs. Because of paraplegia, breathing difficul-
ties, or extreme weight, many people require wheelchairs for locomotion.

Nanobiomedicine may indeed accelerate this cyborgian trend. Resistance is futile.
Face it. Few among us will reject the nanotech-enabled retinal implant when faced
with the alternative of blindness. Few of us will care that we have become dependent
upon nanomachines if they turn out to be efficient in keeping cancer at bay. It is not
difficult to imagine a future in which we are still born naked into the world but are
fitted with more and more electronic and mechanical parts as we age, to the point
where our original organic origins are completely abandoned, at some point.

16.7.8
“Nanotechnology Can Be Used to Create Incredible Weapons of Mass Destruction”

Beyond Michael Crichton’s Prey, there is a sci-fi menagerie of potential destructive
agents that could be created using nanotechnology. Tiny mechanical creatures could
recognize certain people based on their histocompatibility antigens and proceed to
their brainstem and take control of their neural functions – to create an instant pre-
mise for a novel. We should not be facetious about these fears, however.

It is not impossible that weapons of mass destruction, too small to see, could
eventually be created by a malign power with expertise in nanotechnology.

It is not impossible that a similar malign power armed with biotechnology could
bring back smallpox, or create a new bioterror agent, based on existing viruses or
bacteria, to kill millions of people. The Department of Homeland Security, in fact,
fears such an event, and puts a lot of money and effort in trying to prevent it.

It is not impossible that a sufficiently powerful group armed with nuclear tech-
nology could destroy much of the known world. When I was a child, we were taught
to believe that this scenario was a likely event.

There is no end to the number of disaster scenarios that could be created. Eternal
vigilance, it is said, is the cost of freedom, and it is up to us and our governmental
institutions to prevent the misuse of technology. It would be a mistake, however, to
forgo a particular technology altogether because of such fear. It is not impossible
that technology invented in the interest of nanobiomedicine, for instance, will has-
ten the day when a malign power will use that same technology destructively. On
the other hand, if we do not develop this technology as a society, then nonsocietal
powers may be the only ones to understand such a technology and to use it. At that
point, we would be helpless.
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16.8
Summary

Nanobiomedicine, to a small extent, already exists in the form of nanoparticles used
to deliver medicine and nanoscale devices used for diagnostic purposes. Biotechnol-
ogy, which has already made a large contribution to medicine in the form of protein-
based drugs and diagnostic technologies, has been described as “wet nanotechnol-
ogy.”

Existing regulations and policies that govern the introduction of drugs and medi-
cal devices apply to nanobiomedical products as well.

The principal impediments to the further development of nanobiomedicine at
this point are financial and operational. Financial constraints to small entrepreneur-
ial firms have developed because of the shortage of venture capital. This is due pri-
marily to a hangover effect of the dot.com debacle, but venture capital players are
also scared off by some of the excessive claims being made for nanotechnology.
Operationally, there exists a shortage of people who can successfully navigate all the
various disciplines required to put together nanobiomedical products. In the US,
federal agencies that play a role in the implementation of nanobiomedicine, like the
Food and Drug Administration, the Environmental Protection Agency, and the US
Patent Office, feel this shortage most acutely.

Some of the social and ethical concerns expressed concerning the development of
nanotechnology are premature and do not necessarily apply to nanobiomedicine in
particular. However, it is likely, in the long run, that nanobiomedicine will contrib-
ute to a lengthening of the functional lifespans of human beings, leading to societal
stress. There are also certain nanobio products that could be objectionable on ethical
grounds. Finally, like any advanced technology, nanobiomedicine has the potential
for abuse by terrorists or other malcontents. Political institutions will have to
develop methods to guard against this abuse.

Abbreviations

ASR – analyte-specific reagent
BCC – Business Communications Company
CEO – chief executive officer
DNA – deoxyribonucleic acid
DARPA – Defense Advanced Research Projects Agency
EPA – Environmental Protection Agency
FDA – Food and Drug Administration
IDE – investigational device exemption
IND – investigational new drug
IP – intelectual property
IPO – initial public offering
MIT – Massachusetts Institute of Technology
NSF – National Science Foundation
PMA – premarket approval
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