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PREFACE

Nanostructures are playing a fundamental role in the advancement of biology as
a result of the continuing dramatic progress in understanding the electronic, optical,
and mechanical properties of an ever increasing variety of nanostructures. This book
on “Biological Nanostructures and Applications of Nanostructures in Biology:
Electrical, Mechanical, and Optical Properties” highlights recent past advances at the
interface between the science and technology of nanostructures and the science of
biology. Moreover, this book supplements these past groundbreaking discoveries
with discussions of promising new avenues of research that reveal the enormous
potential of emerging approaches in nanobiotechnology.

A dominant trend of the last two decades has been down scaling of electronic,
optoelectronic, and mechanical devices and structures from micron scale to those
with features into the nano-dimensional regime. In most cases, this downscaling has
not been possible without taking into account the dramatic differences between
micron-scale phenomena that may be described frequently in terms of classical
theories and nanoscale phenomena that generally require the consideration of
quantum nature of matter. Moreover, many new technologies – such as those of
heteroepitaxy, synthesis of carbon nanotubes, and synthesis of nanostructures
through colloidal chemistry – have emerged and been developed. In recent years,
these developments have been recognized as offering powerful tools in the quest to
advance the basic understanding of biological systems as well as in biomedical
applications of nanotechnology. As an example of a widespread application of
nanotechnology, the diversity of heterojunctions as well as dramatic advances in
semiconductor growth and processing technologies are opening the way to new
heterojunction-device technologies and leading to many new avenues for realizing
novel families of quantum-based electronic and optoelectronic devices and systems.
Even more important from the perspective of biological applications, the already-
large number of applications of advanced semiconductor heterostructures is
increasing rapidly and is becoming more diversified as illustrated by the wide range
of uses of layered quantum dots in biological applications. As highlighted in this
book, these applications include using quantum dots for biological tags as well as for
active optical and electrical interface with biological systems such as neurons.
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Indeed, advanced semiconductor heterostructures can be expected contribute to
revolutionary advances in medical applications as discussed in this book.

This book highlights current advances and trends in the use of semiconductor
nanocrystals in biological applications as well as key developments in the synthesis
and physical properties of semiconductor nanocrystals used in biological
environments. The potential applications of these semiconductor nanocrystals in
nanobiotechnology have been demonstarted recently by a broad variety of
applications in the study of subcellular processes of fundamental importance in
biology. Examples include the use of colloidal nanocrystals to study neural
processes on the nanoscale through the imaging of the diffusion of glycine receptors
as well as multi-color labeling of subcellular components. As discussed in this book,
semiconductor nanocrystals have narrow, tunable and symmetric emission spectra,
and they have much greater temporal stability and resistance to photobleaching than
fluorescent dyes.

This book also highlights recent findings on how the electrical, optical, and
mechanical properties of nanostructures are altered as a result of being in close
proximity with biological structures and media. For example, this book discusses
how electrolytic environments, that are pervasive in biological systems, must be
considered in understanding the electrical and optical properties of charged and polar
semiconductor quantum dots in electrolytic environments. As a second example, this
book discusses how dielectric environments, that are pervasive in biological systems,
must be considered in understanding the electrical, mechanical, and optical
properties of charged and polar semiconductor quantum dots in dielectric media.
Moreover, this book highlights the nanomechanical properties of biomolecules in
biological environments. Accordingly, this book provides an introduction to a range
of topics dealing with the control and tailoring of the properties of both manmade
and naturally occurring nanostructures in biological environments. This field is in its
infancy but, as indicated by the contraubtions in this book, it is critical to exploiting
fully the dramatic advances of nanotechnology in biological and biomedical
applications.

This book also describes a number of other promising – and potentially
revolutionary – tools and applications of nanobiotechnology. These include: the
potential applications of nanoscale carbon nanotubes in bioengineering; the use of
atomic force microscopy to probe the nanophysical properties of living cells; and
bioinspired approaches to building nanostructures. As described in this book,
manmade carbon nanotubes have a number of remarkable electrical, chemical, and
mechanical properties making them intriguing candidates for integration with
biological structures on the nanoscale. Moreover, this book provides an
introduction to potentially revolutionary applications of a key set of biochemical
interactions for the assembly and building of nanostructures.

The guest editors wish to acknowledge professional colleagues, friends and
family members whose contributions and sacrifices made it possible to complete this
work. First of all, the authors are grateful Aaron Johnson of Kluwer Publishing
Company for taking an active interest in making this volume useful to the expected
readership. The guest editors extend sincere thanks go to Dean Larry Kennedy,
College of Engineering, University of Illinois at Chicago (UIC) for his active
encouragement and for his longstanding efforts to promote excellence in research at
UIC. Special thanks go to Dr. Rajinder Khosla, Dr. James W. Mink and Usha
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Varshney of the National Science Foundation, Dr. Dwight Woolard of the US Army
Research Office, Dr. John Carrano of the Defense Advanced Research Projects
Agency, and Dr. Todd Steiner and Dr. Daniel Johnstone of the Air Force Office of
Scientific Research for their encouragement and interests. MD acknowledges the
discussions, interactions and the work of many colleagues and friends which have
had an impact on the work in this book. Drs. Doran Smith, K. K. Choi and Paul
Shen of the Army Research Laboratory, and Professor Athos Petrou of State
University of New York, Buffalo. MD would also like to thank Dhiren Dutta
without whose encouragement she would never have embarked on a career in
science and to Michael and Gautam Stroscio who everyday add meaning to
everything. MAS acknowledges the essential roles that several professional
colleagues and friends played in the events leading to his contributions to this book;
these people include: Professor Bin He of the University of Minnesota, Professor
Richard L. Magin, Head of the BioEngineering Department at the University of
Illinois at Chicago (UIC), Professors Jeremy Mao and Anjum Ansari of UIC,
Professor Duan P. Chen of Rush University, Professors Robert Trew, Gerald J.
Iafrate, M. A. Littlejohn K. W. Kim, R. and M. Kolbas as well as Dr. Sergiy
Komirenko of the North Carolina State University, Professor Vladimir Mitin of the
State University of New York at Buffalo, University, Professors G. Belenky and S.
Luryi and Dr. M. Kisin of the State University of New York at Stony Brook,
Professors George I. Haddad, Pallab K. Bhattacharya, and Jasprit Singh and Dr. J.-P.
Sun of the University of Michigan, Professors Karl Hess and J.-P. Leburton
University of Illinois at Urbana-Champaign, Professor L. F. Register of the
University of Texas at Austin, Professors H. Craig Casey and Steven Teitsworth of
Duke University, and Professor Viatcheslav A. Kochelap of the National Academy
of Sciences of the Ukraine. MAS also thanks family members who have been
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Anthony and Norma Stroscio, Mitra Dutta, and Elizabeth, Gautam, and Marshall
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INTEGRATING AND TAGGING BIOLOGICAL
STRUCTURES WITH NANOSCALE

SEMICONDUCTOR QUANTUM
DOT STRUCTURES

Michael A. Stroscio‚ Mitra Dutta‚ Kavita Narwani‚ Peng Shi‚ Dinakar
Ramadurai‚ Babak Kohanpour‚ and Salvador Rufo*

1. INTRODUCTION

This account highlights current trends in the use of semiconductor nanocrystals in
biological applications as well as key developments in the synthesis and physical
properties of semiconductor nanocrystals used in biological environments. The potential
applications of semiconductor nanocrystals in nanobiotechnology have been highlighted
recently by a broad variety of applications1 in the study of subcellular processes of
fundamental importance in biology. In recent years‚ semiconductor nanocrystals have
been synthesized and evaluated for their potential as fluorescent biological labels. As is
now well recognized‚2‚3 semiconductor nanocrystals have narrow‚ tunable and symmetric
emission spectra‚ and they have much greater temporal stability and resistance to
photobleaching than fluorescent dyes. Furthermore‚ fluorescent semiconductor
nanocrystals may be bound to biomolecules to facilitate selective binding of these
nanoscale1-8 fluorescent structures to specific subcellular structures. Semiconductor

* Michael A. Stroscio‚ Depts. of Bioengineering‚ Electrical and Computer Engineering‚ and Physics‚ Univ of IL
at Chicago‚ Chicago‚ IL 60607. Mitra Dutta‚ Depts. of Electrical and Computer Engineering‚ and Physics‚ Univ
of IL at Chicago‚ Chicago‚ IL 60607. Babak Kohanpour and Salvador Rufo‚ Dept. of Electrical and Computer
Engineering‚ and Physics‚ Univ of IL at Chicago‚ Chicago‚ IL 60607. Kavita Narwani‚ Dinakar Ramadurai‚ and
Peng Shi‚ Dept. of Bioengineering‚ Univ of IL at Chicago‚ Chicago‚ IL 60607.

1



2 MICHAEL A. STROSCIO ET AL.

nanocrystals find many applications in biology because their emission spectra may be
tuned merely by changing their diameters.9 Moreover‚ the simultaneous use of
semiconductor nanocrystals with a variety of emission spectra opens the way to using
multiplexed optical coding in studying complex biological systems. In related efforts‚ the
programmed assembly of DNA functionalized semiconductor nanocrystals10 has been
accomplished and techniques for functionalizing the surfaces of gold nanoparticles11‚12

have proven to be of great utility. The use of peptide-functionalized semiconductors for
the tagging of cells has been demonstrated widely as will be discussed in this article.
Illustrative examples include the tagging of cancer cells‚13 and nerve cells.14‚15 In these
works‚ known methods for synthesizing colloidal suspensions of semiconductor
nanocrystals16 were applied in conjunction with cysteine-based binding of peptides to
nanocrystals. The short-peptide sequences used in these works ensure that the quantum
dots bind in close proximity to the cell and recognition-molecule-directed interfacing
between semiconductor quantum dots to cellular integrins is accomplished by using
RGD‚ RGDS‚ IKVAV‚ and other peptide sequences. In addition to emphasizing
biological applications of nanocrystals‚ this article highlights the electrical and optical
properties of these semiconductor nanocrystals. In recent years‚ a number of reviews on
the synthesis‚17 size- and shape-dependent properties‚18 characterization‚19 and electron-
phonon interactions‚20 of these nanocrystals have been published; indeed‚ there are also
several books available that emphasize the theory and experimental characterization of
semiconductor nanocrystals.9‚21-23 The basic physical properties of semiconductor
nanocrystals have been treated in detail; treatments include techniques for Raman
scattering from arrays of semiconductor nanocrystals‚24 optical lattice vibrations of polar
semiconductor quantum dots‚25 the effective-phonon approximation of polarons in ternary
mixed crystals‚26 and models of optical linewidths of individual quantum dots.27

Moreover‚ the basic electrical‚ optical‚ and mechanical properties of GaAs-based
semiconductor nanocrystals have been studied extensively.28-38 The many applications of
semiconductor nanocrystals include single-photon detection in the far-infrared portion of
the electromagnetic spectrum.39 Moreover‚ the electrical‚ optical‚ and mechanical
properties of InAs-based semiconductor nanocrystals have been studied extensively.40-49

Applications include: (a) mid-infrared second-harmonic generation in p-type InAs/GaAs
self-assembled quantum dots‚50 (b) self-assembled InAs/GaAs quantum dot intersubband
detectors‚51 (c) InAs-based infrared photodetectors‚52‚53 (d) mid-infrared absorption and
photocurrent spectroscopy of InAs/GaAs self-assembled quantum dots‚54 (e) InAs
quantum dot field effect transistors‚55 and (f) InGaAs/GaAs quantum dot lasers.56 Many
other semiconductor nanocrystal systems have been studied; these include: GaSb/GaAs‚57

GaN‚58‚59 PbS‚60-64 PbSe‚65‚66 CdTe‚67-69 InP‚70-73 and CdS.74 Imada et al.75 have given a
detailed photoreflectance study of bulk CdS that provides the exciton binding energy for
bulk CdS; in particular‚ this paper provides detailed information on the temperature-
dependent bandgap as well as the excitonic properties of CdS. The CdS exciton binding
energy is reported to be about 30 meV. The study of CdSe-based nanocrystals has been
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extensive;76-84 these studies include characterization and synthesis efforts as well as
investigations of the optical and electrical properties.85-106 Specialized studies focus on
CdSe-based single-electron transistors107 as well as on infrared108-109 and magnetic
properties.110   As is well known‚ an understanding of the properties of semiconductor
quantum dots has been critical to the realization of quantum-dot lasers.111-113 The insights
on the electronic and optical properties of nanocrystals gained in these studies provide a
foundation for understanding related efforts related to the colloidal nanocrystals of
primary interest in biological applications.

2. FABRICATING QUANTUM DOT SYSTEMS AND THEIR APPLICATIONS
AS BIOTAGS

As discussed previously‚ semiconductor nanocrystals have been prepared and studied
experimentally to assess their utility as fluorescent biological labels having narrow‚
tunable and symmetric emission spectra with properties that are potentially superior to
those of conventional dyes. Many of these nanocrystals are fabricated from II-VI
semiconductor materials. Table 1 summarizes the energy bandgaps for selected III-V‚ II-
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VI‚ and IV-VI semiconductors as well as the spontaneous polarizations for selected II-VI
semiconductors. Among these‚ CdSe and CdS nanocrystals have been prepared in
colloidal suspensions as discussed in this article. GaN nanocrystals with diameters in the
range of 1.6 nm to 4.5 nm have been synthesized using laser-ablation of Ga into a
nitrogen atmophere.116 As will be discussed later‚ the spontaneous polarization of these
würtzite structure II-VI materials is an intrinsic property of these polar materials. This
spontaneous polarization produces an internal electric field in the nanocrystal. As in all
semiconductors‚ such a field results in a slope in the conduction bandedge given by

where E is the electric field produced by the spontaneous polarization.
Recently‚ great strides have been made in the synthesis and functionalization of

nanocrystals. As discussed by Wehrenberg et al.65 lead sellenide (PbSe) colloidal
nanocrystals are well-suited as nanoscale biotags in the infrared region of the spectrum
from about 0.5 to 1.0 eV. The use of PbSe quantum dots as fluorescent biotags is
especially promising since infrared organic dyes are very poor fluorophors. Moreover‚
biological tissues are relatively transparent in the near IR-spectral range. As indicated by
Wehrenberg et al.‚ nanocrystals of highly monodisperse PbS and PbSe colloidal
nanocrystals --- that is‚ with small variation in the range of quantum-dot diameters ---
have been prepared via the techniques of colloidal chemistry. In particular‚ Wehrenberg
et al. have prepared PbSe quantum dots with a capping of oleic acid at moderate
temperatures in organic solvents‚ leading to monodisperse samples. Two solutions were
employed to achieve these results: (a) a solution made of phenyl ester (2 mL)‚ oleic acid
(1.5 mL) and trioctylphosphine (8mL)‚ and dissolved in lead (II) acetate trihydrate (.65g);
and (b) another solution contains 10mL of phenyl ester. Both solutions were heated
under vacuum for an hour at 85° C. Solution (a) was then cooled under an atmosphere of
inert argon to a temperature of 45°C. Solution (b) containing phenyl ester was heated to
a temperature between 180 and 210° C under an inert atmosphere of argon. 1.7 mL 1M
Trioctylphosphine (TOPSe) was then added to solution (a). After this addition‚ the
solution was cooled to a temperature between 110 and 130°C. The dots are then allowed
to grow for 1-10 minutes at this temperature. Varying the injection parameters and
growth temperatures results in a change of the spectral position of the first exciton peak;
accordingly‚ varying these parameters leads to a change in the photoluminescence of the
nearly monodisperse colloid of PbSe nanocrystals. As a final steps‚ the dots were cooled
to room temperature‚ precipitated out of the solution using methanol‚ and separated by
centrifugation and stored in dry condition. The preparation of quantum dots described by
Wehrenberg et al. uses relatively unreactive chemicals and can be performed in a hood.

As discussed previously‚ many of these fluorescent semiconductor nanocrystals have
been coupled covalently to biomolecules as a step towards their use in ultrasensitive
biological detection applications. Bruches et al.6 have prepared CdSe-based quantum-dot
semiconductor nanocrystals as fluorescent biological labels. CdSe-based quantum dots
are of special interest since it was discovered84 that a thin ZnS capping on a 2.7-to-3.0-
nm diameter CdSe quantum dot passivates the core CdSe quantum dot with the result that
high quantum yields of 50 % are observed at room temperature. As discussed previously‚
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these nanometer-sized quantum dots are detected through laser-stimulated
photoluminescence and biomolecules attached to the quantum dots are used for purposes
such as recognition of specific analytes including proteins‚ DNA‚ and viruses. These
flourescent nanocrystals were found to have a narrow‚ tunable‚ symmetric emission
spectrum as well as to be photochemically stable. In these studies’6 core-shell particles of
CdSe-CdS were enclosed in silica shells in order to make them soluble in water. The
utility of these nanocrystals as biotags was demonstrated by using them to fluorescently
label mouse fibroblast cells with silica-coated CdSe-CdS nanocrystals of two different
diameters so that they would fluoresce at two wavelengths: the larger 4-nm-core
nanocrystals emitted red radiation with a spectral maximum at 630 nm and a quantum
yield of 6 %‚ and the smaller 2-nm-core nanocrystals emitted green radiation with a
spectral maximum at 550 nm and a quantum yield of 15 %. The surfaces of these
quantum dots were modified to interact selectively with the biological sample by (a)
specific ligand-receptor interactions‚ or (b) electrostatic and hydrogen-bonding
interactions. In case (a)‚ the avidin-biotin interaction was used to specifically label the F-
actin filaments with the 4-nm-core red-emitting nanocrystals. In case (b)‚ nanocrystals
coated with trimethoxysilylpropyl urea and acetate groups were observed to bind with
high affinity in the cell nucleus. In this former case‚ biotin was bound covalently to the
nanocrystals and these nanocrystals were then used to label fibroblasts that had been
incubated in streptavidin and phalloidin-biotin. Imaging these samples was done with
conventional wide-field microscopes as well as with laser-scanning-confocal-
fluorescence.

Chan and Nie7 have used highly luminescent ZnS-capped CdSe quantum dots
covalently coupled to biomolecules for ultrasensitive biological detection. In particular‚
nanometer-sized quantum dots were detected through laser-stimulated
photoluminescence and biomolecules attached to the quantum dots were used to
recognize analytes. Chan and Nie7 used mercaptoacetic acid for solubilization as well as
for covalent protein attachment. It was found that the mercapto group binds to a Zn atom
when it reacts with the ZnS-capped CdSe quantum dots in chloroform‚ the polar
carboxylic acid group renders the quantum dots water soluble‚ and that the free carboxyl
group is available for covalent coupling to biomolecules by cross-linking to reactive
amine groups. In the case of covalently attached proteins‚ Chan and Nie7‚ demonstrated
that the ZnS-capped CdSe quantum dots were biocompatible in living cells. Chan and
Nie acquired fluorescent images from cultured HeLa cells that had been incubated with
control samples of mercapto-quantum-dots and with tranferrin-quantum-dot conjugates.
In the absence of transferrin‚ no quantum dots were observed inside the cell. Chan and
Nie7 also investigated the use of quantum dot labels for sensitive immunoassays. In
particular‚ fluorescent images were obtained of quantum-dot-immunoglobulin G (IgG)
conjugates that were incubated with with a specific polyclonal antibody and
bovine serum albumin (BSA) (0.5 mg/ml). It was observed that the polyclonal antibody
recognized the Fab fragments of the immunoglobulin and led to extensive aggregation of
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the quantum dots. In the case of BSA‚ well-dispersed‚ primarily single-quantum-dots
were observed.

CdSe-based nanocrystals have also been studies for their utility as DNA-
functionalized biotgas. In particular‚ Mitchell‚ Mirkin‚ and Letsinger10 have developed
techniques for producing DNA-functionalized CdSe-based quantum dots. This
development is especially significant since DNA has exceptional binding specificity.
Mitchell‚ Mirkin‚ and Letsinger10 have used 3-mercaptopropionoc acid to passivate the
quantum dot surface and to act as a pH trigger for controlling water solubility and
subsequent oligonucleotide surface immobilization. In this study‚10 an excess of 0.10 mL
of 3-mercaptopropionoc acid was used to react with a suspension of CdSe/ZnS quantum
dots --- coated with a mixture of trioctylphosphine oxide(TOPO)/trioctylphosphine
(TOP) --- in 1.0 mL of N‚N-dimethylformamide to form propionic acid functionalized
quantum dots. As is well known‚ TOPO/TOP-coated quantum dots are soluble only in
nonpolar solvents. For these quantum dots‚ the presence of surface bound propionic acid
was indicated by the characteristic band. These quantum dots are essentially
insoluble in water but their solubility is enhanced by deprotonating the surface bound
mercaptopropionic acid with 4-(dimethylamino)-pyridine. The resulting quantum dots
that were readily soluable in water and were stable for up to a week. Mitchell‚ Mirkin‚
and Letsinger10 also reported the first successful modification of semiconductor
nanocrystals with single-stranded DNA‚ the generation of DNA-linked quantum dot
assemblies‚ and a preliminary study of the optical properties of these structures.

Mattoussi et al.80 have demonstrated the self-assembly of CdSe-ZnS quantum dot
bioconjugates using engineered recombinant proteins. These protein-molecule-
conjugated luminescent CdSe/ZnS core-shell nanocrystals have applications as bioactive
fluorescent probes in imaging and sensing as well as in immunoassay. Mattoussi et al.80

used a chimeric fusion protein that binds electrostatically to the oppositely charged
surface of the capped quantum dots‚ and they developed a conjugation method based on
self-assembly utilizing electrostatic attractions between negatively-charged lipoic acid
capped CdSe-ZnS quantum dots and engineered bifunctional recombinant proteins
consisting of positively charged entities --- containing a leucine zipper --- genetically
fused with desired biologically relevant molecules. Water-soluble CdSe-ZnS core-shell
nanoparticles were prepared by Mattoussi et al.80 as follows: TOPO/TOP capping groups
were exchanged with dihydrolipoic acid groups by suspending 100-300 mg of
TOPO/TOP-capped dots after size selection precipitation in of dihydrolipoic
acid; after dilution with about 1.5 mL of dimethylformamide‚ deprotonation of the
terminal lipoic acid –COOH groups was carried out by adding potassium tert-butoxide;
centrifugation was used to form a sediment of the resulting precipitate of nanoparticles
and released TOPO/TOP reagents; and the sediment was dispersed in water and
centrifugation/filtration was used to remove TOPO/TOP resulting in a clear dispersion of
alkyl-COOH capped nanocrystals. The emission characteristics for these stable aqueous
quantum-dot dispersions were found to be the same as those of the initial nanoparticles;
namely‚ they exhibited a photoluminescent yield of about 10-20 %. These lipoic-acid-
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capped core-shell nanoparticles were then conjugated with maltose-binding-protein-basic
leucine zipper (MBP-zb) protein in 5 mM sodium borate at pH 9.

Rosenthal et al.117 have used serotonin-labeled fluorescent CdSe nanocrystrals
(SNACs) to interact with Drosophila serotonin (dSERT) and human serotonin (hSERT)
transponders expressed in both HeLa cells and human epithelial kidney cells (HEK-293
cells) in vitro. In this work‚ Rosenthal et al. synthesized SNACs as follows: (a) 60 mg
of serotonin was reacted with 1 mL of a 20% terra methyl ammonium
hydroxide/methanol solution in 10 mL of methanol for 30 min. under nitrogen at room
temperature; (b) 30 mg of 30 Å. trioctylphosphine-oxide-coated (TOPO-coated) CdSe
nanocrystals were then added to produce a clear red solution; (c) the reaction mixture was
reduced to 3 mL under vacuum to isolate the SNACs; (d) SNACs were precipated with
10 mL of acetone; (e) the solution was then further redissolved in 3 mL of methanol and
again precipitated with 10 mL of acetone; and (f) the concentration of the SNAC
solution was determined by UV-visible spectroscopy. In this work‚ Rosenthal et al.117

synthesized a serotonin-linker arm ligand (1-[3-(2-amino ethyl)-1H-indil-5-yloxy]-3‚6-
dioxa-8-mercaptooctane). Specifically‚ an N-protected derivatives of serotonin was used
by Rosenthal et al. to synthesize (1-[3-(2-Amino ethyl)-1H-indil-5-yloxy]-3‚ 6-dioxa-8-
mercaptooctane). The hydroxyl group of the N-protected derivative of serotonin was
coupled with a linker arm‚ which contained a thiol group. First the protecting group from
the serotonin derivative was removed and then the protecting group on thiol was
removed. This resulted in (1-[3-(2-Amino ethyl)-1H-indil-5-yloxy]-3‚ 6-dioxa-8-
mercaptooctane). This process employed serotonin protected by using a phthalimido
group to give a N‚N-phthalimido-2-(5-hydroxy-1H-indole-3y1)ethylamine. One end of the
generic linker arm has a p-methoxy benzyl thio ether and the other end consisted of a
poly (ethylene glycol) derivative with a tosylate. In this work‚117 the derivative is based
on the use tri ethylene glycol for the synthesis. Sodium salt of p-metoxylbenzylthiol
replaces the chlorine atom by refluxing 2-[2-(2-chloroethoxy)ethoxy]ethanol in ethanol
for a period of 24 hours in nitrogen environment. A 71% yield of 8-(4-
methoxybenlylthio)-3‚6-dioxaoctanol was obtained by nucleophilic displacement of
chlorine. 8(4-methoxybenzylthiol)-3‚6-dioxaoctanol was stirred in pyridine with an
excess of tosyl chloride resulting in a tosylate. The yield of 8(4-methoxybenzylthiol)-3‚6-
dioxaoctanol tosylate realized by this procedure was 72%. By refluxing in acetone‚ N‚N-
phthalimido-2-(5-hydroxy-1H-indole-3yl)ethylamine was coupled to the linker arm; this
procedure was carried out in the presence of 3 eq of cesium carbonate for 18 hours
resulting in a 70% yield of 1-[3-[2-(N‚N-phthalimido)ethyl]-1H-indol-5-yloxyl]-3‚6-
dioxa-8-(4-methoxybenzylthio) octane. By stirring 1-[3-[2-(N‚N-phthalimido)ethyl]-1H-
indol-5-yloxyl]-3‚6-dioxa-8-(4-methoxybenzylthio) octane for 2 hours at room
temperature in ethanol in the presence of excess hydrazine hydrate removed the
phthalimido functionality giving a yield of 51% of 1-[3-(2-aminoethyl)-1H-indol-5-
yloxy]-3‚6-dioxa-8-(4-methoxybenzylthio)octane. 1-[3-(2-aminoethyl)-1H-indol-5-
yloxy]-3‚6-dioxa-8-(4-methoxybenzylthio)octane was stirred in trifluoroacetic acid at 0
0C to remove the p-methoxybenzyl protecting group on the sulfur atom. This is then
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further treated with hydrogen sulphide at room temperature in glacial acetic acid. A yield
of  39%  of   1-[3-(2-aminoethyl)-1H-indol-5-yloxy]-3‚6-dioxy-8-mercaptooctane was
obtained. The synthesis of the serotonin-linker arm – nanocrystal (core-shell nanocrystal)
conjugates was accomplished by Rosenthal et al. as follows: (a) 75-Å-diameter TOPO-
coated CdSe/ZnS core/shell nanocrystals were synthesized from 30 Å cores; (b) the
TOPO ligands were exchanged with pyridine at 60 °C in order to attach the serotonin
ligand to the core/shells; (c) dichloromethane was used to dissolve the serotonin ligands
and they was later added to a pyridine solution maintained at 60 °C; (d) the nanocrystals
were cooled to room temperature after and hexanes were then used to precipitate the
nanocrystals;
(e) mercaptoacetic acid was added to the surface of nanocrystals to inhibit the stearic
interactions between the ligands as also to prevent the interference of ligand-SERT
interaction; (f) equal volumes of DMF (1 mL) and mercaptoacetic acid (1 mL) were used
to dissolve to serotonin-linker-arm-conjugated nanocrystals (LSNACs) and this mixture
was stirred for 24 hours at room temperature; (g) the mercaptoacetic acid was neutralized
adding 2 M equivalent of potassium tert-butoxide; (h) this was followed by
centrifugation‚ washing with methanol (20 mL) and drying under reduced pressure to
obtain the desired serotonin-linker-arm-conjugated nanocrystals (LSNACs). Rosenthal
et al. then performed electrophysiological measurements showing that the LSNACs
produced currents when exposed to serotonin-3 transporter did not result in
currents from the serotonin-3 receptor. In addition‚ it was found that SERT-
transfected cells were labeled by these LSNACs.

In a study by Akerman et al.‚118 tri-n-octylphosphine oxide-coated ZnS-capped CdSe
quantum dots were synthesized and coated with mercaptoacetic acid to render them
water-soluble. To study the binding of these quantum-dot-based to specific biological
structures‚ these quantum dots were coated with three peptides: (a) CGFECVRQCPERC
peptide (GFE peptide)‚ which in lung blood vessels binds to the membrane dipeptidase on
the endothelial cells in the lung blood vessels: (b)
KDEPQRRSARLSAKPAPPKPEPKPKKAPAKK peptide (F3 peptide) which in various
tumors preferentially binds to the blood vessels and tumor cells; and (c) CGNKRTRGC
(LyP-1) which --- in certain tumors --- recognizes the lymphatic vessels and the tumor
cells.

Peptide synthesization was carried out by N-(9-fluorenylmethoxycarbonyl)-L-amino
acids chemistry with a solid-phase synthesizer. In addition‚ 3-mercaptopropionimidate
hydrochloride --- an imidoester compound which contains a sulfohydryl group --- was
used for the thiolation of the peptides. Iminothiolane was employed for incubation of the
peptides for one hour in 10 mM PBS at a pH of 7.4 at a 1:1 molar ratio. The
mercaptoacetic acid coated quantum dots were then added to the peptide-containing
solution in order to replace some of the mercaptoacetic acid groups with the thiolated
peptide. Coadsorption of polyethylene glycol and peptides was achieved by thiolation of
amine-terminated PEG with iminothiolane. A solution of mercaptoacetic acid coated
quantum dots in 10 mM PBS maintained at pH 7.4 was used for addition of thiolated
PEG. The thiolated peptide was added to the PEG/QD solution at room temperature for



INTEGRATING BIOLOGICAL STRUCTURES WITH NANOSTRUCTURES 9

overnight incubation. Purification of the coated quantum dots was carried out in micro
spin G-50 columns. In these studies‚ these peptide-functionalized QDs were injected (as
a solution of in 0.1 – 0.2 mL PBS) into the tail of a mouse and allowed to
circulate for periods of 5 minutes or more. By extracting the indicated tissues and by
observing the luminescence from the peptide-functionalized quantum dots‚ it was
established that the functionalized QDs have successfully labeled lung blood vessels‚
tumor cells‚ and lymphatic vessels. These studies provide direct evidence for the in vivo
use of QD biotags.

Wu et. al.5 have made major demonstrations of the utility of using semiconductor
quantum dots as fluorescent biotags of nuclear antigens inside cell nuclei‚ actin and
micrortubules‚ and of the breast cancer marker Her2 on the surfaces of both fixed and live
cancer cells. These biotags were CdSe ZnS-coated semiconductor quantum dots
functionalized with streptavidin and IgG antibody (Quantum Dot Corporation). These
studies demonstrate that semiconductor quantum dots are a powerful tool in the study of
subcellular phenomena with nanoscale precision. Wu et al. isolated CdSe-ZnS quantum
dots from hexanes and ligand solution with an equal volume of methanol. This was
rinsed with methanol and further redispersed in Neutralized amphiphilic polymer
(40% octylamine-modified polyacrylic acid‚ 2‚000 units/QD) was mixed in this solution
followed by solvent evaporation. Wu et al. then redispersed the resulting dry film in
water and used gel filteration to remove excess polymer. The nanocrystal surfaces were
then cross-linked using the frequently-used cross-linking process based on EDC (1-ethyl-
3-(3-dimethylamino propyl) carbodiimide) to achieve the functionalization with
antibodies and streptavidin. In the work of Wu et al.‚ nuclear antigens in the nuclei of
human epithelial cell were labeled with anti-nuclear antigen‚ anti-human IgG-biotin‚ and
CdSe-ZnS-streptavidin quantum dots emitting in the red. Moreover‚ the nuclei of 3T3
cells were stained with anti-nuclear antigen‚ anti-human IgG-biotin‚ and CdSe-ZnS-
streptavidin quantum dots emitting in the red. The labeling of microrubules was
accomplished with anti-a-tubulin antibody‚ anti-mouse IgG biotin‚ and CdSe-ZnS-
streptavidin quantum dots emitting in the green. In addition‚ Wu et al. demonstrated that
(a) Her2 on the surface of SK-BR-3 cells could be imaged using mouse anti-Her2
antibody and CdSe-ZnS-streptavidin quantum dots emitting in the green and that (b)
nuclear antigens could be imaged using anti-nuclear antigen‚ anti-human IgG-biotin‚ and
CdSe-ZnS-streptavidin quantum dots emitting in the red. Hence‚ the simultaneous
detection of two-color luminescence was demonstrated for a variety of conditions‚
providing yet another indication of the great utility of quantum dots as biotags.

Jaiswal et al.4 have used the technique of electrostatic self-assembly of negatively
charged dihydrolipoic-acid-capped CdSe-ZnS quantum dots with positively charged
proteins to accomplish long-term multiple-color imaging of live cells for periods of over
a week as the cells developed and grew. This study was based in part on the earlier work
of Mattoussi et al.119 These techniques accommodate the use of naturally charged
molecules such as avidin as bridging proteins‚ but they are also amenable to the use of a
general protein which is fused to a positively-charged basic leucine-zipper peptide.
These techniques provide a flexible means of binding any desired antibody to any
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dihydrolipoic-acid-capped (DHLA-capped) quantum dot (QD). Accordingly‚ in the
studies of Jaiswal et al.‚ a synthetically engineered protein G-zb (leucine zipper-
containing peptide fused to the B2 binding domain of streptococcal protein G) or avidin
was used to conjugate antibodies to colloidal quantum dots. The noninvasive labeling of
mammalian HeLa cells through endocytosis of DHLA-capped quantum dots was
observed. These studies provide evidence that the DHLA-capped QDs did not interfere
with normal cellular functions such as endocytisis‚ motility‚ and cellular signaling. In
fact‚ Jaiswal et al. conclude that these approaches for non-invasive cell labeling are viable
for periods of over 12 days and that cell growth and motility are not affected. These
findings point to many future uses of QDs in studies of internal subcellular processes.

Chan and Nie121 have reported on the use of CdSe-ZnS quantum dots (QDs)
functionalized with selected biomolecules for biological detection. In the studies
reported by Chan and Nie‚ CdSe-ZnS QDs labeled with transferrin proteins were
observed to undergo receptor mediated endocytosis in HeLa cells. Moreover‚ QDs
labeled with selected immunomolecules recognized specific antigens and antibodies.
Chan and Nie reported that the QD complexes used in their studies were 20 times
brighter than organic dyes such as rhodamine‚ and 100 times more stable against
photobleaching.

Dahan et al.122 have used streptavidin-functionalied CdSe-ZnS quantum dots (SQDs)
--- obtained form Quantum Dot Corporation --- to track and image glycine receptor
(GlyR) diffusion dynamics in a neuronal membrane for time scales varying from
microseconds to minutes. GlyR dynamics was studied since GlyR is the main inhibitory
neurotransmitter receptor in the adult spinal cord. The scaffolding protein gephyrin
stabilizes GlyR clusters. In this study‚ the detection of endogeneous subunits at
spinal cultured neuron surfaces was realized via the use of mAb2b primary antibody‚
biotinilated anti-mouse Fab fragments‚ and SQDs emitting at 605 nm. In these
experiments‚ spinal cord neurons of E14 Sprague-Dawley rats were
incubated with mAb2b primary antibody and subsequently incubated with
biotinylated anti-mouse Fab antibody Fab/Biotin ratio of about 1:0.8).
Exposure to of these biotinylated neurons to SQDs was accomplished by using coverslips
that had been incubated in streptavidin-functionalized CdSe-ZnS quantum dots (0.2 – 0.7
nM) in a sucrose-supplemented borate buffer (50 mM). The SQD-GlyR complexes were
then imaged at room temperature with an inverted microscope equipped with a 60X
objective with a N.A. of 1.45. By following the trajectories of SQD-GlyR complexes
emitting at 605 nm‚ diffusion coefficients of the order-of-magnitude of As a
means of comparing labeling with quantum dots to labeling with conventional dyes‚ Cy3
dye was directly coupled to mAb2B and Cy3 detection was accomplished with a
frequency-doubled YAG laser operating at 532 nm. It was found that the trajectories of
SQD-labeled GlyRs could be visualized for at least twenty minutes whereas those labeled
with Cy3 were visible for about 5 seconds. The signal-to-noise ratio (50 for a 75 ms
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integration time) for the SQDs was an order of magnitude larger than that for the dye.
Moreover‚ the lateral resolution with SQDs was about 5–10 nm and with dyes was about
40 nm. Tables 2 and 3 summarize representative functionalization schemes as well as
intended applications.
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3. RELEVANT PHYSICAL PROPERTIES OF SEMICONDUCTOR QUANTUM
DOTS

It is recognized widely in the semiconductor device community that normal modes
of lattice vibrations --- known as phonons lead to changes in the optical and electronic
properties of semiconductors. Regarding the high-frequency optical phonons‚ Klein et
al.94 have derived expressions for the longitudinal-optical (LO) and surface-optical
phonon modes in CdSe nanospheres and have modeled the size dependence of electron-
phonon coupling in these semiconductor nanocrystals. Furthermore‚ by comparing
theory with experimental results‚ Klein et al.94 confirm the size independence of the
predicted electron-phonon coupling constant and they establish the existence of surface-
optical (SO) modes. SO phonon modes have been studied by a number of authors for
CdSe quantum dots as well as for a variety of other semiconductor quantum dots.123-132 In
this account‚ the role of the low-frequency acoustic modes are highlighted since they
influence the linewidth of the photoluminescence.

The electronic‚ optical‚ and mechanical properties of semiconductor nanocrystals
have been investigated by a broad community of scientists and engineers for over a
decade.85-141 One of the dominant physical characteristics of a pure‚ defect-free
semiconductor is that it exhibits a gap in energy‚ where no states exist. Above this
energy gap is a band of energy states known as the conduction band and below the energy
gap is a band of energy states known as the valence band. In the absence of thermal
excitation of electrons from the valence band to the conduction band‚ the conduction
band is empty and the valence band is full. Traditionally‚ the lowest energy in the
conduction band of an idealized one-dimensional semiconductor is denoted by and
the highest energy in the valence band by In the absence of electric-field or
dimensional-confinement effects‚ and do not depend on x; that is‚

and
In the presence of an electric field‚ the electrons (and holes in the general case) gain

energy. Since the kinetic energy of the electrons in the conduction band may be
measured relative to the bottom of the band‚ the presence of a constant electric field‚ E‚
requires that As a result of this “band-bending” relation‚ the electrons
gain energy due to E as reflected by the fact that (the energy level corresponding to
zero kinetic energy) has a slope‚ when the electric field is constant.
Thus‚ for a negatively-directed electric field -- where is a unit vector in
the x-direction --- the electron is accelerated to the right and the negative quantity

leads to increasing electron kinetic energy as the electron moves to the right.
Consider now the case where there is no electric field but where the semiconductor

has a finite extent‚ d‚ in the x-direction. At the boundaries of the semiconductor‚ the
energy states must change to account for the fact that there is a transition between the
semiconductor and the surrounding medium. This surrounding medium could be a free-
space‚ another semiconductor‚ a biomolecule‚ water‚ hexane‚ etc. In many situations‚ it
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turns out that the role of the boundaries may be taken into account approximately by
taking in the region of the semiconductor‚ 0 < x < d‚ and by taking to
have infinite value outside the region 0 < x < d. Recalling that it is convenient to take
as the energy where the kinetic energy of the particle is zero‚ it follows that electrons
with finite kinetic energies may exist in the region between 0 < x < d but not outside of 0
< x < d. For this reason‚ a semiconductor of finite and small length‚ d‚ is known as a
quantum well. Indeed‚ the electrons are confined to this well since states are available
inside the well but not in the surrounding region. In the case of a quantum dot‚ the
confinement occurs in three dimensions‚ and not in one dimension as for the quantum
well. In the case of a one-dimensional infinitely-deep has infinite value outside the
region 0 < x < d and a zero value inside the well) quantum well‚ quantum mechanics tells
us that the electron wavelengths‚ must fit into the confinement region of width‚ d‚ in
such a way that the wave amplitudes vanish at x = 0 and x = d. Thus‚ where n
= 1‚ 2‚ 3‚ ... . Quantum mechanics also tells us that the wavelength of the electron is
related to the momentum of the electron‚ p‚ through where h is Planck’s constant
with a value of Joule-second. This last relationship is known as the de Broglie
relation and is known as the de Broglie wavelength of an electron of momentum‚ p =
mv. Since the kinetic energy‚ K.E.‚ of the electron is it follows
that‚

Thus‚ the kinetic energies of the electrons in a one-dimensional quantum well of width‚ d‚
must take on the specific values‚ where n is known as the quantum number.
The kinetic energy for n = 1 is known as the ground state energy; obviously‚ this state has
the lowest kinetic energy of any state in the quantum well. For a spherical quantum well‚
or quantum dot‚ it turns out that a subset of the allowed kinetic energies is given by
simply replacing the width of the one-dimensional well‚ d‚ with the radius of the quantum
dot‚ a. In particular‚ the ground state is given by where is the effective mass
of the electron in the semiconductor in question. Likewise‚ the so-called ground state of
the charge carriers in the valence band is where is the effective mass of the
hole. A “hole” in the valence band results when an electron is removed from one of the
valence band states in the semiconductor. In general‚ this hole moves through the
semiconductor lattice with an effective mass‚ that is different from the electron
effective mass‚

For the quantum dots of interest as luminescent biotags‚ an electron in a full valence
band may be “excited” or elevated from the valence band to the conduction band by a
photon of energy where h is Planck’s constant and is the frequency of the photon‚ or
equivalently‚ the frequency of the light. The lowest energy‚ possible for this photon
is‚
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where the first two terms on the right side of this equation represent the ground state
energies of the electron and the hole in the quantum dot of radius‚ a‚ and is the
energy difference between the conduction and valence band edges‚

As an example of the formalism just developed‚ the infinite-barrier approximation
when applied to ZnS-coated CdSe provides a simple means of estimating the photon
frequency‚ required to excite an electron from the valence band to the conduction band
in the CdSe-ZnS core-shell system. The success of this approach is due‚ in part‚ to the
facts that for ZnS is greater than that for CdSe and for ZnS is greater than that for
CdSe. From Table 2‚ it is apparent that the ZnS-coated CdSe core-shell system has been
successfully applied in biological applications. This success is due to the excellent size
control that may be achieved for CdSe nanocrystals as well as the fact that a thin (0.6 ±
0.3 nm) ZnS capping on a typically 2.7-to-3.0-nm-diameter CdSe quantum dot passivates
the core CdSe nanocrystal thereby reducing the number of surface traps and resulting in a
50 % quantum yield84 at room temperature. This quantum yield is exceptionally high and
it implies that CdSe-ZnS quantum-dot biotags will provide an especially bright
luminescent signal.

In addition to the role played by acoustic phonons in determining properties of the
photoluminescent spectra of semiconductor quantum dots‚ the properties of quantum dots
are also influenced by dimensional confinement and by their interactions in aqueous
solutions. Moreover‚ the dielectric properties of the quantum dot and of the surrounding
materials play important roles in determining the separations between energy levels in the
quantum dots. The photoluminescent spectra and binding energies of quantum dots are
influenced by their incorporation in polar and non-polar semiconductor‚ polymer‚ and
aqueous environments.54‚ 133-140 AS described previously‚ the optical linewidths of
quantum dots are also influenced by phonon-assisted processes that depend on the
spherical nature of the vibrational modes in quantum dots.141 Coatings have played a
major role in the development of quantum dot technology. Indeed‚ coatings have been
developed to ensure that specific functionalized quantum dots will be “soluble” in
aqueous environments. Silica6 and polymer coatings62 have proven effective in this
regard.

Regarding the optical properties of nanocrystals‚ Shiang et al.74 have used resonant
Raman studies of CdS nanocrystals show that nanocrystals of smaller size (less than 70
Angstroms) have decreased strength of electron-phonon and hole-phonon coupling. In
these studies‚ several different sample environments were used and different surface
capping molecules were used; in particular‚ thioglycolate‚ thiophenol‚ polyphosphate and
glass matrix can be used as the surface capping molecules.

Semiconductor nanocrystals created in electrolytic solutions and semiconductor
nanocrystals in biological environments are subject to screening effects caused by mobile
ions in their vicinity. Indeed‚ any charged semiconductor in an electrolyte will
experience the fields originating from the charge-induced redistribution of the ions in the
electrolyte. In the case of many of the semiconductors common among the colloidal
semiconductor nanocrystals --- II-VI semiconductors with wurtzite structure — there is



16 MICHAEL A. STROSCIO ET AL.

an internal polarization oriented along the c-axis of the crystal, known as the spontaneous
polarization. This spontaneous polarization, may be represented in terms of an
equivalent distribution of surface and volume charges. For a spherical quantum dot, a
constant spontaneous polarization leads to an equivalent charge distribution that is a
surface charge given by where ranges from 0 to and is the angle measured
from the c-axis. Such a distribution of charge will lead to a dipole like distribution and
will, of course, be accompanied by bandbending characterized by a linear relationship
between the electric field (associated with the polarization) and the derivative of the
bandedge. When an electrolyte surrounds such a quantum dot, the mobile ions in the
electrolyte will to some degree screen the field associated with the spontaneous
polarization. Hence, the presence of the electrolyte will lead to a relaxation of the
nominal bandbending and a consequent change in the energy levels of the quantum dot.
This will in turn lead to a change in the absorption spectrum and the photoluminescent
spectrum of the quantum dot. Electroreflectance at semiconductor-electrolyte interface
was studied in the pioneering work of Shaklee et al. in 1965.142

The blinking of single ZnS-coated CdSe semiconductor quantum dots has been
studied by Kuno et al.143 using confocal microscopy. Using this confocal microscope the
distribution of “on” and “off” times has been determined over a dynamic range
of probabilities and for a nonexponential “off-times” over a range of The measured

distributions were found to obey a power-law distribution of the form
This is in contrast to the fluorescent intermittency distribution observed in

self-assembled InP quantum dots; indeed, Sugisaki et al.144 find a distribution that
scales exponentially as where E is an activation energy associated with trap
states influencing the intermittency of blinking, is the Boltzmann constant, and T is the
temperature. Based on this exponential distribution, the observation that blinking self-
assembled dots are found in the vicinity of scratches, and the observation that the
blinking frequency is enhanced dramatically in the presence of near-infrared radiation,
Sugisaki et al. have interpreted blinking in self-assembled quantum dots in terms of the
electric field associated with carriers trapped at a deep localized center in the
matrix. Such self-assembled quantum dots are formed, i.e. grown, on a substrate and this
structure plays a major role in the interpretation of Sugisaki et al. In contrast, for the case
of colloidal quantum dots, Kuno et al. have interpreted that as being due to a
distribution of energies of the trap states that interfere with the nominal
photoluminescence of a semiconductor. As noted by Kuno et al., such a power-law
scaling may also be explained in terms of a distribution of tunneling distances between
quantum-dot core and interface states. Moreover, Kuno et al. argue that previous
association of blinking in colloidal quantum dots with Auger processes is not consistent
with their data. The inverse power-law distribution observed by Kuno et al. is
consistent with a distribution of trap/interface states. Such distributions have been
discussed in term of Levy distributions145 and were considered in the pioneering work of
Scher and Montroll.146
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Han et al.8 have demonstrated the key elements of multicolor optical coding by
embedding ZnS-coated CdSe quantum dots (QDs) of different diameters in polymeric
microbeads. By controlling the ratios of the different QDs embedded in a given
microbead‚ each microbead is endowed with a particular emission spectrum that serves as
a “fingerprint” in distinguishing the large number of different microbeads that may be
fabricated in this way. For example‚ five different QDs diameters will result in five
distinct colors‚ and the simultaneous use often different intensity levels --- i.e.‚ different
numbers of QDs in a given microbead --- will result in 100‚000 distinct emission spectra
from the ensemble of possible microbeads. The studies of Han et al. indicate that cross-
linked beads‚ formed by emulsion polymerization of styrene‚ divinylbenzene‚ and acrylic
acid‚ are appropriate microbead materials for the incorporation of quantum dots. The
quantum dots used in these studies are embedded quantum dots are hydrophobia. The
microbeads were in diameter and the results reported by Han et al. indicate that
spatial separation of QDs prevents fluorescent resonant energy transfer (FRET) between
the QDs embedded in the microbeads. It appears that the bead’s porous structure acts as
a matrix to spatially separate the embedded QDs. The ability to fabricate a large number
of microbeads with distinct spectral features opens the way to new applications in gene
expression‚ medical diagnostics‚ and high-throughout screening. In addition to the Raman
studies of CdS reported by Shiang et al.‚74 Schreder et al.147 report on a study of
confinement effects in CdS quantum dots. Phonon confinement shifts were not observed
by these researchers but the measured linewidths of the overtone series points to LO
phonon decay into acoustic phonons as a dominant relaxation mechanism.

Bernardini et al.148 have studied the fundamental aspects of the spontaneous
polarization found in würtzite III-V nitrides and they model the numerical values of the
spontaneous polarization for several cases on interest; specifically‚ they report for several
semiconductors the values

and In the next section‚ these spontaneous
polarizations will take on special significance in the application of quantum dots in
biological systems.

4. CONCEPTS AND TOOLS UNDERLYING THE INTEGRATION OF
QUANTUM DOTS WITH BIOLOGICAL SYSTEMS

In order to develop concepts and tools necessary to integrate nanoscale
semiconductor quantum dots with biological structures‚ it is essential to take into account
the physical properties of nanocrystals discussed in the last section. As an example‚ the
spontaneous polarizations of nanocrystals produce electric fields as a result of the
equivalent surface charge given by where ranges from 0 to and is the angle
measured from the c-axis. For CdSe quantum dots‚110‚9 this surface charge may lead to a
potential difference across the quantum dot with a magnitude of about a quarter of a volt!
A potential difference of this magnitude is indeed significant since Hodgkin and
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Huxley149 showed that the voltage-dependent switching --- opening and closing --- of K
and Na ion channels are associated with the action potential150 and that a 4 mV change100

in the potential causes an e-fold change in the ratio of the open probability to the closed
probability. Taking the associated energy difference of‚ to be of the order
(about 26 mV at room temperature)‚ it follows that and that about six electrons
are needed to switch such an ion channel. The authors thus view the use the photoelectric
properties of quantum dots as active electronic interfaces to be difficult to achieve since
the Coulomb interaction works strongly against the photoproduction of six electrons from
a single quantum dot! However‚ the authors predict that the fields produced by the
spontaneous polarization of a wurtzite quantum dot is sufficient to gate an ion channel if
the quantum dot is anchored at the site of the ion channel. Indeed‚ the potential
difference across a quantum dot with a modest spontaneous polarization (as for CdSe or
CdS) is significantly larger that the 4 mV needed to “switch” the ion channel. For
wurtzites like GaN‚ AlN‚ and ZnO the spontaneous polarization are more than an order of
magnitude great than those in CdSe and CdS‚ and the potential difference across the
quantum dots increase in proportion to these spontaneous polarizations. It is thus
predicted that wurtzite quantum dots may be used to switch such ion channels‚ thereby
controlling cellular functions through the integration of nanoscale semiconductor
elements with biological structures. The authors view this to be just one of the many
revolutionary ways that integrating nanostructures with biological structures will have an
impact on biology and medicine.

As mentioned previously‚ peptides may be used to direct the binding of a peptide-
functionalized quantum dots with integrins present in cellular membranes. Tables 4 and
5 summarize a number of peptides along with the associated integrins participating in the
peptide-integrin binding pairs.151-157 The peptides identified in Table 3 are of course
composed of the twenty amino acids; these are: alanine (A)‚ arginine (R)‚ asparagine (N)‚
aspartic acid (D)‚ cysteine (C)‚ glutamic acid (E)‚ glutamine (Q)‚ glycine (G)‚ histidine
(H)‚ isoleucine (I)‚ leveine (L)‚ lysine (K)‚ methionine (M)‚ phenylalanine (F)‚ proline
(P)‚ serine (S)‚ threonine (T)‚ tyrosine (Y)‚ tryptophan (W)‚ and valine (V). Thus‚ as an
example RGD is the chain of arginine-glycine-aspartic acid. In recent studies of pertide-
functionalized quantum dots binding to integrins‚l4‚158 peptides such as CGGGRGD are
used; the cysteine (C) amino acid will provide for binding to semiconductor nanocrystals
through the relatively strong thiol bond and the glycine (G) amino acids serve as linking
elements. Glycine is a natural choice for the bridging amino acid between the C terminus
amino acids because it has a simple side group of a single hydrogen atom that should
produce minimal if any unwanted packing effects. For completeness‚ it is noted that
peptide chain molecules are formed by linking a sequence of amino acids by the binding
of the group of one amino acid to the COOH group of an adjacent amino acid; these
groups are depicted in the Figures 1 and 2; the cysteine and glycine amino acids are
shown in these figures.
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Figure 1. Cysteine amino acid.

Figure 2. Glycine amino acid.

When a nanostructure is placed in aqueous environments --- as is generally unavoidable
when integrating manmade nanostructures with biological structures --- the electronic and
optical properties of the nanostructure are changed as a result of the interactions between
the nanostructure and its environment. The effects of analogous interactions have been
studied for many years in the field of semiconductor microelectronics where dielectric
semiconductors are in intimate contact with metals and insulators. For example‚ in the
case of a junction-field-effect transistor‚ a metal is deposited directly on the electrically-
active semiconducting channel of the transistor. Depending on the voltage applied across
the metal-semiconductor interface‚ the electrons available at the interface‚ and the
alignment of the electronic states at the boundary between the metal and the
semiconductor‚126 there is a region of variable thickness in the semiconductor --- near the
metal-semiconductor interface --- that may be depleted of electrons. Such a depletion
region may be micrometers in thickness. For semiconductor quantum dots that have
diameters measured on a scale of a few nanometers‚ it is clearly essential that such
boundary related effects be taken into account. As an example of one such effect‚ a
charge placed in a spherical quantum dot will produce an electric field. Associated with
the quantum dot and the surrounding material (or materials) are specific --- but
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confinement dependent --- values of the dielectric constant.137-140 Generally‚ bulk
materials have a frequency-dependent dielectric constant that is independent of the
size of the bulk material; however‚ for dielectric materials with nanoscale dimensional
confinement‚ the energy levels in the material depend on the size of the structure and
there is a resulting dependence of the dielectric constant on the size of the
nanostructure.139-140 At the boundary between the quantum dot and the surrounding
material the discontinuity in the dielectric constant results in an effective surface charge.
Consider the case of a CdSe quantum dot with a 2 nm diameter encased in a spherical
shell of ZnS; this CdSe-ZnS core-shell system is then placed in water which has an
effective dielectric constant of about 80. The surface charges on each spherical surface
will lead to a shift in the potential in the quantum dot that will cause a change in the
ground state energy of the single-electron state in the quantum dot.159 The calculated
shift in the one-electron ground-state energy for an electron in such a CdSe quantum dot
is shown in Figure 3 for the case where the quantum dot is coated with a ZnS shell.160

The CdSe-ZnS core-shell quantum dots of Figure 3 are surrounded by a fluid with the
dielectric constant of water. The dramatic change in the energy illustrates clearly that it
is essential to take into account quantum-confinement and geometrical effects on
dielectric screening in determining the electronic properties of nanostructures. A
pervasive feature of biological environments is the presence of electrolytic fluids. In
these water-based electrolytes‚ positive and negative ions are mobile and they respond to
electric fields. These electrolytes play a fundamental role in determining the membrane

Figure 3. One-electron ground-state energy level (electron volts) for a CdSe-ZnS core-shell quantum dot
structure with an outer radius R (nanometers) in an aqueous solution.
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potential existing across cellular membranes.149-150 Indeed‚ the membrane potential arises
as a result of the different concentration of the anions and cations in the electrolyes on the
opposite sides of the membrane. As discussed previously‚ semiconductor quantum dots
composed of wurtizes --- including AlN‚ CdS‚ CdSe‚ GaN‚ ZnO‚ and ZnS --- manifest
intrinsic spontaneous polarization fields. As known from the laws of electrostatics‚ these
fields may be replaced by volume and surface charges generating equivalent fields. As
described previously‚ these charge distributions cause such semiconductor quantum dots
to behave as dipoles. Clearly‚ placing such a dipole in an electrolyte will lead to a
rearrangement of the anions and cations in the electrolyte in the vicinity of
thenanocrystal. In the limit that the anions and cations are completely free to respond to
the dipole field‚ there will be a field produced in the electrolyte that cancels the dipole
field of the nanocrystal. In a similar manner‚ a nanocrystal with a net positive or negative
charge will attract charge of the opposite sign from the electrolyte.

In past applications of quantum dots‚ the quantum dots are coated with a protective
layer such as a polymeric layer or silica that screens the quantum dots from the
electrolytic environments found in biological systems. These protective layers render
the optical properties of the quantum dots relatively insensitive to the electrolytic
environment. However‚ if the quantum dot or some other nanoscale structure is to be
integrated with a biological structure‚ it is necessary to consider the case where the
nanostructure is in direct contact with the biological structure or biological environment.
Ramadurai et al.161 have recently studied the interaction of CdS quantum dots in NaCl
electrolytic environments. In particular‚ the interaction of the ions in a NaCl electrolytic
solution with würtzite CdS nanocrystals was studied optically in the case where the
nanocrystals are not coated with a protective layer such as a polymeric layer or silica.
Ramadurai et al.161 found that the absorption edge of the CdS nanocrystal shifts by a few
percent as the electrolyte concentration is varied over an order of magnitude. These
electrolyte-dependent absorption properties suggest that changes in the optical properties
of nanocrystals may be used to study the different electrolytic concentrations found in
extracellural and intracellular electrolytic concentrations in biological systems. The
effects reported for CdS are expected to be even larger for many other würtzite
nanocrystals; indeed‚ GaN and ZnO exhibit spontaneous polarization fields that are an
order of magnitude larger than those of CdS.

To estimate the bandbending‚ in a nanocrystal caused by the spontaneous
polarization‚ it is possible to use the previously-derived formula‚ For a
one-dimensional CdS square well‚ the lowest eigenenergy is approximated by‚ 162‚114

where d is the width of the quantum well‚ h is Planck’s constant‚ the effective mass of the
electron‚ is taken to be 0.235 of the free electron mass the effective
mass of the hole‚ is taken to be 1.35 of the free hole mass‚ is the relative dielectric
constant of CdS – 5.7‚ is the permittivity of free space and e is the
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electron charge The first term in this expression represents the bandgap
of bulk CdS‚ the second and third terms represent the confinement energies‚ respectively‚
and the fourth term represents the Coulomb binding energy of the exciton in CdS. This
expression is appropriate when there is no bandbending due to the intrinsic spontaneous
polarization in CdS. In other words‚ this expression holds when flat band conditions
prevail as would be the case if the surrounding electrolyte were to completely screen the
field associated with the spontaneous polarization. As described previously‚ such
screening may be thought of in terms of the anion and cation induced screening of the
effective surface charge given by where is the spontaneous polarization and

ranges from 0 to and is the angle measured from the c-axis. In this case‚ the
nanocrystal behaves as a dipole with positive charge concentrated near one pole‚ and
negative charge concentrated near the other pole. The equatorial plane is‚ of course‚
neutral. As discussed previously‚ the anions and cations in the electrolyte will attempt to
screen the spontaneous-polarization-induced dipole. In the case where the electrolyte has
such a low density that it does not screen the spontaneous polarization‚ the ground state
energy is given approximately by that of a triangular quantum well:163

here F is the electric field associated with the spontaneous polarization. From these
results‚ the corresponding wavelengths‚ and are given by‚
and Evaluation of these expressions for CdS results in shift in the
absorption edge‚ and therefore the photoluminescence spectrum‚ of a few percent
consistent with the measurements of Ramadurai et al.161 The shift in the optical
absorption edge as function of electrolytic concentration is yet another effect resulting
from the interaction between the nanocrystals and the biological environment.

As demonstrated by Rufo et al.164‚123 a mismatch between the elastic properties of a
semiconductor nanocrystal and its surroundings leads to a shift in the acoustic phonon
energy; phonon-assisted optical transitions will therefore exhibit phonon sidebands in the
photoluminescence spectrum. Figures 4-7 illustrate that the spherical and torsional
acoustic modes in CdS and GaN nanocrystals have different frequencies depending on
the radius of the nanocrystal as well as on the material surrounding the nanocrystal.
Specifically‚ Figure 4 depicts the energy in meV of spheroidal acoustic phonon mode

corresponding to as a function of a CdS nanocrystal radius R in nanometers for free-

standing‚ plastic-coated‚ ZnS-coated‚ water-encased‚ and CdS nanocrystals.
Figure 5 depicts results similar to those of Figure 4 but for the torsional modes. Figure 6

depicts the energy in meV of spheroidal acoustic phonon mode corresponding to as

a function of a GaN nanocrystal radius R in nanometers for free-standing‚ plastic-coated‚
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Figure 4. Energy in meV of spheroidal acoustic phonon mode corresponding to as a function of

quantum dot radius R in nanometers for several cases of interest.

Figure 5. Energy in meV of torsional acoustic phonon mode corresponding to as a function of quantum

dot radius R in nanometers for several cases of interest.
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Figure 6. Energy in meV of spheroidal acoustic phonon mode corresponding to as a function of

quantum dot radius R in nanometers for several cases of interest.

Figure 7. Energy in meV of torsional acoustic phonon mode corresponding to as a function of quantum

dot radius R in nanometers for several cases of interest.
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AlN-coated‚ water-encased‚ and CdS nanocrystals. Figure 7 depicts results
similar to those of Figure 6 but for the torsional modes. From Figures 4-7 it is clear
that acoustic-phonon-assisted transitions will lead to sidebands in the photoluminescence
spectrum that are shifted by varying amounts depending on the nanocrystal radius as well
as the material surrounding the nanocrystal. As an example of special interest in
biological applications‚ it is clear that the presence of water will lead to a particular set of
sidebands.

As has been discussed previously‚ short peptides may be used to facilitate the
binding of semiconductor nanocrystals with nanoscale precision to selected cellular
integrins.14, 158 As an example‚ we have recently bound CGGGLDV to CdS-
mercaptoacetic-acid complexes by the thiol bond to the sulfur-containing side group of
the cysteine amino acid; in preparing these complexes‚ 1.8 mg of CGGGLDV was added
to 5 mL of the colloidal CdS suspension. The nanocrystal suspension was prepared as
described previously.158 These complexes were then bound by the bond between LDV
and integins on fibroblast cells derived from the human fibrosarcoma cell line‚ HT-1080.
In binding the CdS-peptide complex to the fibroblast cells‚ the cells were exposed to the
CdS-peptide suspension for 10 minutes and the cells were then washed five times with a
PBS solution. Figures 8a. and 8b. depict white light and fluorescence images of these
images fibroblast cells‚ respectively. The CdS nanocrystals of these studies had
diameters of about 5.4 nm. In the case of the fluorescence image‚ an excitation
wavelength of 360 nm was used and the emitted photoluminescent signal was collected
for wavelengths above 400 nm; most of the collected radiation was due to red light
emitted by surface states on the CdS-peptide complexes. As indicated by the
fluorescence pattern in Figure 8b.‚ the integrins appear to be located around the perimeter
of the fibroblast cells.

Figures 8a. and 8b. (a) White light image of the fibroblast cells and (b) fluorescence microscope images of
the CdS-functionalized fibroblast cells.
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Clearly‚ the use of short peptides as linking agents is an effective tool for binding of
fluorescent nanocrystals with nanoscale precision to the integrins on the fibroblast cells.
It is important to realize that even a few nanometers can make an enormous difference in
the nature of the interaction between the nanocrystals and the cellular integrins. Indeed‚
for intimate contact it is necessary to further reduce the nanocrystal-integrin separation.

5. CONCLUSION

This account has highlighted the recent progress in using semiconductor biotags
based on their narrow‚ tunable and symmetric emission spectra as well as their temporal
stability and resistance to photobleaching‚ especially as compared to fluorescent dyes.
This progress has been possible as a result of key developments underlying the synthesis
and functionalization of semiconductor nanocrystals. The advances in binding
fluorescent semiconductor nanocrystals to biomolecules have facilitated the selective
binding of these nanoscale fluorescent structures to specific subcellular structures. To go
beyond using nanocrystals as biotags by integrating semiconductor nanocrystals directly
with biological structures‚ it is necessary to further understand the physical properties of
semiconductor nanocrystals in biological environments and in direct contact with
biological structures. This review has highlighted several such interaction mechanisms‚
including the interaction of electrolytes with nanocrystals‚ the modification of the
photoluminescence spectra of nanocrystals due to the environmentally-induced changes
in the acoustic phonon spectra in nanocrystals‚ and the role of surface states on the
observed intermittent blinking of quantum dots. To realize the possible uses of
semiconductor nanocrystals as elements of coupled nanocrystal-biological-systems‚ it is
necessary to study such interaction mechanisms in greater detail.
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SEMICONDUCTOR QUANTUM DOTS

Anupam Singhal‚ Hans C. Fischer‚ Johnson Wong‚ Warren C. W. Chan*

1. INTRODUCTION

In recent decades‚ the exquisite sensitivity and versatility of optical technologies
have led to numerous breakthroughs in biological research‚ including real-time imaging
of live cells‚1‚2 gene expression profiling‚3 cell sorting‚4 and clinical diagnostics.5‚6 A key
component in optical detection schemes is the probe design. These probes are
constructed from organic fluorophores‚ such as fluorescein and tetramethylrhodamine
(TMR)‚ and recognition molecules. The optical emission of fluorophores is used to
visualize the activities of biomolecules‚ while the recognition molecules direct the
fluorophores to specific cells‚ tissues‚ or organs. Although optical probes are widely used‚
most organic fluorophores exhibit unfavourable properties that have hampered their
applications in single-protein tracking in living cells‚ molecular pathology‚ and other
research areas.7 These properties include photobleaching‚ sensitivity to environmental
conditions‚ and inability to excite multiple fluorophores using a single wavelength. A
new generation of probes has emerged in the last five years that overcomes many of the
limitations associated with organic fluorophores. These probes employ fluorophores that
are sub-100 nm in size and composed of inorganic atoms. Unlike organic-only
fluorophores‚ the optical and electronic properties of inorganic fluorophores can be tuned
during the synthesis process by changing their size‚ shape‚ or composition. In this chapter‚
we will describe the use of one type of inorganic fluorophore‚ semiconductor
nanocrystals‚ for the development of “custom-designed” probes for biomedical detection.

Semiconductor nanocrystals‚ also known as “quantum dots” (qdots)‚ are typically
composed of atoms from groups II-VI (CdSe‚ CdS‚ ZnSe) and III-V (InP and InAs)‚ and
are defined as particles with physical dimensions smaller than the Bohr exciton radius.
The Bohr exciton radius of prototypical CdSe qdots‚ as illustrated in Fig. 1‚ is ~10 nm.
The unique optical and electronic properties of qdots have spurred a great deal of
research into their potential applications in the design of novel biological probes‚8‚9 light
emitting diodes‚10‚11 photovoltaic cells‚12‚l3 among other devices.

*
 A.S., H.C.F., J.W., W. C. W. C., Institute of Biomaterials and Biomedical Engineering, University of Toronto,
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Figure 1. a) Schematic representation of quantum dots commonly used for biological labelling‚ b)
Transmission electron micrograph (TEM) of monodisperse CdSe quantum dots (magnification = 200.000X).14

In this chapter‚ we focus on the biological applications of semiconductor qdots‚
beginning with a brief description of their unique optical and electronic properties. We
then highlight various methods of synthesizing and characterizing qdots‚ as well as
successful biological applications of these fluorophores. Finally‚ we discuss some of the
prospects and challenges associated with future biological applications of qdots.

OPTICAL AND ELECTRONIC PROPERTIES OF SEMICONDUCTOR
QUANTUM DOTS

2.

Quantum dots (Qdots) exhibit unique optical and electronic properties that are only
observed in an intermediate size regime between the size of discrete atoms and that of
bulk solids. In this nanometre-size regime‚ charge carriers (i.e. electrons and holes) are
spatially confined within the dimensions of qdots‚ a phenomenon known as quantum
confinement. Due to this effect‚ the optical properties of qdots are heavily dependent
upon their size‚ shape‚ composition‚ and surface interactions with their local environment.
The use of excitation energy (e.g. via incident UV light) exceeding the bandgap energy of
the qdots leads to the promotion of electrons from the valence band (ground state) to the
conduction band (excited state)‚ creating mobile electrons and holes. The light-induced
excitation (or mobility) of electrons leads to fluorescence light emission in a process
called radiative recombination. In this process‚ the electrons and holes interact to form an
electron-hole pair called an exciton. The excited-state lifetimes of nanocrystals are multi-
exponential with lifetimes of 5 ns‚ 20-30 ns‚ and 80-200 ns‚ with the 20-30 ns dominating.
These processes can be measured using UV-Vis spectrophotometry or spectrofluorimetry.

Typical UV-Vis absorbance measurements of qdots produce broad‚ continuous
spectra‚ which are dependent on the physical dimensions and composition of the particles
as illustrated in Fig. 2a. One characteristic feature of the qdot absorbance curves is an
observable peak‚ called the “quantum confinement” peak‚ which represents the lowest
bandgap energy transition. A second characteristic feature of the qdot absorbance curves
is the increasing absorbance at wavelengths shorter than the quantum confinement
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wavelength. This property is extremely advantageous for biomedical applications since
qdots of all types and peak emission wavelengths can be excited using a single
wavelength.

The fluorescence emission spectra of qdots are narrow and symmetric as exemplified
by Fig. 2b. As with the qdot absorbance spectra‚ the fluorescence peak emission of qdots
is heavily dependent on qdot composition and physical dimensions‚ with an observable
red-shift in the peak fluorescence emission of larger qdots. The excitonic fluorescence
emission for a bulk measurement of capped qdots (e.g.‚ ZnS-capped CdSe) typically
exhibits a full-width at half-maximum (FWHM) of ~30 nm and quantum yield of 20-50%.
Conversely‚ measurements of the fluorescence spectra of single qdots have demonstrated
a FWHM of 13 nm‚ ~ 2.5 times narrower than the typical bulk measurement. Since the
fluorescence emission peak is size-tuneable‚ the broadness of bulk measurements can be
attributed to size distributions of the qdots within the bulk solution. In comparison to
qdots‚ many organic dye molecules (e.g. Rhodamine 6G) have broad‚ asymmetric
emission spectra with FWHM > 45 nm as depicted in Fig. 3.

The fluorescence quality of qdots is often quantified in terms of a fluorescence
quantum yield - the ratio between the number of fluorescence photons emitted when
mobile electrons recombine with holes to the number of photons absorbed upon
excitation. Defect structures both in the internal structure and on the surface of qdots
can produce competing energy states that trap the excited electrons and holes‚ resulting in
lower quantum yields. In a classic study by Alivisatos and coworkers‚15 the oxidative
decomposition of CdSe qdots was shown to produce a broad-fluorescence peak that was
red-shifted from the excitonic fluorescence peak. In their experiment‚ the oxidation of
qdots produced an excess of unbonded-atoms (dangling bonds) on the qdot surface; this
created low-energy bands to trap the mobile electrons and holes. In correspondence to
the increase in the intensity of the red-shifted defect peak‚ the excitonic fluorescence
intensity decreased.

Figure 2. a) Absorbance spectra and b) Fluorescence Spectra of CdSe/ZnS quantum dots of five different
sizes/emission colours (1 green‚ 2 yellow‚ 3 orange‚ 4 orange-red‚ 5 red-emitting).14
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Figure 3. a) Absorbance and b) fluorescence spectra of the organic dye molecule Rhodamine 6G.

Approaches to improving the quantum yield of qdots have focused on removal of
internal and surface defect structures. Internal defect structures can be removed by
altering the solvent reaction conditions. For instance‚ while the presence of molecules
such as and produces qdots with low quantum yields‚ the use of organic solvents
and a controlled reaction atmosphere in a Schlenk line or glovebox have improved the
quality of synthesized qdots (quantum yields > 5-10 %). Apart from internal defect
structures‚ a major challenge to improving the quantum yield of qdots is to remove
surface defect sites. Qdots have a large surface area-to-volume ratio and therefore‚ a
large population of atoms on their surface. Removal of dangling bonds with organic
stabilizing molecules and/or a second semiconductor layer has shown to dramatically
improve the overall quantum yield of the qdots.16 Careful selection of surface coating
has produced qdots with quantum yields as high as 85%. In Section 3 - Synthesis and
Characterization of Quantum Dots‚ strategies for coating qdots will be discussed in
greater detail.

Two strategies for tuning the fluorescence emission‚ or bandgap energy‚ of quantum
dots are the alteration of the size and composition of qdots. The bandgap energy is
directly related to the composition of the qdot; for instance‚ CdS qdots exhibit ultraviolet
(UV) fluorescence‚ while InP qdots exhibit near-IR fluorescence. Alloying qdots can
also alter their bandgap energy. Recently‚ Bailey and coworkers demonstrated the shift
in fluorescence emission of CdSe qdots to the near-IR by doping with Te.17 Apart from
altering qdot composition‚ the fluorescence emission of qdots of a single composition
(e.g.‚ CdSe) can be tuned by changing their size. As described by the quantum
mechanical “particle-in-a-box” model‚ decreasing the size of qdots results in a
corresponding increase in semiconductor bandgap energy (or‚ equivalently‚ shorter
emission wavelengths). For example‚ the fluorescence emission peaks of cadmium
selenide (CdSe) semiconductor qdots can be tuned across the entire visible spectrum from
blue to red by increasing the diameter of the qdots from roughly 2 nm to 6 nm. In the
“particle-in-a-box” model‚ the potential energy is infinite outside of the box and hence
the particle is confined to the dimensions of the box. This particle contains discrete
energy levels and wavefunctions that correspond to the dimensions of the box. This
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model coincides with the structure of qdots, in which mobile carriers (the particle) are
confined within the dimensions of the qdot (the box) with discrete emission wavelengths
(wavefunctions) and bandgap energy levels. As the physical dimensions of the box
become smaller, the bandgap energy increases.

The fluorescence emission of qdots is extremely stable upon photoexcitation. In
comparative measurements of qdots with small organic fluorophores, qdots have been
shown to be ~ 100 times more stable against photobleaching. Qdots have also been
shown to be more photostable than fluorescent proteins (e.g., phycoerytherin), although
this result has not been quantified.18 The photobleaching of qdots is believed to arise
from a slow process of photo-induced chemical decomposition. This hypothesis is
supported by our observation of a shift in emission-colour from red to blue when qdot-
aggregates are spread on a glass slide and monitored under an epifluorescence
microscope with high-power UV-excitation. Henglein and coworkers speculated that
CdS decomposition is initiated by the formation of S or SH radicals upon optical
excitation.19 These radicals can react with    from the air to form an complex,
resulting in slow particle degradation. Capping the surface of qdots with a thick second
semiconductor layer has produced qdots with excellent photostability.

Due to the bright luminescence and high photostability of qdots, single qdots can be
easily visualized and imaged under a conventional epifluorescence microscope. In
addition, qdots are brighter than most small organic dye molecules due to their large
molar extinction coefficients. Bawendi and coworkers20 estimated that the molar
extinction coefficients of CdSe qdots are about to depending on the
particle size and the excitation wavelength. These values are 10-100 times larger than
those of organic dyes, but are similar to the absorption cross sections of phycoerytherin, a
multi-chromophore fluorescent protein. It has been estimated that a single qdot is
approximately equivalent in fluorescence intensity to 10 to 20 small organic dye
molecules.21

In this section, we have briefly described some of the properties of qdots that make
them appealing for biological applications. For a more in-depth look at the physical
chemistry of qdots, the interested reader can refer to a number of excellent reviews by
Alivisatos22, and Murray et al.23

SYNTHESIS AND CHARACTERIZATION OF QUANTUM DOTS3.

The most commonly synthesized semiconductor nanocrystals are composed of atoms
from groups II-VI (e.g. CdSe‚ CdTe‚ CdS‚ and ZnSe) and groups III-V (e.g. InP and
InAs) of the periodic table.24-29 In particular‚ rapid advancements in synthesis and
characterization techniques have led to the development of highly luminescent and
monodisperse CdSe qdots.16‚30-32 In the following sections‚ we will discuss a number of
different approaches to the synthesis and characterization of high-quality qdots.

Synthesis Techniques3.1.

Typical techniques for the synthesis of semiconductor qdots involve the growth of
nanocrystals using molecular precursors in either aqueous or organic solutions. In one
approach to qdot synthesis in aqueous media‚ solutions of cadmium and sulphur
precursors are injected into hot aqueous solutions containing stabilizing agents or in
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inverse micelles.33‚34 The size of the resulting nanocrystals can be controlled through the
use of different solvent additives‚ or varying the solvent pH and temperature. Another
approach to the synthesis of qdots in aqueous media employs yeast cells‚ such as Candida
glabrata or Schizosacharomyces pombe.35‚36 In the presence of cadmium or zinc ions‚
these yeast cells express proteins with thiol and carboxylic acid residues that bind to the
metal ions and induce nucleation of nanocrystals. Despite the success and simplicity of
both these aqueous methods‚ the resulting nanocrystals have low quantum yields (QY <
10%) and large size distributions (relative standard deviation RSD >15%)‚ resulting in
broad emission spectra (~50 nm full-width at half maximum‚ FWHM).

Improved synthesis schemes in organic media have led to the development of qdots
that are highly luminescent (quantum yield > 50%) and monodisperse (relative size
distributions < 5%).16‚ 30-32 In one approach‚ qdots are generated by the pyrolysis of
organometallic and chalcogenide precursors injected into a hot coordinating solvent. For
instance‚ CdSe qdots are synthesized through the dissolution of dimethyl cadmium and
selenium shot in either tri-n-butylphosphine (TBP) or tri-n-octylphosphine (TOP) and
subsequent injection into a solution of tri-n-octylphospine oxide (TOPO) at 340-360°C.
Rapid nucleation and growth of the nanocrystals are observed through changes in colour
of the reaction mixture.

As described by La Mer and Dinegar‚37 nucleation occurs until the temperature and
precursor concentrations drop below the critical “nucleation threshold”. Subsequent re-
heating of the nanocrystals to intermediate temperatures (250-300°C) results in slow
growth of the nanocrystals. Growth of nanocrystals proceeds until the available precursor
material is consumed‚ after which smaller nanocrystals begin to dissolve in order to
supply materials for the growth of larger nanocrystals. This diffusion process‚ known as
Ostwald ripening‚ occurs due to the high surface free energy of smaller nanocrystals‚
which make them more prone to dissolution than larger nanocrystals. This increase in
nanocrystal solubility with decreasing nanocrystal size can be described using the Gibbs-
Thomson equation:38

where and are the solubility of the nanocrystal and the corresponding bulk solid‚ is
the specific surface energy‚ r is the radius of the nanocrystal‚ Vm is the molar volume of
the materials‚ R is the gas constant‚ and T is the temperature. Since the temperature
required for maintaining steady nanocrystal growth increases with increasing nanocrystal
size‚ careful control of growth temperatures allows for accurate control of the average
size and size distribution of the nanocrystals synthesized in a given reaction. Size and
size distributions are monitored from the peak wavelengths and widths of the absorption
or emission spectra. When the desired properties are attained‚ the temperature is reduced
to prevent further growth or dissolution.

Variations to this organometallic approach have resulted in synthesis schemes that
yield gram-quantities of high-quality qdots. In particular‚ Peng and coworkers39‚40 have
demonstrated that organometallic precursors (e.g. dimethyl cadmium) can be replaced
with non-pyrophoric and less costly “greener” reagents (e.g. cadmium oxide‚ CdO‚ or
cadmium acetate‚ These “alternative routes” to the synthesis of qdots in
organic media can been used to reproducibly prepare high-quality CdS‚ CdSe‚ and CdTe
nanocrystals.17‚39‚41 In addition‚ since nanocrystals formed from greener reagents exhibit
slower reaction kinetics (e.g. slower nucleation)‚ extended nucleation periods allow
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increased quantities of “greener” precursors to be injected at the start of the reaction.
This is a promising approach to scaling up the synthesis of high quality qdots.

3.2. Capping of Quantum Dots

Due to the high surface-to-volume ratio of nanocrystals‚ the structural‚ optical‚ and
electronic features of semiconductor qdots are heavily influenced by their surface
properties. In effect‚ the surface properties of qdots are often manipulated to enhance the
stability‚ processibility‚ and optical properties of these nanocrystals. The following
sections will outline general strategies that are commonly used to manipulate the surface
properties of qdots through the coating (“capping”) of surfaces with organic ligands and
inorganic materials.

3.2.1. Organic Capping

Coating of qdot surfaces with organic ligands typically facilitates the production of
stable‚ high-quality qdots in organic media. A classic example of this effect is observed
in the synthesis of CdSe qdots in hot solutions of amphiphilic tri-n-octylphosphine oxide
(TOPO). In these solutions‚ the hydrophilic phosphine oxide groups coordinate to Cd
sites on the qdot surface while the hydrophobic alkyl chains form a densely packed
surface coating that stabilize nanocrystals against aggregation. The non-polar alkyl chains
at the solid-liquid interface between the nanocrystals and solvent cause the resulting
qdots to be soluble in organic solvents‚ such as chloroform and hexane. As a result‚ these
TOPO-coated qdots can be selectively precipitated out of initial reaction mixtures
containing excess ligands and unreacted precursors through the addition of polar solvents
(e.g. methanol) and subsequent centrifugation. Since increasing the solvent polarity
results in precipitation of smaller nanocrystals‚ repeated precipitation of qdot mixtures
with increasing solvent polarities can be used to separate mixtures of quantum dots with
different sizes; this process is referred to as “size-selective precipitation”. The purified
qdots typically have relative size distributions of less than 5%. Lastly‚ the capping of
organic ligands on the qdot surfaces tends to improve their overall quantum yields.

3.2.2. Inorganic Capping

The fluorescence efficiency of qdots can be greatly enhanced by the capping of the
nanocrystals inside an inorganic shell. For instance‚ monolayers of zinc sulphide (or
cadmium sulphide) can be grown epitaxially on CdSe qdots by drop-wise injection of
zinc (cadmium) and sulphur precursors into solutions of qdots at moderate temperatures
(150-240°C).16‚ 31 These reaction conditions favour deposition of the capping precursors
onto the qdot surface over homogeneous ZnS (CdS) nucleation. The resulting core/shell
nanocrystals exhibit luminescence quantum yields up to 85%‚ in contrast to the maximum
quantum yields of ~15% observed for TOPO-capped CdSe qdots.32

In order for the capping layer to produce increased qdot quantum yields‚ the
inorganic layer must be composed of a semiconductor with larger bandgap energy than
the core qdot. In addition‚ for efficient capping‚ the bond length of the semiconductor
comprising the capping layer must be similar to that of the core. The observed increase in
quantum yield upon growth of an inorganic shell can be attributed to the‘removal of
surface defects (“trap states”) on the nanocrystals‚ a process referred to as electronic
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passivation. For CdSe nanocrystals‚ these surface defects typically result in broad
emission at 700-800 nm‚ which are removed with the growth of an inorganic shell with a
wider bandgap than the CdSe core. The removal of these trap states increases the number
of electrons that undergo radiative recombination as described in Section 2 on Optical
and Electronic Properties of Quantum Dots. Thus‚ the resulting nanocrystals exhibit an
increase in fluorescence efficiency. Furthermore‚ capping with a semiconductor layer
also prevents the photo-oxidation of the core qdot. Thus‚ while uncapped qdots may
degrade within a month or two when stored in air at room temperature‚ long-term storage
of capped qdots under similar conditions can often be achieved with minimal effect on
their optical properties.

BIOLOGICAL APPLICATIONS OF QUANTUM DOTS4.

Over recent years there has been much excitement surrounding the potential
applications of qdots to biological research‚ including the development of optical probes
for biomedical imaging‚ bioassays and biosensors. For example‚ the novel size-tunable
optical properties of qdots and universal conjugation strategies have generated a great
impetus for the development of biological probes based on qdots.7 In the coming
sections‚ we will discuss some practical issues in developing qdots suitable for biological
applications‚ and will review some proof-of-concept studies that highlight the unique
advantages of qdots in biological research.

Biocompatible Quantum Dots4.1.

One of the major challenges to using qdots for developing biological probes and
sensors is their surface chemistry. Since high-quality qdots are synthesized in organic
solvents‚ such as TOPO‚ they are not water-soluble and‚ hence‚ incompatible with
biological systems. In the last six years‚ great efforts have been placed on modifying the
surface chemistry of qdots to render them biocompatible.8‚ 9‚ 21‚ 42‚ 43  One approach to
achieving qdot biocompatibility has been the use of surface exchange techniques‚ where
TOPO molecules on the qdot surface are displaced by bifunctional molecules‚ such as
mercaptoacetic acid and phospho-alcohols. One end of these bifunctional molecules
contain functional groups (-SH or –P) that interact with metal atoms on the surface of the
qdots and displace non-polar TOPO molecules. The other end of these bifunctional
molecules typically contains polar alcohol or carboxylic acid functional groups‚ thus
rendering the qdots extremely polar and water-soluble. Furthermore‚ the alcohol and
carboxylic groups can react with biomolecules such as proteins‚ peptides‚ and
oligonucleotides through several different synthetic techniques.

In a second approach to achieving qdot biocompatibility‚ molecules can be designed
to interact with the TOPO molecules on the surface of qdots.21‚ 43 These molecules
typically contain both a hydrophobic and hydrophilic region (e.g.‚ phospholipids). The
hydrophobic end interacts with the TOPO molecule through hydrophobic-hydrophobic
interactions‚ while the hydrophilic end‚ containing carboxylic acid or alcohol functional
groups‚ protrudes from the surface of the quantum dot. The qdots can be locked into the
organic-shell by cross-linking the surface-stabilizing molecule. This prevents the
organic ligands from desorbing from the surface of the qdots and stabilizes the qdots
against flocculation.
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The functional groups provide a means to conjugate biomolecules (e.g.‚ proteins‚
peptides‚ oligonucleotides) to form an optical probe. Conventional carbodiimide
chemistry has been employed to catalyze this linkage (e.g.‚ qdots containing carboxylic
acids can react to biomolecules containing primary amines to form an amide bond).
Electrostatic interactions can also be used to link biomolecules onto the surface of qdots.
For example‚ Mattoussi and coworkers44‚ 45 engineered a protein with a positive-charged
leucine zipper and demonstrated the adsorption of such a protein onto the surface of a
negatively-charged qdot.

4.2. Quantum Dots for Biomedical Imaging Applications

Biocompatible qdots have spurred great interest in their possible use as fluorescent
labels for biological imaging applications. To date‚ qdots have been used to image
cellular components (e.g. DNA‚ nuclear antigens‚21 and cytoplasmic components)‚ cells‚9

and tissues46 to name a few examples. Figure 4 shows a differential interference contrast
(DIC) and fluorescence image of transferrin-coated quantum dots entering HeLa cells
through receptor-mediated endocytosis.

One distinct advantage of using qdots over organic fluorophores for biological
applications is the ability to perform multiplexed colour-coded imaging and detection‚ a
general technique that uses multi-coloured fluorophore labels to simultaneously identify
different biological targets and study the interactions between these targets.7

Multiplexed imaging of qdots can be used to investigate different biological processes by
tagging different biological targets with qdots of many different emission wavelengths
and simultaneously exciting them with a single excitation wavelength as discussed in
Section 2 on Optical and Electronic Properties of Semiconductor Quantum Dots. For
instance‚ Mattoussi and coworkers used green‚ yellow‚ and red quantum dots to study the
behavioural differences between starved and unstarved AX2 amoebae cells.45 While the
starved cells were shown to form aggregate centres (e.g. possibly via chemotaxis in
response to signals sent by one another)‚ the unstarved cells did not form such aggregates.
In another study‚ Alivisatos and coworkers labelled mouse fibroblast cells using red and
green coloured silica-coated CdSe-CdS qdots.8 The red qdots were conjugated to biotin‚
which targets actin filaments‚ while the green qdots were conjugated to tri-
methoxysilylpropyl urea and acetate groups‚ which bind electrostatically to the cell
nucleus. Under both conventional wide-field and laser-scanning confocal fluorescence
microscopes‚ the actin and the nucleus in the fibroblast samples were spatially and
spectrally resolvable to the eye. Multiplexed imaging of qdots was further demonstrated
by Wu and coworkers‚ who performed a series of experiments in which the nuclear
antigens and microtubules in the cytoplasm were simultaneous stained and imaged using
two different-coloured quantum dots.21

Several in situ studies have also investigated and exploited the resistance of qdots to
photobleaching. In the above-mentioned experiments that probed AX2
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Figure 4. (a) DIC and (b) fluorescence image of transferrin-coated quantum dots entering HeLa cells. The HeLa
cells are illuminated under optical excitation after endocytosing quantum dots. The fluorescence image was
obtained using an Olympus epifluorescence microscope‚ 100 x‚ N.A. = 1.3‚ excitation filter = 480/40 and
emission filter 535/50‚ and excited with a 100-W Hg lamp.47

amoebae cells‚ Mattoussi and coworkers observed no noticeable loss in quantum dot
fluorescence intensities when monitoring cells under illumination for 14 hours by a 50
mW‚ 488 nm scanning continuous wave laser. Furthermore‚ no noticeable loss in
fluorescence was observed when amoebae cells were visually tracked by taking 500 ms
exposures once every minute for 14 hours using transmitted light from a halogen lamp
and excitation light from a 75-W xenon lamp. Taking advantage of qdots photostability
over such long terms‚ they were able to take time-lapse films of the cells undergoing
aggregation and slug formation.45 In another study‚ Dubertret and coworkers43 injected
qdots encapsulated in phospholipid block copolymer micelles into Xenopus embryos.
Observations of micelle-qdots introduced to a single blastomere during very early
cleavage stages indicated labelling of daughter cells‚ embryo‚ and subcellular structures
with consistent fluorescent intensity until the tadpole stage of embryo development.
These results suggest the suitability of qdots for use in lineage tracing studies in
embryogenesis.43 Furthermore‚ Derfus and coworkers48 demonstrated the feasibility of
using quantum dots labelled with epithelial growth factor to monitor cellular
reorganization of hepatocytes for seven days. This work provides a means to study
processes that are in important in the field of tissue engineering.

The bright luminescence and high photostability of single qdots allow for reliable
single-molecule experiments‚ such as the labelling and tracking of single target
biomolecules (e.g. proteins) in living cells.49‚ 50 Dahan and coworkers labelled
individual glycine receptors (GlyRs) with qdots in order to study their lateral dynamics in
the neuronal membrane‚ as well as their associations with boutons. They successfully
recorded the paths of single GlyRs over more than 20 minutes‚ noting a vast
improvement over the photostability of the organic Cy3 dye‚ which photobleached in
about 5 seconds under similar conditions. They also obtained greater signal-to-noise
ratio and spatial resolution using quantum dots in comparison to the Cy3 dye. This work
opens the possibility of using qdot-bioconjugates to probe the interactions of individual
biomolecules inside living cells in real-time.

Beyond cell imaging‚ quantum dot-bioconjugates have advanced toward in vivo
animal imaging. Akerman and coworkers46 coated the surfaces of qdots with targeting
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peptides. Upon intravascular injection in Balb/c mice‚ these qdot-bioconjugates were
directed to the vasculatures of healthy cells‚ tissues‚ organs and breast tumours in vivo.
After sacrificing the mice‚ tissues were obtained using conventional techniques and
imaged to verify the accumulation of qdots in the targeted tissues. Recently‚ Nie and
coworkers demonstrated the feasibility of performing whole-animal imaging by injecting
quantum dots that target the folate receptor of tumours.52 Similarly‚ Bawendi and
coworkers53 have shown the use of qdots for optically-guided surgery. In all of these
studies‚ the use of qdots for in vivo applications was facilitated by the modification of the
qdot surface chemistry. In the Akerman and co-workers study‚ the surface of the qdots
was coated with polyethylene glycol to prevent the escape of qdots from the
reticuloendothelial system‚ an animal’s defense mechanism. Conversely‚ Bawendi and
coworkers designed a thin organic coating on the surface of the qdots in order for the
particles to freely traverse the lymphatic system.

4.3. Quantum Dots for Bioassays and Biosensors

In addition to cell and animal imaging‚ qdot-bioconjugates have been utilized for
immunoassay-type applications. Chan and Nie used anti-immunoglobulin (IgG)-labelled
qdots for detection of immunoglobulin (IgG) in a latex agglutination assay.9 In this assay‚
anti-IgG-coated qdots were aggregated in the presence of IgG due to the formation of
anti-IgG-to-IgG complex. Mattousi and coworkers54 have also used antibody-labelled
qdots to develop sandwich immunoassays that can be used to detect multiple analytes
using the different qdot emission. In another approach‚ Pathak and coworkers55 showed
the use of qdots as an optical probe for fluorescence in situ hybridization.

The spectral flexibility and photostability of qdots also lend themselves to the
development of robust and highly reusable fluorescent-based indicators or sensors. The
idea of using quantum dots for the development of sensors based on fluorescence
resonance energy transfer (FRET) has recently been explored by Mattoussi and
coworkers‚ who designed and implemented two sugar sensors that employ qdots
conjugated to engineered variants of the Escherichia coli maltose-binding protein (MBP)
as FRET donors.56 In the first design‚ an acceptor dye occupies all MBP saccharide
binding sites located in close proximity to the qdot which quenches the qdot fluorescence
by about 50%. Upon the addition of maltose‚ the acceptor dye is displaced from the
sensor‚ thus restoring the maximum qdot fluorescent intensity. Based on similar
principles‚ the second design used an intermediate fluorescent dye conjugated on the
MBP to improve efficiency of energy transfer from the qdots to the acceptor dye in the
saccharide binding site.

Recent studies have focused on the use of qdots for developing a multiplexed optical
coding scheme for biomolecules (e.g. proteins‚ DNA).57 In one approach‚ microbeads
with unique optical signatures (e.g. fluorescence spectra) are created by infusing them
with varying ratios of different-coloured qdots. Theoretically‚ qdots of 6 different
colours and 10 different intensity levels can be used to generate microbeads with 106

unique optical signatures. Each of these optical signatures‚ or “barcodes”‚ can be
assigned to a unique biomolecule by tagging each microbead with a unique biomolecule
(e.g. single-stranded DNA) that has specific binding affinity for a target biomolecule (e.g.
complementary DNA strand). This barcoding technology may lead to developments in
high-throughput genetic screening and medical diagnostics. In such applications‚ a target
gene or protein would be detected by screening biological mixtures with libraries of qdot
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microbeads and subsequent single-bead spectroscopy for the detection of the optical
signature of the analyte of interest.

FUTURE CONSIDERATIONS IN BIOLOGICAL APPLICATIONS OF
SEMICONDUCTOR QUANTUM DOTS

5.

The next decade will see a great increase in scientific research into the biological
applications of semiconductor qdots. While proof-of-concept studies in research
laboratories have demonstrated great promise in the use of qdots for biomedical imaging
and detection‚ several issues will need to be addressed before qdots find their way to
large-scale clinical application. In particular‚ researchers will need to study toxic and
pharmacokinetic effects of qdots in vivo. Recent work by Derfus and coworkers48

suggested that primary hepatocytes (i.e. liver cells that are responsible for detoxification
of the blood) suffer from Cd-poisoning when interacting with CdSe qdots. As a result‚
advances in surface coatings (e.g. ZnS capping) and other strategies for minimizing qdot
cytotoxicity will be necessary for the successful use of qdots in clinical applications‚ such
as their use as contrast agents for molecular function imaging. In the meantime‚
biological research using quantum dots will continue to present new insights into
biological processes51 and to develop methods for the high-throughput screening of genes
and proteins for drug discovery and disease detection.46‚ 57 In addition‚ research will focus
on the synthesis and self-assembly semiconductor nanocrystals into unique shapes (rods‚
tetrapods‚ helices) that may facilitate the development of multifunctional nanostructures
for use in drug delivery and tissue engineering applications.58-60
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POTENTIAL APPLICATIONS OF CARBON
NANOTUBES IN BIOENGINEERING

Akil Sethuraman, Michael A. Stroscio, and Mitra Dutta*

1. INTRODUCTION

Nanotechnology deals with the design and manufacture of devices and structures
with nanoscale features. These nanoscale features generally vary from about 0.1 to 100
nm Nanoscience and nanotechnology portend numerous applications
in the fields of biotechnology, biomedical engineering and electronics. Some of the
common nanobiological applications of nanoparticles in the above-mentioned fields are
encapsulation, DNA transfection, sensing and drug delivery.1

This chapter highlights potential applications of carbon nanotubes (CNTs) in the
field of biomedical engineering. This discussion starts with a description of some of the
basic properties of carbon nanotubes. Succeeding sections enumerate the interesting
properties of these tubes and their applications in various fields.

Recently, functionalization of the walls of CNTs by peptides and other chemical
agents has resulted in these tubes being bound to various biological entities. This has
proved to be a major breakthrough and has resulted in numerous nanobiological
applications using CNTs. In a related topic, the solubility of carbon nanotubes plays an
important role in their purification and modification. Various techniques to increase the
solubility of these tubes in organic and inorganic solvents have been discussed; these
techniques will be highlighted herein. Moreover, a brief description on the conduction
properties of these tubes as well as the advantages of combining nanotechnology with
MEMS are included. Finally, the most recent advances in the field of carbon-nanotube
technology and the applications of these tubes in various other fields are highlighted in
this review. Recent carbon nanotube research has addressed issues regarding the toxicity
of CNTs and the separation of semiconducting tubes from their conducting counterparts.
There have been many recent advances in CNT technology that make the field of carbon

* Akil Sethuraman, Dept. of Bioengineering, Univ of IL at Chicago, Chicago, IL 60607. Michael A. Stroscio,
Depts. of Bioengineering, Electrical and Computer Engineering, and Physics, Univ of IL at Chicago, Chicago,
IL 60607. Mitra Dutta, Depts. of Electrical and Computer Engineering, and Physics, Univ of IL at Chicago,
Chicago, IL 60607.
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nanotechnology extremely potent. This review enumerates promising discoveries
underlying the application of CNT technology to bioengineering.

2. CARBON NANOTUBES: BASIC PROPERTIES OF INTEREST IN THIS
REVIEW

Nanotechnology refers to the manufacture and usage of devices and structures on the
nanometer scale. The fact that these dimensional scales correspond approximately to
those of molecular structures makes this a field rich in exploitable physical phenomena
and opens the way to many potential applications that have not been possible, or even
envisioned, in the past. Graphene is composed of carbon atoms organized in a 2-
dimensional hexagonal lattice as shown in Figure 1. Single-wall carbon nanotubes are
cylindrical structures that have the appearance of rolled sheets of graphene. These tubes,
known for their high mechanical strength and thermal conductivity are also unique for
their controllable properties as semiconductors and metals. The high strength results from
the extremely strong carbon-carbon bond. As will be discussed in detail, there are many
potential applications of these tubes are in the fields of electrical, mechanical and
biomedical engineering.

The charge transport properties of CNTs make them suitable for applications as a
variety of biosensors. To understand the potential of CNTs in biosensor applications, it is
necessary to consider the electronic properties of CNTs. CNTs, owing to their high
strength can be used in structural and mechanical applications. Indeed, the Young’s
modulus and tensile strength of a single-walled CNT are approximately 1050 GPa and
150 GPa, respectively. These values take on additional significance when compared with
the corresponding values for steel, 208 GPa and 0.4 GPa, respectively. CNTs maybe
single walled or multi walled depending on the number of sheets of graphene composing
the CNT.

Nanotubes are classified as armchair, zigzag and chiral depending on how the sheets
are rolled to form the cylinder. The different structures may be explained with the aid of a
parameter called the chiral vector, which is defined by the following relation:

where n, m are integers, and and are unit vectors as shown in Figure 2. The radius of
a carbon nanotube, R, is given by the following relation.35

where d is the carbon-carbon bond length having the value of 1.42 Angstroms. The chiral
angle, is the angle between the chiral vector and the unit vector The cosine of the
chiral angle is given by,
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The so-called armchair CNTs are those having a chiral angle of 30° and the integers
n and m have the same value. Zigzag CNTs are obtained when m = 0 corresponding to a
chiral angle with value zero.2

In summary, the integers n and m define the orientation and the size of the tube while
the length of the chiral vector is related to the circumference of the nanotube. These
parameters may be determined using the techniques of STM (scanning tunneling
microscopy) and TEM (transmission electron microscopy). 2

CNTs have dramatically different electrical properties depending on the values of m
and n. Specifically, CNTs behave as metallic structures when m and n differ by an integer
multiplied by a factor of 3. In particular, if m and n differ by 0, 3, 6, etc., the CNT
behaves as a metallic structure. Otherwise, the CNT behaves as a semiconductor. In the
case of a semiconductor, there is a gap in the available allowed energy states, known
as the band gap. In the absence of thermally excitation electrons, the band gap of a pure
semiconductor represents an energy gap between the highest occupied energy level and
the lowest unoccupied energy level. For chiral single-walled nanotubes, this energy gap is
given approximately by where t = 2.5 eV and is the CNT diameter in
Angstroms. One of the important properties of a CNT results from the nature of the
chemical bonding in a graphene sheet. In a tetrahedral diamond lattice, the carbon atoms
are bound in an sp3 configuration. For the graphene-based CNTs, the bonding has an sp2

hybridization and project radially outward in the direction normal to the CNT
cylindrical surface at the location of each carbon atom. As will be discussed, these

play a major role in efforts to chemically functionalize CNTs. The synthesis of
carbon nanotubes usually results in the production of both metallic and semiconducting
nanotubes of a variety of chiralities and of different diameters. This mixture needs to be
sorted out so that they are appropriate for each anticipated application. Current research
focuses on the techniques used to achieve this separation. As an example of one
approach, this may be achieved by the oxidation of metallic tubes wherein the oxygen
atom in air reacts with the carbon atoms to form an oxide. As discussed previously,
nanotubes may be metallic or semiconducting depending on the values of m and n.
Other factors that determine the nature of tubes are the number and radii of the graphene
sheets making up the wall of the nanotube. Nanotubes with a single layer of graphene as
their wall are known as single-walled nanotubes (SWNTs) and those with multiple
graphene layers are known as multi-walled nanotubes (MWNTs). The absence of energy
gaps in the armchair tubes is in accord with their metallic character while the presence of
energy gaps in the zigzag tubes occurs because they are semiconducting. Some of the
common techniques used to manufacture CNTs are the arc-discharge method, the laser
ablation method and the catalytic technique that involves the deposition of hydrocarbons
on transition metal catalysts. 3

3. POTENTIAL APPLICATIONS OF CARBON NANOTUBES FOR DRUG
DELIVERY

Encapsulation and the controlled release of drugs using nanospheres have proved
extremely successful.1,31 The drug to be released is surrounded by a polymeric
biodegradable vehicle that is spherical in shape. As the spheres degrade, the drugs are
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Figure 1. A single layer of graphite, graphene is composed of a hexagonal array of carbon atoms.

released into the system. By immobilizing specific peptide sequences onto the surface of
the nanosphere, the permeation probability of these spheres through cell membranes is
enhanced. The process of incorporating DNA into living cells is referred to as DNA
transfection. DNA, being anionic in nature binds to the outer surface of nanospheres
coated with positively charged ammonium groups. The bound DNA is then introduced
into the cells. The process of DNA transfection is also being carried out using nano
liposomes (membrane bound vesicles with a lipid bilayer).34 Spherical particles, owing to
their ease of manufacture, have been the obvious choice in the above-mentioned
applications. Another alternative is to use nanotubes. It may be possible to load
nanotubes with a desired material. The functionalization of the inner and outer surfaces of
these tubes with various chemicals is also a possible approach. Gold nanoparticles
possess an extremely high absorption coefficient that makes them ideal visual indicating
agents.32 These particles exhibit various colors depending on the size and the shape of
the particle. The micro and nano-tubes, which have evoked interest among researchers
are organosilicon polymer tubes, lipid microtubes, carbon nanotubes, peptide nanotubes
and template-synthesized nanotubes. By attaching functional groups to tube sidewalls,
nano- tubes can be used in processes like extraction and catalysis. By immobilizing
antibodies, nanotubes can also be used to separate enantiomers from a racemic mixture.
Enantiomers are usually difficult to separate largely due to their chemical similarity.33

The process of separation could be made easier by the use of side-wall-functionalized
nanotubes.
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Figure 2. Chiral vector of a CNT and its unit vector.

Figure 3. Image of a single-walled carbon nanotube (SWNT).
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Figure 4. Image of a multi-walled carbon nanotubes (MWNT).

4. CHEMICAL FUNCTIONALIZATION OF CARBON NANOTUBES

The small size, high strength and interesting electrical and mechanical properties of
carbon nanotubes make them potentially useful in the field of bioengineering. This
section addresses potential applications of nanotubes in neural engineering. As will be
discussed, carbon nanotubes (CNTs) are potentially useful as biosensors that record
electrical activity in neuronal segments.

The current methods adopted to record neuronal electrical activity are not well-suited
to monitoring neuronal activity on a neuron at multiple locations determined with
nanoscale precision. CNTs due to their extremely small size may be useful in such
accurate measurements since these tubes can be placed at sites where electrical changes
take place. In order to bind nanotubes to neurons, it is necessary to functionalize the walls
of the tubes. This functionalization procedure is then followed by the immobilization of
peptides or proteins on functionalized nanotube surfaces. The proteins selected must be
such that they bind to neurons. The use of bi-functional molecules like 1-pyrene butanoic
acid, succinimidyl ester as a crosslinker between the nanotube and the protein has been
investigated.4 The pyrenyl group of this compound reacts strongly with the graphite plane
via (overlap of bonds between aromatic side chains). Attachment by

preserves both the structure and the electronic properties of nanotubes. The ester
part of this compound binds to the amine group, thus acting as a bridge between the
protein and the CNT. Chen et al.4 have carried out functionalization by incubating CNT
samples in a solution of 1-pyrene butanoic acid, succinimidyl ester. The excess reagent
was then washed away by rinsing with DMF (dimethyl formamide). Proteins used for
immobilization were ferritin, streptavidin and biotin-PEO-amine. Immobilization was
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achieved by incubation of the sample in protein solution at room temperature for 18
hours. Samples were then rinsed with water and dried. The analytical techniques of XPS
(X-Ray photoelectron spectroscopy) and TEM (transmission electron microscopy)
indicated that the proteins were immobilized on the CNTs. No protein attachment was
observed in the case where the CNTs were not functionalized with 1-pyrene butanic acid,
succinimidyl ester. In a later section of this review, the use of the structures of Figure 6

Figure 5. The pyrenyl group in 1-pyrenebutanic acid, succinimidyl ester is shown to the left.

for binding CNTs with nanoscale spatial precision to neurons will be discussed. As
mentioned previously, CNTs portend applications as biosensors. In many of these
applications, the binding of a target molecule to the CNT will modify the electrical states
on the surface of the CNT and a subsequent change in the conductivity of the CNT
results. The binding of unwanted proteins onto the nanotube surface is referred to as non-
specific binding (NSB). The non-specific binding of proteins is highly undesirable since
it may modify the electrical conductivity of nanotubes.

Single walled carbon nanotubes (SWNTs), due to their electrical sensing capabilities
may be used potentially to detect proteins and other biological molecules in fluids. In
order to use these tubes as sensors, the NSB of proteins has to be eliminated. Chen et al.5

have suggested methods to reduce the nonspecific binding of proteins and increase
binding affinities of proteins of interest. The NSB was demonstrated using AFM (atomic
force microscopy) and QCM (quartz crystal microbalance). Some of the proteins used by
Chen et al.5 were Biotin and SpA. The NSB of proteins may be attributed to various
hydrophobic interactions between the protein and the surface of the nanotube. To
increase the protein resistance of the nanotube, compounds containing PEO (poly
ethylene oxide) subunits were attached to nanotube surfaces. Tween 20 and pluronic
triblock copolymers proved to be the most successful PEO compounds in imparting high
resistance to proteins. Attachment of these compounds offers a 2-fold advantage. Apart
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from increasing protein resistance, they also help in increasing the water solubilization of
nanotubes. Strong adherence of these compounds and a marked reduction in NSB of
proteins were confirmed using AFM and QCM. Since the conductance level of
semiconducting nanotubes are more sensitive to electric field changes when compared to
metallic nanotubes, a higher percentage of the tubes manufactured were semiconducting
in nature. Before NSB, the conductance level of tubes was much higher. A marked
decrease in conductance was observed regardless of whether the protein was positively or
negatively charged. Chen et al.5 also demonstrated that this method could be used to

Figure 6. CNT functionalized with 1-pyrenebutanic acid, succinimidyl ester.

identify antigens and antibodies. Antigens bound to the nanotubes retained their activity
and did bind to their respective antibodies. The use of nanotubes as sensors eliminates the
labeling procedure that is usually performed to identify the binding of antibodies to their
specific antigens. As biosensors, these nanotubes could prove to be extremely powerful
tools in the fields of nanobiotechnology and proteomics.

Shim et al.6 have studied the interaction between streptavidin/biotin system with
carbon nanotubes. Shim et al. established that streptavidin binds nonspecifically onto
CNTs due to hydrophobic interactions and that this can be reduced significantly by
coating nanotubes with a surfactant and PEG (protein resistant polymer). The Triton –
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PEG combination proved to be effective in reducing NSB of proteins. The surfactant also
helped in the increased adsorption of PEG onto nanotube surfaces. In Reference 6, the
process of adsorption was followed by the addition of biotin via the amine terminated
PEG chains. When immersed in streptavidin solution, the nanotubes showed increased
selective adhesion of the protein all along the tube length. In addition, the binding of
fibrinogen on nanotube surfaces was studied and results indicated that small molecules
have a much higher adsorption capacity than large ones owing to the covalent nature of
interactions and the presence of large areas for interaction between small molecules and
SWNTs. The effectiveness of any surfactant-polymer system in reducing NSB of proteins
depends on the coverage and uniformity of the adsorbed polymer layer. In related
research, the immobilization of various metalloproteins and enzymes are being carried
out on pure, oxidized nanotubes. The binding of glucose oxidase onto SWNTs is one
such example of enzyme immobilization. The corresponding nanotubes images were
characterized using AFM.7

The unique properties of CNTs have been exploited in fields ranging from
electronics to biotechnology. As discussed recently by Mattson et al., one of the most
recent applications of these tubes has been in the field of neural engineering.
Furthermore, Mattson et al.8 have demonstrated that CNTs can be used as substrates for
neuronal growth by the functionalization of tubes with certain bioactive molecules. The
extension of neurites and the formation of synapses are controlled by a highly specialized
region at the tip of a neurite called the growth cone. In spite of the isolation of various
neurotrophic factors and neurotransmitters responsible for the growth and inhibition of
neurons, the mechanisms responsible for neurite outgrowth on the nanoscale have not
been established. The use of MWNTs as substrates for neuronal growth has been studied
using embryonic rat hippocampal neurons. The nanotubes dispersed in ethanol were
functionalized with 4-hydroxynonenal (4-HNE) by incubating the tubes in an acidic
solution of ethanol and 4-HNE. SEM images confirmed neuronal attachment on
nanotubes and neurite formation. It was also seen that the nanotubes played no part in
influencing the direction of neurite extension. The attachment of 4-HNE all along the
nanotube length was confirmed by the use of a 4-HNE antibody. Cells seeded onto
unmodified nanotubes resulted in neurite extension but no branching was observed. This
led to the conclusion that the growth cones were weakly bound to unmodified nanotube
surfaces. An increase in neuronal outgrowth and branching on 4-HNE bound CNTs
confirmed the role played by 4-HNE. Some of the parameters that were quantified during
this study were the number of neurites per cell, the neurite length and the number of
branches per neurite.

The current methods employ flat substrates for neuronal growth. These substrates
bear no resemblance to the external environment encountered by cells in vivo. The use of
functionalized nanotubes has proved successful, as it helps in neurite extension as well as
branching. Also, the CNT diameters may be chosen to be similar to those of neurites, thus
resulting in more molecular interactions between the tubes and neurons.

Williams et al.,9 have shown recently that CNTs may be used as sensors for detecting
biological molecules. In these studies, SWNTs were used since they are compatible
dimensionally with various biological molecules used in the experiment. First, SWNT
ropes were shortened using a mixture of sulfuric and nitric acid. This was followed by the
introduction of carboxyl groups using 1M hydrochloric acid. The carboxyl end groups
were then converted into ester linkages with the aid of NHS (N-hydroxysuccinimide) to
form SWNT-NHS esters. Subsequent reaction of these tubes with PNA (Peptide Nucleic
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Acid; resulted in the formation of PNA bound
SWNTs. DMF (dimethyl formamide) was the solvent used in the above reaction. DNA
sequences, with bases complementary to those present in PNA were prepared from
double stranded DNA using restriction enzymes. The cleaved products were then joined
to form single stranded nucleotides. These were then attached to the PNA bound SWNTs
and images taken using AFM. It was also shown that the DNA binding was predominant
at the tube ends. The reasons for choosing PNA as the cross linker were its high
compatibility with solvents, high resistance to enzymatic degradation and the thermal
stability of the PNA-DNA pairs. 9

5. SOLUBILIZATION OF CARBON NANOTUBES

Increasing the solubility of carbon nanotubes in water facilitates chemical
modification, purification and separation of nanotubes from insoluble impurities.
O’Connell et al. discuss a novel polymer wrapping technique to increase the solubility of
CNTs. Some of the linear water-soluble polymers used for this purpose are PVP (poly
vinyl pyrrolidone) and PSS (polystyrene sulfonate). In Ref. 10, single walled nanotubes
are dispersed in a solution of SDS (sodium dodecyl sulphate) and the PVP polymer was
added to the mixture that was incubated for 12 hours at around 50 degrees centigrade.
PVP-wrapped CNTs were obtained in this process and the excess polymer and SDS were
removed by high speed centrifugation. The adhesion strength of polymer was tested using
the technique of field flow fractionation (FFF) and AFM results showed strong uniform
wrapping of the polymer onto the carbon nanotubes. Quantification of the amount of
polymer in solution was accomplished using NMR spectroscopy and the total polymer
concentration was obtained using absorption spectroscopy methods. This difference in
concentration gives the amount of polymer wrapped around the nanotubes.
Thermodynamic factors associated with the wrapping procedure were considered and
helical wrapping of the polymer around the nanotubes was suggested as the possible
occurring mechanism.10

As discussed previously, nanotubes have been made soluble in water by wrapping
polymers around them. By covalently attaching alkanes onto the nanotube surfaces, they
also may be made soluble in organic solvents like chloroform, methylene chloride and
tetrahydrofuran. Alkylation of nanotubes using two different mechanisms and the
subsequent removal of bound alkanes from tube sidewalls has been carried out
successfully using single walled fullerene nanotubes.

Indeed, Mickelson et al., fluorinated nanotubes using elemental fluorine to yield
fluorinated nanotubes prior to alkylation. In the first technique, alkylation was carried out
using alkyllitium species (methyl to dodecyl). In the experiments of Boul et al.,12

hexylated nanotubes were produced using a solution of hexyl lithium in hexane and
ethanol was used to remove any excess reagent. The second technique employed the use
of Grignard reagent (alkyl magnesium bromides in tertahyrofuran). The fluorinated tubes
could be stripped off fluorine with the aid of hydrazine that removes the fluorine layer to
yield pure nanotubes. Similarly, pure tubes were obtained from alkylated tubes by heating
the tubes in air for one hour at 250 degrees centigrade (oxidation). AFM images of tubes
before and after oxidation indicated that the nanotubes were much thicker before the
oxidation process was carried out. This was further confirmed by measuring the electrical
resistance of pure and alkylated tubes. The resistance of alkylated tubes was much higher
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than those of the pure tubes (test for alkylation reversibility). Also, no shortening of tubes
were observed. Regarding the alkylation process, Boul et al.12 also addressed the question
of whether the functionalization was by chemisorption or physisorption. UV-VIS spectra
of pure, fluorinated and alkylated nanotubes suggested chemisorption of the alkyl
species. In summary, it was demonstrated that alkylated tubes were soluble in
chloroform, THF and methylene chloride, insoluble in solvents including hexane and
toluene.

Solubilizing nanotubes facilitates the purification and separation of nanotubes. The
current methods of solubilization of nanotubes involve the use of synthetic polymers. A
drawback in using these polymers is that they are not very biocompatible. Natural
polymers owing to their biocompatibility may be used to wrap nanotubes. Reference 13
considers the use of starch and other natural substances like gum arabic and glucosamine
to dissolve carbon nanotubes. In particular, carbon nanotubes failed to dissolve when in
contact with an aqueous solution of starch. However, the nanotubes dissolved when an
aqueous solution of starch-iodine complex was used. This was attributed to the fact that
the amylose component of starch combined with the iodine molecules to form a helix that
coils around the tubes. It was also established that amylose (the linear component of
starch) was the main component which helps dissolve the nanotubes while amylopectin
(the branched portion) increases the solubilizing capacity of starch wrapped CNTs.
Samples observed under an atomic force microscope revealed clusters of nanotubes
wrapped with starch. The nanotubes may be precipitated from solution by the addition of
saliva to the mixture. Amylase present in saliva helps break the amylose chains and
precipitates the tubes from solution. The mechanical and electrical properties of
individual carbon tubes are far superior to those of ropes. Gum arabic, a glycopolymer,
has been used to isolate individual tubes from ropes. CNTs are known to have great
affinity for amine groups. Compounds that are highly soluble in water and that possess
amine groups could help increase the solubility of CNTs. One such compound that has
been tested with nanotubes is glucosamine. Clearly, potential applications of these
nanotubes13 are in the field of targeted drug delivery wherein nanotubes with antibodies
grafted onto them can be used to target and destroy tumor cells.

6. BINDING PROTEINS TO NEURONS

Proteins with the SIKVAV (serine-isoleucine-lysine-valine-alanine-valine) sequence
are known to bind to neurons.14 Laminin-1, the basement membrane protein stimulates
formation of outgrowths from neuronal cells and promotes cell adhesion in specific cell
lines. The IKVAV and LQVQLSIR sequences were found to be the two major
outgrowth-promoting sites in the Laminin-1 chain. This fact has been demonstrated using
Laminin-1 peptides and cells isolated from the cerebellar cortex of mice. Cell adhesion
has been observed with other peptides but the rate of neurite outgrowth production was
far less than that seen with Laminin-1 peptides. In Reference 14, the extent of outgrowth
was measured by placing purified cells on microwell dishes. Some neurons were labeled
using a fluorescent dye and added to the existing cell mixture. In the work of Powell et
al.,14 neurite length of the labeled cells was measured using a microscope and the average
neurite length and number were calculated.

As discussed previously, the use of CNTs as chemical biosensors relies on the
interaction of various biological molecules with nanotubes. In yet another application of
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CNTs, they may be used to record electrical activity of neurons. In this approach, it is
necessary to bind the CNTs in close proximity of the neuron. In accomplishing this task,
it is useful to identify peptide sequences that have selective affinity for CNTs. Wang et
al.15 have considered such peptide sequences. The location of binding peptide sequences
were carried out using the phage display technique.15 In this technique, the peptide is
fused on the exterior of the bacteriophage and this was repeated with different peptide
sequences. The bacteriophages were then suspended in detergent solution in the presence
of nanotubes. This mixture was incubated for about an hour at room temperature. High
speed spinning was used to facilitate the removal of the unbound phage particles.
Incubation followed by centrifugation promoted the elution of the bound phage particles.
The binding phage concentration was given as a measure of the number of plaque
forming units (PFU). The larger the PFU value, the stronger the binding. In order to
establish a direct proof of binding, the phage clones were amplified and coated onto
microspheres using an antibody. The microspheres were then incubated with SWNTs and
analyzed using a scanning electron microscope. Specific peptide sequences were
determined by conducting phage display experiments on single-crystal graphite. One
such sequence established was WPHHPHAAHTIR. The binding strengths of these
peptides were tested by introducing mutations in them. It was found that the mutated
peptides were weakly bound to the nanotubes when compared to the original peptides.
These results take on special significance in view of the ongoing international effects to
use CNTs as nanoscale components in high-performance electronic systems.

Pantarotto et al.16 have considered the possibility of using CNTs to realize peptide-
nanotube-based vaccines. Fragment condensation and selective chemical ligation are
techniques that have been employed successfully to bind peptides to CNTs. The fragment
condensation method was used to bind a pentapeptide to CNTs while the latter method
employed the use of a peptide isolated from the foot and mouth disease virus (FMDV).
The FMDV peptide retained its antigenic characteristics after being bound to the CNT
and this was confirmed using ELISA (Enzyme-Linked Immunosorbent Assay) and a
surface plasmon resonance test. As discussed by Pantarotto et al.,16 characterization of
peptide bound CNTs was performed using TEM and NMR spectroscopy. In summary,
these in vivo studies show that the FMDV peptide-CNT conjugate evokes an immune
response and this strengthens the possibility of manufacturing peptide-nanotube based
vaccines.

Carbon nanotubes, owing to their extremely small size and interesting electrical
properties have potential applications as nanoscale components in instruments used to
study nanostructures. Atomic force microscopy (AFM) is one such technique. AFM
involves the use of probes to study the characteristic features of surfaces. Nanotubes
possess a high aspect ratio and their use as the tip of the AFM makes for easier probing
over the sample surface. Owing to their cylindrical geometry, nanotubes facilitate the
imaging of narrow, deep structures. Sample damage is minimal since nanotubes have
sizes comparable to molecules. CNT tips buckle if the force imparted exceeds a critical
value. Also, the lateral resolutions offered by these tips are much higher when compared
to the currently used Si tips.17 The process of shortening of tubes results in the formation
of tubes with open ends (confirmed by TEM). By functionalization of the tips of these
nanotubes by various acidic and basic groups, CNTs may be used as probes to extract
information with nanoscale resolution. By coupling carboxylic and amine groups at the
tips of nanotubes, amide linkages can be formed at the tips of nanotubes. This was
demonstrated by covalently linking biotin to these tubes by the formation of an amide
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bond. Also, the open ends of oxidized nanotubes possess carboxylic acid groups which
can be coupled with amine groups. These modified tubes were then used to study the
binding interactions between biotin and streptavidin. A control experiment performed
with unmodified nanotubes did not indicate any biotin-streptavidin binding force. Such
functionalization may also be extended18 to SWNTs to further facilitate high-resolution
imaging and mapping of surfaces.

7. COMBINING NANOELECTROMECHANICAL SYSTEMS (NEMS) AND
MICROELECTROMECHANICAL SYSTEMS (MEMS)

Incorporating nanoscale devices onto microelectromechanical systems (MEMS)
could enhance the performance of a variety of microelectromechanical systems. Williams
et al.19 discuss a method adopted to place a single carbon nanotube onto a MEMS
structure. A combination of AFM (atomic force microscope) and SEM (scanning electron
microscope) was used to isolate a single CNT from a network of tubes. The isolated CNT
was then placed at a specific location in the MEMS device. The movement of the AFM
tip and the surface-tip interactions were monitored closely with the aid of SEM imaging.
MWNTs were manufactured by the arc discharge technique and the cartridges were made
using copper electrodes. The copper cartridges were placed such that the tubes were
perpendicular to the surface of the MEMS structure. A single CNT was isolated from the
cartridge by bringing in close contact an AFM tip. The adherence of the nanotube to the
AFM tip was attributed to the van der waals force of attraction. The isolated nanotube
was then placed in the gap between the pointer and the reticle. The change in the shape of
the nanotube indicated contact between the pointer and the CNT. Subsequent welding of
the nanotubes onto the pointer by focusing an SEM electron beam resulted in the
deposition of carbonaceous compounds at the junction. The other end of the tube was
welded onto the reticle by the same technique. The application of voltage to the pointer
indicated that current travels between the nanotube and the MEMS structure. The
strength of the welded nanotube was tested by the application of strain at the nanotube
ends. It was observed that the nanotubes flexed but remained intact indicating that they
were firmly affixed at the ends. It was also shown (by the application of forces in the
lateral direction) that the tensile strength of the tubes is greater than the strength of the
welds. By increasing the amount of carbonaceous material at the junction and the
duration of deposition, the strength of the welds can be enhanced. Some of the parameters
that need to be estimated before the incorporation of nanotubes onto MEMS are their load
carrying capacity and tensile strength. The optimization of these parameters would help
achieve near-nano resolution in MEMS.

8. CONDUCTION IN MULTI-WALLED CARBON NANOTUBES

Multiwalled carbon nanotubes may be viewed as concentric shells of individual
CNTs. The manufacture of MWNTs results in the formation of both metallic and
semiconducting tubes. Moreover, these tubes tend to form a cluster, which is undesirable
if these tubes are to be used as electronic devices. As demonstrated by Collins et al.,20 the
concentric shells of a MWNT can be separated from each other by current induced
electrical breakdown. The current supplied must be high in order to overcome the strong
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carbon-carbon linkage. The induced current oxidizes and removes the outermost shell of
a MWNT. A major portion of the current was seen distributed in the outermost shell as it
is in direct contact with the external environment. As a result, the inner shells remain
protected. The proof of shell removal was demonstrated both electrically and by the use
of analytical techniques like SEM and AFM. The same technique can be used in the
separation of semiconducting SWNTs from a mixture of metallic and semiconducting
SWNTs. The breakdown observed in a mixture of SWNTs is not uniform as all the
individual tubes are exposed to the external environment.20 The contribution to
conductance from the outermost shell can be calculated by studying I-V relations for a
MWNT with n shells and n-1 shells. The MWNT studied by Collins consisted of a
semiconducting outer shell and a metallic inner core. The determination of the
contribution of the inner metallic portion of the nanotube to the total conductance is
facilitated by removing the outer shell. In Reference 20, the conductance of a MWNT
was studied. It was estimated that at room temperature, the semiconducting outer shell
and the metallic core contributed to the conductance of the nanotube while at
temperatures around 90 degrees kelvin, the contribution from the core was negligible as
the metallic component was completely frozen.21 In order to improve the electrical
properties of SWNTs, deposition of metals was carried out using electron beam
evaporation and the metal-tube interactions were studied. Among the metals that were
studied are Ti, Ni, Al and Fe. It was established that Ti and Ni formed uniform layers on
nanotube surfaces whereas Al and Fe existed as discontinuous films. TEM and SEM
images of metal-coated nanotubes were used to study metal-nanotube interactions as well
as the distribution characteristics of metals on nanotube surfaces.22

Fluctuations in electronic properties of CNTs occur mainly due to the interaction
between nanotubes and the surfaces of substrates. These interactions occur primarily
through van der Waals forces and have a substantial effect on the geometric properties of
nanotubes. The effects of these forces on nanotube surfaces and the binding energies
between the nanotubes and substrates have been established using AFM and molecular
mechanics simulations. It was further established that the nanotubes undergo both axial
and radial deformations depending on the nanotube diameter and the number of shells in
the MWNTs. The deformations observed in large diameter nanotubes were greater than
those observed in small ones. By increasing the number of inner shells, the binding
energy was lowered and the extent of deformation observed was much less.23

9. RECENT DEVELOPMENTS IN CARBON NANOTECHNOLOGY

The small scale production of CNTs hardly poses any threat to the general public due
to their limited exposure. Researchers have, however, investigated the question of
whether an increase in the production rates of nanotubes could prove harmful in the
longer run. Experiments have been carried out on mice by exposing them to SWNTs and
carbon black.24 Results obtained indicated that carbon black caused minimal damage but
nanotubes, even in minute concentrations caused granuloma formation. Carbon particles,
from both tubes and carbon black were detected in the air sacs of lungs (alveoli). Other
nanoparticles, like the ones made from PTFE are also considered toxic. These particles
(due to their extremely small sizes) cannot be removed easily from the body by
macrophages. A drastic reduction in the size of these particles could alter them
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chemically. It is anticipated that additional studies of the toxicity of these nanoparticles as
well as the toxicity of CNTs will be forthcoming.

By a slight modification in the manufacturing process of CNTs, nanotubes as long as
4 mm have been formed. This has been demonstrated by Jie Liu and his team at the Duke
University as well as by Saveliev et al. who use a methane oxygen flame for CNT
synthesis.25 In the standard chemical vapor deposition (CVD) process, the furnace is
warmed from room temperature to about 900 degree centigrade resulting in the formation
of nanotubes of about 20 micrometers in length.25 Preheating the furnace to 900 degrees
centigrade before placing the catalysts resulted in lesser aggregation of catalysts and
longer tube formation. This was due to reduction in time for catalyst heating from 10
minutes to a few seconds. The modified technique is expected to facilitate alignment of
nanotubes in a two-dimensional grid as well as the potential applications of these
nanotubes are as nanoscale components in both biosensors and in nanoscale transistors.25

One of the major obstacles experienced by nanotube researchers was differentiating
metallic CNTs from semiconducting CNTs. An electrical technique to separate the two
types of tubes has been suggested and implemented successfully.26 Since metallic
nanotubes may be dimensionally very similar to semiconducting nanotubes, the
differences in their electrical properties were exploited to sort them from a mixture.
When placed in a direct current electric field, both types of tubes formed dipoles with
positive and negative charges accumulating at opposite ends. But when placed under the
influence of an alternating field, the rate of electron motility was much faster in metallic
nanotubes than in semiconducting nanotubes. This resulted in quicker polarization and
movement of metallic nanotubes (stronger dipoles) towards the electrode. This
phenomenon was used to sort CNTs. The sorting technique has proved successful with
minute quantities of nanotube mixtures and needs to be scaled up for processes that use
larger nanotube volumes. Recently, a team of researchers at the Rice University led by
Smalley27 has discovered fluorescence effects in CNTs. As is well known, a principal
characteristic of fluorescence is that the light emitted by an object being illuminated has a
wavelength different from that of the incident beam. Moreover, it was observed that the
wavelength of emitted light depends on the diameter of the CNT. This remarkable
property could be combined with the biosensing capabilities of CNTs to detect and target
specific cells of the body.

As is well known, one of the well-studied classes of quantum dots (QDs) is that of
fluorescent semiconducting nanocrystals. These quantum dots have been used primarily
in labeling and imaging of cells.36 Coupling of these structures with MWNTs has been
successfully carried out by Ravindran et al. and the complete procedure is dealt with in
detail in their recent paper.37 As reported, oxidation of MWNTs (under controlled
conditions) in the presence of concentrated nitric acid results in the production of
hydrophilic carboxylic acid groups at ends of the CNT. This was followed by the
introduction of amine groups on ZnS-coated CdSe QDs with the aid of AET (2-
aminoethane thiol hydrochloride). The ZnS coating shields the inner core and helps
increase the quantum yield of the dots. MWNT-QD coupling was then carried out in the
presence of EDC [1-ethyl-3-(3-dimethylaminopropyl) carbodiimide] through the
formation of a sulfo-succinimidyl intermediate that serves as a cross-linking agent
between these QDs and CNTs. Moreover, it was observed that the binding of QDs to the
ends of the CNTs did not produce observable changes in the electronic properties of the
CNT. The resulting CNT-QD conjugates are prototypes of the types of nanostructures
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that would convert and couple optical signals to electrical signals on the nanoscale.
Clearly, such structures are likely to find applications in bioengineering.

10. ADDITIONAL APPLICATIONS OF CARBON NANOTUBES

The use of CNTs as artificial muscles represent yet another possible, if not
immediate application.28 These CNTs have abilities to convert electrical energy into
motion and can generate and withstand extremely high stresses. The use of CNTs as high
energy storage devices is another likely possibility that could be realized in the years to
come. CNTs have the extraordinary ability to adsorb hydrogen onto their surfaces and
adsorbed hydrogen is easier to pack densely than compressed hydrogen. Hydrogen may
also be packed inside CNTs. Potential uses would be in the field of fuel cell technology
where nanotubes are viewed as hydrogen storage devices.29

The chemical sensing capabilities of CNTs are being exploited in the detection of
chemicals that are viewed as harmful pollutants. These tubes have extremely high surface
areas that help in easy adsorption of chemicals. Carbon nanothermometers employ the
use of liquid gallium inside nanotubes. The electrical properties of these nanotubes are
being researched and the use of CNTs as nanotweezers, infrared sensors and chemical
actuators have been proposed.3

11. CONCLUSION

CNTs possess extraordinary mechanical, optical and electrical properties, which
make them potentially useful for applications in fields ranging from electronics to
biotechnology. Standard manufacturing methods result in the formation of both metallic
and semiconducting nanotubes. A major concern has been the isolation of the metallic
ones from their semiconducting counterparts. The recent discovery of a means of sorting
nanotubes using a novel electrical technique has contributed to the solution of this
problem. Summarizing the biological applications of CNTs has been the main focus of
this chapter. The use of these nanotubes as sensors has drawn the attention of various
researchers and various methods to functionalize and solubilize these nanotubes have
been proposed. The remarkable mechanical properties of these nanostructures have been
exploited in the use of these tubes as tips for analytical techniques such as atomic force
microscopy and scanning probe microscopy. Moreover, these nanotubes may be used to
analyze organic samples without damaging them as they buckle if the force imparted
exceeds the critical value. Functionalization of tips with carboxyl and amine groups
would help in high precision mapping and imaging of sample surfaces. In the field of
neuroscience, they portend extensive use in the recording of electrical activity in neurons
and as substrates for neuronal growth. The recent discovery of CNTs with DNA sensing
capabilities has been a major step in the use of CNTs as biosensors. In order to enhance
the biosensing properties of CNTs, the tube surfaces have been successfully
functionalized using lipids and surfactants.30 The transition from MEMS to NEMS
represents a major challenge. Just as with nanotechnology in general, the technological
revolution based on CNTs is in its infancy. If present trends continue, the ever increasing
potential for using CNTs in bioengineering will flourish in the decades to come.
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NANOPHYSICAL PROPERTIES OF LIVING CELLS

The Cytoskeleton

Gregory Yourek, Adel Al-Hadlaq, Rupal Patel, Susan McCormick, Gwen-
dolen C. Reilly, Jeremy J. Mao*

1. INTRODUCTION

This chapter concerns the nanostructural and nanomechanical characteristics of the
cell membrane of bone marrow derived mesenchymal stem cells (MSCs) and how cell
membrane nanocharacteristics can affect cytoskeletal changes in response to flow-
induced shear stresses. The present approaches are motivated by recent advances in both
the fields of cellular micromechanics and cell-based tissue engineering. For example,
computational models and experimental evidence have converged to support the notion
that tissue-borne mechanical stresses outside the cell can be transmitted via the cytoskele-
ton to the cell nucleus.1, 2 We have recently characterized the nanostructural and
nanomechanical properties of marrow-derived mesenchymal stem cells.3 Further evi-
dence has suggested that exogenous mechanical stresses can upregulate and downregulate
an increasing amount of mechanosensitive genes.4-8 On the tissue-engineering front,
adult MSCs have been differentiated into chondrogenic and osteogenic lineages and have
been encapsulated into two stratified layers in hydrogel polymers, leading to tissue-
engineered neogenesis of human-shaped articular condyle.9 Despite these advances, a
fundamental aspect of mesenchymal stem cells has been understudied – their biophysical
characteristics in response to mechanical stresses. Because MSCs give rise to all skeletal
tissues such as bone, cartilage, skeletal muscle, tendons, and ligaments, mechanical
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modulation of MSCs is of paramount importance to their differentiation behavior.
Hence, there is much interest in investigating the effects of the nanostructural and
nanomechanical characteristics of MSCs on their differentiation and metabolism, using
combined biological and engineering approaches. In this chapter we describe our current
studies using stem cell culture and differentiation, atomic force microscopy, and applica-
tion of shear stresses. We hope that the present combined biological and bioengineering
approaches, will provide much needed insight into how adult stem cells are regulated by
micromechanical stresses toward purposeful differentiation pathways.

2. PHYSIOLOGICAL ASPECTS

2.1. Human Bone Marrow Stromal Cells

Mesenchymal stem cells (MSCs), also known as bone marrow stromal cells
(BMSCs), or mesenchymal progenitor cells, are defined as self-renewing multipotential
cells with the capacity to differentiate into several distinct mesenchymal cell types.10

MSCs represent a group of mesenchymal precursors that contribute to the regeneration of
bone, cartilage, adipose, tendon, muscle, neural, and other connective tissues.11-18 Sus-
pensions of MSCs form a fibrous osteogenic tissue when incubated within diffusion
chambers implanted in vivo.19 This implies that the differentiating capacity of these cells
is not dependent on the structural relationship of the cells in situ and that cells capable of
differentiating in an osteogenic direction are present in marrow stroma.19 When ex-
panded ex vivo, MSCs have been shown to generate a bone-like tissue.20-22 MSCs can be
directed towards osteogenic differentiation in vitro when cultured in the presence of dex-
amethasone, and ascorbic acid.23 There is much interest in the po-
tential of using stem cells populations in the tissue engineering of bone and cartilage for
the treatment of musculoskeletal trauma and disease. Adult mesenchymal stem cells offer
certain advantages over embryonic stem cells for tissue engineering including their readi-
ness and availability as they can be obtained from the same individual.24 The studies
described here were designed to investigate the biophysical and nanostructural character-
istics of MSCs, in parallel with recent meritorious effort on biochemical characteriza-
tion.25-28

2.2. Cytoskeleton

The cytoskeleton plays an important role in cell morphology, adhesion, growth, and
signaling. The actin cytoskeleton consists of 3 components, actin filaments, intermediate
filaments and microtubules. The “backbone” of the cytoskeleton is the actin filaments
composed of F-actin. Actin filaments consist of repeating subunits of monomers arranged
in a right-handed double helical structure. The widths of these filaments have a diameter
of 5-9 nm.29 Actin filaments are dynamic structures and can be elongated or shortened by
polymerization or dissociation of monomers at the filaments ends29, this creates a
“treadmilling” effect, in which one end is polymerized while the other is depolymerized.
Filaments can be bundled or cross-linked to each other by several actin binding proteins
to create a network. Actin and intermediate filament systems have been described as
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“molecular guy wires” to mechanically stiffen the nucleus and hold it in place.30 There is
a direct link between integrins, the actin cytoskeleton, and the nucleus.30

The actin network plays a major role in the determination of the mechanical proper-
ties of living cells.31, 32 Changes within the cytoskeleton of the cell allow the cell to mi-
grate, divide, or maintain its shape.33, 34 Actin polymerization and depolymerization are
important actions in cell signaling and metabolism, as has been shown by subjecting cells
to actin disrupting drugs such as cytochalasin D (cytD), latrunculin A (latA), or Jasplaki-
nolide.35-37 The effects of cytochalasins on cell elasticity has been studied by both a de-
vice designed to poke individual cells38 and more quantitatively by AFM.31 Rotsch and
Radmacher31 demonstrated the importance of the actin network for mechanical stability
of living cells by showing that disaggregation of actin filaments always resulted in a de-
crease in the cell’s average elastic modulus.

2.3. Mechanobiology

An increase in bone mass and strength across multiple species occurs as a result of
mechanical loading, especially associated with cyclic mechanical stresses.6, 8, 39-41 Con-
versely, bone loss results from bedrest, immobilization, and weightlessness.42-46 It seems
clear that both bone resorption and bone formation are mediated by mechanical signals.
Among the multiple theories regarding which is the specific physical signal to which
bone cells respond, strain-induced fluid flow has received the most abundant experimen-
tal support. Fluid flow occurs in the interstitial spaces around bone cells due to circula-
tion and repetitive loading and unloading of bones during activity.47 It is hypothesized
that the sensing mechanism in mechanical load-induced bone remodeling is that the load
induced fluid flow produces shear stress at bone cell membranes and these shear stresses
induce cell signaling events which translate the mechanical signal to a cellular response.48

Changes in interstitial fluid flow due to internal bone pressure changes influence bone
remodeling whereas normal pressures serve to maintain a baseline level of flow and bone
maintenance.49

2.4. Fluid Flow

Fluid flow is a mechanical stimulus likely experienced by all cells. A fluid flow sig-
nal experienced at a cell membrane partially transduced into a response by the cytoskele-
ton. Either transient, or more likely sustained, signals may lead to upregulation and/or
downregulation of certain genes. At least two mechanisms are likely to be involved in
the transmission of these mechanical signals from the cell membrane to the cell. These
processes are termed “mechanotransduction”. The first depends on second messengers
released close to the membrane that then activate a chemical reaction cascade, leading to
transcription factor activation and translocation into the nucleus. The second is that di-
rect cytoskeletal displacement is transmitted to the nucleus and other cell communication
points through physical coupling rather than chemical reaction cascades. It has been hy-
pothesized that in mature osteoblasts, fluid flow creates a drag on the glycocalyx (a pro-
teoglycan rich cell coat) and this drag causes the cytoskeleton to be stimulated and trans-
mit a signal to the cell nucleus.1, 2 Experimental data show that a proteoglycan rich gly-
cocalyx is necessary for biological responses to fluid flow50 and that the actin cytoskele-
ton is necessary for other biological responses to fluid flow.5 However, although MSCs
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have been shown to also respond to a fluid flow stimulus,51-54 it is not known how the
MSC cytoskeleton differs from the mature osteoblast cytoskeleton or if the cytoskeleton
can contribute to a fluid flow induced differentiation.

3. BASICS FOR STUDYING CONTRIBUTION OF CYTOSKELETON TO
DIFFERENTIATION

3.1. Differentiating Factors

The pluripotency of MSCs has been demonstrated by exposing the cells to their nor-
mal growth medium, typically Essential Medium Eagle) or
DMEM (Dulbecco’s Modified Eagle Medium) plus 10-20% fetal bovine serum (FBS)
and 1% antibiotics with supplementation by growth factors and other pharmacological
agents. The virtually infinite expansion and differentiation of these cells into other cell
types not as easily cultured indicate that MSCs will eventually play a major role in treat-
ment for trauma, disease, or aging. MSCs have been successfully differentiated into adi-
pocytes (fat cells), chondrocytes (cartilage cells), and osteoblasts (bone cells) by a num-
ber of laboratories under a wide variation of culture conditions, demonstrating the rela-
tive ease with which these cells can be utilized.

Stem cells have been differentiated towards an osteogenic lineage by supplementa-
tion with (i) dexamethasone, a member of the glucocorticoid family of steroids which
may modulate Bone Morphogenetic Proteins (BMPs),55 which are major inducers of os-
teogenesis, (ii) to promote calcium phosphate deposition9, 56-59 and
(iii) ascorbic acid which plays an important role in the production of the collagenous
bone extracellular matrix. Bone marrow stromal cells have been differentiated towards
the chondrogenic lineage by supplementation with a number of different factors, the most
potent of these being members of the transforming growth family.9, 23,

60,61 For example, is found in great supply in embryonic cartilage62. Finally,
MSCs have been differentiated towards a adipogenic lineage by supplementation with
dexamethasone, 1-methyl-3-isobutylxanthine (MIX), and indomethacin (both inhibitors
of cAMP and reducers of the synthesis of lipogenic enzymes).23, 60, 63

3.2. Pharmacological Cytoskeleton Disrupting Agents

Pharmacological agents have recently become a tool for clinicians and researchers
for disrupting the cytoskeleton of cells for both therapeutic and research reasons. These
agents are derived from plant sources where they are used as defense mechanisms for
otherwise defenseless organisms.29 When consumed by an organism, these poisons at-
tack one of the three cytoskeletal components (actin filaments, intermediate filaments, or
microtubules) and cause great damage to the infected organism. When used in the labo-
ratory for studies on the importance of cytoskeletal components in cellular events or in a
clinic to combat certain types of cancer (for reviews see:  64, 65), they can be a useful
mechanism for cell modification.

Cytochalasins are isolated from fungi and have an abundance of cytotoxic activites,
including the disruption of actin filaments.66 These compounds “cap” actin filaments by
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binding to the growing end of actin67-72 and cleave actin filaments.71, 73-75 There are
agents which are specific to each of the three parts of the cytoskeleton. For example,
phalloidin, cytochalasin, swinholide, and latrunculin have all been found to disrupt actin
filaments, each acting through a specific mechanism.29 Taxol (a chemotherapeutic), col-
chine, vinblastine, and nocodazole disrupt microtubules.29

3.3. Mechanical Stimulation of Cells

Parallel-plate flow chambers have been used to examine the effects of flow-induced
shear stresses on the biochemical and morphological response of many types of cells.
They provide a well-controlled mechanical stimulus of shear stress to a relatively homo-
geneous population of the cells of interest.48-50, 76-82 Low level shear stress may have
beneficial effects on cellular metabolism.77 Fluid flow through parallel-plate flow cham-
bers is laminar and has been well characterized83 and since most of the apparatus is as-
sembled of glass, polycarbonate, or rubber, there is no loss of medium due to permeation
through the tubing or evaporation.76

Cone-and-plate viscometers have also been used to study the effects of shear stress
on a monolayer of cells;84-87 however, these systems have a smaller cell-to-volume ratio,
do not permit continuous sampling of the cell culture medium and have significant cul-
ture medium evaporation, requiring continuous infusion of fresh medium.76

Recently, an apparatus known as Flexercell has been developed by Flexcell (Hills-
borough, NC) that consists of six-well culture dishes with flexible silicone rubber bot-
toms which uses positive pressure to compress samples with a piston. Simmons et al.88

used this system to study the effects of equibiaxial cyclic strain on hMSCs cultured in
osteogenic media. They found a decrease in proliferation and an increase in matrix min-
eralization over unstrained cells. Flexcell has also been used by a group in the Nether-
lands89 to show that the stage of differentiation that a osteogenic cell is at affects its re-
sponse to stretch in vitro by noting differences in proliferation and apoptosis of a differ-
entiating human fetal osteoblast cell line.

4. ATOMIC FORCE MICROCOPY (AFM)

4.1. Operation Principles

The fundamental principle of AFM imaging is to “sense” the sample surface with a
probe. This “sensing” or probing of the sample surface is accomplished in a precisely
controlled manner by the movement of a piezoelectric scanner, which has the sample
mounted on top, against a micro-fabricated sharpened tip mounted at the end of a cantile-
ver. The directional movement of the cantilever and the scanning tip is a function of the
sample’s surface topographic features including peaks and valleys, causing a deflection
of the scanning tip as it moves across the sample surface. A laser diode tracks the canti-
lever movement by a laser beam focused on the cantilever surface that is opposite, but
preferably over, the scanning tip. Therefore, each vertical and lateral deflection of the
cantilever from the sample surface is coupled with a directional reflection of the laser
beam. Most modern AFMs are equipped with a four-segment photodiode detector that
registers the vertical and lateral reflections of the laser beam off the cantilever surface as
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a function of the laser intensity difference between different segments. These input photo
signals are then amplified and transformed into AFM surface images through a digital
control system.

Generally, AFM scanning results in two types of images: height image and force
image. Whereas height images represent the sub-micron digital replication of the sample
surface topographic characteristics, force images are a function of the elastic responses of
the sample surface to nanoindentational forces applied on the surface by the scanning tip.
Height and force images, individually or combined, provide fundamental characteristics
of biological structures including cells and their surrounding matrices, thus offering great
promise for elucidation of rich structural and functional details at unparalleled levels of
resolution.

Another distinctive feature of the AFM is substantial minimization of sample prepa-
ration in comparison with other imaging modalities. Compared with electron micros-
copy, three dimensional AFM images are obtainable without expensive and time-
consuming sample preparation, and yet yield more detailed representation than the two
dimensional profiles available from cross-sectioned samples. AFM imaging eliminates
the need for vacuum that is required by most electron microscopes to image samples, and
yet has the potential to image samples in ambient air or liquid. The AFM’s ability to
view and scan samples in their quasi-native environment has resulted in the unsurpassed
advantage of real-time imaging of live biological samples. In addition, compared to SEM
that requires sample coating, AFM provides extraordinary topographic contrast with di-
rect height measurements and unobscured view of surface features. Moreover, the ex-
tended ability of the AFM to measure the viscoelastic behavior of samples, where appli-
cable, has broadened the versatility and implications of the AFM in various scientific
fields.

Despite its advantages, AFM has several practical limitations. For example, because
the depth of field in AFM is limited by the travel distance of the scanning tube (about 5.3

in the current model), AFM is best suited for imaging relatively soft samples. Depth
of field is also limited by the relationship between the scanning tip geometry and the
sample’s surface topography. If the tip is too thick to reach into a groove or recess on the
surface, a true image cannot be produced and thus the depth of field is reduced. The tip
geometry relative to the surface features presents another challenge. Sheer walls and
undercuts of the sample’s surface may represent difficulties during AFM scanning due to
the nature of the surface topography and tip geometry. Thus, it is critical to select appro-
priate AFM scanning tips for various biological samples.

4.2. Preparation of Cells for AFM Imaging

In general, the AFM can be used to scan and image any cell type provided that the
cells can adhere or attach to a substrate to be mounted on the AFM scanner. Cells float-
ing in suspension or lacking substrate support to withstand the interactions with the scan-
ning tip are not suitable for AFM imaging.90 The amount of the glycocalyx halo sur-
rounding the cells29 can present another limiting factor in obtaining a high-resolution im-
age of the cell surface. Similarly, rapid cellular events that exceed the time required to
obtain an AFM image, such as rapid cell growth, division, or movement, can result in low
quality imaging. Typically, obtaining an AFM topographic image with acceptable re-
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solving power for an area of about requires at least 2-3 minutes, and thus only
slower cellular events are considered suitable candidates for the real-time AFM imaging.

A widely used method to prepare living cells for AFM imaging is to culture them on
glass coverslips, usually treated with a material that facilitates cellular attachment such as
the positively charged poly-D-lysine.3 Also, trapping cells in millipore filters with pore
size comparable to the dimensions of the cell can be used to image rounded living cells
and to overcome the attachment requirement.91 Another established methodology in-
volves the use of AFM in conjunction with micropipette aspiration for cellular immobili-
zation.92

4.3. Imaging Conditions

The driving motive to image samples in fluid is to study biological samples under
normal physiologic conditions by minimizing surface interactive forces on soft samples.
AFM imaging procedures using fluid are similar to those under air, but with several nota-
ble differences. Fluid imaging with the AFM minimizes the attractive surface tension
forces between the scanning tip and the sample surface in the contact mode imaging, and
thus also minimizes the scanning forces exerted by the cantilever and the tip deflection on
the sample surface. Fluid imaging has shown its applicability especially for larger-scaled
biological structures such as cells and extracellular matrices.

The imaging under fluid generally requires an additional piece of hardware such as a
fluid cell to contain the sample and the imaging medium. The fluid cell is a small glass
assembly that houses the liquid phase. The glass surface provides a flat beveled interface
to avoid distortion of the AFM laser beam from fluid movement. The sample is mounted
on a metal disk that fits magnetically on top of the AFM piezoscanner in a similar fashion
to imaging in ambient air. The AFM fluid cell fits over the sample/disk assembly and
holds the cantilever in a position above the sample. Fluid imaging can be performed by
means of fluid cell with or without O-ring seal. Certain criteria are worth considering
when choosing a liquid medium to image living cells with the AFM. For example, the
liquid should not be too viscous, so to avoid potential interferences with tip/sample inter-
actions and consequent image distortion. The liquid should also be clear of particles that
can build up on the sample surface or the tip and affect their proper interaction. When
imaging living cells, chemical and physical characteristics of the imaging liquid should
resemble, as close as possible, physiologic conditions of the native extracellular fluids.
Phosphate saline buffer (PBS) is commonly available and relatively inexpensive, and thus
has broad acceptance among AFM users as a suitable imaging liquid-medium. However,
when PBS dries, salt crystals form, making accurate scanning difficult. Regular serum-
free culture medium, Dulbecco’s Modified Eagle’s culture Medium (DMEM) for exam-
ple, or a mixture of DMEM and PBS can also suffice the imaging requirement. Which-
ever liquid medium is used, the pH of the solution should be maintained constant and
within the normal physiologic range by frequent exchange or continuous flow of medium
in case of extended imaging sessions.

4.4. AFM Probe Selection
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The final AFM image is virtually a composite or “convolution” between the geomet-
ric properties of the tip and the sample surface.93 Undoubtedly, one of the most impor-
tant controllable parameter for AFM imaging, either in ambient air or fluid, is proper
selection of scanning tips. The AFM scanning “tip” typically consists of a sharp micro-
fabricated barb or spike mounted at the end of a “cantilever” to form a unified “probe”.
Although these terms are sometimes used interchangeably, only the microstructured com-
ponent at the end of the cantilever is the part that actually indents the sample surface dur-
ing the AFM scanning. A wide variety of AFM scanning tips are currently available,
differing in geometry, material properties, and chemical composition.

Tips are broadly defined by their aspect ratio (length to width), opening angle and/or
radius of curvature. Relatively rough sample surfaces, in the range of micrometers,
should be scanned using high-aspect-ratio tips, which combine small opening angles with
a long tip. However, low-aspect-ratio tips, corresponding with high opening angles, are
more suitable for scanning relatively flat specimens.94, 95 A special type of low-aspect-
ratio tips exist where the very end is shaped into a high-aspect-ratio peak with overall
low-aspect-ratio configuration of the tip. These tips are referred to as “sharpened tips”
and ensure greater scan depth with improved resolution when scanning relatively flat
samples. Radius of curvature of the AFM tip reflects the nanometric sharpness of the
tip’s peak. Typical radius of curvature of sharpened tips is less than 20 nm, while that of
unsharpened tips ranges from 20-50 nm. Oxide sharpened silicone nitride tips are widely
utilized in the AFM scanning of living cells and various other biological structures3, 96, 97

due to their high versatility and ability to combine high resolving power with physical
tolerance on soft sample surface.

The tip-cantilever assembly is most commonly made of crystal silicone or silicone
nitride, which are both suitable for microfabrication due to their stiffness and wear resis-
tance. Silicone nitride tips are more suitable for contact mode imaging due to their flexi-
bility and “forgiveness” on the sample surface compared to the stiffer crystal silicone
probes. Another distinctive characteristic of silicone nitride probes is the greater ten-
dency of the silicone nitride tips to be trapped by the surface tension attractive forces
during interactions with the sample surface than the crystal silicon probes. Such forces,
although micro- or nano-scale in nature, might be strong enough to deform the surface of
soft samples. Therefore, considerable attention to the selection of the scanning tip should
be taken, especially when imaging delicate samples. By contrast, when scanning harder
samples or using tapping mode AFM, stiffer crystal silicone probes are likely more ap-
propriate. However, increased brittleness of the crystal silicone tips due to their greater
stiffness mandates considerable care during tip handling and preparation for the scanning
session.

Several recent efforts are directed toward substituting the silicone and the silicone ni-
tride with more characterized materials for the fabrication of enhanced AFM probes.
Carbon nanotubes98-101 are gaining rising popularity to be the backbone structural mate-
rial for the second generation of AFM probes. Additional advantages offered by the car-
bon nanotubes include their well-characterized structure, mechanical robustness, and
unique chemical properties that allow well-defined surface modification without jeopard-
izing the AFM scanning resolution. For example, utilizing this last feature of feasibility
of carbon nanotubes’ surface modification under high controllability, many aspects of
structural and thermodynamic properties of protein-protein and protein-nucleic acid com-
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Based on the nature of the interactions between the scanning tip and sample surface,
AFM scanning can be in contact mode, tapping mode, or error-signal mode. Mode selec-
tion largely depends on the nature of the sample and the desirable images to be obtained
by the AFM.

In contact mode, the scanning tip makes a direct contact with the surface of the sam-
ple throughout the scanning period with the topographic features of the sample’s surface
dictating the degree of cantilever reflection. However, since the amount of cantilever
reflection is pre-adjusted through the control system to a certain value (the operating set-
point), this imaging mode is also known as “constant-force mode”. In addition to the fact
that this mode is the original AFM imaging mode and can be readily accomplished for a
large variety of samples, the most advantageous feature of contact-mode AFM is its abil-
ity to perform the scanning under both air and fluid conditions. Fluid imaging with con-
tact mode AFM is necessary for imaging living cells in an appropriate fluidic medium so
that cell viability can be maintained in quasi-physiologic conditions.93 Contact-mode
AFM imaging in fluid is also beneficial in eliminating the capillary action forces, adding
to the precision of the scanning force.94 On the other hand, a disadvantage associated
with contact-mode AFM scanning is the lateral frictional forces due to direct contact be-
tween the tip and the sample surface. In the case of soft samples, such as the cell surface,
this direct contact may damage the structures of the imaged surface.105 In contact-mode
AFM, the deflection signals from the cantilever in the z direction are plotted against x and
y to produce informative height images that reflect the nanometric height variations of the
scanned surface.

Also known as “oscillating mode” or “non-contact mode”, in tapping mode the scan-
ning tip is literally bouncing up and down or “tapping” as it travels across the sample
surface. The driving principle behind implementation of tapping mode is to eliminate the
lateral shear forces associated with imaging in contact mode.105 However, similar to con-
tact-mode AFM, the vertical movement of the cantilever is maintained at constant oscilla-
tion amplitude throughout the scanning period. Similarly, tapping-mode AFM can be
performed in air or fluid environment. The imaging of living cells in aqueous environ-
ment using tapping mode may actually have the potential of minimizing the frictional
forces between the tip and the relatively soft surface of the cell membrane and thus can
reduce the accumulation of membrane structures on the scanning tip that might hinder the
scanning resolution.90 However, for AFM topographic imaging, the use of the tapping
scanning mode may result in less accurate duplication of surface topographic features
since the deflection of the scanning tip is predetermined and is not dependent on the
height variations of the scanned surface.

Error signal mode is the scanning mode of choice to get the most accurate reproduc-
tion of the surface topographic features, especially when scanning relatively rough and
rigid sample surfaces such as that of cells or bacteria.94 Error-signal mode or “deflection
mode” derives its name from the fact that the operating set-point (the scanning force) is
reduced to the lowest value and therefore the input signals that are translated into the re-
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plexes interactions have been revealed.102, 103 Moreover, besides their use for AFM imag-
ing, a recent attempt introduced a novel chromosomal dissection method using carbon
nanotube probes under direct AFM imaging.104

4.5. Scanning Modes



To date, many cell types have been imaged successfully with AFM under quasi-
physiologic conditions (for reviews: 93, 97, 105, 108-111). Topographic images are
probably the most commonly acquired AFM images to analyze the sub-micron structural
complexity of various biological surfaces, including cell membrane structures.l03, 112, 113

Topographic images represent the output data for the vertical deflection of the cantilever
tip in response to encountering surface height variations, where the input signals are am-
plified and digitally translated into topographic images by the AFM control system. The
extended ability to derive and analyze the surface roughness of the sample utilizing rou-
tine AFM height images has significantly supplemented the physical characterization
process of the cellular membrane. Since early utilization of AFM for imaging living
cells, the subsurface cytoskeletal structures have been observed and described in the
nanometric-scale range.114, 115 The cytoskeleton most readily resolved by the AFM is
actin filaments.116 The conjunction of the AFM with other imaging techniques has also
confirmed the ability to study microtubules and intermediate filaments with the AFM.117-

120 Tightly adherent cells are stiffer than cells that are loosely attached,118 suggesting a
dynamic reorganization of the cytoskeletal elements induced by the cellular attachment to
the substrate. Also, the portion of the plasma membrane overlying the nucleus is 10
times softer than the rest of the membrane in living fibroblasts.117 Upon study of the
three cytoskeletal elements with immunofluorescent dyes using confocal laser scanning
microscopy, the elasticity of the cell membrane is related to the distribution of actin and
intermediate filaments, but much less to microtubules,117 Similar observations in two
fibroblast cell lines confirmed the crucial importance of the actin filament network for the
mechanical stability of living cells,31 Whereas the disaggregation of actin filaments
causes a decrease in the average elastic modulus of the cell membrane, induced disas-
sembly of microtubules has little effect on cell membrane elasticity,31 The relative con-
tribution of the cytoskeleton to the elasticity of the cell membrane is also demonstrated in
many other cell types, including epithelial cells,106 cardiocytes,121 astrocytes,122 liver si-
nusoidal endothelial cells,123 cancer cells and macrophages,124 erythrocytes,125 plate-
lets,126, 127 articular chondrocytes,92 osteoblasts,128 and a variety of other cell lines.129-132
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suiting surface image are virtually registered by the amount of deviation, or “error”, of
the scanning tip and the cantilever in response to the surface features. This cantilever
deflection as a result of encountering height variations on the sample surface with mini-
mal “interference” or control from the feedback loop system, translates into scanning
forces that are largely dictated by the sample surface roughness and hence more accurate
reproduction of the surface topographic features are produced. The resulting topographic
image is then literally a surface force map where high spots on the surface are repre-
sented by areas of high force on the image as a result of greater deflection of the cantile-
ver and the similarly minimal cantilever deflection will be recorded as a region low force.
Although more detailed topographic images can be obtained by utilizing the error-signal
mode, one must be cautious when scanning living cells of any cell membrane disintegra-
tion as a result of high “poking” force in response to greater deflection from the scanning
tip. A number of cell types and fine structural details of the cell membrane have been
exposed by successfully employing the error-signal AFM scanning mode.96, l06-108

5. TOPOGRAPHIC IMAGING OF LIVING CELLS WITH AFM



Not only has the AFM provided a tool for observing the cytoskeletal elements with
nanometric-scale resolution and analyzing their corresponding involvement in cell mem-
brane elasticity, but it also has become a versatile instrument to assess the effect of dif-
ferent pharmacological agents on the cytoskeletal elements and cell membrane.31, 133-135

In addition to the cytoskeleton, the AFM is gaining popularity for the biostructural analy-
sis of microdomains and junctions that constitute the plasma membrane.136-139 In particu-
lar, a promising approach is the constitutive amalgamation of selected molecules to the
AFM tip to control the local interaction and recognition events between the AFM tip and
certain molecules or receptors on the cell surface.140-142 The implications of this approach
extend beyond the structural analysis of local distribution of selected molecules to the
specific mechanical characterization of molecules in the nanometric-scale range.142 In-
deed, the AFM’s capability to characterize both the structural and mechanical properties
of biological structures at the cellular and subcellular levels with nanometric resolution
has provided an unprecedented tool for biological science.

The early use of the AFM to visualize living cells has been complemented by inno-
vative incorporation of the AFM to derive the elastic properties of cells.106, 143, l44 The
elastic properties of cells can be determined by generating force images or “force-volume
images” that represent the elastic behavior of the cell’s surface or intracellular structures
to well-controlled vertical probing forces applied to the surface by the AFM scanning tip.
The cantilever deflection, as the tip probes areas with varying degrees of elasticity on the
scanned surface, is reflected on the photodiode detector, where these signals are then
transformed digitally into force image, representing the elastic response of various points
within the scanned field of the sample surface in response to the introduced probing
force. Force curves are generated automatically by selecting particular points on the
force-volume image within each scanning field. Force curves typically consist of ap-
proaching and retraction phases, representing the arrival and departure motions of the
AFM scanning tip over the sample surface. As the AFM probing tip approaches the sam-
ple surface, a number of interactive events take place before the tip makes an actual con-
tact with the surface. Electrostatic forces between the scanning tip and the sample sur-
face can be either repulsive or attractive, depending upon the electric charge of both the
tip and sample surface. These repulsive or attractive forces are the first interactive forces
between the material surface of the scanning tip and the outermost layer the sample sur-
face, When scanning in fluid, as is the case when scanning living cells, the effect of ten-
sile forces on the fluid surface should be taken into consideration as the liquid medium
forms a thin layer between the approaching tip and the sample surface. As the tip moves
closer to the sample surface, the Van Der Waals’ attractive forces start to take effect be-
tween the molecules and atoms of the tip and the scanned surface. Finally, when the tip
makes its way down to the sample surface, a nanoindentation on the surface is produced.
The amount of the nanoindentation depends on several factors including the elastic be-
havior of the sample surface, nanoindentation force, and the type of the AFM scanning
tip. Nanoindentation can be derived from force-displacement plots that are recorded by
the AFM each time the tip approaches and retracts from the sample surface. The force
displacement curve is simply a systematic translation for the deflection of the cantilever
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tip versus the z-direction displacement of the piezo-scanner as a result of the interaction
between the AFM tip and the sample surface.

The Hertz model145 is the most straightforward mathematical derivation for describ-
ing the elastic responses of an indented sample by the tip of the AFM.146, 147 The Hertz
model is described as:

where E is the Young’s modulus of elasticity, F is the applied nanomechanical load,  is
the Poisson’s ratio, R is the radius of the curvature of the AFM tip, and is the amount of
sample indentation. The amount of applied load and the indentation depth can be derived
from force versus distance plots that are recorded by the AFM each time the tip ap-
proaches and retracts from the sample surface. The force versus distance curve is simply
a systematic translation for the deflection of the cantilever tip versus the z-direction dis-
placement of the piezo-scanner as a result of the interaction between the AFM tip and the
sample surface.

The Poisson’s ratio is a material property that describes the ratio of transverse de-
formation to the axial deformation of the material under axial loading.148 Typical values
for Poisson’s ratio are in the range of 0.3 to 0.5.97, l49 Thus, by substituting obtainable
values in the Hertz model, it is possible to estimate the Young’s modulus of elasticity of
the studied sample. In the case of soft samples, such as living cells, one frequent limita-
tion with mathematical fitting of force curves using the Hertz model is the difficulty in
determining the tip-sample contact point due to (i) the softness of the cell surface and (ii)
the lack of sharpness in curve deviation as the AFM tip contacts the sample surface as is
the situation when the tip contacts a glass surface (Figure 1). Also, the legitimacy of the
Hertz model for application to living cells is further depreciated by the highly anisotropic
behavior of cellular systems143. Nonetheless, with a lack of more sophisticated analytical
formulas to translate the AFM data into mechanical values, the Hertz model still presents
a workable framework with valuable application to mechanical mapping of living cells,
especially when a comparison of mechanical properties rather than absolute measurement
of a mechanical value to be pursued.

Recently, the quadratic equation has proven to be a useful tool for modeling force-
indentation curves. 32, 150 Applied forces, F, and resulting indentation depths up to 500
nm, have been expressed by the quadratic equation:

where a and b are the parameters expressing the nonlinearity and the initial stiffness of
the force-indentation curve, respectively. Significant correlations (r > 0.99) have been
found for the quadratically defined curves when compared with experimentally obtained
force-indentation curves.32, 150 As the thickness of a specimen increases, the parameter b
decreases monotonically until a constant value is reached while an increase in the b pa-
rameter indicates an increase in mechanical stiffnes.32 Both a and b parameters increase
for sheared endothelial cells which may indicate a remodeling of the cytoskeletal struc-
ture since these cells exhibited thick stress fibers of F-actin bundles.32 An elastic
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modulus, was determined using Finite Element Modeling (FEM). It’s relationship
to the quadratic equation variables is as follows:

AFM has made the structural study of the nanosized cytoskeleton elements possible.
However, the study of the cytoskeleton comes at a cost. Low loading forces result in
smooth versions of the cell’s membrane, while the high forces uncover the true structure
of the cell’s cytoskeleton.121 The high loading forces necessary to view the cytoskeletal

Figure 1. AFM imaging of living mesenchymal stem cells (MSCs) on glass. A. A single MSC during nanoin-
dentation with V-shaped AFM cantilever. B. The height image representing the cellular extensions of two
MSCs collected at a scan area of showing height variation within the scanning field. C. The height
image of the glass substrate showing absence of height variation when cells are not present on the glass surface.
D. The height image of the glass substrate with the fluid imaging medium present but without cells showing
minimal height variation.

where b’ is the linear coefficient. increases in sheared endothelial cells.32

6.1. AFM in Cytoskeleton Imaging



structures cause a large lateral drag which damages the cell and make any preceding
evaluation difficult. The importance of the actin cytoskeleton becomes readily apparent
with its disruption with cytochalasin B. Chicken cardiomyocytes appear more rounded
and a large decrease in the elastic modulus by about a factor of 3 occurred. This directly
demonstrated that the elastic response of the chicken cardiomyocyte is due in a large part
to the actin network.

Mechanical properties for multiple cell types have been reported including glial
cells,116 epithelial cells,106, 151 cardiocytes,121 myocytes,152 platelets,126 erythrocytes,141, 153

macrophages,154 endothelial cells,32, 150, 155-157 fibroblasts,31, 118, 130, l58, 159 osteoblasts,128, 160.

161 chondrocytes,92 hair cells,162, 163 F9 carcinoma cell line,164 and bone marrow-derived
mesenchymal stem cells.3 Mapping of mechanical properties of living cells can be
viewed as an indicator of the cytoskeleton structure and function.165 Multiple vital proc-
esses of the cell are dependent on the dynamics of the cytoskeleton, such as cell migra-
tion,34, 166, 167 cell division,168, 169 cell adhesion,170, 171 cellular transport system,172, l73

phagocytosis,174, 175 and maintenance of overall stability and mechanical integrity of the
cell.176, 177 In addition to the cytoskeleton, numerous other molecules may also contribute
to the overall mechanical map of the cell membrane and have an active role in determin-
ing the elastic properties of living cells.140, 142, l78

Wang et al.179 used actin staining with palloidin to demonstrate changes in the ac-
tin cytoskeleton upon differentiation of human MSCs with osteogenic (bone inducing)
supplements (ascorbate, dexamethasone, and vitamin In addi-
tion to expressing markers specific to bone cells such as alkaline phosphatase, osteocal-
cin, and bone sialoprotein (BSP), production of collagen type I and bone sialoprotein and
extracellular matrix mineralization, the differentiated cells displayed highly organized
actin fibers alongside abundant bone sialoprotein complexes. In contrast to the latter, the
undifferentiated MSCs had long actin filaments and sparse amounts of bone sialoprotein.

When the actin cytoskeleton of chick limb bud mesenchymal cells (CLBMCs) is dis-
rupted chondrogenesis occurs. CLBMCs were isolated from stage 22-24 White Leghorn
chick embryos and the cytoskeleton disrupted using cytochalasin D (see section 3.2).181

The cells rounded up, lost their actin cables, and underwent chondrogenesis, as demon-
strated by type II collagen and matrix production. These characteristics were amplified
with increasing concentrations of cytochalasin as well as with introduction of the agent at
earlier time points. However, the cells did not react this way with microtubule disrupting
drugs, leading to the conclusion that actin filaments, rather than microtubules, control the
shape of cultured limb bud cells and that these filaments play an important role in the
early development of cartilage. Furthermore, the activation of the cell signaling molecule
protein kinase C and the inhibition of the extracellular signal regulated kinase-1 has been
shown to be involved in the regulation of chondrogenesis by actin cytoskeleton disruption
by cytochalasin.182, 183
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7. CELL NANOSTRUCTURAL CHANGES INDUCED BY DIFFERENTIA-
TION OR MECHANICAL FORCES

7.1. Cell Differentiation
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Recent work in our laboratory has focused on the contribution of the cytoskeleton
during the process of osteogenic (bone forming cell) differentiation. We have exploited
the effect of cytochalasin on the actin cytoskeleton of human mesenchymal stem cells
(hMSCs) to study the changes of the cytoskeleton as a stem cell changes from a some-
what “generic” cell to a cell with a specific purpose, namely to form bone tissue. Fluo-
rescent rhodamine-phalloidin staining (specific for F-actin180) reveals the intense trans-
formation of the actin cytoskeleton upon osteogenic differentiation; see Figure 2. The
actin cytoskeleton becomes robust and ordered upon osteogenic differentiation. It can be
speculated that the natural forces that MSCs encounter in a physiological environment do
not necessitate a strong cytoskeleton. However, upon osteogenic differentiation, in which
the stem cells become a part of a larger bone structure that functions to provide both form
and strength, the supporting structure of the cells becomes enhanced to better enable
function. The hMSCs also abandon their long, fibroblast-like, spindle shape for more of
a circular shape which may better fit their role as bone forming cell. A greater effect of
cytochalasin D on the actin cytoskeleton of undifferentiated hMSCs than on hMSCs dif-
ferentiated down the osteogenic lineage also supports the idea that the cytoskeleton of
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Figure 2. Human BMSCs in control (Con) or Osteogenic
(OG) media 2 hr. after treatment with Cytochalasin-D
(cytD) or DMSO (Con). Actin network stained with rhoda-
mine-labeled phalloidin (pictures have been converted to
black and white so phalloidin shows dark in the images).
A. Con-Con B. Con-CytD C. OG-Con D. OG-CytD
Cells grown in osteogenic medium are more differentiated
and have a more defined cytoskeleton which is less easily
disrupted by cytD than that of undifferentiated hBMSCs.
From this we can predict differences in nanomechanical
properties of these cells caused by cytoskeletal disruption.



It has been proposed that mechanical loading of bone causes fluid flow around bone
cells and ultimately deformation (strain) at the cell membrane.1 Blood in the circulation
system constantly exposes endothelial cells to shear and strain forces by a fluid shear
stress and endothelial cells have been proposed as sensors and regulators of vessel struc-
ture and morphogenesis.184, 185 Erythrocytes, or red blood cells (RBCs), are constantly
exposed to a shear stress by the fluid portion of the blood as they move through the circu-
latory system.

Slides are placed in a parallel-plate flow chamber at 80% confluence (this is the op-
timum cell density to allow cells to change shape, to better visualize cell morphology and
for more precise measurement with AFM). The apparatus used in our laboratory has
been described previously.76 In brief, the system consists of two cylindrical glass reser-
voirs, one above the other, with a parallel-plate flow chamber connected to them. The
distance between the upper reservoir and the return outlet of the flow chamber drives the
fluid flow through the chamber by the hydrostatic pressure head created. A constant
pressure is created by continuous pumping of culture medium between the lower to upper
reservoir. The flow chamber is a machine-milled polycarbonate plate, a rectangular gas-
ket on top of the bottom polycarbonate plate, a polycarbonate slide with the attached cell
layer on top of the gasket, and a top machine-milled polycarbonate plate. These will be
held together by ten nuts and bolts spaced around the outside of the plates. The polycar-
bonate plate has two holes through which medium enters and exits the channel. All parts
of the flow loop apparatus are washed, dried, assembled, and autoclaved prior to the ex-
periment.

The wall shear stress on the cell monolayer can be calculated assuming Newtonian
fluid and parallel-plate geometry:
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osteogenic hMSCs is robust as compared to undifferentiated hMSCs; see Figure 2. At
different concentrations of cytochalasin D, the cytoskeleton of osteogenic MSCs was less
disrupted than that of undifferentiated MSCs; see Figure 3.

7.2. Fluid Flow Forces

7.2.1. Parallel-Plate Flow Chamber Methodology

Figure 3. At varying doses of cytochalasin D A, D;
B, E; C, F), the actin cytochalasin of non-

differentiated MSCS (A-C) was affected more than that of osteo-
genic MSCs (D-F).
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When periosteal fibroblasts, osteocytes, and a mixture of osteoblasts and osteocytes
are subjected to a pulsatile fluid flow (PFF) of 0.5 Pa at 5 Hz,186 secretion of prostagland-
ins and (hormonal second messengers) both increase, the greatest increase being
seen in the population of osteocytes alone. When cytochalasin B was used to disrupt the
actin cytoskeleton, this response was completely blocked. This showed that in bone cells,
the actin cytoskeleton is involved in the response to PFF and therefore, the cytoskeleton
may play an important role in bone mechanotransduction.

Osteopontin (OPN) has long been known to be an important marker of bone forma-
tion.187, 188 It is an Arginine-Glycine-Aspartic Acid (Arg-Gly-Asp; RGD)-containing
protein and was initially described as one of the important noncollagenous proteins that
accumulates in the extracellular matrix (ECM) of bone in many verterbrates.189, 190 Ex-
pression of osteopontin is a response to mechanical stimulation of bone cells in vitro.191,

192  The importance of the actin cytoskeleton in relation to osteopontin expression was
demonstrated by applying a biaxial strain on a custom device similar to a Flexcell at 0.25
Hz (physiologically equivalent to a fast walk) for single 2 hr periods to embryonic chick
osteoblasts. The mRNA expression of the opn gene was unregulated in response to the
mechanical strain as compared to the unstrained cells. The role of two components of the
cytoskeleton, namely the actin filaments and microtubules, was studied by exposure of
the cells to cytoskeleton disrupting drugs; cytochalasin D for actin filaments and colchi-
cine for microtubules. While the expression of opn was prevented by the disruption of
the actin cytoskeleton, there was no effect of the disruption of the microtubule cytoskele-
ton. Endothelial cells have been shown to respond to flow by a change in shape and
alignment.193-200 The significance of microfilaments in these processes has been demon-
strated.201 The cytoskeleton is necessary for EC adherence under shear conditions, as

85

where Q is the flow rate is the viscosity of medium used in experiment (ca.
h is the channel height (0.022 cm); b is the slit width (2.5 cm); and is

the wall shear stress

7.2.2. Examples of Cytoskeletal Importance During Fluid Flow

Figure 4. Human MSCs not exposed (A) or exposed (B), to
a fluid flow stimulus of for 24 hr. Note the
general reorganization of the actin cytoskeleton of the cell
exposed to a fluid flow. Arrow indicates direction of flow.



Figure 5. Actin disrupted human MSCs subjected to fluid flow induced shear stress. Note the spiky processes
of the cells (denoted by arrows).

ECs treated with cytochalasin B detach at high shear rates.201 ET-1 is produced by endo-
thelial and vascular smooth muscle cells202 and stimulates proliferation and migration of
endothelial cells.203-206 The importance of the cytoskeleton in relation to the endothelin-1
(ET-1) gene expression was demonstrated by a work by Malek et al.207 Disruption of the
actin cytoskeleton of bovine aortic endothelial cells (BAECs) was accomplished using
cytochalasin D. ET-1 mRNA levels of BAECs exposed to cytochalasin D decreased in a
time- and dose-dependent manner. In a follow up study, the group subjected the BAECs
to a 6 h steady laminar shear stress of using a cone-plate viscometer; how-
ever, found no downregulation of ET-1 mRNA levels. They concluded from this fact that
the microfilament network may be critical for resisting shear force; however, is not re-
quired for sustained ET-1 mRNA downregulation by shear.

Recently, the AFM has become a valuable tool for studying the effects of fluid flow
on the membrane of a cell. A decrease in peak cell height, as determined by AFM, re-
sulted along with EC elongation and orientation with flow.32 Fluorescence microscopy
illustrated that stress fibers of F-actin bundles mainly formed in the central portion of the
sheared cells, with random formation in non-control cells. Using Finite Element Analy-
sis, (FEM) experimental results, and the Hertz model, it was predicted that the elastic
modulus of the cells would increase upon exposure to shear stress.

Erythrocytes as well are a good candidate for mechanical stimulation studies as they
are exposed to supraphysiological forces by artificial organs developed to assist the circu-
latory system. The deformation ability of erythrocytes is important in their task of cor-
rectly delivering oxygen to the body. Even in low shear stresses, this deformation ability
is changed and platelets become activated.208 On the whole cell scale, it is difficult to
delineate any morphological changes from a non-stressed to a stressed erythrocyte.
However, with AFM, it becomes apparent that the fine structures on the cell surface (lipid
membrane and associated membrane proteins) increase greatly as a result of shear stress
by a cone and plate viscometer, as demonstrated by an increase in nano-protrusions.209

However, surface roughness decreases with application of a fluid force. The magnitude
of both of these properties increases with increasing times.

Recent work in our laboratory has focused on the effects that a fluid flow has on the
cytoskeleton of human MSCs, as illustrated in Figure 4. Preliminary results have pointed
to a general reorganization of the actin cytoskeleton in response to a constant fluid flow
with shear stress of for 24 hours via a parallel-plate flow chamber apparatus
with hydrostatic pressure driven by a flow loop. This reorganization may indicate an
acceleration of differentiation of the MSCs towards an osteogenic lineage, as a reorgani-
zation of the actin cytoskeleton has been noted in osteogenic differentiation of human
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Here we discuss recent work performed in our laboratory to assay the mechanical
properties of bone marrow derived mesenchymal stem cells using atomic force micros-
copy. These cells were grown on poly-D-lysine-treated glass cover slips (12 mm diame-
ter) and incubated with Dulbecco’s minimum essential medium (DMEM) supplemented
with 10% fetal bovine serum (FBS) and 1% antibiotic-antimycotic solution in 95%
air/5% at 37°C. To induce osteogenesis or chondrogenesis, MSCs were subcultured
identically as control, with the addition of osteogenic or chondrogenic supplements (as
described in section 3.1).
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MSCs; see Figure 2. Also, actin cytoskeleton disrupted cells develop spiky processes
when they are subject to a fluid flow with shear stress of for a 24 hours, as
illustrated in Figure 5.

8. PHYSICAL  CHARACTERIZATION OF LIVING CELLS AND SUR-
ROUNDING ENVIRONMENT WITH AFM

8.1. Determination of Surface Roughness and Nanomechanical Properties of Bone
Marrow-Derived Mesenchymal Stem Cells

8.2. Imaging of MSCs with AFM

Both topographic and force spectroscopy images were obtained upon nanoindenta-
tion with cantilever probes in contact mode using a Nanoscope IIIa atomic force micro-
scope (Veeco Digital Instruments, Inc., Santa Barbara, CA). Cantilevers with a nominal
force constant of k = 0.06 N/m and oxide-sharpened tips were used to apply
nanoindentation against MSC membrane surface. Scan rates were set at 1 Hz for topog-
raphic imaging and 14 Hz for force spectroscopy while scan size was set at l46, 147

so that indentation remained within the boundary of average-sized MSC. The radius of
the curvature of the scanning tips was approximately 20 nm. A fluid cell without was
used for imaging that contained of fresh serum-free culture medium to retain the
MSCs in a hydrated environment. AFM cantilever probes were driven by a piezoscanner
to indent identified cell membrane surfaces (see Figure 1 A) and yielded both topographic
and force-volume images in real time.

8.3. Results and analysis

The mean surface roughness for each cell was derived from three different and ran-
domly selected scanning fields of the topographic height images and was deter-
mined by using the following equation:
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Figure 5. Force vs. displacement curves (trace only). The
same z-piezo displacement results in a smaller cantilever de-
flection on the membrane surface of the mesenchymal stem
cell in comparison to the hard glass surface because of the
elastic indentation.

where is the Z value of the center plane, is the current Z value, and N is the number
of points within a given area (Digital Instruments Technical Note Version 3.0 No. 004-
130-000).146, l47 Similarly, the average Young’s modulus for each MSC was derived from
individual calculations of three randomly selected points on the membrane surface within
the scanning field, using the previously discussed Hertz model.143, l46, l47, l78

The membrane surface of MSCs showed substantial height variation as peaks and
valleys upon AFM nanoindentation in randomly selected membrane areas (see
Figure 1B), in sharp contrast to the smooth surface of the glass coverslip carrier, without
medium (see Figure 1C) or with medium (see Figure 1D). The mean surface roughness
of cell membrane calculated from topographic images of 10 randomly selected MSCs
was 5.88±1.53 nm in the Z dimension. Cantilever deflection and AFM tip movement in
the Z dimension have a linear relationship when the tip contacts a hard surface such as a
glass cover slip (solid line in Figure 5), but are non-linear on a soft surface such as the
MSC membrane (dotted line in Figure 5). Accordingly, indentation for the MSC mem-

Figure 6. The average Young’s moduli (±S.D.) for 10 mesenchymal stem cells.
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brane surface was determined by subtracting the deflection for the membrane from the
deflection for the glass. These parameters were used in the Hertz model to derive
Young’s modulus for each MSC, with a distribution shown in Figure 6. The mean
Young’s modulus calculated for control MSCs was 3.99±0.95 kPa. The mean Young’s
modulus calculated for osteogenic MSCs was 54.11±27.23 kPa. The mean Young’s
modulus for chondrogenic MSCs was 42.05±18.79 kPa.

This example shows that the elastic properties of mesenchymal stem cells, similar to
other types of cells, can be measured with AFM and that living MSCs have a high toler-
ance to relatively large nanoindentational forces (up to 3 nN) acting on a limited region
of less than 100 nm represented by the contact area between the AFM tip and the MSCs
membrane surface. The Young’s moduli for MSCs ranging from 2.4 to 5.98 kPa identi-
fied here are within the same range reported for other cell types such as fibroblasts,159 and
chondrocytes.92 The lower Young’s modulus of non-differentiated MSCs indicates that
the membrane of MSCs is less rigid than other terminally differentiated cells such as fi-
broblasts and chondrocytes. This also demonstrates a change in Young’s modulus ac-
companies a change in the cell’s function upon osteogenic and chondrogenic differentia-
tion of the cells This increase in modulus, indicating an increase in cell membrane stiff-
ness, reiterates the idea that the structure of the cell undergoes a transformation upon dif-
ferentiation. As bone and cartilage cells, the differentiated stem cells are subjected to
extreme amounts and cycles of forces which may require increase cell stiffness.

AFM appears appropriate for studying both topographic and nanomechanical proper-
ties of surface structures including mesenchymal stem cells. The nanoelastic properties
of MSCs in the range of 2.4 to 5.98 kPa may serve as baseline for additional characteriza-
tion of their physical properties. Our recent work of encapsulating MSC-differentiated
chondrogenic and osteogenic cells in hydrogel polymers for a tissue-engineered mandibu-
lar condyle further indicates the need to fully understand biophysical properties of
MSCs.9 Current work includes inducing osteogenic and chondrogenic differentiation of
MSCs and comparing the nanomechanical properties of MSC-differentiated cells.

We have described examples from our laboratory of using atomic force microscopy
to image the nanomechanical properties of a cell membrane and discussed a cell nanos-
tructure, the cytoskeleton, and its relationship to cell differentiation and mechanics. The
vast potential of AFM in the study of biological nanostructures is clear and many exciting
studies are being performed in multiple laboratories. Here we have an example of the
tremendous impact of physical science in our understanding of biological structures.
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HAIRPIN FORMATION IN POLYNUCLEOTIDES:
A SIMPLE FOLDING PROBLEM?

Anjum Ansari and Serguei V. Kuznetsov*

1. INTRODUCTION

The biological processes in cell involving DNA, e.g. replication, recombination, DNA
repair and transcription, are accompanied by localized unwinding of the DNA molecule.
This unwinding may occur as a result of fluctuational opening of individual base-pairs
(Wartell and Benight, 1985), or can be driven by DNA binding proteins, leading to the
formation of single-stranded (ss) region(s) in DNA (Lohman and Bjornson, 1996; Bianco
et al., 2001). Palindromic regions of unwinded DNA can form irregular structures by
base-pairing between neighboring self-complementary sequences. These structures are
known as cruciforms and hairpins. The formation of hairpins and their involvement in
biological processes such as replication and transcription is now well documented in both
prokaryotic and eukaryotic systems (Crews et al., 1979; Wilson and von Hippel, 1995;
Glucksmann-Kuis et al., 1996; Dai et al., 1997). It has been shown that DNA hairpins can
serve as intermediates in genetic recombination (Lilley, 1981; Romer et al., 1984; Roth et
al., 1992), and as protein recognition sites, and can regulate transcription in vivo (Dai et
al., 1997; Dai et al., 1998). The biological and biomedical significance of hairpin
structures is also associated with the fact that the formation of DNA hairpins by GC-rich
triplet repeat, and inordinate expansion of these triplets during DNA replication, leads to
several genetic diseases including a progressive neuromuscular disorder (Caskey et al.,
1992; Gacy et al., 1995).

Short ssDNA and RNA hairpin structures are also useful drug targets because their
overall shape and geometry differ significantly from regular double-stranded DNA, and

*Anjum Ansari, Department of Physics, University of Illinois at Chicago, Chicago, IL 60607. Serguei V.
Kuznetsov, Department of Physics, University of Illinois at Chicago, Chicago, IL 60607.
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are used in hybridization studies to investigate the effect of secondary structure on probe
hybridization (Vesnaver and Breslauer, 1991; Gregorian and Crothers, 1995; Armitage et
al., 1998; Bonnet et al., 1999). Short RNA hairpins are of particular interest, now,
because of rapid development of a new siRNA (small interfering RNA) technology
(Hamilton and Baulcombe, 1999; Dykxhoorn et al., 2003), based on recent discovery of
the silencing of specific genes by double-stranded RNA (Fire et al., 1998). The fact that
siRNA hairpins can silence gene expression, in vivo, offers the potential for gene-
function determination as well as the promise for the development of therapeutic gene
silencing. These studies with hairpin structures, therefore, have important implications
for widespread applications in medicine (Nielsen, 1999; Cheng et al., 2003).

Unlike DNA, RNA is typically produced as a single-stranded molecule in which the
hairpins represent the dominant elements of secondary structure (Varani, 1995). RNA
hairpins usually have extremely high thermostability (Cheong et al., 1990; Heus and
Pardi, 1991), protect mRNAs against degradation (Klausner et al., 1993; Alifano et al.,
1994; Smolke et al., 2000), and serve as nucleation sites for the initiation of RNA folding
(Uhlenbeck, 1990; Sclavi et al., 1998). Tertiary interactions of hairpin loops and bulges,
in turn, define the three-dimensional structure of RNA molecules, which regulate its
diverse activities including catalysis, ligand binding and RNA-protein recognition
(Marino et al., 1995; Doudna and Doherty, 1997; Draper, 1999; Rupert et al., 2002;
Lilley, 2003). The discovery that RNA molecules can function as enzymes (Cech et al.,
1981) has sparked renewed interest in the problem of RNA folding, and the inevitable
comparisons with the problem of protein folding (Thirumalai and Woodson, 1996).

A detailed understanding of the mechanism and control of biological process
requires knowledge of the kinetics of individual steps. One of the major efforts in basic
biopolymer science is directed toward an understanding of the energetics and
mechanisms by which DNA or RNA molecules form their secondary and higher order
structures, which involves characterizing the stability and dynamics of such structures,
and determining the factors that affect their stability. In the case of RNA, in which the
hairpins make up a significant part of its secondary structure, an understanding of the
structural and dynamical aspects of how hairpins fold and behave is a starting point for
understanding the folding of larger RNA molecules. The folding process is complex and
involves parallel pathways and kinetic traps, which make the underlying energy
landscape governing RNA folding rugged (Zarrinkar and Williamson, 1994; Zarrinkar et
al., 1996; Pan et al., 1997; Pan and Sosnick, 1997; Sclavi et al., 1998; Zhuang et al.,
2000; Thirumalai et al., 2001). This ruggedness may be more pronounced in the early
stages of the RNA folding process because misfolded secondary structures in RNA are
independently stable in the absence of tertiary interactions, unlike secondary structural
elements in proteins. Thus, misfolded secondary structures in RNA may serve as kinetic
traps that would slow down the tertiary reorganization of RNA molecules (Thirumalai,
1998; Wu and Tinoco, 1998; Isambert and Siggia, 2000; Thirumalai et al., 2001).

Kinetics measurements on secondary structure formation in ss-polynucleotides
provide insights into the conformational flexibility of these chains, and the nature and
strength of the intrachain interactions. In this connection, short oligonucleotides that form
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hairpin structures in solution represent an ideal model system to investigate the
interactions that stabilize secondary structure in polynucleotides, and to test our
understanding of the stability and dynamics of these structures. Owing to their small size
and well-defined folds, hairpin structures are useful test systems for energy-based
structure prediction algorithms, as have been developed by several groups (Turner and
Sugimoto, 1988; Zuker, 1989; Jaeger et al., 1990; Jaeger et al., 1993; Mathews et al.,
1999). These algorithms are widely used in predicting stable secondary structures for
RNA molecules. The ability to predict the kinetics of these hairpins provides an
additional constraint on the parameters that describe their free energies (Flamm et al.,
2000; Zhang and Chen, 2002; Cocco et al., 2003a). Hairpins also serve as testing grounds
for the growing effort in the molecular dynamics simulations of nucleic acids (Zichi,
1995; Miller and Kollman, 1997a; 1997b; Young et al., 1997; Srinivasan et al., 1998;
Williams and Hall, 1999; Sarzynska et al., 2000; Zacharias, 2001; Sorin et al., 2002;
Sorin et al., 2003).

The focus of this chapter is the thermodynamics and kinetics of hairpin formation in
ss-polynucleotides. Although much of the review will focus on hairpins from ssDNA
rather than RNA, the basic principles underlying secondary structure formation that have
emerged from experiments on ssDNA are not expected to be grossly different for RNA
strands. The principal difference between DNA and RNA secondary structure is that
DNA forms double helix more readily (Alberts et al., 1989).

The chapter is organized as follows. Section 2 summarizes the basic kinetics
equations that describe the folding/unfolding of hairpins; Section 3 reviews the
experimental and theoretical/computational results on the thermodynamics and kinetics
of hairpin formation, and presents the unresolved issues; and Section 4 concludes with a
brief summary.

2. KINETIC DESCRIPTION OF HAIRPIN FOLDING TRANSITION

2.1. Two-State Description

At the simplest level of description, the folding of hairpins can be described in terms
of a two-state chemical reaction:

where is the rate coefficient for the closing (folding) step and is the rate coefficient
for the opening (unfolding) step. The ratio of the equilibrium populations at temperature
T is given by
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where is the free energy difference between the hairpin and the unfolded states

R is the universal gas constant, and and are the fractional

populations of the hairpin and the unfolded states, respectively, at equilibrium. In a
typical thermodynamic measurement, the folded/unfolded populations are measured as a
function of temperature, by monitoring some spectroscopic signature, e.g. an increase in
the UV absorbance at about 268 nm with increasing temperature, which reflects a
decrease in the double-helical stacking of the bases (Wartell and Benight, 1985), or an
increase in the fluorescence of a fluorophore attached at one end, which, in the folded
state, is quenched by another label attached at the other end (Goddard et al., 2000).

Figure 1. Melting profile of a ssDNA or RNA hairpin. (a) Absorbance versus temperature for a typical small
hairpin. and are the lower and upper baselines, respectively. (b) The fractional population of the

unfolded state versus temperature; is the melting temperature.

The fractional populations are calculated from

where and are the lower and upper baselines, respectively, that reflect
temperature-dependent changes in the spectroscopic signatures of the hairpin and the
unfolded states, respectively. For instance, unstacking of the bases in the single-stranded
regions of the hairpin and the unfolded states with increasing temperature give rise to
roughly linear baselines whose absorbance increases monotonically with temperature; see
Figure 1. In a two-state description, the fractional populations are described in terms of a
van’t Hoff expression:
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where we have expressed the free energy difference

Here, is the enthalpic difference and is the entropic difference between the hairpin
and the unfolded state, is the melting temperature at which

and the entropy change It is important to note here that, in Eq. (3), and
are assumed to be independent of temperature, i.e. the unfolding transition is assumed

to occur without any significant changes in the heat capacity of the system. This
assumption is not quite valid for the melting of DNA, with the contribution of         to the
free energy difference found to be comparable or even larger than the contribution of

to (Chalikian et al., 1999; Rouzina and Bloomfield, 1999; Williams et al, 2001).
Therefore, for accurate analysis of the melting transition, the heat capacity changes
should be explicitly included.

Figure 2. A schematic representation of a free energy profile for a two-state description of hairpin formation.

If the system is, initially, not at equilibrium, the fractional populations of hairpin and
unfolded states will decay to their equilibrium populations with a single-exponential
decay having a characteristic relaxation rate Thus, kinetics measurements
that can be described in terms of a two-state scheme yield the sum of the opening and
closing rate coefficients, whereas the equilibrium melting profiles yield the equilibrium
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constants and hence the ratio of the two rate coefficients as a function of temperature. In
a simple description of chemical reactions, given by transition state theory, the individual
rate coefficients can be written in terms of the free energy difference between the
transition state and the initial state as (Steinfeld et al., 1999; Dill and Bromberg, 2003):

where is the preexponential that describes an attempt frequency to go over the barrier,

and and are the free energy barriers for the closing and opening steps,
respectively. These barriers are illustrated in Figure 2.

2.2. Arrhenius Plots

The temperature dependence of the rate coefficients are typically described in terms
of Arrhenius equations of the form

where we have substituted the enthalpic and entropic differences into Eq. (4) for the free
energy. If we assume that and the preexponential factor are independent of
temperature, then the slope on an Arrhenius plot of the logarithm of rates versus inverse
temperature yields Determining the enthalpy of the transition state relative to the
beginning and end states is important for unraveling the mechanism and pathways for the
transition. For example, in an elementary chemical reaction, the enthalpy of the
transition state is always larger than either state. Thus, in this case, the activation
enthalpy is always positive. An Arrhenius plot with a zero slope indicates that the
enthalpy of the transition state is the same as that of the initial state and that the free
energy barrier is entirely entropic. Finally, a negative value for the activation enthalpy is
indicative of a multi-step reaction, which, when analyzed as a two-state system, yields an
effective transition state which is in fact an intermediate state with lower enthalpy than
that of the initial state. Deviations from Arrhenius behavior are to be expected if the
entropy and enthalpy changes, or the preexponential in Eq. (5), are not temperature-
independent. Non-Arrhenius temperature dependence observed in the folding step for
proteins, most likely has contribution from both temperature dependence of the
preexponentials (Bryngelson et al., 1995; Socci et al., 1996) and from a large heat
capacity change upon protein folding (Schindler and Schmid, 1996; Tan et al., 1996).
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2.3. Three-State Description (Nucleation and Zipping)

The next level of description of hairpin folding is the nucleation and zipping model,
in which the rate-determining step is the formation of a critical nucleus, consisting of an
ensemble of looped conformation with one or more base-pairs formed, to which addition
of another base-pair leads to rapid zipping of the stem. At this level, hairpin folding can
be described in terms of a three-state system, consisting of the open (unfolded) state, the
critical nucleus, and the hairpin state, as follows:

Applying steady-state conditions for the kinetic scheme in Eq. (6), under conditions for
which the population of the intermediate nucleus is small compared to the unfolded and
hairpin states, the overall opening and closing rates are given by:

The size of the critical nucleus is, then, the smallest number of base-pairs for which the
formation of the next adjacent base-pair is faster than the disruption of the previously

formed ones, i.e., and the rate at which the nucleus is formed becomes the

rate-determining step for the folding of the hairpin,

2.4. Zipper Model (with Misfolded States)

A more complete description of the hairpin folding is the “zipper” model that
includes all microstates with partial number of base-pairs formed (Poland and Scheraga,
1970; Cantor and Schimmel, 1980). This model assumes that each nucleotide in the stem
exists in one of two possible states, base-paired or open, and that all of the base-pairs
occur contiguously in a single region. Initiation of nucleation can occur at any point
along the stem where one or more base- pairs form to stabilize the looped conformations,
and the stem grows, or “zips”, from there. In an extension of the simplest scheme, the
single-stranded chain can also get transiently trapped in “non-native” loops with
mismatched stems, as in Figure 3, which do not lead to the complete zipping of the stem.
Therefore, in the zipper model with misfolded states, hairpin formation would require
several attempts in which the non-native interactions have to be broken until the correct
nucleation, which leads to the complete zipping of the stem, occurs. Transient trapping in
misfolded states can lead to non-Arrhenius behavior for the closing step (Socci et al.,
1996; Ansari et al., 2001; Zhang and Chen, 2002).
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Figure 3. Zipper model (with misfolded conformations). A schematic representation of the ensemble of
microstates in the unfolded, transition state, and the native state. The misfolded conformations are represented
by hairpin loops with mismatched stems, which act as dead-ends in the folding process.

3. REVIEW OF EXPERIMENTAL RESULTS AND PUZZLES

The earliest measurements on the kinetics of duplex and hairpin formation were done
using temperature-jump (T-jump) techniques (Cohen and Crothers, 1971; Coutts, 1971;
Craig et al., 1971; Porschke and Eigen, 1971; Gralla and Crothers, 1973; Porschke,
1974b; 1974a; 1977; Chu and Tinoco, 1983; Xodo et al., 1988). The temperature of the
sample was raised on microsecond time-scales using electrical pulses generated by
discharging a capacitor (Eigen and de Maeyer, 1963). A modified T-jump apparatus,
using a coaxial cable capacitor, has been used for some sub-microsecond measurements
(Hoffman, 1971; Porschke, 1974a). An excellent discussion of some of the results from
the early T-jump measurements can be found in Cantor and Schimmel (1980).

The experimental data on the kinetics of duplex formation from complementary
oligonucleotides showed that the activation enthalpies for the helix formation step, for
sequences containing only A·U base-pairs, are about –4 to –9 kcal/mol (Craig et al.,
1971; Porschke and Eigen, 1971), and for sequences containing G·C base-pairs, the
activation enthalpies are about +6 kcal/mol to +9 kcal/mol (Porschke et al., 1973). As
described in the previous Section, the negative activation enthalpies observed for
sequences with A·U base-pairs indicate that the helix nucleation is not a simple
elementary step, but instead consists of the formation of a critical nucleus that has 2 or 3
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base-pairs (Porschke, 1977). The nucleation of the helix is then the rate-determining step,
followed by the rapid zipping of the stem. The positive activation enthalpies for
sequences with G·C base-pairs were explained by assuming that, for these sequences,
only 1 or 2 base-pairs may be sufficient to form the nucleating helix (Porschke et al.,
1973).

Early estimates of the zipping rate, i.e., the rate at which a base-pair is added to an
existing helix, vary widely, from very fast (Spatz and Baldwin, 1965; Wetmur
and Davidson, 1968) to relatively slower, between and (Craig et al., 1971;
Porschke and Eigen, 1971). Porschke (1974a) made direct measurements of the
zipping/unzipping rate by carrying out sub-microsecond T-jump measurements on dimers
of poly(A) and poly(U) oligomers of chain lengths 14 and 18 at temperatures below the
melting transition. The kinetics measurements revealed two distinct processes, one
occurring with a time constant of about independent of the oligomer
concentration, and a much slower relaxation occurring with a time constant of a few
seconds. The slow component is the overall helix-to-coil transition, while the fast
component was assigned to the unzipping at the ends. A kinetic zipper model was used to
estimate the rate coefficient for the zipping step to be at 25°C
(Porschke, 1974a).

Hairpin formation in ssDNA or RNA chains requires the formation of a loop
stabilized by a few base-pairs as the nucleation step, followed by zipping as in duplex
formation. Because of the close proximity of the two ends of the ss-chain, hairpins are
expected to form on time-scales considerably faster than duplex formation. The early T-
jump measurements on short self-complementary oligomers revealed that hairpins with 4-
6 bases in the loop and less than 10 bases in the stem form on time-scales of tens of
microseconds (Coutts, 1971; Gralla and Crothers, 1973; Porschke, 1974b). To form
hairpins, the ss-chain has to overcome an entropic barrier in forming a loop, which is
countered by the stabilizing free energy of a few base-pairs. To understand the time-
scales for forming hairpins requires an estimation of the time-scales for forming the
critical nucleus, which in turn requires reliable estimates of the free energy cost of loop
formation.

It was recognized quite early that the free energy of loop formation in ss-
polynucleotides deviates from the simple estimates of entropic costs expected for a
random coil model, especially for loop sizes smaller than about 10 nucleotides,
presumably from favorable stacking interactions of bases within small loops (Vallone et
al., 1999). However, there is considerable uncertainty in the estimates of the enthalpic
contribution to loop closure, obtained from the thermodynamic analysis of melting
profiles of hairpins, ranging from ~21 kcal/mol (Uhlenbeck et al., 1973) to ~11 kcal/mol
(Porschke, 1974b) for an hairpin, and ~0 kcal/mol for an hairpin
(Gralla and Crothers, 1973). The very large enthalpic cost for loop closure for the
hairpin was explained as arising from the unstacking of cytosine residues in the poly(C)
strand in order to form the loop (Uhlenbeck et al., 1973; Porschke, 1974b). However,
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that conclusion seems inconsistent with essentially no enthalpic cost reported by Gralla
and Crothers ( 1973).

Kinetics measurements on the formation of hairpins impose much more stringent
constraints on the possible estimates of thermodynamic parameters, and are therefore
indispensable for accurate estimates of the free energies that stabilize secondary structure
in ssDNA and RNA. The early T-jump measurements, however, also showed quite large
variation in the activation enthalpies obtained from the temperature dependence of the
measured rates, ranging from –22 kcal/mol for the closing step of a hairpin fragment

from (Coutts, 1971) to ~2.5 kcal/mol for the hairpin
(Porschke, 1974b), suggesting a sequence dependence to the free energy of loop
formation as well as to the size of the critical nucleus. Based on a comparison of the
estimated enthalpy for forming the first base-pair from thermodynamic measurements on

and the measured activation enthalpy for the hairpin formation step from
kinetics measurements on that hairpin, Porschke argued that a stable nucleus that leads to
zipping is formed only after the formation of the fourth A·U base-pair (Porschke, 1974b).

In recent years there has been a surge in the investigation of hairpin kinetics using a
variety of new experimental tools, such as fluctuation correlation spectroscopy (FCS)
(Bonnet et al, 1998; Goddard et al., 2000; Wallace et al., 2000); laser T-jump
measurements (Ansari et al., 2001; Shen et al., 2001), and single-molecule techniques
(Deniz et al., 1999; Grunwell et al., 2001; Liphardt et al., 2001).

Libchaber and co-workers have carried out a series of elegant measurements on the
kinetics of conformational fluctuations in ssDNA hairpin-loops by FCS (Bonnet et al.,
1998; Goddard et al., 2000). They attached a fluorophore and a quencher at either end of
their oligonucleotide sequence, and the state of the molecule, whether hairpin (closed) or
unfolded (open), was monitored by the intensity of the fluorescence. In the open state the
molecule is fluorescent because the fluorophore and the quencher are far apart, whereas
in the closed state the fluorescence is quenched. They monitored the time-scales for
fluctuations between the open and the closed states by analyzing the autocorrelation
function of the fluctuations in the fluorescent signal. The sequences of DNA hairpins
investigated by Libchaber and co-workers were where X
was either T or A, and the size of the loop (N) varied from N=12 to N=30 for the
poly(dT) loop and from N=8 to N=30 for the poly(dA) loop.

The primary results from Libchaber’s group are: (i) closing times depend on the
sequence and length of the loop, whereas the opening times are insensitive to the loop
composition; (ii) the closing times scale with the length of the loops as for poly(dT)
loops and as for poly(dA) loops; (iii) closing times for poly(dA) loops are about 10
times slower than for poly(dT) loops at 20°C; and (iv) the activation enthalpies for the
closing step increase nearly linearly for poly(dA) loops, from ~5 kcal/mol for loops with
8 bases to >15 kcal/mol for loops with 30 bases, whereas for the poly(dT) loops the
activation enthalpies decrease slightly with the loop size (Bonnet et al., 1998; Goddard et
al., 2000).

Kinetics measurements on another DNA hairpin whose
stem sequence is complementary to that of one of Libchaber’s sequence, have been



HAIRPIN FORMATION IN POLYNUCLEOTIDES 109

performed by Klenerman and co-workers, also using FCS techniques (Wallace et al.,
2000; 2001). One difference between the two sets of FCS measurements is that in
Libchaber’s set-up the fluorescence of the excited label is quenched upon contact with
the second label, whereas in Klenerman’s set-up, the fluorescence labels attached at the
two ends of the hairpin stem are donor-acceptor pair for fluorescence resonance energy
transfer (FRET), and the intensity of the donor changes as the two ends come closer, but
without necessarily making direct contact. Another difference is the method by which
they subtract the contribution from the diffusion of the DNA molecules in and out of their
observation volume to their intensity fluctuation measurements (Wallace et al., 2000).
However, the results of their measurements are quite strikingly different and as yet
unresolved. Libchaber’s group reports single-exponential kinetics for temperatures
ranging from ~10-50°C, as observed previously in T-jump measurements, whereas
Klenerman’s group observes highly nonexponential relaxation kinetics at ~20°C that they
describe in terms of stretched exponentials (Wallace et al., 2000; 2001). The Klenerman
group also reports non-Arrhenius temperature dependence for the opening and closing
rates, and a viscosity dependence for the rates that scales nearly inversely with the
solvent viscosity (Wallace et al., 2001).

Bustamante and co-workers (Liphardt et al., 2001) have used mechanical force to
induce the unfolding and refolding of single RNA molecules, including a simple RNA
hairpin, a molecule containing a three-helix junction, and a domain of a ribozyme. For
their hairpin, which has ~22 base-pairs in the stem, approximately half of which are G·C
base-pairs, and 4 bases in the loop, they find that the hairpin unfolds at a force of ~15 pN,
similar to forces required to unzip DNA helices (Essevaz-Roulet et al., 1997; Rief et al.,
1999; Bockelmann et al., 2002; Thomen et al., 2002). By imposing a constant force on
the molecule, they were able to monitor the end-to-end distance between the two ends of
the hairpin and to watch the distance hop back and forth between two values
characteristic of the fully unfolded and the fully folded hairpin, with no evidence of any
intermediate states. They determined the folding and unfolding rates from the average
lifetimes in the two states, and found that, at the critical force for which the opening and
closing rates are the same (~14 pN in the presence of the folding times are
~1s. The very slow folding times observed in these measurements, compared to the
folding times of tens of microseconds observed in FCS and T-jump measurements for
hairpins with similar loop sizes, but smaller stems 5-7 base-pairs long, has been
explained as arising from the very large free energy barrier for folding in the presence of
the applied force, which has been estimated to be (or ~6 kcal/mol) for their
hairpin, and because of its long stem (Liphardt et al., 2001; Cocco et al., 2003a).

Schultz and co-workers (Deniz et al., 1999; Grunwell et al., 2001) have developed a
single-molecule FRET measurement technique to monitor the conformational
fluctuations of ssDNA hairpins immobilized on a glass surface. For their hairpin with 40
poly(dA) bases in the loop, they report closing times that are ~140ms, i.e. more than
about 30-100 times longer than is predicted from scaling the measured closing times from
the Libchaber group by The long closing times in the single-molecule FRET
measurements may be a result of the interactions of the hairpin with the derivatized glass
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surface, or perhaps another manifestation of the anomalous dependence of the dynamics
of poly(dA) loops with increasing loop-size.

FCS and single-molecule measurements are limited in their time-resolution to
microseconds and milliseconds, respectively. The rapid development of nanosecond laser
T-jump techniques has opened up the field to investigate the dynamics of biomolecules
with ~10 ns time-resolution (Williams et al., 1989; Hofrichter, 2001), while overcoming
the limitation of the earlier T-jump setups that required the use of solutions of high
conductivity and thus high ionic strength. Laser T-jump has been used extensively by
several groups to investigate rapid events in the protein folding process such as the
kinetics of formation of elementary secondary structures, and (Munoz
et al., 1997; Dyer et al., 1998; Eaton et al., 1998; Gruebele et al., 1998; Jager et al.,
2001). In our laboratory, we have used laser T-jump to investigate hairpin dynamics in
ssDNA (Ansari et al., 2001; Kuznetsov et al., 2001; Shen et al., 2001), as well as to
investigate the dynamics of wrapping and unwrapping of ssDNA on a single-stranded
binding protein (Kuznetsov et al., 2004). Our T-jump measurements on hairpin formation
are consistent with single-exponential relaxation dynamics, although the current time-
resolution is not sufficient to determine whether there is any missing amplitude on the
sub-microsecond time-scale, see Figure 4. The rapid change in absorbance in the laser T-
jump measurements has contributions from any unresolved relaxations and from an
apparent change in the optical density of the sample from thermal lensing effects, which
occurs on the time-scale of the T-jump (Hofrichter, 2001).

Figure 4. The change in absorbance as a function of time, for the hairpin
after a T-jump from 42°C to 51°C. The kinetics are described as a single-exponential with a relaxation time of
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The primary results from our T-jump measurements are: (i) the free energy of the
hairpin relative to the unfolded state scales with the loop size with an apparent exponent
of ~7, much larger than the exponent of ~1.8 expected from the entropic cost of loop
formation for a semiflexible polymer; (ii) the equilibrium zipper model, which was used
to calculate free energy profiles along an effective reaction coordinate, suggests that the
transition state ensemble consists of looped conformations stabilized by one base-pair
closing the loop; (iii) the equilibrium model predicts negative activation enthalpies of
~–9 kcal/mol for the closing step, and which are confirmed in kinetics measurements;
(iv) at temperatures near the closing times for both poly(dT) loops and poly(dA)
loops scale with loop size as consistent with the scaling expected for a semiflexible
polymer; (v) the opening and closing times exhibit an apparent viscosity independence, a
conclusion that is contradictory to an earlier study on viscosity dependence by the
Klenerman group (Wallace et al., 2001)

3.1. Why is hairpin formation so slow?

The nucleation step in hairpin formation requires the ss-polynucleotide to form a
loop with one or more base-pairs to stabilize the loop. Models describing the
characteristic time for two ends of a polymer chain to come into contact have been
proposed in several theoretical studies (Wilemski and Fixman, 1974; Doi, 1975; Szabo et
al., 1980; Friedman and O’Shaughnessy, 1989; Guo and Thirumalai, 1995;
Podtelezhnikov and Vologodskii, 1997). An order-of-magnitude estimate for the end-to-

end contact time is estimated as where is the translational diffusion
coefficient of the chain and is the mean-square end-to-end distance (Winnik, 1986).
We can estimate the translational diffusion coefficient from where

is the solvent viscosity and is the radius of gyration, (DeGennes, 1979).

Therefore, the end-to-end contact time becomes

The result in Eq. (8) is nearly identical to the more rigorous calculation of Szabo et al.
(1980) who model the dynamics of the end-to-end contact of a flexible (Gaussian) chain
as diffusion in a harmonic potential well.

For a semiflexible polymer, can be written as (Landau and Lifshitz, 1980;
Rivetti et al., 1998)
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where P is the persistence length of the chain, and L is the contour length. Note that this
formula predicts a stiff-rod behavior for L<P and random-coil behavior for L>>P. For a
ss-polynucleotide chain ~10 nucleotides long, and assuming an internucleotide distance
of ~0.6 nm, yields L ~6nm, and where we have used a value of
nm (Rivetti et al., 1998). Therefore, at T = 25°C and the diffusion-limited
contact time is estimated to be at 25°C and Wetmur and
Davidson (1968) report a value of for a ss-polynucleotide with

nucleotides. If we scale the experimentally measured value for a long ss-chain

down to shorter chains using we get for a strand of ~10
nucleotides, in close agreement with our crude estimate.

If the contact time between the two ends of the polymer is indeed ~40 ns, then
formation of the loop cannot be the rate-determining step in hairpin formation, which
occurs ~250 times slower, with hairpin closing times of at 25°C for hairpins with
about 10 poly(dT) bases in the loop. It is well known that cyclization times for DNA
molecule with cohesive ends are also much longer than the end-to-end contact times for a
semiflexible polymer (Wang and Davidson, 1966a; 1966b; 1968). One explanation for
this discrepancy was first proposed by Wang and Davidson (1966b), who argued that the
rate-determining step in the joining of the two ends is the very slow chemical step of
base-pair formation and not the diffusion-limited time for contact formation. They based
their arguments on two observations: first, that the temperature dependence of the
measured cyclization times exhibited a very large (~24 kcal/mol) activation energy;
second, that the viscosity dependence of the cyclization times did not follow a simple
scaling with solvent viscosity as expected for a diffusion-controlled reaction. Hairpin
closing times, on the other hand, exhibit negative activation energies, especially near
and therefore the chemical step of base-pair formation cannot be the rate-determining
step. The viscosity dependence of the opening and closing times of a DNA hairpin is still
an open question. This point is discussed further in Section 3.4.

It is of interest to compare hairpin formation in ss-polynucleotides with
formation in polypeptides, which are also found to occur on time-scales of several
microseconds (Munoz et al., 1997). Early measurements of the time-scales for loop
formation in polypeptide chain under strongly denaturing conditions yielded for
loops of ~50 residues (Hagen et al., 1996). Using a scaling of for a semiflexible
polymer of length L yields loop formation times of  for ~10 residues long loops,
which is close to the experimentally measured time of for the formation of a

(Munoz et al., 1997), thus suggesting that the initiation of the loop could set the
time-scale for hairpin formation.

Subsequent measurements of first contact time between two ends of Gly-rich
polypeptide sequences designed to have little or no secondary structure have yielded
values of ~30-100 ns for ~10 residues long loops (Bieri et al., 1999; Lapidus et al., 2000;
Hudgins et al., 2002). The origin of the discrepancy between these and the earlier
measurements is not clear. One suggestion is that the persistence length of the chain,
which is known to be highly sequence dependent (Miller et al., 1967), was ~5 times
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bigger in the polypeptide chain of the denatured protein that was used in the first set of
measurements compared to the designed Gly-rich sequences of the subsequent
measurements (Lapidus et al., 2000). Another explanation is that the slow contact times
in the early set of measurements is a result of high concentration of GdnHCl in the
solution, which binds to the protein in the denatured state, and could slow down the
effective diffusion coefficient of the chain (Hagen et al., 2001).

Several theoretical and computational studies of protein folding have postulated
another source for the decrease in the effective diffusion coefficient of the polypeptide
chain, of the form as a result of interactions within the chain,
especially under folding conditions, which give rise to a “roughness”in the energy
surface of the polypeptide (Zwanzig, 1988; Bryngelson and Wolynes, 1989; Bryngelson
et al., 1995; Socci et al., 1996). Here is the intrinsic diffusion coefficient of the
polymer chain and is the amplitude of the roughness; see Figure 5. Eaton and co-
workers have postulated that even for their Gly-rich sequence especially designed to have
no secondary structure, there seems to be a ~16-fold decrease in the effective diffusion
coefficient of the probes attached to the two ends of the polypeptide chain, and they
attributed this decrease to transient intrachain interactions (Lapidus et al., 2000).

Figure 5. Diffusion in a harmonic potential. (a) For an ideal gaussian chain, the diffusion coefficient is
characteristic of the relative diffusion of the two ends of the chain. (b) For chains with intrachain interactions,
the harmonic potential has a roughness of amplitude and the effective diffusion coefficient is reduced by a
factor

In a series of recent papers, we proposed that such transient intrachain interactions in
the unfolded state of ss-polynucleotides could lead to the slow formation of the critical
nucleus for forming hairpins (Ansari et al., 2001; Kuznetsov et al., 2001; Shen et al.,
2001; Ansari et al., 2002). This slowing down could arise from (i) non-native base-pairs
that don’t lead to a complete hairpin and that act as dead-ends during the folding process,
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or (ii) non-native hydrogen bonds or non-native stacking interactions (mis-stacked bases)
as was suggested to explain the anomalous loop-size dependence of the hairpin closing
times for hairpins with long poly(dA) loops (Ansari et al., 2002). Such a mechanism
would increase the nucleation time by decreasing the effective intrachain diffusion
coefficient. A characteristic roughness of only would decrease
the effective diffusion coefficient and increase the characteristic first contact time by a
factor of ~250 at 25°C.

Two computational studies of ss-polynucleotide conformational dynamics support
some of the ideas postulated above. The first study, by Zhang and Chen (2002), presents
a detailed folding kinetic analysis of a 21 -nucleotide RNA hairpin (9 base-pairs in the
stem and 3 bases in the loop), using a statistical mechanical model that enumerates all
conformations of the RNA chain with two or more contiguous (stacked) base-pairs,
including all misfolded conformations. They calculate the free energy of each
conformation using a statistical mechanical model for RNA thermodynamics (Chen and
Dill, 2000), and using the base-pairing and stacking interactions from the RNA
thermodynamics literature (Serra and Turner, 1995). The various conformations are
coupled via elementary transition steps in which only one base-pair is formed or broken
in any single kinetic step. The rates of transitions between the conformations are

parameterized as where is the barrier for the

formation of a base-pair and is assumed to be entirely entropic, and is the
barrier for the disruption of a base-pair, and is assumed to be the enthalpic cost of
breaking the hydrogen bonding and stacking interactions. They use this model to
calculate in detail the folding pathways, the relaxation kinetics, and the temperature
dependence of the relaxation rates. In their model, the parameters that best describe the
experimentally measured folding rates of small RNA hairpins yield for the
elementary step of forming G·C base-pairs (with and
for forming A·U base-pairs (with with obtained for the
closing time of a hairpin with 9 base-pairs in the stem and 3 bases in the loop (Shi-Jie
Chen, private communication). Important results from their study include (i) a rugged
energy landscape for RNA folding; (ii) folding pathways that lead to dead-ends or traps,
especially at temperatures below what they define as the glass transition temperature

and (iii) a distinctly non-Arrhenius temperature dependence for the closing rates.
Near these traps are not deep; nevertheless, they could lead to slowing down of the
chain dynamics.

A second study on ss-polynucleotide dynamics comes from large-scale, parallel,
molecular dynamics simulation of Pande and co-workers, which involves sampling a
large number of constant temperature trajectories that total more than of
simulations for an all-atom model of an RNA hairpin with
continuum representation of solvent effects (Sorin et al., 2002; Sorin et al., 2003). From
their simulated trajectories, they calculate the apparent transition rates for folding by

using the approximation, (where is the number of
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Figure 6. Members of the misfolded trap ensemble for the hairpin The figure is
adapted from Sorin et al. (2003) and shows the atomistic (and schematic) pictures of the non-native interactions
found in the collapsed state in their simulations.

transitions that occur from the unfolded state U to the folded state F in a total simulation
time valid for all processes that exhibit single-exponential kinetics (Shirts and
Pande, 2001; Zagrovic et al., 2001). To investigate the folding process at 300K, the
simulations were started from the fully extended, denatured state. They observe at least
two dominant mechanisms by which the hairpin folds, the first is a loop formation
followed by zipping, and the other is a nonspecific collapse mechanism, similar to the
hydrophobic collapse in proteins (Dill, 1990; Thirumalai et al., 2001). They find that a
total of 21 trajectories undergo a nativelike collapse within giving a collapse
rate of at ~300K, which is very close to the experimentally observed hairpin
closing rates. The individual conformations observed in their collapsed state show an
ensemble of misfolded traps with base-pairing interactions between G3·C11 or G1·C11,
hydrogen bonding interactions between G3·G9, and base-stacking interactions
as in Figure 6. Thus, the simulations of Pande and co-workers support the notion that
transient trapping can result not only from non-native base-pairing interactions, as
explicitly included in the model of Zhang and Chen (2002), but also from non-native



116 ANJUM ANSAR1 AND SERGUEI V. KLZNETSOV

hydrogen bonding and intrastrand stacking interactions. This initial collapse and
reorganization of the intrastrand contacts could then be the rate-determining step in
hairpin formation.

If the time-scale for configurational diffusion to sample conformations in the
unfolded state is comparable to the experimentally observed closing time for hairpins, the
kinetics are expected to show deviations from single-exponential behavior. In fact,
nonexponential kinetics, described in terms of stretched exponential of the form

have been observed by Klenerman and co-workers in the conformational

fluctuations of DNA hairpins measured under equilibrium conditions at temperatures
below (Wallace et al., 2000). One explanation for why the Libchaber group does not
see any features of nonexponential behavior for a very similar hairpin may be because in
their measurements the fluorescence of their label is quenched upon contact with a label
at the other end, and hence, they monitor only the open or closed state of the hairpin,
whereas the Klenerman group does FRET measurements, which are sensitive not only to
the transitions between open and closed states, but also to conformational fluctuations
within the open state, which Libchaber’s measurements would probably not detect. If
conformational fluctuations within the open state are occurring on the same time scale as
the opening and closing of the hairpin, the kinetics would deviate from single-
exponential.

Marko and co-workers (Cocco et al., 2003a) have applied the kinetic zipper model
for the opening and closing of an RNA hairpin that is held at a constant force of a few
pN, to simulate the force-induced unfolding measurements of Bustamante and co-
workers (Liphardt et al., 2001). They assume that the kinetic step corresponding to the
opening of each base-pair is independent of force and is proportional to the exponential
of the base-pairing free energy, while the closing of each base-pair is proportional to the
exponential of where F is the applied force, and is the distance that has to be
overcome against the applied tension to form the base-pair. The time-scale for each
elementary step is set by a microscopic rate ( r ) , which is a free parameter in their model.
In order to describe the time-scale of ~1 second for the opening and closing time in the
experiment of Bustamante and co-workers (Liphardt et al., 2001), the microscopic rate
coefficient was found to be at 25 °C. Thus, in the absence of
any force, this model suggests that the time required to close each base-pair is ~300 ns,
which gives the closing time for a hairpin with ~10 bases in the stem of
independent of the sequence composition. Therefore, in the model of Cocco et al.
(2003a), the slow closing times of hairpins is not from the slow formation of the looped
conformations, but from the slow zipping of the stem by successive closing of base-pairs
along the stem, one pair at a time. Their model makes a prediction that the closing times
should scale linearly with the length of the stem. These predictions have yet to be tested
in any systematic way for simple ssDNA and RNA hairpins. It is interesting to note that
Grunwell et al. (2001) report a slight increase in the closing times, from ~133 ms to ~142
ms, when the stem size of their hairpin is increased from 7 to 9 base-pairs.
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3.2. What is the activation enthalpy for the hairpin closing step?

Accurate measurements of the activation enthalpies and free energies associated with
the transition state of a reaction step are critical for an understanding of the underlying
mechanism. The activation enthalpy for the loop closure step, estimated from a range of
thermodynamics and kinetics measurements, varies widely in magnitude and sign. Early
thermodynamics studies of Uhlenbeck et al. (1973) report this number to be +25 kcal/mol
for a hairpin, while Gralla and Crothers (1973) find it to be ~0 kcal/mol for a

hairpin. More recently, we applied the equilibrium zipper model, in which we
calculated the free energy of each microstate in the ensemble, to describe the equilibrium
melting profiles of ssDNA hairpins (Kuznetsov et al., 2001; Shen et al., 2001), and used
the zipper parameters to reconstruct the free energy surface along an effective one-
dimensional coordinate, defined as the fraction of intact base-pairs; see Figure 7. The
transition state along this reaction coordinate was identified as an ensemble of looped
conformations stabilized by one base-pair closing the loop. An Arrhenius-like plot, with

plotted versus inverse temperature, yields the enthalpy of the effective
transition state to be about –9 kcal/mol relative to the unfolded state (inset to Figure 7).

Figure 7. Free energy profiles versus the fraction of intact base-pairs and temperature for the hairpin
obtained from the equilibrium zipper model of Kuznetsov et al. (2001). Inset;

is plotted versus inverse temperature. The values of are obtained from the free energy profiles.

The slope on this plot gives
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Kinetics data also gives widely varying values for the enthalpy of hairpin loop-
closure. Libchaber’s group reports positive activation enthalpies for the closing step for
all hairpins in their study, with values ranging from +(5-15) kcal/mol for hairpins
containing 8-30 bases in the loop, as illustrated in Figure 8 (Bonnet et al., 1998; Goddard
et al., 2000). In contrast, our T-jump measurements yield negative activation enthalpies ~
–(10-13) kcal/mol for the closing step, in close agreement with the predictions from the
equilibrium zipper model (Ansari et al., 2001; Kuznetsov et al., 2001). The Klenerman
group reports non-Arrhenius dependence of the opening and closing times for their
hairpin (Wallace et al., 2001).

Figure 8. The activation enthalpy for the closing step versus the number of bases (L) in the loop. The

figure is adapted from Goddard et al. (2000). Open symbols are for hairpins with poly(dA) loops, and filled
symbols are for hairpins with poly(dT) loops.

The comparison between the FCS measurements and the T-jump measurements can
only be a qualitative one because there is, unfortunately, no overlap in the sequence of
hairpins investigated by the different experimental groups. It is therefore not so clear
whether the differences in the various sets of measurements are because of difference in
sequences, or some inherent differences in the data acquisition and analysis. Earlier we
discussed the differences in the two sets of FCS measurements. Here, we will point out
two differences between the FCS and the T-jump measurements. One, in the FCS
measurements, the equilibrium melting transitions as well as the kinetics are followed by
monitoring the changes in the fluorescence emission of the fluorophore attached to one
end of the hairpin sequence, and which loses its fluorescence intensity either from contact
by a quencher attached to the other end, or from FRET, whereas in the T-jump
measurements, the equilibrium profiles and kinetics are obtained from measurements of
the changes in absorbance at 268nm. Whether the fluorescence changes, that monitor the
dynamics of the ends of the hairpin, and absorbance changes that monitor the average
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property of all base-pairs, will yield identical melting profiles and kinetics has not really
been established for these hairpins. It is possible that the fluorescence of tags attached at
the ends would be most sensitive to the fraying of the hairpins at the ends, and which
could be significantly different from the average absorbance measurements.

Another source of difference is in the temperature range over which the FCS and T-
jump measurements are made. The FCS measurements of Libchaber’s group are in the
temperature range from an upper limit of ~50°C down to ~18°C (and in some instances
down to ~10°C) for hairpins whose melting temperatures range from to 60°C
for poly(dA) loops and to 60°C for the poly(dT) loops (Goddard et al., 2000).
Thus, the bulk of their measurements are at or below The temperature range of the T-
jump measurements is much narrower and hovers near where the change in population
as a result of T-jump is the largest. A possible explanation of the differences in the
measured activation enthalpy for the closing step may be that the apparent activation
enthalpy, obtained from slopes on Arrhenius plots, changes sign as the temperature is
lowered below with negative activation enthalpies for and positive activation
enthalpies for In fact, deviations from an Arrhenius behavior are evident even in
the data from the Libchaber group; see Figure 9.

Figure 9. The closing times for (a) poly(dA) loops and (b) poly(dT) loops, with N bases in the loops, versus
inverse temperature. The data are from Goddard et al. (2000). The continuous lines are fits to the data using the
configurational diffusion model (Shen et al., 2001; Ansari et al., 2002). (c) The values of the characteristic
roughness that describes the temperature dependence of the closing times for poly(dA) loops (open circles)
and for poly(dT) loops (filled circles).
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As discussed in Section 2.2, non-Arrhenius behavior could result from the
temperature dependence of the enthalpy and entropy changes, or from the temperature
dependence of the preexponential in Eq. (5). If the folding dynamics is modeled as
configurational diffusion along the free energy profiles calculated from the equilibrium
model, the non-Arrhenius behavior comes from the temperature dependence of the
effective diffusion coefficient of the chain in the unfolded state (Ansari et al., 2001). In
this model, the intrinsic diffusion coefficient of the ss-chain is modified by the factor

where represents the roughness in the free energy surface between the
unfolded state and the transition state as a result of transient intrachain interactions
(Ansari et al., 2001). Since the diffusion coefficient appears in the preexponential for the
closing step, the apparent activation enthalpy in an Arrhenius description has two
contributions: one from the enthalpy of the effective transition state relative to the
unfolded state (which is negative), and another from the temperature dependence of the

diffusion coefficient (which is positive ). Therefore, the closing times are
expected to be small below the melting temperature as a result of deeper traps, and again
small at high temperatures because of the intrinsic lower enthalpy of the effective
transition state, leading to a non-Arrhenius temperature dependence. Applying the
configurational diffusion model to the Libchaber data, with the assumption that intrachain
interactions transiently trap the polynucleotide in misfolded conformations, reproduces
the effective positive activation enthalpies of the Libchaber group, including the slight
non-Arrhenius behavior observed in their data (Figure 9) (Shen et al., 2001; Ansari et al.,
2002).

Non-Arrhenius temperature dependence for the closing times also comes out of the
statistical mechanical model of Zhang and Chen (2002). Figure 10 shows a graph of the
relaxation times versus inverse temperature for their RNA hairpin. For temperatures
greater than the melting temperature, for their hairpin (or

the relaxation times are dominated by the opening times, and yield positive
activation enthalpy for the opening step, as expected. Below the relaxation times are
dominated by the closing times and exhibit a distinctly non-Arrhenius temperature
dependence, with a rollover at what they call the glass transition temperature which
for their hairpin is around 20°C They get negative activation
enthalpy for the closing step between and and positive activation enthalpy below

This roll-over for is a consequence of misfolded states that behave as deep
traps, so that, at these low temperatures, the rate-determining step for forming hairpins is
to overcome these traps. Thus, their conclusions are in accord with the results of our
configurational diffusion model on a rough energy surface.

3.3. Is a semiflexible polymer description of ss-polynucleotides valid?

Force-extension measurements that monitor the elastic response of a biopolymer
have unambiguously demonstrated a semiflexible polymer description of double-stranded
DNA (Bustamante et al., 1994; Marko and Siggia, 1994). It might be noted that this was
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Figure 10. Relaxation times versus inverse temperature for an RNA hairpin. The figure is adapted from Zhang
and Chen (2002). The relaxation times are from their statistical mechanical model for the hairpin shown on the
left; the time-scale on the y-axis is in units of milliseconds (Shi-Jie Chen, private communication). is the
glass transition temperature.

previously quite solidly established by an array of different and consistent experimental
approaches (Hagerman, 1988); however the force-extension measurements make the
interpretation of DNA flexibility very clear. The theoretical description of ssDNA as a
semiflexible polymer, on the other hand, requires several adjustments, at the least
because of the non-negligible intrachain interactions (Figure 11). The first such
measurements on ss DNA (in 150 mM NaCl) supported a polymer description of
a freely-jointed chain with a Kuhn’s (statistical segment) length of ~1.5 nm (Smith et al.,
1996). However, deviations from a semiflexible polymer description have been observed
in the force-extension measurements for both high ionic conditions (e.g.,
and low ionic conditions (e.g., 2 mM NaCl), especially in the limit of low (< 10 pN)
forces (Bustamante et al., 2000; Maier et al., 2000; Wuite et al., 2000). The low force
behavior under high ionic solutions has been explained by various theoretical models as
arising from secondary structures (hairpins) that form as a result of base-pairing
interactions along a ssDNA. Thus, the forces required to initially stretch ssDNA have to
overcome the base-pairing interactions and are found to be in excess of forces required to
just overcome the entropic elasticity (Gerland et al., 2001; Montanari and Mezard, 2001;
Zhang et al., 2001; Cocco et al., 2003b). The behavior at low ionic conditions has been
explained as arising from the increased charge and hence the increased electrostatic
repulsion of the ssDNA segments, resulting in an increase in the effective statistical
segment length of the chain (Zhang et al., 2001; Cocco et al., 2003b).
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Figure 11. Force versus extension for ssDNA at various ionic strengths. (a) This figure is adapted from Cocco
et al. (2003b); experimental data at and are from Bustamante et al. (2000).
The continuous lines are from the theory of Cocco et al. (2003b) for, from top to bottom, 1.5 M, 150 mM, 15
mM, 1.5 mM, and 0.5 mM NaCl concentrations. (b) This figure is adapted from Zhang et al. (2001). The
experimental data are from Bustamante et al. (2000) and (o) are from Maier et al. (2000). The lines are
from the calculations of Zhang et al. (2001) for 2 mM NaCl (dashed line) and (continuous line).
The dash-dotted line is for a freely-jointed chain model without any interactions of the statistical segments.

Another measure of the semiflexible polymer nature of ssDNA comes from the
dependence of loop-closure probability on the length of the loop. The simplest
description of loop closure suggests that the closing time should scale as where L
is the length of the loop, and that the stabilizing free energy of the hairpin should increase
with decreasing loop size as ~2RTln(L), for loop sizes (Mathews et al., 1999). The
dependence of the melting profiles of ssDNA hairpins on the loop size, however, show
that the hairpin stability deviates quite significantly from that expected for an ideal
polymer, and varies as where for loops ranging from 4-12 bases, and

for loops ranging from 10-30 bases (Kuznetsov et al., 2001; Shen et al., 2001).
Therefore smaller loops are much more stable than expected from entropy considerations
alone, presumably from favorable stacking interactions within the loop and exclusion of
water in tighter loops (Vallone and Benight, 1999) (Figure 12)

The equilibrium measurements then raise the question, how do the opening and
closing times scale with loop size? Libchaber and co-workers found that the opening
times were insensitive to both the loop sequence and length whereas the closing times
scaled as for poly(dT) loops ranging in length from 12-30 bases. These observations
are not so inconsistent with what is expected for a semiflexible polymer (Aalberts et al.,
2003). Their closing times for poly(dA) loops exhibit a slightly stronger dependence of

(as estimated from their data, shown in Figure 9). The most striking result from
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Figure 12. Melting profiles for hairpins with poly(dT) loops with N bases in the loop. The solid lines are a fit
to the data with an equilibrium zipper model (Kuznetsov et al., 2001). Inset: The free energy of forming a loop
closed by a single base-pair versus the number of bases in the loop. The continuous line is a plot of the

values that fit the observed loop dependence of the melting profiles; the dashed line is a plot of the
values expected if stacking interactions within the loop are ignored.

Libchaber and co-workers, and which demonstrates qualitatively very different behavior
for poly(dT) versus poly(dA) strands, is the loop-size dependence of the apparent
activation enthalpy for the closing step (Figure 8). The activation enthalpy is found to be
~5 kcal/mol for both poly(dA) and poly(dT) loops ~10 bases long. For poly(dT) loops,
they observe a slight decrease in the activation enthalpy with increasing loop size.
However, for poly(dA) loops the apparent activation enthalpy increases quite
dramatically, from ~5 kcal/mol to >15 kcal/mol for 30 bases long loops. Therefore, they
find that the enthalpic barrier increases linearly with the number of bases in poly(dA)
loops, with a slope of +0.5 kcal/mol/base. The authors conclude from this study that
while the free energy of forming loops is mostly entropic for poly(dT) loops, the free
energy of forming poly(dA) loops includes an additional enthalpic contribution, which
arises from disrupting base stacking interactions in poly(dA) in order to form the loops.
Based on the linear dependence of the apparent activation enthalpy on the length of the
loop, they suggest that the number of stacking interactions that are disrupted increases
linearly with the length of the loop, with ~0.5 kcal/mol of enthalpy cost for disrupting a
single AA stacking interaction (Goddard et al., 2000).

It is well known that poly(dA) or poly(rA) form helical structure as a result of base-
stacking and which give them a rigidity which is significantly larger than that of poly(dT)
or poly(rU), especially at low temperatures (Eisenberg and Felsenfeld, 1967; Inners and
Felsenfeld, 1970; Stannard and Felsenfeld, 1975). Therefore, for loops that are smaller
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than the persistence length of the strands, an enthalpic cost of deforming the chain to
form a loop is to be expected (Goddard et al., 2002). However, whether the persistence
length of poly(dA) chains is large compared to the length scales of 8-30 bases is not
completely resolved, and is highly temperature dependent. As the temperature is raised,
the ssDNA does start to show behavior reminiscent of a semiflexible polymer with
dynamics that are not so strongly coupled to the sequence. The most compelling
evidence of this is in the scaling of the closing times with the loop length (L) near the

of the hairpin. In T-jump measurements scales as for both poly(dT) and
poly(dA) loops in the range of 4-12 bases (Figure 13) (Shen et al., 2001; Ansari et al.,
2002). The main point to note here is that in the vicinity of the hairpins show nearly
identical behavior for both types of loops.

Figure 13. Closing time versus length of the loop from T-jump measurements.   scales as for poly(dT)
at 51°C and as for poly(dA) loops  loops at 43°C.

As discussed in Section 2, slopes on Arrhenius plots yield activation enthalpies if the
entropy and enthalpy changes as well as the preexponential factor are temperature
independent. Since this is rarely the case, one ends up obtaining apparent activation
enthalpies that need to be interpreted with caution. In our configurational diffusion
model, the apparently anomalous values of activation enthalpies for the closing step as
the temperature is lowered arise as a result of the temperature dependence of the
preexponential in the Arrhenius expression. This model explains, albeit qualitatively, the
observation that the activation enthalpy for poly(dA) loops increases with increasing loop
length, since poly(dA) strands have a greater tendency to stack, or mis-stack, as the
intervening chain length increases, thus increasing the roughness in the energy surface
(Figure 9).

loops



HAIRPIN FORMATION IN POLYNUCLEOTIDES 125

Here, we will describe an alternative model, proposed by Aalberts et al. (2003) that
also captures the increase in the apparent activation enthalpy for the closing step with
increasing loop size in poly(dA). Aalberts et al. retain the semiflexible polymer nature of
ssDNA, but introduce a temperature dependence to the persistence length for poly(dA)
strands but not for poly(dT) strands. They write down an analytic expression for the
persistence length, in units of nucleotides, as

where is the stacking free energy per stack for a ss-chain. They
estimate the loop closing entropy as where is the

threshold distance at which contact is made between two bases closing the loop, and
is defined in Eq. (9). Assuming only an entropic contribution to the closing rate yields

If the persistence length were temperature independent, the Aalberts
models would yield temperature independent closing rates and zero activation enthalpy
for the closing step. However, since the persistence length is temperature-dependent, an
Arrhenius plot of the logarithm of the closing rate versus inverse temperature yields an

apparent activation enthalpy which depends on the length of the loop via Eq. (9).

In order to estimate Aalberts and co-workers obtain estimates of and

by fitting the temperature dependence of the experimentally measured closing times for
poly(dA) and poly(dT) loops based on a model in which the closing times for poly(dA)
loops depend on the number of stacked pairs (as the number of stacks increases, the
closing rate decreases), with closing times for poly(dT) loops defined as the closing times
for chains with no stacks. The temperature dependence of the closing times in poly(dA)
loops enters via the Boltzmann factor that is used to define the
probability of finding n stacks at a given temperature T. For a particular chain with n
stacks, they simulate the closing times using a Monte-Carlo procedure, and vary the
parameters and to obtain agreement with the experimental values of the closing
times obtained by Libchaber and co-workers. They find that values of ranging from
–4.5 kcal/mol to –8.2 kcal/mol and ranging from –14 cal/mol/K to –25 cal/mol/K
give good agreement between experiment and simulations. Figure 14 shows the

calculated from their model at T = 310K, using stacking parameters
and The calculated values are in good agreement with the

experimental values of obtained by Libchaber and co-workers. Note that their

estimate of is significantly larger than the ~0.5 kcal/mol estimate of Libchaber and
co-workers, and is in closer agreement with previous estimates of the stacking parameters
(Turner, 2000).
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Figure 14. Apparent activation enthalpy for the closing step as a function of the number of bases in the

poly(dA) loop. Symbols are the experimental results of Goddard et al. (2000), also shown in Figure 8. The line
is a fit to the data from the model of Aalberts et al. The figure is adapted from Aalberts et al. (2003).

There have been several attempts in the past to measure the persistence length of ss-
polynucleotides, with values obtained from a number of different experiments ranging
from 0.75–7.5 nm (Eisenberg and Felsenfeld, 1967; Inners and Felsenfeld, 1970; Smith et
al., 1996; Tinland et al., 1997; Rivetti et al., 1998; Mills et al., 1999; Kuznetsov et al.,
2001; Shen et al., 2001). Most of the measurements were done at a single temperature.
The only systematic study of the temperature and sequence dependence of the persistence
length of ss-polynucleotides was conducted by Felsenfeld and co-workers (Eisenberg and
Felsenfeld, 1967; Inners and Felsenfeld, 1970). They showed that the radius of gyration,
obtained from light scattering measurements, showed only a weak temperature
dependence for poly(rU) chains in the range 15°C to 45°C, whereas the radius of gyration
of poly(rA) chains increased by more than a factor of 2 from 40°C to 0°C. Both poly(rU)
and poly(rA) chains of the same length had similar dimensions at temperatures above
about 50°C, for which the poly(rA) chain is essentially unstacked. Using their measured
values of the radius of gyration for a poly(rA) chain of length 1462 nucleotides at
different temperatures, one can calculate the persistence length values as a function of
temperature. These values are plotted in Figure 15, together with the corresponding
values from Aalberts et al. (Eq. 10). The two sets of numbers agree reasonably well at
high temperatures, but show deviations at low temperatures, with the numbers from
Aalberts et al., showing a stronger temperature dependence. Thus, although the model
and calculations of Aalberts et al. captures the anomalous dependence of the activation
enthalpy for the closing step on the length of the poly(dA) loops, their estimates of the
persistence lengths of poly(dA) loops at low temperatures are significantly larger than
previous estimates.
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Figure 15. Persistence length (in nm) versus temperature. Top curve (continuous line) is from the model of
Aalberts et al. (Eq. 10), with kcal/mol and cal/mol/K. The bottom curve (dashed line) is
from the radius of gyration measurements of Eisenberg and Felsenfeld (1967) on poly(rA). An internucleotide
distance of 0.6 nm was used.

The most straightforward experiment that might help to unravel some of these issues
is force-extension measurements on ss-poly(dT) and ss-poly(dA) that will not have the
complications of hairpin formation, as observed for ss DNA, but may reveal
differences in the stacking interactions that (a) just change the persistence length and (b)
lead to mis-stacked clusters under low-force conditions.

3.4. What is the viscosity dependence of the opening and closing rates?

Studies on the viscosity dependence of the overall rates are important because they
can provide new insights into the rate-determining processes, and also provide additional
constraints on models that are used to describe the dynamics of hairpin formation.
Klenerman and co-workers report that the opening and closing times scale with the
solvent viscosity (Wallace et al., 2001). One of the major obstacles in
interpreting kinetics obtained from measurements in solvents of varying composition is
that addition of viscogenic cosolvents invariably affects the stability of the hairpins.
Separating the effects of cosolvents on the rate coefficients from changes in stability or
from changes in the viscosity of the solvent is non-trivial. It is not straightforward to
interpret the viscosity dependence of measured relaxation times without first correcting
for these inevitable changes in stability. Wallace et al. assume that addition of nearly 50%
glycerol does not affect the stability of their hairpins; they conclude that all the changes
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in the observed rates upon addition of glycerol can be attributed to changes in the solvent
viscosity.

Figure 16. Melting profiles of hairpin in solutions of varying glycerol/water
mixtures. Addition of glycerol changes the viscosity as well as the stability of the hairpin.

Early attempts of Wang and Davidson to measure the viscosity dependence of the
DNA cyclization times showed that addition of glycerol significantly destabilizes the
base-pairing (Wang and Davidson, 1968). We have measured the melting profiles of
hairpins as a function of glycerol concentration and find that decreases by more than
15°C upon addition of 50% (w/w) glycerol and by nearly 30°C upon addition of 75%
(w/w) glycerol (Figure 16). One way to compensate for changes in stability is to assume
that an increase in the free energy of the hairpin (relative to the unfolded state) upon
addition of glycerol is reflected in a corresponding increase in the free energy of
the transition state with between 0 and 1) (Figure 17). The hairpin closing
and opening times can then be written as:
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Here is the free energy barrier for the closing (opening) step in water, and

is a parameter between 0 and 1 that describes the viscosity dependence (S.V.K & A.A.,
manuscript in preparation).

Figure 17. A schematic representation of the free energy versus an effective reaction coordinate for hairpin
formation for two different concentrations of a viscogenic solvent. A linear free energy approximation is
assumed in which the transition state is destabilized by some fractional amount when the hairpin state
is destabilized by an amount

Figure 18 shows the relaxation times for hairpin
measured for different concentrations of glycerol in the sample. Figure 19 shows the
viscosity dependence of the relaxation times, and the opening and closing times, at 35°C.
The opening and closing times are fit using Eq. (11), with and as tree parameters. In
this analysis we find that the apparent viscosity dependence of and can be described
equally well by assigning most of the dependence to a change in the stability of the
transition state with weak viscosity dependence or by assigning nearly
all dependence to a change in solvent viscosity and a smaller change in the
stability of the transition state Therefore, the conclusion that the opening and
closing times scale linearly with solvent viscosity is ambiguous. The addition of glycerol
or other viscogenic agents that destabilize hairpins can have an additional effect. Since
glycerol destabilizes hairpins, it is also expected to destabilize any misfolded
conformations, and reduce the roughness in the free energy surface. Thus, addition of
glycerol may have two effects that could compensate: a decrease in the intrinsic diffusion
coefficient with increasing viscosity, and an increase in the effective diffusion coefficient
for intrachain dynamics as a result of weaker intrachain interactions. Therefore, a careful
investigation of the viscosity dependence requires isostability conditions, e.g.,
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compensating for the changes in stability upon addition of viscogenic cosolvents by
varying the salt concentrations. A similar approach has been successfully applied to
monitor the viscosity dependence of the protein folding kinetics (Jacob et al., 1997;
Plaxco and Baker, 1998).

Figure 18. Relaxation times for the hairpin versus inverse temperature in
solutions of varying glycerol/water mixtures.

Figure 19. (a) Viscosity dependence of the relaxation times and the opening and closing times at T= 35°C.
The continuous lines are a fit to the data using Eq. (11), with and the dashed lines are with
and (b) The parameter values for 10 independent searches in parameter space that give equally good fit
to the observed viscosity dependence.
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3.5. Does transient trapping in misfolded states slow down hairpin formation?

In order to address the question of whether the rate-determining step in hairpin
formation is transient trapping in misfolded states, we used a kinetic zipper model to
simulate the relaxation kinetics (S.V.K & A.A., manuscript in preparation). This kinetic
model is a simple extension of the equilibrium zipper model that we used previously to
describe the melting profiles of ssDNA hairpins with loops of different sizes (Kuznetsov
et al., 2001), with a simple modification in that we include explicitly all misfolded states
with non-native base-pairs, as in the Zhang and Chen model (2002), with only the
constraint that the loop cannot be smaller than 3 bases. The model, at present, does not
include non-native hydrogen bonds and intrastrand stacking contacts between any two
bases along the ss-chain, as has been observed in the molecular dynamics simulations of
Pande and co-workers (Sorin et al., 2003), although the framework of the algorithm
allows such interactions to be included without much difficulty.

In our equilibrium zipper model, we described the end-loop weighting function
for a loop of bases as (Kuznetsov et al., 2001).

Here is the statistical segment length, is a characteristic reaction volume within
which the bases at the two ends of the loop can form hydrogen bonds, g(n) is the loop-
closure probability for a semiflexible polymer of length n monomers, and
describes the increase in the stability of the hairpin as a result of stabilizing interactions
within the loop. was parameterized as

with and as fitting parameters needed to describe the strength of the stabilizing
interactions in the loops and its dependence on loop size and is the number of
statistical segments in the loop. For large loops the value of approaches the

cooperativity parameter (Wartell and Benight, 1985). Recall that the

primary result from the analysis of the equilibrium melting profiles was that the
interactions that stabilize loops favored the formation of smaller loops by a factor that
was significantly large than that expected from entropic considerations alone (Figure 12:
inset). A value of in Eq. (13) was necessary to describe the dependence of the
equilibrium melting profiles on the size of the loops for hairpins

for loops consisting of both X=A and X=T, and for the
number of bases in the loop N = 4, 8, or 12 (Kuznetsov et al., 2001; Shen et al., 2001).
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The first step in describing the relaxation kinetics is to write down the set of coupled
differential equations that describe the transitions between the various microstates in the
ensemble (Munoz and Eaton, 1999; Zhang and Chen, 2002; Cocco et al., 2003a)

where is the population of the ith microstate (i= 1, ,m) and and are the

rates for transitions from state j to state i and from state i to state j, respectively. The
matrix form of Eq. (14) (master equation) is

where P is a column vector and M is a m x m rate matrix with

as the off-diagonal elements and as the diagonal elements. The time-

dependent solution of the rate equations yields the change in population as a function of
time P(t), and is obtained by diagonalizing the matrix M to obtain its eigenvalues and
eigenvectors The solution to Eq. (15) can be written as:

where is a m × m diagonal matrix with as the diagonal matrix elements,
U is a m × m matrix consisting of the eigenvectors, and P(0) is the column vector
representing the populations of all microstates at t = 0.

In our T-jump experiments we monitor the change in transient absorbance at 266 nm,
which is interpreted as a change in the fraction of intact base-pairs To compare the
relaxation kinetics from the model with the transient absorbance measurements, we
calculate from the calculated populations of the microstates as

where is the number of base-pairs forming the stem of the native hairpin, and is the
number of intact base-pairs in the ith microstate.

To describe the elementary rates of forming or breaking base-pairs, we assume that
the first base-pair that closes a loop of length L has a closing rate given by

where is the rate for forming loops of reference length
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consisting of 10 bases. The rate for loop formation, therefore, scales with loop length as

The reverse rate, for opening the loops, is where

is the difference in free energy between the fully unfolded state and the microstate

with a single intact base-pair. The values are determined from the parameters that

describe the melting profiles (see Figure 12). Similarly, the rate for adding a base-pair to

an adjacent base-pair is given by which we assume to be independent of temperature

and sequence. The reverse rate is sequence dependent and is determined from

where is the difference in free energy between two

microstates that are connected by the formation of a single contiguous base-pair. Thus, all

rate coefficients in Eq. (14) can be calculated in terms of two parameters, and

and the equilibrium free energies of each of the microstates in the ensemble. As in the
model of Cocco et al. (2003a), all the sequence dependence is in the opening rates.

We estimated the values of the two parameters in the kinetic zipper model by
simulating the kinetics for the hairpin for which we
have previously obtained the statistical weights of each of the microstates from fitting the
equilibrium melting profiles to the equilibrium zipper model (Shen et al., 2001). This
hairpin can adopt 28 conformations with native contacts and 40 conformations with non-
native contacts (with a minimal loop size of 3 bases). Thus the total number of
microstates for this hairpin is m = 69, including the unfolded state. The simulations yield
two sets of parameters that give reasonable agreement with the measured relaxation time
of for a T-jump from 42°C to 51°C (see Figure 4).

The first set of parameters yields with the relaxation

rates not sensitive to the value of from to In this limit, the rate-

determining step for forming hairpins is the addition of the second base-pair to the
equilibrium population of the looped conformations, and hence is not sensitive to the
time-scale of formation of these looped conformations. The closing rate in this limit is

given by where the term in the parenthesis is the equilibrium

population of the looped conformations relative to the unfolded state, and is given by

Using a value of at 51 °C yields

and which is close to obtained

from solving the complete rate equations. The value of estimated by our

model should be compared with estimated by Porscke (1974a),
estimated by Cocco et al. (2003a), and and for A·U and C·G base-
pairs, respectively, estimated by Zhang and Chen (2002).

The second set of parameters that yields relaxation rates consistent with the

experimentally measured values is and
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This solution suggests a very slow rate for the formation of the first base-pair,
occurring on tens of microseconds for loops of about 4 bases, followed by the rapid
zipping of the stem. This slow step could arise from either intrachain interactions, which
would slow down the effective diffusion coefficient for loop formation, or from an
additional barrier for the chemical step of base-pair formation even when the two ends of
the loop are within reaction distance, and which is not included explicitly in our model.

Figure 20. The closing times (a) and the opening times (b) versus the length of the loop for the hairpin
experimental results from T-jump measurements; (— ): a linear fit to the

data with a slope of 2.2 in panel (a) and –2.3 in panel (b); (– · –) results of the kinetic zipper model for

and (– ·· – ) for

Next, we simulated the dependence of the relaxation times and the closing times on
the size of the loop for the two sets of parameters. The first set yields a loop dependence
for the closing times as (Figure 20), which is a much stronger dependence than
what is observed experimentally (Bonnet et al., 1998; Shen et al., 2001). The reason that
this set of parameters yields a strong dependence on loop size is because the loop

dependence appears in the equilibrium constant and

which was found to exhibit a much stronger dependence on loop-size than that expected
for a semiflexible polymer (see Figure 12). The second set of parameters yields a loop
dependence which is very close to the experimental results. This is to be expected

from our model, since, in this limit and we assume that Note

that, in the T-jump measurements, the opening times are found to scale with loop size as
which is also reproduced nicely by the second set of parameters.
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Figure 21. The relaxation times, closing times and opening times versus inverse temperature for the hairpin
(a) Symbols are relaxation times from T-jump experiments; the opening

times and closing at each temperature are from a two-state analysis of the measured relaxation

times. Results from the kinetic zipper model are plotted in (b) for and in (c)

for The line-types in panels (b) and (c) have the same meaning as in panel

(a).

A further test of the parameters comes from simulating the temperature dependence
of the relaxation times and the closing times for the hairpin

The results are shown in Figure 21 together with the
corresponding experimental results. Both sets of parameters reproduce reasonably well
the temperature dependence of the measured relaxation times. The primary difference
between the two sets of parameters is the apparent activation enthalpy for the closing
step, which is negative (~ – 2.3 kcal/mol) for the first set of parameters and essentially
zero for the second set of parameters. The T-jump experiments yield negative activation
enthalpies for the closing step near The two sets of parameters correspond to quite

different physical pictures as described earlier. For the first set, and

the rate-determining step is the formation of the second base-pair, and,

since the rate for addition of base-pairs is assumed to be independent of temperature, the
temperature dependence of the closing step is derived from the equilibrium population of
the looped conformations, which increases with decreasing temperature, thus giving rise
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to an apparent negative activation enthalpy for the overall closing step in a two-state

analysis. For the second set of parameters, and the

rate-determining step is the formation of the first base-pair, which, in the current version
of our model, is limited by chain dynamics and has little or no temperature dependence.
Even if we were to assign an activation enthalpy to the chemical step of base-pair
formation, it would be a positive activation enthalpy, and would not reproduce the
experimental results.

The results of our simulations therefore present a puzzle in that the set of parameters
that correctly describe the loop dependence are not able to describe the negative
activation enthalpy for the closing times that is observed experimentally. The
simulations and experimental results can be reconciled for the first set of parameters if we
assume that the rate-determining step is indeed the formation of the second base-pair, but
that in the effective transition state, which consists of looped conformations with one
base-pair formed, all the loop stacking interactions that stabilize smaller loops
(parameterized by in Eq. (13)) are not yet formed, so that the loop dependence of the
equilibrium population of this transition state is still governed by the loss of
conformational entropy of the chain, and which will give the correct scaling of closing
time with the loop size. An alternative scenario, consistent with the simulations of Pande
and co-workers, is that the collapse of the chain, followed by reorganization within the
collapsed state, is the rate-determining step. Whether such a model would reproduce the
scaling of closing times as remains to be investigated.

To investigate the effect of misfolded states on the kinetics of hairpin formation, we
picked the following two hairpin sequences: (i) whose
kinetics we have investigated previously (Ansari et al., 2001; Kuznetsov et al., 2001), and
(ii) which has roughly the same stability as the first hairpin. Both
hairpins have 21 conformations in the zipper model, not counting the misfolded states.
The second hairpin can adopt many more misfolded conformations with non-native base-
pair(s), 122 such conformations versus only 20 misfolded conformations for the first
hairpin. Thus, the second hairpin is expected to have deep traps in its free energy
surface, at temperatures below especially since some of the misfolded conformations
(with 4 or 5 base-pairs in the stem) are nearly as stable as the fully intact hairpin.

The relaxation times and the closing times for these two hairpins were calculated as a
function of temperature, using the same two sets of parameters as determined for the
hairpin with bases in the loop, with one adjustment. For these hairpins, with bases

in the loop, the parameter in the first set of parameters needed to be adjusted to

in order to yield relaxation times that agree well with the
experimental value of measured for the hairpin at
37°C (Ansari et al., 2001; Kuznetsov et al., 2001). Therefore, for hairpins with bases

in the loop, the parameter is approximately a factor of 10 smaller than the value of

estimated for the hairpin. This adjustment in is necessary for the
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first set of parameters that do not reproduce the dependence of closing times on the loop
size correctly.

The relaxation kinetics was simulated for the folding of the hairpin when the
temperature is dropped from high (~90°C), when the hairpin is completely unfolded, to
the final temperature of interest. Although the T-jump in the simulations is reverse of the
T-jump in experiments, we chose to go from high to low temperatures in order to reduce
the amplitude of a fast phase that arises from the rapid zipping/unzipping of the stem, and
which is observed in simulations of T-jumps from low to high temperatures, as well as in
T-jump experiments on sub-microsecond time-scales (Porschke, 1974a). The folding
kinetics of the hairpin with few (and not very stable) misfolded states are monophasic and
well described by a single-exponential decay at all final temperatures ranging from 10°C
to 95°C. For the second hairpin with many misfolded states, the kinetics observed for

are also well-described by a single-exponential decay, with relaxation times that are
about a factor of 6 smaller than that for the first hairpin. This apparently counter-intuitive
result is a consequence of the fact that for the fully intact hairpin and some
partially folded and misfolded hairpins are populated with similar probabilities at
equilibrium, and the folding for the second hairpin occurs via many parallel pathways
corresponding to the different conformations accessible in the “folded” state, thus
speeding up the overall folding rate.

Figure 22. Relaxation times versus inverse temperature after T-jump from 90°C to 25°C, obtained from the
kinetic zipper model for two hairpins; (with few misfolded conformations) and

(with many misfolded conformations). Calculated relaxation times for (a) the parameters

and for (b) the parameters The continuous line

is for the first hairpin, and the dashed lines for the second hairpin; at low temperatures, the second hairpin
exhibits two components in its relaxation kinetics.

For the folding kinetics of the second hairpin are distinctly biphasic, with a
fast phase that corresponds, as before, to the rapid formation of both native and misfolded
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hairpins via multiple pathways, and then a slower reorganization of the misfolded
conformations to form the correct native state. Figure 22 shows the calculated relaxation
times as a function of temperature for the two hairpins. The results are qualitatively the
same for both sets of parameters, with the hairpin with many misfolded states folding
about 10 times slower than the hairpin with few misfolded states.

Finally, we also investigated the dependence of the relaxation times and the closing
times on the length of the stem. For this simulation, we picked the hairpin sequences

and and ignored the misfolded conformations for
simplicity. Calculations were performed for T-jumps from 95°C to 25°C. The

parameters we picked for this simulation were and

These parameters are close to the parameters we found for our hairpins, and the rate
for the addition of a base-pair is also very close to the corresponding parameter in the
model of Cocco et al. (2003a). The results of our simulations yield for the
6-stem hairpin and for the 24-stem hairpin; i.e. the closing times for the two
hairpins are nearly identical in this model, with the longer hairpin exhibiting slighter
faster closing rates. For this set of parameters, the rate-determining step is the formation
of the second base-pair, which depends on the equilibrium population of the looped
conformations, and is independent, to first approximation, on the stem-length. The
slightly faster rate for the longer hairpin is presumably from the larger number of parallel
pathways arising from looped conformations of different sizes that the longer hairpin can
adopt. Therefore, in contrast to the model of Cocco et al., our model suggests that even
with a base-pair formation time as slow as 300 ns, longer hairpins do not fold any slower.
Adding back the misfolded conformations is expected to slow down the longer stem
hairpin at low temperatures because of the many more misfolding possibilities.

In summary, the simulations using the kinetic zipper model demonstrate that the
relaxation kinetics of small hairpins can be described quite well over a range of
temperatures and loop sizes in terms of a simple model with just two parameters.
However, the results from the simulations reveal two sets of plausible parameters that
reproduce different facets of the experimental data, but with very different rate
parameters for the fundamental step of loop closure. The model also demonstrates that
misfolded states can slow down hairpin formation, especially for

4. CONCLUSION

In this chapter, we have reviewed a vast array of experimental and theoretical studies
of a fundamental problem in biopolymer science, the seemingly simple problem of the
folding dynamics of hairpin structures in ss-polynucleotides. The review highlights the
fact that, despite more than thirty years of biophysical research on this problem, some
basic issues remain unresolved. First, the rate-determining step that defines the folding
times of several tens of microseconds for short ssDNA or RNA hairpins in solution is not
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completely understood. Second, the scaling of the opening/closing rates with solvent
viscosity has not been established.

The most fundamental question raised in this chapter may be succinctly stated as:
Why do hairpins in ss-polynucleotides form so slowly? This question is opposite to the
one posed in connection with the folding of proteins by Levinthal (1969), frequently
referred to as the Levinthal paradox, where he argued that it should take longer than the
age of the universe for proteins to fold if they randomly sampled all conformational
space. Thus, the question underlying the field of protein folding became: Why do
proteins fold so fast? (Baldwin, 1996). This paradox is resolved by recognizing that the
conformational search for the native state of the protein is not random but biased, on a
“funnel-like” energy landscape with a pronounced global minimum corresponding to the
native state (Sali et al., 1994a; 1994b; Wolynes et al., 1995; Dill and Chan, 1997;
Onuchic et al., 1997). Zwanzig et al. (1992) showed that if an energy penalty of the order
of a few is imposed to break favorable interactions that correspond to native
interactions of the protein, then the conformational search time can be reduced to
biologically relevant times.

In the case of hairpin formation in short ss-oligonucleotides, if intrachain interactions
are ignored and the ss-chain treated like an ideal semiflexible polymer, the purely
entropic conformational search time for the two ends of the chain to come together is tens
of nanoseconds. However, force-extension measurements on ss-polynucleotides have
demonstrated that, under conditions of high ionic strength, intrachain interactions such as
random base-pairing and intrastrand stacking interactions are non-negligible, and lead to
significant deviations from the behavior expected for a semiflexible polymer. Thus, one
may ask whether the slow times observed for the folding of hairpins are because these
intrachain interactions in the unfolded state lead to a roughness in the energy landscape
that impedes the chain dynamics prior to the formation of the critical nucleus.

Several experiments suggest that sequence-dependent intrachain interactions may
play a role in defining the rate-determining step. A comparison between the
folding/unfolding dynamics of hairpins with identical stems but with different loop
compositions, poly(dA) or poly(dT), have revealed many differences at temperatures
below sequences with poly(dA) loops (i) take longer to fold than sequences with
poly(dT) loops; (ii) exhibit apparent activation enthalpies for the closing step that
increase with increasing loop size, in contrast with the behavior for poly(dT) loops; and
(iii) exhibit deviations from the scaling of closing times as The increased propensity
of the poly(dA) loops to stack and to mis-stack may, to a large extent, be responsible for
these differences. Experimental measurements of the viscosity dependence of the
opening/closing times would likely lead to new insights into the rate-determining step.
One trivial effect of the addition of viscogenic solvents is that, since these co-solvents
destabilize base-pairing and stacking interactions, the differences in the behavior
observed for the two kinds of loop strands should diminish. More importantly, an
accurate determination of the scaling behavior with increasing solvent viscosity would
provide additional constraints on the models. For example, significant deviations from a
simple linear scaling could suggest that the conformational search for the critical nucleus
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occurs in the collapsed state, with internal rearrangement dominating over diffusion
through the solvent.

An alternative scenario to explain the folding times of tens of microseconds for these
hairpins is the slow and sequential zipping of the stem. How much of the slow folding
times arise from conformational searching with transient traps in the free energy surface,
and how much from the slow zipping of the stem, remains to be investigated in detail.
There are currently no systematic studies on the dependence of hairpin closing times on
stem length, analogous to the studies on loop-size dependence. Increasing the length of
the stem will, of course, also increase the number of transient intrachain interactions,
which would need to be included in a more complete theoretical description.

For hairpins especially designed to have a large number of misfolded states that act
as deep traps, the numerical results of the kinetic zipper model show that hairpin
sequences with many misfolded states exhibit an increase in folding times for
Currently, this model ignores all interactions that are not base-pairing interactions.
Including non-native hydrogen bonding and intrachain mis-stacking interactions would
be a very useful extension to the kinetic zipper model, especially in light of the
simulation results of Pande and co-workers (Sorin et al., 2003).

Finally, an essential experiment that will directly address the influence of intrachain
interactions on the dynamics of the ss-polynucleotides is the measurement of the end-to-
end contact time as a function of sequence composition, solvent conditions, and
temperature. Such measurements, together with the insights on the semiflexible nature of
the ss-polynucleotides gained from force-extension measurements, will be necessary to
sort out the various contributions and provide a satisfying answer to this decades old
folding problem.
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BIOINSPIRED APPROACHES TO
BUILDING NANOSCALE DEVICES

Sawitri Mardyani, Wen Jiang, Jonathan Lai, Jane Zhang,
Warren C. W. Chan*

1. INTRODUCTION

In 1959, Richard Feynman gave a speech called “There’s plenty of room at the
bottom,” where he challenged scientists to construct atomic-scale devices. Since 1959,
the dream of building nanoscale devices is slowly becoming a reality.
The expected impact of nanodevices is immense. Nanodevices are comparable in size to
most biological systems (e.g., viruses, organelles, proteins, DNA) and therefore, it has
been suggested that nanodevices can be engineered to diagnose and treat malfunctions in
cells. This can lead to a new generation of treatment strategies for cancer, AIDS, or
Alzheimer. Future advances in the computer chip industry may also depend on
nanotechnology – the ability to design atomic-scale chips may provide hard drives with
greater memory capabilities or faster electronics. Assembled nanosystems are also
expected to impact the aerospace program – where lightweight, high tear-resistant fabric
(made with nanostructures) with embedded nanosensors may be designed for astronauts.
To meet the challenges and rewards of nanotechnology, research institutions around the
world have built infrastructures to study, manipulate, and design nanometer-sized
materials (generally, < 100 nm) for building atomic-scale devices.

In the last couple of centuries, we have perfected the art of building macroscale
devices such as clocks, calculators, computer chips, and cars. The building process
generally involves the manufacturing of precursor components and the assembling of
these components into a functional unit. The entire process can be automated using man-
made machines. However, there is extreme difficulty in building similar devices with
nanometer-dimensions. This is mainly due to the inability to assemble atoms or
nanometer-sized components in a coordinated fashion. Top-down approaches, generally
associated with photolithography and etching techniques, have been instrumental in
advances in microscale technologies. However, a top-down approach has found limited
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Figure 1. Schematic of assembling nanostructures in a controlled fashion.
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use in building nanoscale devices mainly due to high costs of instruments and diffraction
limit. A bottom-up strategy, where atoms are precisely assembled in the molecular scale,
is one of the most promising strategies for building atomic-scale devices, as illustrated in
Figure 1. Material scientists and chemists have spent the last thirty years perfecting the
synthesis of nanoscale objects, that may one day become precursors for building
nanoscale devices.1-6 Semiconductor, metallic, non-metallic, and alloyed nanoparticles
have been successfully synthesized and characterized. The precision of synthesis is so
great that researchers can selectively and reproducibly grow protrusions on the surface of
spherical quantum dots7 or modify the dimensions of metallic nanoparticles using
solution-based approaches.8, 9 Simple mono functional hybrid organic/inorganic
nanostructures have demonstrated a plethora of applications in biomedical detection. Yet,
the current challenge of nanotechnologists is to mix-and-match different types of
nanostructures in a coordinated fashion to produce a functional device the size of a virus
(<100nm).

Integrating organic molecules with inorganic nanostructures have produced
exciting results in the field of nanodevice building. Organic molecules have been utilized
as surface coatings to prevent unwanted nanoparticle aggregation, as molecules to direct
nanoparticle assembly, and as homing devices to target nanostructures to specific
biological sites. Furthermore, organic molecules have embarked greater functional
capabilities into inorganic nanostructures. For example, Mirkin and coworkers used
oligonucleotides to assemble and de-assemble metallic nanostructures10, 11. Montemagno
and coworkers programmed rotational motion in nickel nanoparticles12, 13 while Ruoslahti
and coworkers directed quantum dots to tumour sites using homing peptides in vivo.14 At
the current state of research in this field, there is a wide-array of precursor nanostructures
and organic molecules available to build nanodevices. However, the key challenge is to
develop novel approaches to assemble them into a functional unit. In this chapter, we
will describe some of the precursors available for device building and describe some of
the recent strategies that utilize biological systems or biomimetic systems to assemble
nanostructures.

2. NANOSTRUCTURES AS CORE COMPONENTS FOR BUILDING DEVICES

In the last thirty years, great efforts in the synthesis of nanoscale materials have
provided researchers with a large set of building blocks for constructing nanoscale
devices. Materials in this size-regime possess unique optical, electronic, and magnetic
properties that can be tuned by altering the particle’s size, shape, or composition.
Metallic nanostructures have the ability to produce heat, quench luminescence, scatter
light, and create surface plasmon upon optical excitation. Semiconductor nanostructures
have the ability to emit light and are conductive upon optical or electrical excitation.
Rod-shaped semiconductor nanostructures can polarize light while spherical shaped
nanostructures cannot. Carbon nanotubes have unique electrical and mechanical
properties, and are lightweight. Fullerenes are hollow in the core while dendrimers are
highly porous. These are examples of some of the properties of nanostructures that may
find use in nanoscale device building.

The ability to assemble nanostructures requires precise control of the particle’s
surface chemistry, where molecules can be coated onto the surface to direct the assembly
process. Strategies have been developed to readily permit the modification of a
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nanoparticle’s surface chemistry.15-19 The easiest types of nanoparticles to coat with
recognition biomolecules are metallic nanostructures such as gold or silver colloids. In
preparing for coating, the surface of metallic nanoparticles is generally stabilized with a
weak ligand that can be easily desorbed from the surface. For example, proteins such as
bovine serum albumin and transferrin can be adsorbed onto the surface of citrate
stabilized gold nanoparticles through ionic and hydrophobic interactions as well as dative
binding. For other types of nanoparticles where the surface coating with biomolecules
may be more difficult, extra processing steps are needed to create a surface with reactive
functional groups (-COOH, -SH, or For example, semiconductor quantum dots
do not readily adsorb proteins. In order to coat the surface of quantum dots with proteins,
a layer of amphipolic polymer can be used to render the surface of the quantum dots with
-COOH functional groups.20 Primary group from biomolecules can then be cross-
linked to the surface of the amphipolic polymer through a carbodiimide-assisted reaction,
forming an amide bond linkage between the quantum dot and biomolecule. Specialized
techniques have been developed for functionalizing carbon nanotubes, magnetic
nanoparticles, and fullerenes for cross-linking to biomolecules.

3. BIOLOGY AS MODEL SYSTEM FOR BUILDING NANOSCALE DEVICES

A key challenge in building nanoscale devices is the ability to assemble components
in a controlled fashion. How can one build a nanometer-sized RC-circuit? How can one
build a detection and drug storage and delivery system the size of a standard virus (~50 to
150 nm)? Researchers have recently looked toward biology as a guide to assemble
nanostructures into functional devices. One interesting fact about bioassembly in living
cells and tissues is that only a small amount of subunits are required to produce a rich and
diverse group of functional systems that regulate and maintain the viability of cells,
tissues, organs, and the organism. The information in DNA, the blueprint of a cell, is
encoded using only four distinct bases. Proteins, the functional units of a cell, are only
composed of 20-amino acids. Yet, a cell has developed the capability to assemble 4-
bases into a complete genetic code and 20-different amino acids into thousands of
functional proteins.

The molecular inner-workings of a cell can be equated to a highly efficient
assembly line that produces many types of biological nanomachines. For example, in the
translation of ribonucleic acid (RNA) to proteins, individual protein-units are assembled
together into a ~ 30-nm sized functional system called a ribosome. The ribosome
interacts with RNA and translates the RNA-sequence into an amino acid sequence. This
amino acid sequence then interacts with other biological systems to fold into an active
protein. Eukaryotic ribosomes contain up to 82 proteins that assemble in a precise
fashion to form this RNA-translational machine. This is just one example. Other sample
systems include the proteins involved in the transcription process, RNAsomes that are
involved in splicing activities, or protein-systems involved in extracellular signalling.
Although we have not reached or even come close to such sophistication in designing
nanoscale-devices, biological machineries provide design guidelines and inspirations for
building nanoscale devices.

Mimicking biological systems for designing nanoscale-devices may be a powerful
strategy. The controlling factors in coordinating the 20-amino acids and 4-bases into
functional units are non-covalent interactions. These interactions include hydrophobic-
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hydrophobic interactions, van der Waals forces, hydrogen bonding, and molecular
stacking. Nanoparticles, in general, are extremely dependent on molecular forces to
assist them in maintaining their monodispersity. The ability to coordinate the molecular
forces, similar to the ability of proteins to properly fold into a functional unit, on the
surface of nanoparticles is difficult to do at this particular point since protein folding
mechanisms remain somewhat unclear. A simpler and first step toward the use of
biology to mediate nanoparticle assembly is the use of recognition biomolecules (RBs).
RBs can be coated onto die surface of nanoparticles and be used to direct the formation of
nanoparticle aggregates.

The simple mixing of antibody-
coated nanoparticles with their matching
antigen in aqueous solution can lead to
rapid aggregation of nanoparticles.16

The ordering of nanoparticles within the
aggregate network can be coordinated
by the RBs. For example, proteins such
as avidin have four binding sites to the
small organic molecule biotin as shown
in Figure 2; antibodies are
inhomogeneous in structure and have
three binding sites. These two protein
systems will yield nanoparticle-
aggregates of different shape, size, and
nanoparticle spacing. For nanoparticle
assembly, proteins may one day act as
“molecular glue” to join nanoparticles
but will unlikely be used for building
nanodevices that require dynamic
assembly since protein-induced
aggregation may be irreversible.
Beyond network formation, the
conjugation of proteins to the surface of
nanoparticles provides nanoparticles
with greater functional capabilities.

Montemagno and coworkers proposed the powering of inorganic nanodevices with
biomolecular motor.12, 21 They demonstrated that biomolecular motors such as

triphosphate synthase and myosin provide enough force to propel inorganic
nanoparticles in solution. Vogel and coworkers proposed the use of motor proteins with
microtubule track systems to construct molecular conveyer belts to build nanoscale
devices.22, 23 They are mimicking the biological process of vesicle transport inside cells.

Oligonucleotides, another biomolecule, provide great versatility in the assembly
process; see Figure 3. Oligonucleotides are short-fragments of DNA or RNA that can be
easily synthesized using a machine. Similar to a zipper, single-stranded oligonucleotide
sequences can hybridize, or pair-up, with a matching sequence through hydrogen-
bonding interactions. They dehybridize simply by heating. In 1996, Alivisatos and
coworkers24and Mirkin and coworkers25 were two of the first groups to describe the use
of Oligonucleotides to assemble nanoparticles. Alivisatos and coworkers demonstrated the

FIGURE 2. Schematic of proteins directing the
assembly of nanoparticles. Avidin, a protein that
binds to the vitamin biotin, is coated onto the surface
of the nanoparticle. The addition of biotin-conjugated
protein (e.g., albumin) to a solution of avidin-coated
nanoparticle leads to aggregation due to the
interactions between biotin and avidin.
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selective spacing of gold nanoparticles on surfaces while Mirkin and coworkers
demonstrated the reversible aggregation of gold nanoparticles in solution.

Thiolated-oligonucleotides (e.g., HS-ATGGCCA where A, T, G, C refers to the
nucleic acid bases adenine, thymine, guanine, cytosine) are directly adsorbed onto the
surface of gold nanoparticles and excess oligonucleotides are removed from solution
using ultracentrifugation. A solution of ATGGCCA-coated gold nanoparticles can
aggregate in the presence of the palindrome sequence TACCGGTTGGCCAT due to the
formation of an ATGGCCA-TACCGGT duplex. Upon formation of the duplex structure,
the solution changes colour from ruby red to blue. This indicates the assembly of gold
nanoparticles into an aggregate. Heating of the solution beyond the melting temperature
induces the dehybridization of the ATGGCCA-TACCGGT duplex, returning the solution
colour back to red.

The properties of the oligonucleotide-induced aggregates can be easily
manipulated. Changing the length of the oligonucleotide sequence can alter the length
between nanoparticles in the aggregate network. Complex structures can also be
developed – for example, Mucic et al. demonstrated the construction of binary
nanoparticle networks where 8-nm gold nanoparticles were assembled onto the surface of
a 31-nm gold nanoparticle as illustrated in Figure 3.26 Different types of nanoparticles
can be introduced into the oligonucleotide aggregates. Enzymes that can cleave specific
DNA sequences (e.g., EcoRI) may provide another tool for producing unique structures
in the aggregate network.27, 28 Oligonucleotides provide a versatile “molecular glue” to
organize nanostructures for engineering nanoscale devices. However, there are still great
difficulties in producing aggregate structures with controlled size (e.g., structures with
only 2, 3, or 4 particles) or shape (e.g., 3-D cubical vs. spherical shaped aggregate) using
oligonucleotide-based methodologies.

FIGURE 3. TEM images of nanoparticle assembly. 8-nm colloidal gold nanoparticles were coated with
the sequence and 31-nm colloidal gold nanoparticles were
coated with the sequence (A) Upon addition of the
linking sequence 5’TAC-GAG-TTG-AGA-ATC-CTG-AAT-GCG to a solution of the oligonucleotide-
coated 8 and 31-nm gold nanoparticle, aggregation was observed. The 31-nm gold nanoparticles were
covered with 8-nm gold nanoparticles. (B) By varying the ratio of 8-nm to 31-nm (in this example, it was
120:1), satellite structures can be formed. (C) When the linking sequence does not match either of the
oligonucleotide sequences on the 8 or 31-nm gold nanoparticles, the nanoparticles do not aggregate. This
figure is adapted from Ref. 26 with permission.

Surface-based techniques have recently been employed to provide a second level
of control for nanoparticle aggregate formation. In a recent study by Bashir and co-
workers, biotinylated oligonucleotide sequences were placed onto the surface of a silicon
substrate.29 Avidin-coated nanoparticles were then incubated with the substrate and were
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attached onto the surface through an avidin-biotin interaction. The addition of excess
avidin-coated nanoparticles produced a monolayer of nanoparticles that can be released
from the surface by dehybridizing the oligonucleotide sequence. Other surface-based
approaches have utilized molecular templating as a strategy to organize nanoparticles. In
one example, Stupps and coworkers developed nanometer-scaled ribbon structures out of
polymers and then nucleated and grew semiconductor nanoparticles onto these ribbon
structures.30 Although the use of bio-inspired approaches toward nanoparticle assembly
has provided a first level of control, this is nowhere near the level of complexity that cells
have used to assemble their biomolecular machines. The next step in nanoscale-device
building is to develop novel methods that can lead to a high level of control for
nanoparticle assembly and that can integrate different-types of nanoparticles into a
complex 3-D network, just like the ribosome. Once that has been achieved, we will be
one-step closer to building smart and usable nanoscale devices.

4. MICROBIAL SYSTEMS FOR ASSEMBLING NANOSTRUCTURES

The use of microbial systems is another promising approach toward building
nanoscale devices. Microbial systems may be used as templates for organizing
nanoparticles or be programmed to express a set of worker proteins that can organize
nanoparticles into functional devices.

Viruses possess hundreds of unique sizes and shapes that may be useful as
templates for organizing nanoparticles. Emory and coworkers are proposing the
development of optical sensing surfaces by coordinating SERS-active nanoparticles
(SERS, surface-enhanced Raman spectroscopy) onto the surface of tobacco mosaic
viruses (TMV).31 The surface of the TMV is chemically modified to attract nanoparticles.
For example, primary thiol atoms can be introduced onto the surface of the virus using
Traut’s reagent (a.k.a. iminothiolane), which modifies the surface of the virus to attract
metallic nanoparticles. Metallic nanoparticles have a high binding affinity toward
primary thiols. Therefore, the overall structures of the nanoaggregate are similar in shape
and dimension to the virus. Furthermore, the ability to mutate the protein coating of
virus may be useful for tuning the spacing between nanoparticles as well as for mediating
nanoparticle heterogeneity on the surface of viruses.

Viruses can also be genetically engineered to produce a set of recognition
peptides that can selectively identify nanoparticles based on their composition and lattice
structure as illustrated in Figure 4. This technique is known as phage-display, where
specific or unknown substrates, are panned against a library of phage particles to identify
recognition molecules. With this technique, genes are inserted into viral particles called
phage, and expressed as peptides on the outer perimeter of the phage after replication in
bacteria. These genes can be mutated or varied to create a diverse pool of phage that can
be screened against nanoparticles. Although, phage-display has been traditionally used
in molecular biology, Belcher and coworkers pioneered the use of phage-display for
nanotechnology research.32, 33 They demonstrated the ability to program phage-particles
to selectively identify specific type of nanoparticles and to use the phage as a means of
organizing these nanoparticles into a 3-D layer. Phage-particles may one day be
programmed to assist in the build-up of nanoscale devices.

Yeast cells also have the capability to build nanoscale devices. In 1989, Winge
and coworkers discovered the ability of the yeast cells Candida glabrata or
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FIGURE 4. This figure depicts the use of phage-display screening to select for recognition molecules that
can bind to inorganic targets. (A-B) An optical image of inorganic surface GaAs and
The autofluorescence of the was observed. Upon incubation with tetramethylrhodamine (TMR)-phage
particles that recognized the GaAs surface, a high fluorescence emission was observed on the thinner lines.
TMR is a fluorophore used to indicate the direct binding of phage particles to targeted site. (C) To further
verify the selective binding of phage particles, the phage-particles were tagged with gold nanoparticles. The
surface consisted of GaAs and As shown in panel B, a SEM image revealed gold
nanoparticles were stationed only on the GaAs region of the surface (shown by the arrows). Scale bar is
500 nm. (D) Diagram of the selection and binding process. (E) Diagram showing the use multiple phage-
particles to direct assembly. This figure is adapted from Ref. 32 with permission.



gold particle has a cross-section at 514 nm). Because of this, colloidal gold
nanoparticles and nanoshells possess a photothermal effect that is induced by non-
radiative collisions between optically excited electrons with solvent molecules. Thermal-
sensitive polymers such as the copolymer N-isopropylacrylamide and acrylamide can
undergo a phase-change when the polymer is heated above their lower critical solution
temperature (LCST). At a temperature > LCST, molecules trapped inside the polymer are
released into the external environment due to the shrinking of the polymer. Essentially,
molecules such as drug agents that are trapped in the core are squeezed out of the
hydrogel when heated. The development of thermal-sensitive polymer matrices on the
surface of gold nanoshells can be utilized for storage of drug agents while the gold
nanoshells can act as an optical switch to control the release of drug agents. It is believed
that one day nanoparticle/drug storing system can be directly targeted to lesions in vivo.
The advantage is that the drug molecules are protected from the immune defence systems
in vivo; and can be selectively released at sites of injury - which is expected to reduce
side effects.

Recently, Ruoslahti and coworkers have demonstrated the successful targeting
of nanoparticles to specific sites in living animals.14 They discovered peptides that
specifically target tumour vasculatures.39,40 Two of these peptides were conjugated onto
the surface of two different-emitting quantum dots. These peptide-conjugated quantum
dots were introduced into a mouse bearing xenograft tumours through injection into the
tail vein. After 20 minutes, two distinct fluorescence signals were distinctly apparent on
the tumour tissues upon optical excitation. Co-staining with markers snowed the
localization of red-emitting quantum dots in the blood vessels while green-emitting
quantum dots localized in the lymphatic vessels. No significant quantum dot emission

with can lead to the expression of a family of proteins that assist in the
construction of ~ 3.0 nm CdS-nanoparticles. Once, the desired size of the nanoparticles
is reached, yeast produces a glutathione-like protein to coat the surface of the
nanoparticles. This protein helps to stabilize the nanoparticle from aggregation inside the
cell and to direct the nanoparticles out of the cell. Recent studies have demonstrated the
synthesis of different-types and sizes of nanoparticles using yeast cells.35-37

5. CURRENT STATE AND HIGHLIGHT OF BIOAPPLICATIONS OF
NANOSTRUCTURES

Although the successful design of nanoscale devices is several decades away,
nanoparticles have been integrated with biological molecules for numerous biomedical
applications. These can be considered, in some manners, to be simple, monofunctional
nanostructures that can manipulate the release of drug molecules or to detect
biomolecules in solution.

One of the most interesting concepts in functional nanoscale systems is the
integration of thermosensitive hydrogels with colloidal nanoparticles for optically
controlling drug release. Halas and West described the use of gold nanoshells for
localized drug delivery.38 These nanoshells are made from a silica dielectric core with a
gold shell, and their plasmon resonance wavelength can be tuned by varying the size of
the core and the shell. It has been well known that colloidal gold nanoparticles and more
recently, colloidal nanoshells have large absorption cross-sections (e.g., 5-nm diameter
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Schizosacharomyces pombe to synthesize semiconductor nanocrystals.34 Feeding yeast
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was apparent in other nearby tissues and organs. Targeting molecules have been
identified for tumour vessels and normal vessels in the brain, kidney, lungs, skin,
pancreas, and other tissues.41 The integration of targeting molecules with nanostructures
should provide a means of delivering nanostructures to specific cells and tissues in vivo
as well as nanoparticle-based contrast agents for ultrasensitive optical imaging.

Beyond in vivo applications of nanostructures, interfacing organic molecules
with inorganic nanostructures have led to the development of a new generation of in vitro
detection systems. Mirkin and coworkers harnessed the unique absorption characteristics
of aggregated and non-aggregated gold nanoparticles for the detection of genetic
mutations.42, 43 Natan and coworkers developed a metallic-barcoding system that can
analyze thousands of biomolecules simultaneously.44 Colloidal metallic nanoparticles
have also been utilized for genomic and proteomic screening. Dai and coworkers
developed highly selective electronic biosensors by using protein-adsorbed carbon
nanotubes.45 Furthermore, there has been significant progress in the development of
semiconductor quantum dots for biosensing and detection applications.46 Other types of
nanoparticles such as fullerenes and dendrimers have found applications in drug storage
and delivery. Magnetic nanoparticles are utilized as contrast agents for enhancing MRI-
imaging. Monofunctional nanostructures are rapidly advancing toward everyday use in
research labs. In the future, we foresee the development of multifunctional nanostructures
where onset and evolution of a disease can be sensed by the nanostructure; the sensing of
the disease, then, cause the selective release of one type or a combination of drug agents.

6. CONCLUSIONS

The field of nanotechnology has great potential to change the world. There has
been a tremendous focus in the last thirty years on developing and characterizing
nanostructure materials. Nowadays, the goal is to utilize these materials as precursors to
build nanoscale devices and to develop novel approaches to assemble these precursor
nanostructurs into a functional device. Biology offers an excellent guide for assembling
nanostructures since a cell can produce thousands of different functional units with only
20-different amino acid building blocks. Biomolecules such as proteins, oligonucleotides
and microbial systems have been successfully applied toward organizing nanostructures
into macrostructures. Although we have not built complex and functional nanostructures,
there are numerous examples in the literature that demonstrate the utility of simple
monofunctional nanostructures for biosensing and imaging applications, and drug
storage/release systems. In the future, the ability to assemble nanostructures into
complex functional units should produce novel systems that will have a broad and
significant impact.
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BRIDGING NATURAL NANO-TUBES
WITH DESIGNED NANOTUBES

Duan P. Chen*

1. INTRODUCTION

Nanotechnology is concerned with developing nanometer systems at the atomic
(molecular or macromolecular) level that have novel properties and functions be-
cause of their intrinsic nanometers (nm) length scale. At this small size scale (under
100 nm), a system may exhibit its novel differentiating properties and functions.
Nanotechnology utilizes the novel properties of these engineered small systems
(alone or integrated with other systems) to make new discoveries and to contribute
to the development of new technologies.

On the other hand, nature has already utilized nano-length-scale systems to
perform crucial biological functions. These critical biological functions require high
specificity and efficiency. As a result of the utilization of intrinsic molecular interac-
tions at the nanoscale, natural biological systems achieve such specialized functions,
especially those demonstrated in highly-specialized proteins. For example, ionic
channel proteins in the membranes of cells are key biological elements responsible
for a variety of signaling processes that control a medley of functions from contrac-
tion to secretion.1 They are a few nanometers in length and a few angstroms to
nanometers in diameter, yet many diseases are associated with ion channel defects
or mal-functions.2, 3 Not only are their spatial dimensions measured in nanometers,
but also they operate in the nanosecond time regime.

This chapter highlights potential applications of nature biological systems in
combination with the engineered carbon nanotubes in device applications, sensing,
drug-delivery, and computations. An analogy of ion channels to semiconductor
devices is made and elucidated.

*Department of Molecular Biophysics & Physiology, Rush University Medical Center, Chicago,
Illinois 60612. Email: dchen@rush.edu
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2. ION CHANNELS: WHAT THEY ARE AND HOW THEY ARE
STUDIED

Ion channels are ion-conducting membrane proteins, and their aqueous pathway
can be opened (gated) by ligands or voltage changes (To be exhaustive: Some can
be opened by second messengers like G-proteins. Others open their pathways by
responding to external mechanic pressures induced by membrane curvatures. Some
others are believed to be open all the time like gap junctions and porins). The ionic
electrical signals, facilitated by ion channels, are then used to control biological
functions throughout living systems. Membranes (phospholipid bilayers) form a
low dielectric barrier to hydrophilic and charged ions (or molecules), insulating the
cell interior from the exterior electrically.

Once open, its water-filled pore is highly selective for a specific ion species as
in most voltage-gated channels, or non-selective for cations or anions as in most
ligand-gated channels. The structures of the pore (especially at its selectivity filter
region) and its gates (the regions control the opening/closing of the pathway) are
highly conserved in evolution.

Ion channels are highly functionalized complex proteins. Individual ion channel
protein generates all-or-nothing cellular electric signals carried by ions with high
selectivity; therefore, their functions require a highly complex protein structure.
They are usually composed of multiple subunits (4 to 6) and each subunit can
have many transmembrane segments. The segments of ion-channel consist of amino
acids in a linear fashion. But the final three-dimensional molecular folding structure
determines its eventual functions, such as specificity of bindings and sensitivity to
external voltage. Traditionally ion channels are pictured to have the four functional
parts: ion-conducting pore (the ionic pathway), selectivity filter (the filter deter-
mines what kind of ion can pass through), gates (open and close channel pathway,
like a door), and voltage sensors or binding sites (characteristics of the channels
open by voltage or by endogenous and exogenous ligands). With molecular biol-
ogy, the functional parts of these four components are gradually realized in their
linear amino acid sequences. The precise structure-function relation of those key
four parts remains a challenge as few ion channel three-dimensional structures are
known.

The structure of porin is the first ion channel structure solved at atomic resolu-
tion at a 3 Å x-rays resolution.4, 5 Porins are a family of proteins that form channels
across the outer membranes of Gram-negative bacteria. The wild-type OmpF porin
is a trimer as shown in Fig. 1. In Fig. 1, the OmpF structure4 is graphed with Ras-
Mol computer program6. Porin family is of homc-trimeric channel proteins. The
wild-type porin OmpF (from outer membrane of Escherichia coli) is surrounded by a
16-stranded antiparallel forming an trimeric ion pathway. The
are amphipathic, as they contain alternating polar and non-polar residues. The an-
tiparallel inter-strand interaction is fully facilitated by saturated H-bonds. This
creates a hydrophilic interior providing a water filled channel. This pathway is of
hour-glass shape. The have one loop extending towards the pore region,
constricting the narrowest region to have a radius of 5 Å. The narrowest pore re-
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gion channel has a cross section of 0.8x1.1 nm. It is so large that it allows polar
permeants up to a molecular weight of 600 Dalton.7 This large pore is therefore
non-selective for small ions. Even though the pore of OmpF porins is relatively
wide (not much wider than other natural channels, for example, see Refs. 8 and 9),
the actual permeability is complicated10, 11, 12 and important13 as well.

Figure 1. The structure of a wild-type OmpF porin channel. On the left is the ion
conducting trimmer, and on the right is a view of the pore region of a monomer.

Pictures are generated by RasMol from its PDB structure.

The first crystal structure of ion selective channels is determined from the bac-
teria Streptomyces lividans (KcsA channel) with 3.2 Å resolution, shown in
Fig. 2. (The actual channel structure from residue position 23 to 119 is determined
and amino acids 126-158 at the carboxyl terminal end have been cleaved off.14) The
x-rays structure reveals an inverted cone shaped channel of an overall length of 45
Å, with a four-fold tetrameric symmetry. Like several other membrane proteins, it
has two rings of aromatic amino acids positioned to extend into the lipid bilayer,
near the membrane-water interfaces. The channel cross section varies along the
pathway with a narrowest region to be the selectivity filter, where the signature
amino acid residues of K channel reside. The inner pore helices are tilted with
respect to the membrane normal by about 25°, forming a cone-shaped pore opening
with the wider part facing the outside of the cell. In this region is of 12 Å long,
the carbonyl oxygens face the pore lining to form a negatively charged oxygen ring.
This ring coordinates a dehydrated potassium ion, yet a sodium ion is too small to
facilitate a strong interaction with this region, yielding the origin of ion-selectivity.
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Figure 2. The structure of a potassium ion selective channel, KcsA channel. At
the top is the selectivity filter region, where there are two potassium ion binding
sites, denoted by green circles. Another binding site is at the cavity region below.

The picture is taken from Doyle 1998.

At the other end, it is a tunnel of 18 Å, that leads to a wide cavity of 10 Å
at the middle of the channel. The entire channel is predominantly hydrophobic
except at the selectivity filter region and at the cavity. At these places, the crystal
structure with permeating ions shows three ion binding sites. One site is stabilized
in the middle of the membrane within an aqueous cavity with four the negatively
charged carboxyl ends (helix dipole, one from each monomer) of four central

Because of the size of the cavity, this central ion is proposed to be hydrated.
The other two sites near each other are within the selectivity filter. Two potassium
ions at close proximity within the selectivity filter repel each other so that the
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energetic barrier of permeation is significantly reduced. Furthermore, the overall
pore lining is mainly hydrophobic. Together, it might explain why most K-channels
have a very high flux rate with an extremely high selectivity of potassium over
sodium ions (four orders of magnitude in conductance).

Experimentally, individual ion channels are generally studies by patch-clamp
technique with the living cells or by bilayer reconstitution technique when there are
purified ion channel proteins available.15 The all or none fashion electrical currents
of individual ion channels are in the magnitude of pico Amperes. They open in a
fraction of seconds spontaneously; however, the statistical average of the mean open
time (probability) varies with the externally applied voltage. Transitions between
open and close states are very fast and in the order of fractions of a millisecond,
and appear in the recordings as rectangular jumps from one level to the other, like
a random telegraph signal. Within each open event, there are millions of ions pass
through each ion channel.

Theoretically, ion permeation is traditionally studied by the classical barrier
models. Typical barrier models have difficulties fitting a wide range of experiments1

especially at large applied transmembrane voltages. A direct comparison of electrod-
iffusion model with the barrier model has shown that barrier models can give .accu-
rate electrodiffusion descriptions when barriers are high and far from boundaries.16, 17

Alternatively, molecular dynamic studies18, 19, 20, 21 are a wonderful tool to analyze
local interactions, to sieve out bad (high-energy) interactions, and to investigate
the stability of structure near. However, they have the advantage of investigat-
ing possible ion-ion interaction and correlation effects,22 If combined with other
approaches, such as, brownian dynamics (or Langevian dynamics) and continuum
electrodiffusion, molecular dynamics can be a powerful tool to verify some of the
microscopic assumptions used in those approaches. The recent study, using mole-
cular dynamics simulation and brownian dynamics, has verified the applicability
and accuracy of continuum electrodiffusion theory for wild-type OmpF.23 The high
cation occupancy found in the molecular dynamics simulations even at extremely
low ionic solution (as low as KCl) is the strong electrostatic buffering prop-
erties of a charged ion channel pore, reported in the study using the continuum
electrodiffusion description.16, 24, 25

In the continuum electrodiffusion description, the couple are integrated to cal-
culate the flux of ions (under diffusion and the flow driven by electric-field). In fact,
it has been shown that the couple Poisson-Nernst-Planck (PNP) Equations can be
derived by averaging ion Langevian motions,17, 26 under the frequent collision and
over-damped limit. The result shows that the concentration used in the continuum
electrodiffusion description is the unconditioned probability with proper normaliza-
tion to the number of particles. The result also shows that the effective mobile ions
charge density is the conditioned probability distribution in the Poisson equation
in the coupled system. As the conditional densities are closely related to the pair-
correlation functions, the coupled PNP system has implicitly contain the ion-ion
correlation (same as the pair-correlation functions) criticized in many studies.26

Interestingly, the electrodiffusion description of ion channel permeation by PNP
Equations makes the ion channel as molecular semiconductor devices, because the
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PNP equations are the semiconductor device equations — the drift-diffusion model.
Apparently, the ion channels work at very different domain from the modern semi-
conductor devices. An analogy is shown in Table I. To incorporate other effects into
the electrodiffusion description, such as the ion finite size effect, remains to be the
subject of future studies.

3. POSSIBLE APPLICATIONS OF ION CHANNELS WITH CAR-
BON NANOTUBES

The molecular recognition and detection require discovery and utilization of how
nature performs these tasks in biology. The recognition and detection of molecules
by biological systems is impressive, exceeding our technological capabilities in many
respects, as described above in the case of selective potassium channel. Natural
biological systems offer selectivity, sensitivity and efficiency, and yet the engineered
carbon nanotubes give great controllability. It is possible and beneficial to marry
the natural biological molecular recognition process by ion channel proteins with
the cutting edge nanotechnology. In this way, a new hybrid devices/material can be
create to possess unprecedented phenomena and properties. Specifically, the new
hybrid devices will exhibit remarkable sensitivity, selectivity and efficiency that
enable direct, real-time conversion of bio-molecular signals into electrical signals.

It will be possible to develop a new organic/inorganic based activity (electric,
optical, chemical, mechanical, thermal or magnetic) detection system, which could
have significant impact in many areas including environmental monitoring, disease
surveillance, medical diagnostics, and development of therapeutics.

For example, ionic channel proteins (cylinder shaped, a few angstroms in diam-
eter and tens of angstroms in length, as described above), found in lipid membranes
of living cells, control the rapid passage of ions and the resulting current of charge.
Ionic current is used throughout living systems to perform key physiological func-
tions, such as, signaling in the nervous system, signal transduction in sensory organs,
and coordination of muscle contraction. Channels help control transport in nearly
every tissue and cell. Ion channels can be viewed as natural electrical transducers
of chemical signals.

Ion channels are known for their selectivity: they pass material selectively. This
unique sieving property is utilized by nature to do its biological recognition process.
It has been demonstrated that ion channels can be used for sensing chemical com-
pounds as well as virus, warfare pathogens and other small proteins. Ion channels
are therefore an example of natural biological transducer system with highly desired
sensitivity, specificity and efficiency for converting electrical input to an output sig-
nal, in additional to signals in other forms (chemical signals can be transduced by
ligand sensitive channels).

However, biological systems like ion channels often do not have known struc-
ture and they can only be controlled on the average in statistical sense. But the
engineered carbon nanotubes offer the controllability lacked in natural biological
systems.

Carbon nanotubes, on the other hand, are similar in size as natural biological
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ion channels. The advantages of carbon nanotubes over natural ion channels are:
1) they have known structures, 2) they can be engineered into different geometry
and shapes, 3) they have a high mechanical strength, which allows mechanical
manipulation by other tools, such as atomic force microscopy, 4) they can be fully
controlled deterministically; 5) they can be switched on and off between different
conducting states.

It is then possible to take advantage of the selective properties of natural ion
channels and the controllability of engineered nanotubes to yield an unique property,
which neither system alone can achieve. Marrying ion channels with nanotubes for
biological and medicinal application is the main theme of this chapter.

Utilizing the selective properties of ion channels, it is possible to detect a very
low dose of a wide range of agents of interest including unknown, engineered, and
emerging threat agents. Ion channels stand alone as proteins, and they do not
require cells or tissues. Different ion channels can be developed to form a library of
transducers responding to a broad spectrum of responses of interest. A nanotube,
on the other hand, is a chemically stable, high-strength material, which does NOT
have the inherent instability to extremes of temperature, hydration, ions, pH, and
foreign materials. Furthermore, both ion channels (some of them) and nanotubes
have defined structures, which enable computational design and analysis. System
modeling can be performed to combine their unique individual properties in an
integrated hybrid detection system. Simulations can guide the engineering and
integration of a such hybrid system. Therefore, the potential applications are in the
following areas:

1. Constructing bio-fluidic nano-plumbing devices
It is possible to construct nano-plumbing devices for transport in biological flu-

idic environment. It is expected that the nanotube is an ideal miniature device for
biological fluidic transport. After all, a nanotube is a miniature of a glass tube (with
a definite structure), which is used to pass aqueous solution daily. A nanotube is
expected to be an ideal nano-plumbing device based on the observation that the
walls of nanotubes have very similar dimension and chemical linings of typical ion
channel proteins selected by nature to facilitate bio-fluidic transport. Furthermore,
a nanotube is the high-strength yet light-weight pipe and possesses the mechanical
strength to sustain the applied hydrodynamic pressure to facilitate a controlled bio-
logical fluidic transport. When necessary, the inner wall lining of a carbon nanotube
can be changed chemically to adapt a more hydrophilic environment to facilitate
the occupancy of water molecules and their transport through it. It can be tested if
an engineered nanotube (including its chemical modifications) is a better biological
fluidic transport apparatus. It will be shown whether an engineered nanotube is
a better ion transport device across cell membrane because of its controllability.
Will be identified are the key controlling factors in biological transport including
the geometry of the nanotubes, the wall lining of the nanotubes, or other factors.

The specific technical challenge is: How to insert the nanotubes into a lipid
membrane to make a pathway for biologic fluidic transport. We think that we can
approach this challenge in three ways.

1) To use a speed controlled magnetic stirrer in the conventional electro-
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physiological bilayer reconstitution experiment. In the study of ion channels with a
bilayer setup, the purified ion channels are reconstituted across the lipid membrane
by dissolving the ion channel proteins in the electrolyte solution. The reconstitution
of ion channels is then enhanced mechanically by a small spinning magnetic stirrer
in the bath where purified channel proteins are added. The necessary kinetic energy
for ion channel insertion into the lipid membrane is then provided. The lipid mem-
brane is first painted mechanically by hand onto an insulating plastic sheet with a
micro size hole.

2) To use atomic force microscopy (AFM) as a tool to mechanically insert
a nanotube into the lipid membrane. It is possible to pick up a nanotube and
physically insert it across the lipid membrane because of its mechanical strength.
This approach has an advantage over the first one: because the system can be
controlled so that it is sure that one and only one nanotube will be inserted.

3) There is a possible third approach as well. One can attempt to coat the
nanotube with the lipid membrane material. The exterior of the nanotubes has been
functionalized by many researchers with organic, inorganic and protein structures.

Another challenge is how to keep the two ends of carbon nanotubes open. It can
be handled by many methods, for example, the carbon nanotube can be dispersed
in solvent and then ultrasonicated. A different approach is to zap the nanotube
with a high voltage before it is inserted. A high voltage is known to open up the
ends of a carbon nanotube.

One more challenge is how to make the hydrophilic modifications of carbon
nanotubes. It can be accomplished by (1) physical adsorption of surfactants, (2)
chemical modification with hydrophilic molecules; and (3) chemical attachment of
polar groups at the two ends of a carbon nanotube. Furthermore, the properties of
carbon nanotubes can be modified by the attachment of proteins or other biological
molecules from the outside wall of a carbon nanotube, using the hydroxyl and amine
chemistry.

Once a nanotube is inserted in a lipid membrane, it is expected that the lipid
membrane will provide an extremely good insulating wall. Furthermore, it is known
in biological patch-clamp technique that lipid will form a tight seal around the
outer wall of a nanotube, with a resistance as high as giga-Ohms, yielding a high
throughput pathway along the nanotube.

The advantages of bio-fluidic nano-plumbing devices are:
Facilitating CONTROLLED cellular transport by interconnecting two cells

at the two ends of a nanotube in a dumb-bell shape
Facilitating CONTROLLED cellular signal transduction
Facilitating CONTROLLED delivery of a drug to targeted cells
Possessing various geometrical shapes and that have high mechanical strength

at the same time
Possessing the ability to switch: a nanotube can be made to switch on and

off electronically and deterministically
Therefore, it is then a controllable and switchable nanotube miniature device

for biological fluidic transport and drug delivery.
2. Constructing ion channel/nanotube hybrid devices
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It is possible to construct ion channel/nanotube hybrid devices by the manipula-
tion of chemical bonds to connect ion channels and nanotubes using the atomic force
microscope as the manipulating tool. The specific technical challenge is whether
AFM can change a chemical bond. It has been recently demonstrated that atomic
force microscopy can be used to manipulate every stage of a chemical reaction chain.
At each step, a specific chemical bond is changed to yield a new intermediate prod-
uct, until the final chemical product is produced. Therefore, it should be possible
to alter a few chemical bonds to interconnect an ion channel with a nanotube.

Challenge: How to interconnect a biological ion channel with a carbon nan-
otubue; how to make ions go through carbon nanotubes.

Approach: AFM manipulation of chemical bonds; surface treatment and/or elec-
trophoresis enhancement; attachment of molecules to the walls of carbon nanotube
from outside.

3. Constructing ion channel based high capacity memory devices controlled
by nanotubes

It is possible to construct a biological computational memory device based on
ion channels with their gating controlled deterministically by a nanotube device.
Ion channels work naturally in on-off (conducting and non-conducting) states sto-
chastically. Therefore, they are natural binary computing devices. Furthermore,
ion channels are known to aggregate together in high densities. Therefore, it is
possible to employ them as the basic unit of high capacity computational memory
devices, provided we can control them to turn on and off deterministically. On
the other hand, one has total control of switching properties of a nanotube deter-
ministically. Once ion channels are inter-connected with a nanotube device, one
would have greater control of the hybrid device by controlling the switching of the
nanotube. The underlying principle used to switch a nanotube can be applied to
control ion channel opening and closing (gating).

The technical challenges are:
To lock the ion channel in the open or close state
To read out the memory, i.e., to test whether an ion channel is closed or

open
To use the switch of nanotube to control ion channel switch

The first challenge is likely be approached with the aid of a controlled nanotube.
The second challenge can be approached by the patch-clamp technique to measure
single channel activities. Furthermore, the glass pipette used in the conventional
patch-clamp technique can be replaced with a specific shaped nanotube (with ap-
propriate size). There are many advantages of a nanotube over a conventional glass
pipette. For example, a nanotube has a defined geometry and known dielectric
properties. The capacitance and dielectric property of a nanotube can be altered
by engineering. For example, the dimension and geometry of a nanotube can be
changed. Moreover, the number of layers on the wall of a nanotube (the thickness
of the wall of a nanotube) can be changed as well.

4. Simulating bio-fluidic transport through nanotubes & through ion chan-
nel/nanotube hybrid devices

It is possible to study bio-fluidic transport through nanotubes by application
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of the Navier-Stokes equations. The phenomenological parameters in the Navier-
Stokes equations can be obtained by a detailed molecular simulation (Brownian
dynamics & Langevian dynamics for diffusion coefficients, molecular dynamics for
force calculations). The transport of charge, such as ion transport, can be studied
by the Poisson-Nernst-Planck (PNP) formulation recently developed. The combi-
nation of the phenomena of neutral bio-fluidic transport and charge transport can
be simulated by the phenomenological hydrodynamic equations, which provide a
more detailed description of transport phenomena than the PNP formulation. In
addition to the electrostatics, the energy and momentum exchanges are explicitly
included, and the system is no longer assumed to be in the over-damped limit of
frequent microscopic collisions like in PNP.

The biological fluidic transport properties of the proposed hybrid devices of ion
channels and nanotubes can be simulated. Simulations of individual component of
ion channel and nanotube separately have been conducted, therefore, an integration
is needed to study the coupled hybrid system. The phenomenological relations of
ion channel transport can be applied with those physical principles of nanotubes to-
gether to yield phenomenological laws of the proposed hybrid system of ion channels
and nanotubes.

5. Constructing a two-dimensional array hybrid detection system
It is possible to construct a two-dimensional array detection system can be con-

structed by putting carbon nanotubes in a well-defined two dimensional system as
a template for docking of biological molecules (NOT BY PUTTING ION CHAN-
NELS IN A TWO-DIMENSIONAL ARRAY, which is hopeless). It is difficult to
manipulate ion channels and arrange them to form a well-defined two-dimensional
array, but Carbon nanotubes can be formed on a well-defined two dimensional array.

Therefore, the carbon nanotube array will be the template, which an individ-
ual ion channel (of same type or of different type for different sensing tasks) can
be “welded” one-by-one onto each of the nanotube to form an array of hybrid de-
vices. Note that the ion channels, “welded” onto each of the nanotube, can be
of different type with very different selectivity to detect unique bio-signatures for
various target molecules of interest. A parallel multi-channel detection system with
high-throughput can be built by making many such hybrid devices working simul-
taneously in a two-dimensional array.

6. Constructing a nano-scale basic current amplification circuit
It is possible to construct a nano-scale ionic current based current amplification

circuit acting like a basic semiconductor transistor, based on a biological ion channel
and a carbon nanotube. As voltage and macro-molecules can be attached to a
carbon nanotube to alter its electronic conducting properties, a Y-shaped carbon
nanotube can be grown to make a three-terminal coupled transport system, like a
semiconductor transistor. Again, ion-channels can be attached to one or many ends
of a Y-shape carbon nanotube to yield the desired coupling properties.

7. Constructing an active transport system
It is possible to use hybrid devices in facilitating biological active transport sys-

tem to deliver ATP (energy storage source) and making a possible molecular battery.
A hybrid device can be built with nanotubes with a natural active transport bio-
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logical system, which drives transport phenomena by the consumption of chemical
energy stored in ATP. A reversal of this cycle by other driving forces (demonstrated
recently possible in proton-pump systems, for example), such as mechanical pres-
sure or electrical potential gradients, will make this hybrid device a rechargeable
micro-battery, capable of storing different forms of energy.

In summary, we propose to develop ion channel/nanotube hybrid devices de-
signed to act as innovative and revolutionary sensors, devices and miniature sys-
tems with the support of computational modeling, experimental and engineering
foundations of ionic channels/nanotubes. The prospect of the combination ionic
channels with engineered nanotubes to build hybrid devices and systems could lead
to radical advances in the integration of sensing, manipulation of biological matters,
drug delivery, cell-cell signaling, digital computation and information technology.

4. CONCLUSION

The rich properties of engineered carbon nanotubes will find themselves in wide
range of biological and medicinal applications. Combining the natural biological
molecular recognition process by natural proteins (ion channels, for example) with
the properties of carbon nanotubes, an integrated new class of hybrid devices of car-
bon nanotubes and biological proteins will have versatile unprecedented selectivity,
sensitivity, efficiency, and controllability.
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EDC
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Emission spectrum
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receptor mediated, 45
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of bandgap in a semiconductor, 24, 40
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Flourescent resonant energy transfer (FRET), 47,
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photobleaching of, 37

Fluid
interstitial, 71

Force of fluid flow, 84

Genes
downregulation of, 71
expression of, 37
mechanosensitive, 69
upregulation of, 71
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receptor, 10
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surrounding cells, 74
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as surface layer of CNT, 52

Ground state energy
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cellular, 2
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Ion channel
compared with semiconductors, 171
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as ion-conducting membrane proteins,
162
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Nanoscale devices

assembly with precursors, 150
bioinspired approaches to building, 149
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synthesis of quantum dots, 42
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CNT functionalization with, 51
selective binding to integrin, 19, 20

Phage display
screening for selection of molecules, 156
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lead selenide (PbSe), 2, 3, 4
lead sulfide (PbS), 2, 3
of wurtzite structure, 15
organic capping of, 43
peptide coated, 8
peptide functionalized, 8, 11, 18, 27
photoluminescence spectrum of, 15
polymer coated, 15
protein functionalized, 11,  47
quantum yield of, 4
self-assembled, 2
semiconductor, 1, 37, 48
silica coated, 5

CdS, 27
streptavidin functionalized, 9
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Quantum dot (cont.)
synthesis of, 41
zinc selenide (ZnSe), 37
zinc sulfide (ZnS) capped, 4
zinc sulfide capped CdSe, 4, 6, 9, 39
zinc oxide (ZnO), 3

Quantum well
semiconductor, 14
infinitely deep, 14

Quantum yield
of quantum dot, 4, 40

Raman scattering, 2
Receptor

interaction with ligand, 5
RNA

as a single-stranded molecule, 100
folding, 100
small interfering (siRNA), 100

Scanning modes
of atomic force microscope, 77

Semiconductor
bandbending in, 13

Serotonin, 7, 11
Spontaneous polarization

of aluminum nitride, 17
of gallium nitride, 17

INDEX

Spontaneous polarization (cont.)
of indium nitride, 17
of wurtzite semiconductor, 15
of zinc oxide, 17

Streptavidin
quantum dots functionalized with, 12
interaction with CNT systems, 58

Tissue
adipose, 70
bone, 69, 70
connective, 70
cartilage, 69
engineering of, 69
engineering of bone, 70
engineering of cartilage, 70
ligaments, 69
muscle, 69, 70
neural, 70
skeletal, 69
tendons, 69, 70

Transferrin, 5
Trictylphosphine (TOP), 6, 42
Trictylphosphine oxide (TOPO), 6, 42, 44
Wavelength

de Broglie, 14
of electron, 14




