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In his influential book Folkways, William Graham Sumner (1906, p. 3) wrote

that culture results from “the frequent repetition of petty acts.” He noted

too that these cultural folkways “are not creations of human purpose and

wit” but are instead “products of natural forces which men unconsciously

set in operation” (Sumner, 1906, p. 4).

Sumner’s work was social psychological in the broadest sense of the

term. He addressed a topic, culture, that is fundamental to intellectual disci-

plines that seek to describe and understand the nature of human groups

and societies. And he did so by referring to the basic psychological proc-

esses that govern the thoughts and actions of individuals. Here, for exam-

ple, is his brief overview of the origins of cultural customs:

Ways of doing things were selected, which were expedient. They answered the

purpose better than other ways, or with less toil and pain. . . . [T]he struggle to

maintain existence was carried on, not individually, but in groups. Each prof-

ited by the other’s experience; hence there was concurrence towards that

which proved to be most expedient. All at last adopted the same way for the

same purpose; hence the ways turned into customs and became mass phenom-

ena. (Sumner, 1906, p. 2)

There is no missing the role of psychological phenomena in this summary.

Hedonic relevance and reinforcement, observation and imitation, social in-
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fluence and persuasion: These processes are fundamental to our descrip-

tions of human psychology. And there is no mistaking the eventual cultural

consequences of these processes. The details of Sumner’s analysis may be

oversimplified, but the implication is profound: If we are to fully understand

culture, we must know the essentially psychological “natural forces”

through which individuals unintentionally create, sustain, and change the

cultures that they comprise.

A century has passed since Sumner wrote his book on folkways—plenty

of time for cognitive and social scientists to explore and articulate the psy-

chological foundations of culture. Indeed, the discipline of psychology is

largely defined by the research on the details of those basic processes of

cognition, motivation and interpersonal influence that Sumner alluded to.

But although Sumner’s work is seminal within disciplines that treat cul-

tures—rather than individuals—as a primary unit of analysis, it has had little

impact within psychology (see Brewer, 2003, for discussion of one excep-

tion). Consequently, there is very little published work that follows Sum-

ner’s lead and shows explicitly how culture is created and sustained by the

thoughts and actions of individuals. The purpose of this book is to help fill

that void.

THE GOALS AND THEMES OF THIS BOOK

The book is intended to address questions that apply to specific cultures,

and to culture in general. The primary questions are these: How is it that

cultures come into existence at all? How do cultures come to have particu-

lar customs and characteristics rather than others? How do cultures persist

and change over time?

In the spirit of Sumner’s Folkways, we believe that any attempt to sub-

stantially address these questions requires sustained inquiry into the spe-

cific things—customs, traditions, beliefs, and other social norms—that com-

prise cultures. To do this, we must focus on the individuals who traffic in

these things and so conspire (usually unintentionally) to create, maintain,

and change cultures. It is here that we find the central role of psychological

processes: Individuals’ thoughts, motives, and other cognitions govern how

they interact with and influence one another; these interpersonal conse-

quences in turn govern the emergence, persistence, and change of culture.

Psychological analyses of this sort allow us to gain special and unique in-

sights into culture. We can learn how it is that specific beliefs, behaviors,

and traditions come to be widespread while others do not. We can discover

how these particular features of populations come to form a coherent thing

that is perceived as culture. We can explore in detail the many subtle proc-

esses the lead some aspects of culture to persist and others to change. We

4 SCHALLER, CONWAY, CRANDALL
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can ask and answer questions about a variety of cognitive and contextual

variables—some obvious, some surprising and subtle—that alter the emer-

gence and evolution of cultures over time.

This thematic goal of this book is, in a sense, the complementary oppo-

site of that underlying work in cross-cultural psychology (e.g., Adamo-

poulos & Kashima, 1999; Berry et al., 1997). Cross-cultural psychology ex-

plores the influence of culture on individual-level psychological processes,

and so brings an anthropological frame of inquiry to psychological ques-

tions. This book is designed to place a psychological frame of inquiry

around questions usually addressed by sociologists and anthropologists. In

doing so, the book is intended to reveal that psychological inquiry in the

foundations of culture is a useful—perhaps even necessary—complement to

other forms of inquiry into culture. This message, we trust, is of interest to

anyone who cares about the emergence and persistence of culture. In addi-

tion, the book reveals how the processes that govern individual cognition

and behavior also ultimately have bigger, broader consequences on collec-

tive social structures. Thus, the ultimate consequences of psychological

processes extend well beyond the disciplinary constraints of psychology.

This message, we hope, is of interest to anyone who cares about the conse-

quences of individual cognition and behavior.

We assume that many readers are unaware of all the existing theory and

research that bears on the guiding questions about the psychological foun-

dations of culture. This assumption is based on our own observations of ex-

isting literatures. Texts written for students of anthropology and sociology

do not engage in the sort of detailed analysis of individual cognition and be-

havior necessary to study culture from a psychological perspective. Psy-

chology texts rarely discuss the consequent impact of individuals’ thoughts

and behaviors on broader social structures. Cultural psychology books re-

view psychological differences between cultures, but rarely address ques-

tions about the processes through which these cultural differences origi-

nate and evolve. Even texts in social psychology—in which the power of

social norms is a defining principle—rarely discuss the processes through

which those norms emerge in the first place or change over time. When

they do, the discussions are brief and typically refer to research that is dec-

ades old or older (e.g., Jacobs & Campbell, 1961; Sherif, 1936).

This scarcity of coverage in existing texts does not properly measure

how much we actually do know about the psychological foundations of cul-

ture. In recent years especially, there have emerged a number of research

programs that address questions about the influence of psychological proc-

esses on the origins and evolution of all sorts of shared beliefs and other

cultural structures. However, because these empirical inquiries often ad-

dress very specific processes or specific examples of cultural norms, the in-

tellectual linkages between these programs of research are not always obvi-
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ous. These connections become clear when the different lines of theory and

research are considered together. By providing this connecting context, We

hope that this book reveals more substantially what we know about the

many ways in which psychological processes influence the emergence and

evolution of culture.

Just as importantly, we hope this book reveals that there is still plenty

that we don’t know. As exciting as we find the ideas, theories and phenom-

ena summarized in these chapters, they merely scratch at the surface of

what we can know, and will know. This book will have best achieved its

goals if it inspires others to tackle the important questions raised about the

psychological foundations of culture.

THE PSYCHOLOGICAL FOUNDATIONS
OF CULTURE: WHAT IT MEANS
AND HOW IT CAN BE DONE

What does it mean to inquire into the psychological foundations of culture?

Culture is a big broad construct; it transcends individuals, and doesn’t lend

itself easily to a psychological level of analysis. So, before proceeding further,

it might be useful to consider in a bit more detail just how a psychological ap-

proach to the origins and evolution of culture might possibly proceed.

Let’s begin with a bit of fun. You are probably familiar with a particular

type of fill-in-the-blank analogy item that shows up on standardized aca-

demic achievement tests: The sort of items that fit the template “A is to B as

blank is to D.” Take a few seconds to answer these three:

1. An atom is to a substance as _____ is to a culture.

2. A gene is to a genome as _____ is to a culture.

3. A word is to a poem as _____ is to a culture.

In filling in those blanks, you may have generated three different an-

swers, or you may have given the same answer across all three items. If

you’re like many people, you might have used words such as “person” to fill

in one or more blanks. If you’re like many other people, you might have

used words such as “artifact,” “ritual,” “custom,” “norm,” “belief,” or “be-

havior.” If you’re Richard Dawkins, you might have used the word “meme.”

There is, of course, no single best answer. The important point is that there

are answers; virtually everyone finds some way of breaking the construct of

culture down into smaller bits.

This little game illustrates a key assumption underlying inquiry into the

psychological foundations of culture: Culture can be sensibly and fruit-

fully deconstructed. Just as physical substances are comprised of atoms,

6 SCHALLER, CONWAY, CRANDALL
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genomes are comprised of genes, and poems are comprised of words, the

complex things that we perceive as “cultures” are, on closer inspection,

comprised of some set of smaller units. Moreover, those basic building

blocks of culture—whether they are considered persons, the rituals prac-

ticed by persons, or the beliefs held by persons—are things that are stud-

ied within the scholarly discipline of psychology.

This does not mean, of course, that culture can be appreciated only by

studying the smaller units from which it emerges. Just as spices, species,

and Spenserian sonnets can be described and appreciated without refer-

ence to the quanta of which they are comprised, so too culture can be de-

scribed and studied without reference to psychological variables. Neverthe-

less, some study of those quanta is essential to a complete understanding

of those more complex entitities. The meter and meaning of a rhyming cou-

plet depend necessarily on the way specific words are assembled in its

composition. So too, a complete understanding of culture requires some in-

tellectual deconstruction and inquiry into those psychological things from

which culture emerges.

Let’s consider more formally just how culture might be sensibly decon-

structed. To do so, we need to define what culture is. This isn’t easy. If you

asked 100 different people what culture is, you’re likely to get 100 different

answers, and none of them is likely to offer a fully satisfying definition to all

interested parties. At a symposium on culture featured at the 1998 conven-

tion of the American Psychological Society, one speaker described culture

in a manner that seemed perfectly reasonable to some listeners, but wildly

off-target to others. (One member of the audience was overheard to mutter

that it was the “wildest, wrongest definition of culture that I’ve ever

heard.”) Culture has been aptly characterized as an “elusive” concept (Pye,

1997). Nonetheless, it can be useful to sample a few of the many definitions

one encounters.

Some of these definitions focus on the essential role of human influence

on human physical and psychological reality. For example, the anthropol-

ogist Melville Herskovits (1948, p. 17) stated simply that culture is “the

man-made part of the environment.” Elaborating on this theme, the psy-

chologist Harry Triandis (1994) wrote that “culture is a set of human-made

objective and subjective elements that in the past have increased the

probability of survival and resulted in satisfactions for the participants in

an ecological niche, and thus became shared among those who could com-

municate with each other because they had a common language and they

lived in the same time and place.” Other definitions focus more explicitly on

the collective nature of this human-made thing. The modern music com-

poser John Adams (quoted in Ross, 2001, p. 42) said that culture is com-

prised of “the symbols that we share to understand each other.” The

anthropologist Geert Hofstede (1980, p. 21) wrote that culture is “the collec-

1. PSYCHOLOGICAL FOUNDATIONS OF CULTURE 7
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tive programming of the mind which distinguishes the members of one

group from another.” Margaret Mead, also an anthropologist, wrote that

“ ‘Culture’ . . . is an abstraction from the body of learned behavior which

a group of people who share the same tradition transmit entire to their

children, and, in part, to adult immigrants who become members of the so-

ciety” (Mead, 1955, p. 12). Mead (1955, pp. 12–13) went on to note that the

concept of culture “covers not only the arts and sciences, religions and phi-

losophies . . . but also the system of technology, the political practices, the

small intimate habits of daily life, such as the way of preparing or eating

food, or of hushing a child to sleep, as well as the method of electing a

prime minister or changing the constitution.”

Considered together, these various definitions offer clues to an essential

set of ingrediants that comprise culture.

As an important starting point, it’s clear that culture is not a single ob-

servable thing, but is instead something of an abstraction inferred from the

observation of many more specific things—beliefs, habits, actions, arti-

facts—that are more easily and directly observed.

It’s also clear that in order for those more specific things to imply cul-

ture, they must be shared. Whether defined in terms of shared customs and

rituals (Mead, 1955), shared symbols and meanings (Geertz, 1973), shared

values (Schwartz & Bardi, 1997), or shared personality traits (Church, 2000),

culture does not exist unless those customs, symbols, values, or traits are

perceived to be relatively common across some population of individuals.

This means that many of the things that imply cultures are those things that

psychologists refer to collectively as “norms.”

Lots of characteristics are relatively common across lots of people, but

not all of them imply a culture. In order to contribute to the inferred pres-

ence of a culture, things that are shared must be shared only within some

easily identifiable category of people. It is this categorical identifiability—de-

fined most often by temporal, geographical, or demographic variables—that

importantly differentiates cultural differences from other individual differ-

ences of the sort studied by personality psychologists. We rarely character-

ize the differences between introverts and extroverts as “cultural,” but we

do speak sensibly of cultural differences between the 1960s and the 1980s,

between southern Europeans and Northern Europeans, between Japanese

and Indians, between African-Americans and White Americans, between

men and women, or between scientists and artists.

Not all shared features of identifiable populations define cultures. Cul-

ture-defining characteristics must be relatively common within some spe-

cific population while being relatively uncommon in others. This differential

commonality is fundamental to the perception of culture. It means that

norms imply the presence of culture only when those norms are bounded

(temporally, geographically, demographically) rather than universal among

8 SCHALLER, CONWAY, CRANDALL
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human beings. The creation myths of the Haida peoples of the Northwest

North American coast are cultural beliefs only because those same beliefs

are uncommon among other peoples on the planet, whose own myths in

turn help to define their own cultures.

The differential commonality of any one norm implies culture only when

it coincides with the differential commonality of other norms as well. Cul-

ture is rarely implied by a single difference between populations; there

must be multiple differences between two populations to imply the presence

of two cultures. The northern United States would not be considered cultur-

ally different from the southern United States on the basis of linguistic ac-

cent alone, but because Northern and Southern accents are perceived to

correlate with other things (different cuisines, different ways of responding

to insults, different levels of enthusiasm for stock-car racing, and so on), the

construct of culture is more readily perceived.

These considerations imply a sort of rudimentary recipe for culture. If

some identifiable category of people is described by a cluster of norms that

differ from the norms describing other categories of people, then that cate-

gory of people is likely to be perceived as having a culture. The greater the

number or more extreme the range of normative differences (in thoughts,

actions, artifacts, language use, etc.), the more likely it is that one will per-

ceive differences of culture.

By disassembling the slippery concept of culture in this manner, it be-

comes clearer how psychological inquiry into the emergence and evolution

of culture can proceed. Psychological theories and research reveal how

specific beliefs escape the bounds of individuals’ heads and become shared

across across enormous populations. Psychological theories and research

identify the processes through which specific individuals’ actions and be-

haviors influence the actions and behaviors of others, and so become

norms, customs, and rituals. Psychological theories and research also help

us understand how the specific clusters of thoughts and actions can be-

come commonly shared among some populations while remaining uncom-

mon among others. It is for this reason that it makes plenty of sense to

characterize culture as an emergent property of psychological processes,

along the lines of Sperber (1984, p. 42): “Culture is the precipitate of cogni-

tion and communication in a human population.”

THE SCOPE AND ORGANIZATION OF THIS BOOK

This book presents a set of theories, ideas and research findings that reveal

in detail the ways in which psychological processes influence the things that

constitute cultures. With a topic as large as this one, no single volume can be

entirely comprehensive. One inevitably faces the trade-off between breadth

1. PSYCHOLOGICAL FOUNDATIONS OF CULTURE 9
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and depth. If a book offers a sampling of different psychological approaches

to the origins and persistence of culture—as this one does—then it cannot of-

fer an extensive exploration of any single theoretical or methodological ap-

proach. Happily, there already exist some more narrowly focused and deeply

explored books linking specific sets of processes to culture. For example,

there are several books devoted specifically to the role of biological evolu-

tionary processes in the emergence of culture (e.g., Barkow, Cosmides, &

Tooby, 1992; Dunbar, Knight, & Power, 1999). There are several books also on

the topic of “social representations,” linking specific cognition and discourse

processes to collective beliefs (e.g., Duveen & Lloyd, 1990; Farr & Moscovici,

1984). There are other books describing in detail the processes through

which workgroups arrive at collective decisions and other shared percep-

tions (e.g., Thompson, Levine, & Messick, 1999; Witte & Davis, 1996). We don’t

wish to fish the same intellectual waters as these or other existing books, and

so we’ve opted to cast a wider net. We offer this book instead as a sampler

displaying a variety of different psychological ideas, theories, methods, and

findings. And yet, as distinct as these approaches are from each other at a su-

perficial level, they are bound together by a common theme: Each of them re-

veals how psychological processes ultimately influence the emergence, per-

sistence, and change of culture.

The authors invited to contribute chapters to this book have been se-

lected because they have done excellent and inspiring scholarly work that,

in different ways, reveal the influence of psychological processes on the

collective structures that define cultures. Across these chapters there is

considerable intellectual diversity. Consequently, this book reveals how

culture is influenced by processes operating at the individual level (e.g.,

cognitions, goals, information-processing strategies) as well as at the inter-

personal level (e.g., communication, social influence). Through the diverse

foci of the chapters, this book reveals the effects of these psychological

processes on a wide variety of cultural customs, ritualized practices,

shared mythologies, and other norms. Across these chapters, we witness

the role of psychological processes on the evolution of culture in all sorts

of different populations, ranging from small interacting groups to grand-

scale masses of people occupying the same demographic or geographic

category. This range of populations forcefully reminds us that the thing that

we call culture can emerge—indeed, cannot fail to emerge—anywhere that

there are people.

These chapters were crafted in such a way as to accomplish two impor-

tant goals. Each chapter provides some conceptual overview, identifying a

specific psychological process (or set of related processes) that can have

predictable influences on cultural structures evolving over time within any

human population. In addition, each chapter illustrates the general process
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with specific examples, showing how the underlying psychological process

does indeed guide the shape of particular cultural structures within particu-

lar populations. The cumulative impact is a collection of chapters that

covers a diverse set of specific topics, united by their pursuit of common in-

tellectual goals. Together, the chapters summarize a coherent set of funda-

mental psychological processes whose impacts are revealed in differences

between cultures, but that may potentially guide the emergence and devel-

opment of any culture within any human population. Considered together,

these processes reveal some of the deeper human universals that underlie

cultural differences.

As with any edited volume, each chapter in this book is a coherent whole

in its own right, so there is no need to read them in any specific order. Nev-

ertheless, the chapters do focus on somewhat different questions, and it

makes sense to lump them loosely together according to some broad orga-

nizational structure. The first section contains a set of chapters that review

fundamental processes that help explain how and why cultures emerge at

all. These chapters illustrate how the seemingly simple thoughts and local

actions of individuals may craft culture. Chapters in the second section fo-

cus on why some shared beliefs and norms emerge rather than others, and

illustrate these underlying processes through sustained analyses of specific

domains of belief or normative behavior. Both the first and the second sec-

tions focus primarily on the emergence of cultural structures in the first

place, whereas the third section contains chapters that explicitly address

the persistence and change of cultures over time.

Inevitably, this organizational structure fails to do full credit to the

multi-faceted contents of each chapter. Chapters that we have located in

the first two sections certainly reveal implications not only for under-

standing the emergence of cultures, but also for the persistence and

change of cultures. Processes reviewed in chapters that we have located

in the third section are relevant to the origins, and not merely the persis-

tence of cultures. Every one of the chapters, not just those in the middle

section, illustrates the operation of psychological processes on some spe-

cific cultural beliefs and norms. Although the organizational structure im-

posed on this book is sensible, we are happy to remind readers that the

simplicity of this structure is consistently repudiated by the richness of

the chapters contained within.

The only chapter (other than this introductory one) that escapes our tri-

partite grouping of chapters is the last one. This “bookend” chapter casts a

reflective eye on the preceding contents and on the topic of inquiry as a

whole. It offers a set of critical, constructive comments for readers to con-

sider when reflecting further on the legacy and promise of psychological in-

quiry into the foundations of culture.
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Culture and history and religion and science . . . [are] different from anything

else we know of in the universe. That is a fact. It is as if all life evolved to a cer-

tain point, and then in ourselves turned at a right angle and simply exploded

in a different direction. (Jaynes, 1976, p. 9)

We know that virtually all of human behavior is transmitted by culture . . . The

question is how biology and culture interact, and in particular how they inter-

act across all societies to create the commonalities of human nature. (Wilson,

1998, p. 126)

What are the psychological foundations of culture? Authors tend to com-

bine two perspectives when addressing this question. The first is an evolu-

tionary perspective, which depicts Homo sapiens as animals who have

evolved from earlier hominid species; cultures, as products of human

thought and action, must therefore have resulted from adaptations over the

course of evolution. The second is a cognitive science perspective, which
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depicts humans as information processing systems, a view that derives

from the influential metaphor of the human mind as a computer.

Although our information-processing abilities cannot be denied, if we are

animals, we cannot be computers; rather, the drives, desires, and processes

by which we think, act, and create and perpetuate cultures must be those of

an animal. In addition, despite the fact that social and natural scientists rou-

tinely tell people that humans are information-processing animals designed

only to survive long enough to reproduce and care for their offspring be-

fore they die, people rarely if ever view themselves that way. People want

to view themselves not as mere gene-conveying animals, but as beings who

lead significant and enduring lives, and one critical function of culture is to

help people accomplish that. To understand the psychological foundations

of culture, then, we need a third complementary perspective that acknowl-

edges that humans are animals with uniquely impressive intellectual capa-

bilities, but with needs for meaning and value as well.

We think that the existential psychodynamic perspective provided by

terror management theory does just that. In this chapter, we explain how

this perspective provides novel insights that are necessary for any compel-

ling account of the psychological foundations and functions of culture. The

theory acknowledges the core animal drives and desires of humans as well

as the intellectual advances which make us unique, especially the capaci-

ties for self-consciousness and temporal thought. It explains how the hu-

man needs for meaning and value emerge from this biological heritage and

the role of culture in serving these needs. The theory is consistent with evo-

lutionary principles, fits what we know about cultures past and present,

and has generated a large body of empirical support within experimental

social psychology.

CONTEMPORARY EVOLUTIONARY THEORIZING
ABOUT THE PSYCHOLOGY OF CULTURE

Prominent thinkers from a number of disciplines have noted that a theoreti-

cal account of culture—humanly created and transmitted beliefs about the

nature of reality manifested through uniquely human institutions such as

religion, art, and science—is a central problem in the study of mind (see e.g.,

Mithen, 1996; Pinker, 1997; Tooby & Cosmides, 1992; Wilson, 1998). In their

seminal 1992 paper “The Psychological Foundations of Culture,” John

Tooby and Leda Cosmides proposed two critical epistemological prerequi-

sites for addressing this problem. First, an adequate theory of culture must

be grounded in evolutionary biology. Given the success of Darwin’s theory of

evolution by natural selection in accounting for the “fit” between physical

characteristics of living organisms and their environments and how the
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physical attributes (within and between species) of populations change

over time, all human behavioral and psychological propensities are pre-

sumably similarly best understood as consequences of evolutionary proc-

esses. Second, it must be framed in terms of psychological processes. Because

all cultural affectations initially originated in minds of individuals, “culture is

the manufactured product of evolved psychological mechanisms situated in indi-

viduals living in groups” (Tooby & Cosmides, 1992, p. 24). Consequently, all

theoretical perspectives that presume the existence of culture without ex-

plaining its psychological underpinnings are epistemologically untenable

(e.g., Durkheim, 1895/1962; Geertz, 1973; Miller, 1999; Shweder, 1990).

Despite this recognition of the importance of understanding the psycho-

logical underpinnings of culture, as well as the epistemological prerequi-

sites for doing so, we believe that progress toward this goal has stalled for

two reasons. First, discourse in evolutionary psychology regarding culture

is currently dominated by an emphasis on cognitive information-gathering

processes and adaptation to the physical environment in the service of en-

hancing reproductive fitness. For example, Tooby and Cosmides (1992) and

Mithen (1996) view culture as a means to store and transmit useful informa-

tion that facilitates effective exploitation of the physical environment. Simi-

larly, Harris (1979) argues that cultural constructions developed as post

hoc accommodations to material reality (e.g., prohibitions against eating

pork developed in areas where raising hogs would be detrimental to sur-

vival relative to alternative means of sustenance). We have no quarrel with

these assertions; clearly, culture facilitates the transmission of useful infor-

mation and is a reflection of material conditions. However, following de

Waal (2000, p. 25), we insist that a proper understanding of the nature and

function of culture additionally requires an explicit consideration of nonma-

terial, nonrational, non-information-processing psychological factors:

Why can’t evolutionary psychology put a little less evolution and a little more

psychology into its thinking? We evolved a complex mental life that makes us

act in all sorts of ways the sum of which should enhance reproductive suc-

cess. But this strategy is by no means required for each and every behavior.

To focus on just one, isolated from the rest of the package, is like seeking to

understand why the kangaroo has such tiny front legs while ignoring what

happened to its hind legs and tail.

Second, contemporary discourse in evolutionary psychology concern-

ing the psychological functions of culture is generally uninformed by rele-

vant ideas from psychoanalysis and experimental social psychology; the

prototypic but by no means only example being Tooby and Cosmides’s

(1992) blanket condemnation of the social sciences lumped together under

the caricature rubric of the Standard Social Science Model. E. O. Wilson

(1998, p. 74) similarly disposes of more than a century of psychoanalytic
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thought in a few sentences—“Freud’s conception of the unconscious, by fo-

cusing attention on hidden irrational processes of the brain, was a funda-

mental contribution to culture. It became a wellspring of ideas flowing from

psychology into the humanities. But it is mostly wrong.” Well, it is certainly

partly wrong, but it is also partly right, and many of Freud’s erroneous

ideas have been refined and/or corrected by subsequent psychodynamic

theorists (e.g., Becker, 1971; Brown, 1959; Horney, 1950; Rank, 1936). In addi-

tion, there is a burgeoning theoretical and empirical literature in support of

many aspects of psychodynamic theories, including the existence of non-

rational, nonconscious mental processes (see e.g., Erdelyi, 1985; Greenwald,

1980; Kunda, 1990; Pennebaker, 1990; Pyszczynski & Greenberg, 1987;

Pyszczynski, Greenberg, & Solomon, 1999; Westen, 1998). Indeed, we now ex-

plain how a contemporary psychodynamic perspective and the research

guided by it can facilitate a fuller understanding of the psychological under-

pinnings of culture.

AN EXISTENTIAL PSYCHODYNAMIC ACCOUNT
OF THE PSYCHOLOGICAL FOUNDATIONS
OF CULTURE

If therefore we are to discover in what form the destiny of the Western Cul-

ture will be accomplished, we must first be clear as to what culture is, what its

relations are to visible history, to life, to soul, to nature, to intellect, what the

forms of its manifestation are and how far these forms—peoples, tongues and

epochs, battles and ideas, states and gods, arts and craft-works, sciences,

laws, economic types and world-ideas, great men and great events—may be

accepted and pointed to as symbols. (Spengler, 1926, pp. 3–4)

The quest to understand the psychological foundations of culture is not of

recent origin; nor are evolutionary approaches to this question. Following

Nietzsche (e.g., The Gay Science, 1887/1974; Twilight of the Idols, 1888/1998),

Spengler’s The Decline of the West (1926/1999) explicitly posed the question

of what culture is and what functions it serves. His contemporary Freud

was also interested in questions surrounding the nature of culture. Freud

knew and respected Darwin’s The Origin of Species (see, e.g., Newton, 1995),

and genuinely believed that psychoanalytic theory was constructed from

an explicitly evolutionary perspective. Indeed, Otto Fenichel (1945, p. 5) de-

scribed the epistemological underpinnings of psychoanalytic inquiry this

way:

Scientific psychology explains mental phenomena as a result of the interplay

of primitive physical needs—rooted in the biological structure of man and de-

veloped in the course of biological history (and therefore changeable in the
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course of further biological history)—and the influences of the environment

on these needs.

Freud recognized the psychological foundations of culture as a central

problem, and this was the primary focus of his later work, especially The Fu-

ture of an Illusion (1928/1989) and Civilization and Its Discontents (1930/1989)—

work that in turn influenced Hungarian psychoanalytic anthropologist Geza

Roheim’s The Evolution of Culture (1934) and The Origin and Function of Cul-

ture (1943).

Roheim (1943, p. 9) carefully considered the possibility that culture con-

sists of accumulating accurate information about the nature of reality:

. . . human beings living in a group, find a way to combine their energies in the

struggle with the environment and . . . the most effective means are finally em-

ployed in this struggle. Variations in culture would in this case arise as varia-

tions in these means conditioned by a varying environment.

But he rejected this notion as “far from being true.” Consistent with his psy-

choanalytic orientation, Roheim felt that culture was ultimately a product

of the complex interplay of people’s psychological needs, and that the need

for accuracy was not the only need, or even the most important one, served

by cultural conceptions of reality.

For Roheim, even a cursory examination of different cultures’ fundamen-

tally inconsistent and mutually exclusive cosmologies—accounts of the ori-

gin and structure of the universe and the role of human beings in it—ren-

ders the notion that culture serves a rational information-processing

function providing accurate accounts of physical reality, at least highly sus-

pect, if not patently absurd. As examples (reported in Langer, 1982), the

Ainu, aboriginal people in northern Japan, believe in superhuman women

with teeth in their vaginas who bear only female offspring after being im-

pregnated by the wind; the Lugbara in northwestern Uganda and eastern

Zaire describe God as a tall white man-like creature cut in half with one eye,

ear, arm, and leg; in New Guinea, the Watut believe tadpoles gestated in the

body of a boy killed by a ghost swim ashore and metamorphosize into girls

and boys who take possession of the earth after spending their childhood

years playing on the beach; in some parts of Borneo it is believed that hu-

mans descended from a sword handle that mated with a spindle. A bit

closer to home, a substantial proportion of the population of the Western

world believes that a large old bearded God created humankind in his im-

age along with the rest of the inhabitants of the earth in six days before tak-

ing a well-deserved day of rest (Genesis), whereas highly successful and ed-

ucated followers of the modern Western religion Scientology believe that

“people are immortal spirits who have lived through many lifetimes after
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being banished to Earth 75 million years ago by an intergalactic ruler”

(Frantz, 1998, p. A24).

Instead, citing examples from Melanesian folk-lore such as:

A small bird invites all the animals to a great feast. Then he pulls mountain

goats’ fat out of his rectum with a hook and feeds them all. Raven boasts, “I

can do the same.” But when he tries only blood comes out of his intestines

and he is put to shame before the guests.

Roheim (1943, p. 13) observed that all cultures are, in his words, “actuated”

by phantastic beliefs about magical power employed to confer a sense of in-

dividual invincibility, from which he concluded that:

The process of becoming civilized is . . . not the direct result of adaptation to

environment. . . . It is through a series of complicated mechanisms of dealing

with anxiety that our civilization has developed and is still developing. . . .

But these modifications are not due to the pressure of reality. . . . The same

environment . . . did not compel the chimpanzee to modify its ego-structure.

(Roheim, 1934, pp. 403, 416, 417)

What, then, is the nature of the uniquely human anxiety and the compli-

cated mechanisms designed to reduce it that characterizes the develop-

ment of culture?

Consciousness: The Great Shift!

Consciousness has developed only under the pressure of the need for com-

munication; . . . from the start it was needed and useful only between human

beings (particularly between those who commanded and those who obeyed);

and that it also developed only in proportion to the degree of this utility. Con-

sciousness is really only a net of communication between human beings; it is

only as such that it had to develop; a solitary human being who lived like a

beast of prey would not have needed it. That our actions, thoughts, feelings,

and movements enter our own consciousness—at least a part of them—that is

the result of a “must” that for a terribly long time lorded it over man. As the

most endangered animal, he needed help and protection, he needed his

peers, he had to learn to express his distress and to make himself under-

stood; and for all of this he needed “consciousness” first of all, he needed to

“know” himself what distressed him, he needed to “know” how he felt, he

needed to “know” what he thought. (Nietzsche, 1887/1974, p. 298)

Consciousness is the psychological attribute that renders us distinctly hu-

man, and makes culture both possible and necessary. Nietszche (1887/

1974), Jaynes (1976), and Humphrey (1984) each independently hypothe-
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sized that consciousness evolved in humans in order to facilitate effective

social interactions in groups arranged in dominance hierarchies—presum-

ably because a person who knew how she or he felt would be in a better po-

sition to predict the behavior of others, which in turn conferred adaptive

advantages to those in possession of such awareness. Consciousness is

thus a fundamentally social (con-scious = to know with) and learned linguis-

tic (and hence uniquely human) construction by which individuals con-

ceive of themselves (I) as the principle characters in an ongoing narrative

(Bruner, 1986, 1990) arranged in a three-dimensional spatialized mind-space

(e.g., “I am looking forward to seeing you again soon” “I’ll keep an eye out

for you”).

Consciousness is “intimately bound up with volition and decision”

(Jaynes, 1976, p. 55); humans could delay behavior in novel situations long

enough to ponder past experiences and, perhaps more importantly, envi-

sion the consequences of future actions, even those never previously un-

dertaken: “Thus humans can learn from the past and plan for the future.

And thus man is the historical mammal in that he can stand outside and

look at his history; and thereby he can influence his development as a per-

son, and . . . can influence the march of history in his nation and society as a

whole” (May, 1953, p. 85). Consciousness allows human beings to contem-

plate that which does not yet exist and to transform the products of their

imagination into physical reality. Only humans are truly creative—all other

creatures must adapt to the physical universe as it is presented to them—

human beings adapt the physical universe in accordance with their desires,

making the unreal real (Rank, 1932). From an evolutionary perspective,

then, consciousness evolved as we evolved into human beings because it

was highly adaptive. However, consider the following.

DREAM’S ENDING: THE TRAGIC VISION

And with the rise and gradual conception of the “self” as the source of per-

sonal autonomy comes, of course, the knowledge of its limit—the ultimate

prospect of death. The effect of this intellectual advance is momentous. . . . It

is in a fairly recent phase of that evolutionary course that the realization of

death as the inevitable finale of every life has overtaken mankind. . . . Its long

preparation, however, has been as natural as the wholly unplanned develop-

ments which culminate in the peacock’s ornamental tail or the beaver’s land-

scape architecture. (Langer, 1982, pp. 90, 91, 103)

A conscious creature able to project him-/herself (I) throughout a linguisti-

cally constructed metaphorical universe of space and time was at an evolu-

tionary advantage. The abilities to actively reflect on the past, to consider

the possible consequences of a host of future potential courses of action,
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and to imagine novel possibilities that are then enacted in reality surely en-

hance inclusive fitness not only by allowing people to engage in a wide vari-

ety of actions in response to environmental conditions but also by allowing

them to render environments suitable for their needs. As contemporary

psychologists (e.g., Carver & Scheier, 1981; Duval & Wicklund, 1972) have ar-

gued, the capacity to reflect back on oneself allows the individual to strive

toward and monitor progress toward long-term goals and thereby facili-

tates the attainment of such goals.

But as Rank (1936/1945) argued, consciousness is both a social and his-

torical process, with increasing self-awareness over time, culminating in

what Freud, Geza Roheim, Susanne Langer, Ernest Becker (1973), and oth-

ers claimed is the most significant event in the evolutionary history of hu-

mankind: the explicit awareness of death as a natural and inevitable event,

an awareness that threatened to undermine consciousness, intellectually

and emotionally, as a viable form of mental organization. Intellectually,

what an appalling and absolutely unacceptable affront for finely gene con-

tainers and conveyors (Dawkins, 1976) refined by billions of years of evolu-

tion developing a host of sophisticated physiological and behavioral strate-

gies for keeping themselves alive, to learn by virtue of one of its most

effective attributes (consciousness), that the most basic biological impera-

tive on which individual life is organized (staying alive) is bound to be

thwarted! Emotionally, the awareness that death is inevitable gives rise to

the potential for debilitating anxiety:

As a naked fact, that realization is unacceptable. . . . Nothing, perhaps, is more

comprehensible than that people—savage or civilized—would rather reject

than accept the idea of death as an inevitable close of their brief earthly ca-

reers. (Langer, 1982, pp. 87, 103)

Uniquely human awareness of mortality is thus a “natural” consequence

of increasing self-consciousness, which otherwise provides human beings

with remarkable adaptive advantages; however, conscious creatures en-

cumbered with unbridled awareness of mortality would be crushed by both

the weight of the logical paradox (“I am therefore I die?”) and the emotional

burden of death awareness—to the point of behavioral paralysis, in which

case consciousness would no longer confer an adaptive advantage:

For in much wisdom is much grief: and he that increaseth knowledge

increaseth sorrow. . . . The wise man’s eyes are in his head; but the fool

walketh in darkness: and I myself perceived also that one event happeneth to

them all. . . . For there is no remembrance of the wise more than of the fool for

ever; seeing that which now is in the days to come shall all be forgotten. And

how dieth the wise man? as the fool. (Ecclesiastes, or The Preacher)
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It is at this point that evolutionary advantages emerged for cultural world-

views (and the people who adopted them) that could compellingly assuage

the anxiety engendered by the uniquely human problem of death.

A CENTRAL PSYCHOLOGICAL FOUNDATION
OF CULTURE: THE DENIAL OF DEATH

Man is the only being that knows death; all others become old, but with a con-

sciousness limited to the moment. . . . Only fully-awakened man . . . whose un-

derstanding has been emancipated by the habit of language from dependence

on sight, comes to possess the notion of transience, that is a memory of the

past as past and an experiential conviction of irrevocability. . . . Here in the

decisive moments of existence, when man first becomes man and realizes his

immense loneliness in the universal, the world-fear reveals itself for the first

time as the essentially human fear in the presence of death. . . . Here, too, the

higher thought originates as meditation upon death. Every religion, every sci-

entific investigation, every philosophy proceeds from it. (Spengler, 1926/1999,

p. 166)

In the 1973 Pulitzer Prize-winning The Denial of Death, cultural anthropolo-

gist Ernest Becker argued that a close examination of seminal ideas from

the natural and social sciences and the humanities converge on the notion

that the denial of death is a dynamic force that instigates and directs a sub-

stantial proportion of human activity. Following Zilboorg (1943), Becker ar-

gued that fear of death is universal because it is the emotional manifesta-

tion of the biological predisposition toward self-perpetuation that we share

with all living creatures (but that is known to be ultimately futile only by hu-

man beings). According to Becker, cultural worldviews are sets of beliefs

about the nature of reality shared by groups of people that evolved to effec-

tively manage the potential for debilitating terror resulting from the aware-

ness of death; they do so through a host of elaborate social and psychologi-

cal processes that serve to help us avoid thinking about dying and deny

that death constitutes absolute annihilation.

The nature of cultural worldviews has thus been profoundly affected by

the evolution of consciousness, self-consciousness and the consequent

awareness of death:

Death . . . posits the most terrifying threat to the taken-for-granted realities of

everyday life. The integration of death within the paramount reality of social

existence is . . . consequently, one of the most important fruits of symbolic

universes. . . . All legitimations of death must carry out the same essential

task—they must enable the individual to go on living in society after the death

of significant others and to anticipate his own death with . . . terror sufficiently

2. MORTALITY AND CULTURE 23

TLFeBOOK



mitigated so as not to paralyze the continued performance of the routines of

everyday life. . . . On the level of meaning, the institutional order represents a

shield against terror. . . . The symbolic universe shelters the individual from

ultimate terror by bestowing ultimate legitimation upon the protective struc-

tures of the institutional order. (Berger & Luckmann, 1966/1967, p. 101)

Culture accomplishes this goal by casting each of us as principle charac-

ters in an ongoing sacred narrative cosmological drama that imbues the

world with meaning from which each one can derive a sense of value (self-

esteem) and the consequent assurance that death can somehow be symbol-

ically and/or literally transcended. This perspective then, helps explain

why cultures have not evolved solely toward increasingly accurate ac-

counts of the nature of reality, for example, as Tooby and Cosmides (1992)

proposed:

Information about adaptive courses of action in local conditions is difficult

and costly to obtain by individual experience alone. Those who have pre-

ceded an individual in a habitat and social environment have built up in their

minds a rich store of useful information. The existence of such information in

other minds selected for specialized psychological adaptations that were able

to use social observations to reconstruct some of this information within

one’s own mind. . . . By such reconstruction, one individual was able to profit

from deducing what another already knew. (p. 119)

Our analysis also suggests that the emergence of culture and its various

affectations—art, religion, music, philosophy, and so on—were not merely

nonadaptive byproducts of mental processes designed to serve other pur-

poses as Pinker (1997), among others, has declared: “Religion and philoso-

phy are in part the application of mental tools to problems they were not

designed to solve. . . . It is wrong to invent functions for activities that lack

that design merely because we want to ennoble them with the imprimatur

of biological adaptiveness” (p. 525). Rather, these aspects of culture are

uniquely human, species-specific evolutionary adaptations, essential for

sustaining consciousness as a viable form of mental organization in the

wake of the explicit knowledge of death:

In their developed forms, phantasy thinking and reality thinking are distinct

mental processes, different modes of obtaining satisfaction. The fact that they

have a distinct character when fully developed, however, does not necessar-

ily imply that reality thinking operates quite independently of unconscious

phantasy. It is not merely that they “blend and interweave”; their relationship

is something less adventitious than this. On our view, reality-thinking cannot

operate without concurrent and supporting unconscious phantasies. (Isaacs,

1948, p. 94)
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The notion that culture, in all of its manifestations—religion, art, philoso-

phy, science, politics, economics, and so on—serves an adaptive function by

a creative misrepresentation of reality to preserve psychological equanimity

in response to the uniquely human awareness of death (a by-product of the

evolution of consciousness) is a proposition that we believe to be worthy of

serious consideration for three reasons: (a) It follows from basic evolution-

ary principles; (b) it can account for what we know about past and present

cultures; and (c) it is supported by a large body of empirical evidence.

Convergence With Darwinian Principles

First, this explanation is entirely consistent with Darwin’s original account

of the mechanics of evolutionary change, as well as its more contemporary

renderings: The psychological propensities of members of a given species

are posited to be determined by the historical process of natural selection

within particular environments. As Tooby and Cosmides (1992, p. 69) noted:

“Organisms transact the business of propagation in specific environments,

and the persistent characteristics of those environments. . . . Consequently,

the structure of the environment causes corresponding adaptive organiza-

tion to accumulate in the design of the organism.” However, Tooby and

Cosmides also recognized (p. 69) that evolution could proceed in response

to the demands of internal organismic problems entirely independent of

the demands of the external environment: “Obviously . . . adaptations may

solve endogenous adaptive problems and may improve over evolutionary

time without necessarily being driven by or connected to any change in the

external environment.” The notion that culture evolved to solve the “endog-

enous” problem engendered by the burgeoning awareness of the inevitabil-

ity of death associated with human consciousness is thus completely con-

sistent with an evolutionary point of view; indeed, this idea has been

explicitly advanced by primatologist David Premack in E. O. Wilson’s (1978)

On Human Nature. In Wilson’s words:

If [for non-human primates] consciousness of self and the ability to communi-

cate ideas with other intelligent beings exist, can other qualities of the human

mind be far away? Premack has pondered the implications of transmitting the

concept of personal death to chimpanzees, but he is hesitant. “What if like

man,” he asks, “the ape dreads death and will deal with this knowledge as bi-

zarrely as we have? . . . The desired objective would be not only to communi-

cate the knowledge of death but, more important, to find a way of making sure

the apes’ response would not be that of dread, which, in the human case, has

led to the invention of ritual, myth, and religion. Until I can suggest concrete

steps in teaching the concept of death without fear, I have no intention of im-

parting the knowledge of mortality to the ape.” (p. 27)
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Convergence With Evidence From Past
and Present Cultures

Second, this analysis can help account for much about what we know about

past cultures from anthropological, archeological, and historical records,

and what we know about contemporary cultures as well.

In the Beginning Was the Word. Clearly death was a serious concern to

our remote ancestors as evidenced by pit burials of Neanderthals, and si-

multaneous emergence of ritual burials and art in early Homo sapiens (see

e.g., Mithen, 1996). Perhaps the ability to generate narrative accounts of

death-transcending visions of reality (which in turn requires language) is

the critical difference between Homo sapiens and at least 15 of closely re-

lated species of hominids that are no longer in existence (e.g., Donald, 1991;

Tattersall, 2000). There is no evidence that these hominid species perished

from physical deprivation or human predation; perhaps they died from fear

in light of their burgeoning awareness of death, lacking the imaginative ca-

pability to generate death-denying and/or transcending cultural narratives.

How could they have died from fear? Most theorists would argue that the

experience of fear would have been adaptive to the extent that it promoted

effective survival skills, such as fleeing or fighting in the face of the danger.

However, think of the old World War I cliché about there not being any

atheists in foxholes. A creature with the dawning realization of its own mor-

tality and no system of spiritual beliefs to quell the consequent fear would

seem unlikely to venture forth and take the risks necessary for their own or

their group’s survival. Who will go out and risk life and limb to hunt down a

woolly mammoth to replenish the group’s food supply? Hominids with faith

in some spiritual protection would be more bold and confident in engaging

in the risky tasks necessary for survival in harsh dangerous environments.

This suggests that with the dawn of awareness of mortality, hominid groups

with particularly compelling spiritual beliefs and individuals particularly ca-

pable of sustaining faith in such beliefs would have had adaptive advan-

tages; therefore such groups and individuals have thrived ever since.

But why might Homo sapiens have had more solidified spiritual beliefs

than earlier human species? One possibility is that along with their in-

creased cognitive capacity for symbolic thought came the ability for spo-

ken language that surpassed that of their hominid cousins. Theoretical re-

constructions of the soft tissue of the vocal tract of the Neanderthals and

early hominids revealed that the larynx of these species would have been

higher in the throat than that of modern humans, making only simple vocal-

izations possible (Laitman, Heimbuch, & Crelin, 1979). This evidence has led

some anthropologists to the conclusion that even if early hominids had the

cognitive capacity for language, their vocal apparatus left them with only a
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crude ability for verbal expression (Laitman, 1983; Laitman et al., 1979;

Laitman & Heimbuch, 1982; Lieberman, 1985, 1989).

The linguistic prowess of Homo sapiens would have provided them with

a heavy advantage over earlier hominids in activities that directly promote

survival (e.g., sharing technology, coordinating hunting parties, etc.). How-

ever, the ability for a complex spoken language may have given Homo sapi-

ens another, perhaps even more fundamental advantage. If Homo sapiens

were able to contrive speech with syntax and grammar, then they may also

have been able to develop a more sophisticated system of beliefs and nar-

ratives about death transcendence. For example, before venturing out on a

hunt or exploring new territory, early Homo sapiens may have performed

rituals and told stories about how the spirits would help them slay mam-

moths, leopards, and bears and would protect them from potential dangers

in the physical world. The ability to produce spoken language would also

have made it possible for modern humans to share their cultural reality

with other members of their social group and build a strong consensus and

sense of validity for their core beliefs. Without complex language, and

therefore an adequate symbolic defense system to quell their fears, Nean-

derthals and early hominids may have been overcome by fear and unwill-

ing to take on the necessary risks of hunting and exploration. When the sur-

rounding land was no longer fecund, possibly because of harsh conditions

or competition with Homo sapiens, Neanderthals and other hominids slowly

died off.

Thus, although language was first and foremost a social device, its initial util-

ity was not so much in enabling a new level of collective technology or social

organization, which it eventually did, or in transmitting skill, or in achieving

larger political organizations, which it eventually did. Initially, it was used to

construct conceptual models of the human universe. . . . The pre-eminence of

myth in early human society is testimony that humans were using language

for a totally new kind of integrative thought. Therefore, the possibility must

be entertained that the primary human adaptation was not language qua lan-

guage but rather integrative, initially mythical, thought. Modern humans de-

veloped language in response to pressure to improve their conceptual appa-

ratus, not vice versa. (Donald, 1991, p. 215)

Why Settle Down? This analysis may also provide a credible account of

human beings’ mysterious transition from small bands of seminomadic

hunter-gatherers to larger groups of permanent town-dwellers. Many anthro-

pologists and evolutionary psychologists argue that the development of agri-

culture (and domestication of animals) was responsible for this transition:

Only ten thousand years ago, a tick in geological time, when the agricultural

revolution began in the Middle East, in China, and in Mesoamerica, popula-
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tions increased in density tenfold over those of hunter-gatherer societies.

Families settled on small plots of land, villages proliferated, and labor was di-

vided. . . . The rising agricultural societies, egalitarian at first, became hierar-

chical. As chiefdoms and then states thrived on agricultural surpluses, heredi-

tary rulers and priestly castes took power. (Wilson, 1998, p. 253)

Certainly, the discovery of agriculture made it possible for people to live to-

gether in larger groups. However, the notion that agriculture was the rea-

son people originally came together is seriously undermined by the recent

excavation (reported in Balter, 1998) of a settlement of approximately

10,000 people in Catalhoyuk, Turkey, occupied 9,000 years ago, a thousand

years before any evidence of domestic agricultural activity. Archeologist

Ian Hodder observed that “the rich wetland resources . . . would have been

more easily exploited by a dispersed population in small settlements rather

than by packing thousands of people into a village. . . . What you end up

with is trying to understand why these people bothered to come together”

(as quoted by Balter, 1998, p. 1445); other archaeologists agree that this set-

tlement (and others like it) challenges “the long-held assumption that the

first settlements and the transition from hunting and gathering to farming

. . . were part of a single process,” and raises the possibility that a “shared

cultural revolution . . . preceded the rise of farming” (Balter, 1998, p. 1442).

We propose that the “shared cultural revolution” responsible for the

transition to larger communities may have been an evolutionary change in

human mentality with respect to managing the problem of death. This may

have occurred for two reasons. First, humans who were like-minded with re-

spect to spiritual beliefs and ideals naturally came together because

greater consensus for such beliefs made these beliefs seem more “real” and

thus more valid as fear-regulating psychological structures. Second, people

may have formed more structured communities to become conscious (liter-

ally, to know with) of a historically unprecedented conception of God as an

all-encompassing repository of wisdom and power, and to then “delegate all

human power and all forces of nature to that supreme being, giving men an

infinite reservoir of power on which they can draw by prayer” (Langer,

1982, p. 111) in exchange for lifelong prosperity, protection, and, ultimately,

immortality. Thus, by coming together, people were able to create a shared

meaning system, and then put a spiritual force at the helm of the commu-

nity that allowed them to have ultimate power over nature, life, and death.

This analysis reverses the order hypothesized by material accounts of the

origin of social motives. Hierarchical social orders and deference to priestly

authority were not engendered by an agricultural lifestyle. Rather, an agri-

cultural lifestyle, and all that came afterward that we traditionally refer to

as culture—such as history, art, science, and philosophy—were profoundly

influenced by human beings’ fantastically imaginative effort to overcome

28 SOLOMON ET AL.

TLFeBOOK



death by voluntarily relinquishing individual autonomy to delegated au-

thority (the original “transference” according to Becker, 1975) through sub-

mission to supernatural spirits (the original “leap of faith”). This submis-

sion provided psychological equanimity through the belief that one is a

valuable member of a meaningful universe and consequently eligible for im-

mortality. Thus, although agriculture certainly made it more possible for

larger groups of people to live together, the coming together of people was

originally a solution to the problem of death.

Consistent with this explanation, the archaeologists at the Catalhoyuk

excavation unearthed mass burials under the floors of houses, often in

close physical proximity to painted murals of wild animals and hunting

scenes. They speculated that “this close association between painting and

burials is no coincidence” (Balter, 1998, p. 1445) and the function of art

might be to control nature by symbolic representation. Jacques Cauvin of

the Institute of Eastern Prehistory in France hypothesizes that such sym-

bolic and religious pursuits instigated a “mental transformation” that al-

lowed humans to see their environment differently and exploit it “more se-

lectively and more actively” (as quoted by Balter, 1998, p.1445).

All subsequent human civilizations are clearly based on elaborate efforts

to deny death. For example, in ancient Egypt:

After a ruler died, his or her body was carefully treated and wrapped to pre-

serve it as a mummy. According to ancient Egyptian belief, the pyramid,

where the mummy was placed, provided a place for the monarch to pass into

the afterlife. In temples nearby, priests performed rituals to nourish the dead

monarch’s spirit, which was believed to stay with the body after death. In the

Old Kingdom (a period of Egyptian history from about 2575 BC to about 2134

BC), Egyptian artists carved hieroglyphs on the walls of the burial chamber,

designed to safeguard the dead monarch’s passage into the afterlife. . . . Some-

times, in addition to the burial chamber, there were storage chambers within

the pyramid. These chambers held objects used in burial rituals as well as

items for the deceased to use in the afterlife. (Microsoft Encarta Encyclopedia,

CD ROM, 2000)

At the same time, in China, early emperors, following the Chinese prov-

erb “Treat death as life,” had their servants, artisans, concubines, and sol-

diers buried alive with them when they died (Mazzatenta, 1992). This tradi-

tion continued until 210 B.C., when Qin Shi Huang Di, the first emperor of

unified China and builder of the Great Wall, sent a fleet of vessels with pre-

cious gifts in search of the Islands of Immortality. The expedition never re-

turned, and the emperor continued what historian Li Yu-hing (quoted in

Mazzatenta, 1996, p. 442) described as a “quest for immortality and eternal

glory and power” by having himself buried with an entire army of life-sized

and life-like terra cotta warriors, horses, and servants.
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A century later, Jing Di, fifth ruler of the Han dynasty, was also entombed

with a terra cotta army of one-third life-sized soldiers and horses. Summa-

rizing archeologists’ interpretations of these findings, Mazzatenta (1992) ob-

served:

Tomb excavations during the past 40 years are evidence of the Han belief that

the afterlife was a prolongation of this life. Thus Jing Di’s mausoleum, as his

afterworld headquarters would have mirrored the magnificence of his resi-

dence on earth. The tombs of the rich were lavishly provisioned; goods

brought along—everything from finely woven silks and musical instruments to

food and drink—indicated life well lived. Whereas a common man might be

buried with a miniature clay granary, the emperor got a full-size granary as

well as his own army. (p. 120)

Back in the Near East, by 2000 B.C. there is evidence in Sumerian texts of

the development of the Epic of Gilgamesh, the oral tradition that became

the basis of the Old and New Testaments of the Bible and hence of the en-

tire Judeo-Christian and Muslim traditions on which Western civilization

was constructed and currently operates. In The Cry for Myth, Rollo May

(1991; see also Gottsch, 2000, for a similar argument independently derived

from an evolutionary perspective) notes that the story of Gilgamesh is a

metaphor for the unique existential concerns of the human condition en-

gendered by consciousness and the consequent awareness of death. In the

story, Gilgamesh is overwhelmed with grief after the death of his best friend

Enkidu, and becomes obsessed with the prospect of his own death: “When I

die, shall I not be like unto Enkidu?” Gilgamesh then departs on a quest to

obtain immortality, a Faustian voyage with no final destination that the hu-

man species has been pursuing from that time to the present day. And so

we can see over the course of recorded history how the death denying ide-

ologies of, for example, Judaism, Christianity, Islam, and Hinduism have

spread and prospered over the many generations since those earlier con-

ceptions of immortality.

And as we totter into the present millennium, secular nondenomina-

tional cultures, such as the United States, as well as explicitly atheistic com-

munist (e.g., Russia and China) cultures continue to be constructed on the

basic principle of death denial. In America, the back of the one-dollar bill

says “In God We Trust,” and just to the left is a picture of a pyramid (the ul-

timate immortality symbol) with a disembodied eyeball floating mysteri-

ously above the pinnacle of the pyramid as if an all-encompassing power

were shining his or her countenance on us. And indeed, according to Jo-

seph Campbell (1988), this reflects the eye of God opening to us when we

reach the top of the pyramid and attain immortality. Americans also go to

great lengths to avoid direct contact with death: The average American has

never seen a dead person and is loathe to live anywhere near people who
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are likely to die—that is, the sick and/or elderly stashed away in hospitals,

nursing homes, and retirement communities in Florida, Arizona, and Cali-

fornia. The average American goes to enormous lengths to retard and/or

disguise the natural process of aging—hair replacement, hair removal, hair

coloring, face lifts, tummy tucks, wrinkle removal, and so on.

In the former Soviet Union, thousands of people came to the Kremlin

each day to see Lenin’s body preserved for perpetuity in a glass tomb. Hit-

ler was quite explicit in proclaiming that the Third Reich would endure long

beyond his individual death; we can only be thankful that he was wrong

about that. In communist China, a well-known party slogan is “May the Rev-

olutionary Regime stay Red for ten thousand generations”—longer than the

current age of the human race. In Revolutionary Immortality: Mao Tse-Tung

and the Chinese Cultural Revolution, Robert Jay Lifton (1968) noted that all

political revolutions are ultimately driven by concerns about death:

Much of what has been taking place in China recently can be understood as a

quest for revolutionary immortality. By revolutionary immortality I mean a

shared sense of participating in permanent revolutionary fermentation, and of

transcending individual death by “living on” indefinitely within this continu-

ing revolution. Some such vision has been present in all revolutions and was

directly expressed in Trotsky’s ideological principle of “permanent revolu-

tion.” . . . Central to this point of view is the concept of symbolic immortality

. . . of man’s need, in the face of inevitable biological death, to maintain an in-

ner sense of continuity with what has gone on before and what will go on after

his own individual existence. . . . The revolutionary denies theology as such,

but embraces a secular utopia through images closely related to the spiritual

conquest of death and even to an afterlife. . . . What all this suggests, then, is

that the essence of . . . all . . . “power struggles,” is power over death. (pp. 7–8)

The proposition that the course of cultural evolution was radically al-

tered by the potential anxiety engendered by the “endogenous” problem of

death is thus entirely consistent with archaeological findings, the historical

record, and the nature of contemporary cultures.

Convergence with Contemporary Research on the Role
of Culture in Managing the Awareness of Mortality

There is also a large body of experimental evidence in accord with the no-

tion that culture plays a primary role in a complex species-typical adapta-

tion to the uniquely human awareness and denial of death. Following Rank

(1931/1961, 1936), Zilboorg (1943), Roheim (1934, 1943), and especially Beck-

er (1971, 1973, 1975), terror management theory (Greenberg, Pyszczynski, &

Solomon, 1986; Solomon, Greenberg, & Pyszczynski, 1991) posits that the

juxtaposition of an inclination toward self-preservation with the highly de-
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veloped intellectual abilities that make humans aware of their vulnerabili-

ties and inevitable death creates the potential for paralyzing terror. To al-

low people to function effectively in light of this realization, cultures

evolved beliefs designed to help individuals manage the terror associated

with this awareness of death. This has been accomplished primarily

through the cultural mechanism of self-esteem, which consists of the belief

that one is a valuable contributor to a meaningful universe. There are thus

two basic components of what we refer to as the cultural anxiety buffer,

both of which are necessary for effective terror management: (a) faith in a

meaningful conception of reality that provides the possibility of death tran-

scendence to those who meets the prescribed standards of value (the cul-

tural worldview), and (b) the belief that one is meeting those standards of

value (self-esteem). Because of the protection from the potential for terror

that these psychological structures provide, people are motivated to main-

tain faith in their cultural worldviews and satisfy the standards of value as-

sociated with their worldviews.

Empirical research to assess the merits of terror management theory

has been based on two broad hypotheses derived from the theory. First, if

self-esteem serves an anxiety-buffering function, then high self-esteem (dis-

positional or temporarily elevated) should serve to reduce and/or eliminate

negative affect, defensive responses, and physiological arousal engendered

by stressful circumstances. Consistent with this proposition, high self-es-

teem has been shown to reduce: self-reported anxiety in response to gory

death-related videos (Greenberg et al., 1992, Study 1); defensive distortions

to deny vulnerability to early death (Greenberg et al., 1993); and, physiologi-

cal arousal in response to threat of electrical shocks (Greenberg et al., 1992,

studies 2 and 3).

Second, if cultural worldviews and self-esteem based on them serve a

death-denying defensive function, then making mortality momentarily sa-

lient by asking people to ponder their own death should intensify allegiance

to the worldview and striving to meet its standards of value. Over 90 experi-

ments conducted in five different countries have provided support for mor-

tality salience hypotheses: Mortality salience has been shown to lead to

more negative evaluations and harsher punishments of moral transgres-

sors and more favorable reactions and rewards to those who uphold moral

standards (Florian & Mikulincer, 1997; Rosenblatt, Greenberg, Solomon,

Pyszczynski, & Lyon, 1989), and more positive reactions to those who share

one’s religious or political beliefs, and correspondingly negative reactions

to those with different beliefs (Greenberg et al., 1990). For example, mortal-

ity salience increases physical distancing from dissimilar others (Ochs-

mann & Mathy, 1994) and physical aggression toward them (McGregor et

al., 1998). Mortality salience also increases perception of social consensus

for one’s attitudes (Pyszczynski et al., 1996) and discomfort when perform-
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ing behavior counter to cultural norms (Greenberg, Simon, Porteus, Pysz-

czynski, & Solomon, 1995). In addition, recent evidence shows that mortal-

ity salience motivates bolstering for self-esteem as well as the worldview.

For example, Taubman, Florian, and Mikulincer (1999) showed that Israeli

soldiers who use driving ability as a basis for their self-worth drive more

boldly after a reminder of death, and Goldenberg, McCoy, Pyszczynski,

Greenberg, and Solomon (2000) demonstrated that people with high body

self-esteem are more attentive to their bodies following a mortality salience

induction.

Mortality salience effects have been obtained using open-ended ques-

tions about participants’ own death, fear of death scales, gory accident foot-

age, subliminal primes, and proximity to a funeral home. Mortality salience

effects are specific to thoughts of one’s own death; they are not produced by

thoughts of other aversive or anxiety-provoking stimuli, such as thoughts of

intense pain, paralysis, social exclusion, worries about life after college, giv-

ing a speech, failing an exam, or imagining the death of a loved one (see

Greenberg, Solomon, & Pyszczynski, 1997). There is thus strong evidence

that quite specific concerns about mortality influence a wide range of hu-

man social behavior in predictable ways.

Most recently, Pyszczynski et al. (1999) proposed a dual process theory

to explicate the nature of the cognitive processes that underlie cultural

worldview defense in response to mortality salience:

Distinct defensive responses are activated by thoughts of death that are con-

scious and those that are on the fringes of consciousness (highly accessible

but not in current focal attention). Proximal defenses entail the suppression

of death-related thoughts or pushing the problem of death into the distant fu-

ture by denying one’s vulnerability to various risk factors. These defenses are

rational, threat-focused, and are activated when thoughts of death are in cur-

rent conscious attention. Distal terror management defenses entail maintain-

ing self-esteem and faith in one’s cultural worldview and serve to control the

potential for anxiety resulting from awareness of the inevitability of death.

These defenses are experiential, not related to the problem of death in any se-

mantic or rational way, and are increasingly activated as the accessibility of

death-related thoughts increases, up to the point at which such thoughts en-

ter consciousness and proximal threat-focused defenses are initiated. (p. 835)

In support of this dual process conception, Greenberg, Arndt, Simon,

Pyszczynski, and Solomon (2000) demonstrated that immediately after a

mortality salience induction, people engage in proximal defenses (vulnera-

bility-denying defensive distortions) but do not show evidence of distal de-

fense (exaggerated regard and disdain for similar and dissimilar others re-

spectively); as expected, distal defense was obtained after a delay, but

proximal defenses were not. Additionally, defense of the cultural worldview
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does not occur when mortality is highly salient, or when people are forced

to keep thoughts of death in consciousness following our typical subtle

mortality salience manipulation (Greenberg, Pyszczynski, Solomon, Simon,

& Breus, 1994), or when they are asked to behave “rationally” (Simon et al.,

1997). We have also demonstrated that the accessibility of death-related

thoughts is low immediately following mortality salience as a result of an

active suppression of such thoughts, and that a delayed increase in the ac-

cessibility of death-related thoughts (presumably from relaxation of the

suppression) is responsible for the delayed appearance of cultural world-

view defense (Arndt, Greenberg, Solomon, Pyszczynski, & Simon, 1997).

Heightened accessibility of death-related thoughts has been shown to be a

necessary and sufficient condition to produce worldview defense following

mortality salience (Arndt, Greenberg, Solomon, Pyszczynski, & Simon, 1997;

Arndt, Greenberg, Pyszczynski, & Solomon, 1997), and cultural worldview

defense serves to keep levels of death-thought accessibility low (Arndt,

Greenberg, Solomon, Pyszczynski, & Simon, 1997; Harmon-Jones et al.,

1997). See Fig. 2.1 for a graphic depiction of this dual defense process.

We agree with the Tooby and Cosmides (1992) assertion that “complex

adaptations are usually species-typical; moreover, they are so well-organ-

ized and such good engineering solutions to adaptive problems that a
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chance coordination between problem and solution is ruled out as a plausi-

ble explanation” (p. 62). And it is in light of this claim that we would argue

that the terror management process of sustaining self-esteem within the

context of a cultural worldview qualifies as a species-typical evolutionary

adaptation. Given the wide range of attitudes and behavior that are influ-

enced by making one’s own mortality salient, the complex interplay be-

tween conscious and nonconscious processes resulting from thoughts of

death, and that all such defensive processes serve to reduce the accessibil-

ity of death-related thoughts, it seems highly unlikely that such an imagina-

tive, sophisticated, elaborate, and highly organized system of death-deny-

ing psychological processes is the result of “chance coordination.”

SUMMARY AND CONCLUSIONS

At first thought it seems strange, even fanciful, to regard a conceptual insight

like the realization of natural mortality as a milestone on the road of man’s

evolutionary advance. On longer consideration, however, one can see many

reasons to class it as such, both because of the conditions which its attain-

ment has required and the influence it has had on the subjective and objec-

tive course of human life. . . . It marks no direct physical change, though indi-

rectly and subtly it may produce many; its historical significance and its

crucial function belong to the advance of mind, not of physique. (Langer, 1982,

p. 89)

We agree with evolutionary psychologists such as Tooby and Cosmides

that a psychological account of the underpinnings of culture is a central

problem for the study of mind, and that credible theories should show

“hallmarks of special design for proposed function,” be “capable of generat-

ing specific and falsifiable empirical predictions,” and “account for known

data better than alternative hypotheses” (Buss, Haselton, Shackelford,

Bleske, & Wakefield, 1998, p. 546). We propose that human awareness of

death, as a result of the evolution of consciousness, instigated the construc-

tion of an elaborate host of psychological defenses in pursuit of immortality

that are manifest in many important components of culture:

Art: “The creative impulse . . . attempts to turn ephemeral life into per-

sonal immortality. In creation the artist tries to immortalize his mortal

life” (Rank, 1932, p. 39).

Economics: “The human animal is a beast that dies and if he’s got money

he buys and buys and buys and I think the reason he buys everything he

can buy is that in the back of his mind he has the crazy hope that one of

his purchases will be life ever-lasting” (Williams, 1955, p. 73).
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Science: “Fear—that is man’s original and fundamental sensation; every-

thing is explained by fear. . . . This protracted, ancient fear at length

grown subtle, spiritual, intellectual—today, it seems to me, it is called: sci-

ence” (Nietzsche, 1885/1982, p. 312).

Religion: “All the teachings and training in Buddhism are aimed at that

one single point: to look into the nature of the mind, and so free us from

fear of death” (Rinpoche, 1994, pp. 51–52).

These culturally mediated responses to the fear of death operate at the in-

dividual level to minimize the accessibility of nonconscious thoughts of

death by a complex interaction of conscious and nonconscious processes

to sustain the belief that one is a valuable member of a meaningful uni-

verse.

Culture has thus been shaped in part to serve this species-specific evolu-

tionary adaptation to the uniquely human awareness of death. This propo-

sition is consistent with an evolutionary perspective; it can provide a com-

pelling account of the archeological and historical record; and it is

supported by an extensive empirical literature demonstrating the pervasive

influence of intimations of mortality on a wide range of personal and inter-

personal behaviors.

The psychological processes that use culture as a vehicle for death tran-

scendence have been quite successful so far, as the burgeoning human pop-

ulation of over six billion attests. But will these modes of death transcen-

dence continue to be viable human adaptations? As Becker (1975) noted

rather somberly at the conclusion of Escape from Evil, an inevitable result of

cultural worldviews serving a death-denying function may be the inability

to tolerate those with different visions of reality, in that acceptance of the

potential validity of alternative worldviews undermines the confidence with

which one subscribes to one’s own, and thus threatens to unleash the un-

mitigated terror ordinarily quelled by absolute faith in one’s culture.

A host of compensatory processes are consequently instigated to re-

store psychological equanimity: derogating those who are different, pres-

suring them to dispose of their beliefs and convert to the dominant world-

view (assimilation), incorporating neutered versions of their views into

one’s own (accommodation), and/or annihilating them to demonstrate that

your vision of reality must have been “right” after all (Solomon et al., 1991).

Prejudice, scapegoating, ideological fervor, and ongoing ethnic strife may

thus be the psychological price to be paid for psychological equanimity

via death-denying cultural worldviews. This has not been fatally problem-

atic for the entire species as yet because for most of human history, there

weren’t as many people or cultures in close proximity or such destructive

technologies so readily available. In contrast, the recent advent of powerful

nuclear weapons in a culturally heterogeneous overpopulated world of lim-
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ited physical resources makes human self-extermination a very real, albeit

chilling, possibility.

We have argued elsewhere (Solomon et al., 1991) that the utility of any

theory is determined not only by existing evidence and the nature of the

questions generated by it, but also by the implications of the theory for

constructive individual and social change. The psychodynamic perspective

advanced here acknowledges the dynamic nature of change of over time—

recall Fenichel’s assertion, quoted earlier, that mental processes, as prod-

ucts of evolution, are “changeable in the course of further biological his-

tory,” and Roheim’s claim that civilization is still developing. Similarly,

Jaynes (1976, p. 125) recognized that “it would be wrong to think that what-

ever the neurology of consciousness now may be, it is set for all time . . . the

function of brain tissue is not inevitable . . . perhaps different organizations,

given different developmental programs, may be possible.” So perhaps all

hope is not lost.

Roheim (1943, p.100) argued that culture “originates in delayed infancy

and its function is security. It is a huge network of more or less successful

attempts to protect mankind against the danger of object-loss, the colossal

efforts made by a baby who is afraid of being left alone in the dark.” On

these grounds, he proposed that a viable future for our species will require

that the human race “grow up”—to somehow squarely face up to and accept

our vulnerabilities and mortality. Such a maturation process may require a

profound transformation of the manner in which our uniquely human need

for death transcendence is satisfied. We are hopeful that this chapter will

contribute to a growing psychological discussion of the extent to which this

is possible in the foreseeable future, and of precisely how it might be ac-

complished.
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Imagine attending a small conference of relatively like-minded scientists. At

the beginning of a talk, you’re surprised to be handed a piece of paper.

They apparently expect you to take a quiz! But you’re a good sport, so you

look down and circle your answer to the following analogy based on lead-

ers in your field and quickly cover your paper: Serge Moscovici is to Stanley

Schachter as Marilynn Brewer is to . . . (A) Donald Campbell; (B) Leon

Festinger; (C) Chuck Kiesler; (D) Thomas Ostrom; (E) Judith Rodin.

Then the person giving the talk asks you to discuss your answer with the

people sitting to your left and right for about a minute. You compare your

answers with the others, explaining the logic behind your choice: Perhaps

you chose Campbell because of research connections or Rodin because of

gender. When the minute is up, you are asked to answer the question again.

What would the end distribution of answers look like?

We asked this exact question in demonstrations at eight conferences

(Harton, Green, Jackson, & Latané, 1996). What we found, we argue here,

was a slice of culture, an example of how cultures can emerge and persist

through discussion. What follows is the distribution of responses before

and after discussion for two analogies presented at one conference:

Analogy 1: Before: BADADEBAEBDBEEDBEE
After: BBDECBBBBBBBEEEEEE

Analogy 2: Before: EEABCCAECDAEBBBEBC
After: BBEBCCCEDDBBBBBEBD

C H A P T E R

3

Cultural Elements Emerge
From Dynamic Social Impact

Helen C. Harton
University of Northern Iowa

Martin J. Bourgeois
University of Wyoming
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People sometimes but not always yielded to their neighbors’ argu-

ments, resulting in a clear and nonrandom spatially distributed pattern of

answers after discussion. In fact, people’s answers after discussion were

more similar to their neighbors than would be expected by chance. The

reduction of independence from this clustering of responses led to associ-

ations between the answers. After discussion, people who chose answer E

on the first analogy often chose answer B on the second. Even though

there was no rational reason (such as similar arguments) to connect an-

swers, the relations emerged simply because people became more similar

to those they talked to on multiple issues. Minority viewpoints also de-

creased after discussion, as those who chose the initial majority answer

gained converts. For example, in the first analogy, the two most popular

answers initially, B and E, grew in popularity after discussion. Finally, de-

spite this influence, diversity persisted, and likely would continue to per-

sist, even if we had let the conferees continue to discuss their answers. In

this same way, through day-to-day conversations about topics at local

cafés, on street corners, and in office cubicles, culture is created and

passed on through local social influence.

Schaller, Conway, and Crandall (chap. 1, this volume) define culture as a

collection of elements that are shared by some definable set of people and

differentiable from other sets. In our example just described, we could talk

about a culture of people who chose answer E for the first analogy and an-

swer B for the second and distinguish them from those who chose B/C. If

these people continued to discuss other topics with those seated closest to

them, we might also find that the E/B group became more similar in their

beliefs about economics, their attitudes toward the death penalty, or even

their personalities. These “cultures” in our example emerged in a matter of

minutes. Imagine then how social influence has shaped culture over millen-

nia, resulting in associated regional differences in food preferences, atti-

tudes, and life outlooks!

We address the creation and persistence of culture in this chapter using

dynamic social impact theory (DSIT; Latané, 1996a, 1996b), a dynamical sys-

tems approach to large scale influence that has received considerable em-

pirical support. First we discuss what culture is, how it is formed, and how

it changes over time. We link the answers to these questions to theoretical

concepts from DSIT and provide both empirical and cultural examples of

each concept. We then address two factors, involvement and heritability,

that may limit influence, and describe other cultural elements that DSIT can

help explain, such as attitudes toward ethnic groups, language, health-

related attitudes and behaviors, and even human biology. We conclude by

summarizing how DSIT helps us understand the formation and progression

of culture.
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WHAT IS CULTURE?

Many psychological models of culture begin with the assumption that peo-

ple living in disparate regions will differ from each other because of their

socialization in a particular culture. Such top-down approaches do not at-

tempt to explain the reasons for these cross-cultural differences, but simply

document and describe the range of values for such psychological vari-

ables as self-concept, reasoning strategies, and relational behaviors to be

expected between people from myriad cultures. Dynamic social impact the-

ory (DSIT; Latané, 1996a, 1996b, 1996d; Nowak, Szamrej, & Latané, 1990)

takes the opposite stance, explaining the emergence of cultural phenomena

from the bottom up. DSIT adapts a theory of social influence among individ-

uals (social impact theory; Latané, 1981) to explain how cultures varying in

size from dyads and triads to countries and continents develop and change

over time. We use the dynamical systems term self-organization to refer to

this process of individual elements affecting each other to form patterns at

the group level.

DSIT assumes that people influence and are influenced by others through

the process of communication. When we talk about communication, we of

course mean two-way face-to-face conversations, but we also mean the

term more broadly, to indicate any type of social exchange of information.

The observation that your neighbor cut his lawn yesterday is socially com-

municated information, as is hearing another neighbor derogate an ethnic

group. Influence does not have to be intentional on the part of the actor or

identified as a persuasion attempt by the target. It does not even have to be

consciously noticed. For example, biological “communication” may occur

through pheromones to affect body functions (Stern & McClintock, 1998).

DSIT posits that influence will occur whenever groups of people interact

and on all socially influenceable attributes, from moods to clothing styles to

opinions on abortion. It applies to both normative and informational influ-

ence and predicts conformity as well as compliance and obedience. DSIT

states that influence will occur in proportion to three factors—strength, im-

mediacy, and number—that form the basis for social impact theory (SIT;

Latané, 1981).

The amount of influence, or social impact, a person has on another will

be affected in part by individual differences in persuasiveness and suppor-

tiveness, or strength. Some people are more attractive, eloquent, rich, or

educated than others, and those characteristics may lead them to have

greater influence on those around them (see Petty & Wegener, 1998, for a

review). Individuals also differ in their supportive strength. Some people,

such as those who are low in need for closure (Richter & Kruglanski, chap.

5, this volume) or for whom the issue is highly important (Harton, 1998;
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Krosnick & Petty, 1995; Sherif, Kelley, Rodgers, Sarup, & Tittler, 1973; Sherif,

Sherif, & Nebergall, 1965) are more able to resist persuasive attempts and

may provide greater support for like-minded colleagues. Persuasive and

supportive strength may differ by issue and may be affected by the target’s

other characteristics. Although you might put more weight on your doc-

tor’s opinion about gene therapy than your gardener’s, you would not nec-

essarily be as convinced by the doctor’s opinion on the best methods for

growing geraniums. Likewise, a liberal would probably be more persuaded

than a conservative by an American Civil Liberties Union opinion.

Influence will also increase as a function of closeness in physical or so-

cial space, or immediacy. Immediacy includes proximity, but is broader

than mere closeness. For example, a person in a rural area may live a half

mile from Neighbor Jones and a full mile from Neighbor Smith. Smith may in

fact be higher in immediacy, however, if the road to her house is easier for

the person to travel than the road to Jones is. Geographical features such

as rutted roads, mountainous terrain, and bodies of water and social fea-

tures such as differences in languages or worldviews affect the ease of com-

munication and thus the degree of influence. But even in open societies

with modern means of travel and communication, people still tend to inter-

act most often with those who live closest to them (Latané, Liu, Nowak,

Bonevento, & Zheng, 1995).

Finally, social impact depends on the number of others who share a par-

ticular attribute (Latané, 1981). You would be more likely to hang Christmas

lights on your house after finding out that ten of your neighbors plan to

hang lights than after knowing that only one does. Number also affects sup-

portiveness. The more people who agree with your opinion, the less likely

you will be to change it, independent of how many people try to convince

you. As Asch (1955) showed, just having one fellow dissenter can reduce

pressures to conform considerably. There are diminishing effects of num-

ber, however, with the first person having proportionally more influence

than each coming after. The difference in impact between one person and

two people will be much greater than the difference between 1,000 people

and 1,001 people.

Social impact theory (Latané, 1981) is a parsimonious and well sup-

ported meta-theory that uses these three classes of variables to predict

whether or not social influence will occur in any given situation. SIT as-

sumes that one’s moods, attitudes, and behaviors (and indeed, any attri-

bute that is in part socially determined) will be influenced by others as a

multiplicative function of the strength, immediacy, and number of sources

and/or targets of social influence that are present. SIT is supported by a

large body of experimental research on such phenomena as conformity,

compliance, stage fright, helping, and obedience (e.g., Harkins & Latané,
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1998; Harton & Latané, 1997b; Jackson & Latané, 1981; Latané, 1981; Latané &

Harkins, 1976; Latané, Williams, & Harkins, 1979; Wolf & Latané, 1983).

So, people are more influenced by persuasive, close, and numerous

others. How does that relate to culture? SIT itself is a static theory, one

that makes predictions about the degree of social influence at any one

time. If people are influenced and influence each other continuously in a

spatially distributed environment (one where people have more access to

some people than others), computer simulations have repeatedly shown

that four phenomena consistently emerge (e.g., Latané & Bourgeois,

2001b; Latané & Nowak, 1997; Latané, Nowak, & Liu, 1994; Nowak & Latané,

1994; Nowak et al., 1990). These four phenomena—clustering, correlation,

consolidation, and continuing diversity—form the predictions of dynamic

social impact theory and describe a process for the creation and continua-

tion of culture (Latané, 1996a, 1996b; Nowak et al., 1990). Clustering and

correlation deal with how cultures are formed, whereas consolidation and

continuing diversity address temporal change. Together, these four mark-

ers represent culture.

HOW IS CULTURE FORMED?

Culture is formed through reciprocal and recursive individual social influ-

ence. This influence relies on communication at the local level and leads to

an organization of associated beliefs (cultures) at the larger group level,

whether the “larger group” is 10 people or 10 billion people. Clustering rep-

resents the fact that as people are influenced by those in their local area,

pockets of shared opinions will form, leading to regional differences. One

result of this clustering of opinion is that as multiple attitudes and attri-

butes are influenced by the same people, overlapping clusters lead to asso-

ciations or correlations between the socially influenced elements at the

group level. These correlations of attributes can be thought of as ideologies

(Lavine & Latané, 1996), social representations (Huguet & Latané, 1996), or

stereotypes (Schaller & Latané, 1996).

Clustering

DSIT’s first prediction is that communication will lead to spatial clustering

of attributes. In their classic study of social influence within a post-World

War II married student housing complex, Festinger, Schachter, and Back

(1950) found that people were much more likely to interact socially with

close neighbors than with those living farther away. This immediacy princi-

ple (see also Latané et al., 1995) leads to the prediction that, over time, atti-
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tudes within a group should show regional clustering; that is, people will be

increasingly likely to share similar attitudes with those living close to them.

Such geographic clustering of attitudes was in fact observed in the Fes-

tinger et al. study. Local norms regarding a tenants’ organization emerged

within separate housing units, and people were much more likely to share

attitudes with nearer neighbors than with those living farther away. It is im-

portant to note that in this housing complex people did not select their

housing preferences based on common interests; rather, they were ran-

domly assigned to apartments based on availability. Therefore, such clus-

tering likely emerged from the day-to-day interactions of the residents.

Similar regional clustering of attitudes can be observed at various levels

of resolution. For example, within the United States, maps could be drawn

showing clusters of such attitudes and behaviors as Spam consumption

(Weiss, 2000), expressions of prejudice (Pettigrew, 1986), and the appropri-

ateness of violence to solve disagreements (Cohen & Nisbett, 1997; Van-

dello & Cohen, chap. 12, this volume). Michael Weiss’s study of consumer

attitudes (1994, 2000) shows that one can predict the product preferences of

American citizens quite well based on where they live. On an even larger

scale, the work of cross-cultural psychologists shows large psychological

differences between people raised in different regions of the world on such

traits as individualism versus collectivism.

Empirical research shows that these clusters can form quickly, simply

on the basis of social influence. In one study, eight groups of 15 to 30 Intro-

duction to Psychology students answered several multiple-choice ques-

tions on course material (Harton, Green, Jackson, & Latané, 1998). Then

they discussed each answer for a minute with those people seated to their

left and their right. Before discussion, choices were randomly distributed.

But after discussion, students’ answers were significantly more similar to

their neighbors than would be expected by chance on all items. In only 1

minute, and on items that people should be motivated to learn because

they might be tested on them, subcultures of belief emerged. Other face-to-

face discussion studies have shown similar results, even on problems with

a more demonstrably correct answer (Harton, Eshbaugh, & Binder, 2002;

Rockloff & Latané, 1996).

A number of studies showing clustering of attitudes have been con-

ducted using the Computer-Administered Panel Studies, or CAPS paradigm

(Latané & Bourgeois, 2001). In this methodology, students communicate

asynchronously over the computer for several sessions across 2 or 3 weeks.

Students are randomly assigned codenames and “locations” in a 24-person

group, but they only communicate with their four nearest “neighbors” in a

communication geometry. These geometries model different aspects of

real-world communication; individuals have more access to some people

than to others. The particular communication geometry or pattern affects
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the degree of self-organization and where clusters form, but not whether

they do (Latané & Bourgeois, 1996; Latané & L’Herrou, 1996; Latané &

Nowak, 1997; Nowak, Latané, & Lewenstein, 1994).

Research using CAPS and other computer-administered discussion soft-

ware has shown strong and consistent clustering for questions with correct

answers (Latané & L’Herrou, 1996) as well as those without correct an-

swers, such as social and political opinions (Bourgeois & Latané, 1996;

Harton, Binder, & Russell, 2001; Huguet, Latané, & Bourgeois, 1998), jury de-

cisions (Jackson, Bourgeois, & Latané, 2001), and definitions of aggression

(Walker, 1999).

One of the most surprising studies, however, showed clustering of opin-

ions about participants’ own personalities (Latané & Bourgeois, 2000). Par-

ticipants completed the NEO Five-factor Inventory (NEO-FFI; Costa & Mc-

Crae, 1992), a commonly used measure of the Big 5 personality traits of

openness to experience, conscientiousness, extraversion, neuroticism, and

agreeableness. Then they discussed three to six statements from one of the

subscales with other participants. Even with personality, an ostensibly sta-

ble construct, perceptions self-organized. Participants became more similar

to their neighbors by the final session simply as a result of short, asyn-

chronous conversations with strangers. Of course, we do not believe that

participants’ personalities really changed vastly as a result of the study.

Their perceptions of their personalities did converge, however, likely be-

cause of changing interpretations of items such as “I am not a worrier.” As

they discussed the items, participants began to reinterpret the items in a

similar way to their neighbors, leading to shared representations of who

they were.

The CAPS paradigm has also demonstrated clustering of behaviors. La-

tané and Bourgeois (2000a) exposed 15 groups of participants to a social di-

lemma; over five trials, group members were asked to choose whether to

take $1.00 for themselves or to give 50 cents to each of four other group

members. Between rounds, group members were told what their four neigh-

bors in the computer network chose to do on the previous round. Again,

group members were quite responsive to social influence, usually choosing

to give if the majority of their neighbors gave and to take if most of their

neighbors took. This positive social influence led to clear clusters of coop-

erators and competitors.

There is empirical evidence of clustering in real-world settings as well. In

an initial field test of the predictions of DSIT, Bourgeois and Latané (1996)

assessed clustering of attitudes within a high-rise 14-story dormitory on the

campus of a southern university at the end of a school year. Students’ atti-

tudes, as reported on a 15-item questionnaire that assessed opinions about

everything from drug and alcohol use to clothing and food preferences,

were significantly more similar to students who lived on their floor than to
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students who lived on other floors. Of course, it is possible this effect was

caused by residents being assigned to their living quarters based on com-

mon interests. Therefore, in a follow-up study, Bourgeois and Latané

tracked the attitudes of students in the same building over time, measuring

opinions at the beginning and end of a school year. If the attitude clustering

is caused by communication, we would expect it to increase over the

course of a school year. In fact, this is what happened; the clustering index

increased on 13 of the 15 attitudes measured, and the overall increase was

significant and quite large.

Across these and other studies (e.g., Bourgeois & Bowen, 2001; Bowen &

Bourgeois, 2001), we have found that subcultures of beliefs and behaviors

form reliably in a relatively short period of time on a variety of intellective

and judgmental tasks. This reciprocal and simultaneous influence on a

number of issues leads to another element of culture, correlation.

Correlation

A second prediction of dynamic social impact theory is that attitudes that

are originally unrelated across individuals within a group will become in-

creasingly correlated over time. One reason for this prediction was articu-

lated by Abelson (1979). To the extent that social subgroups within a popu-

lation coincide with geographical distance, we would expect (as described

earlier) more communication between neighbors who are closer to each

other. People are more likely to come into contact with next door neigh-

bors than with others living across town. As each subgroup converges on a

local consensus on each issue, the degrees of freedom within the larger

group essentially becomes reduced. That is, as regional clusters develop on

each separate issue, individuals come to respond as members of their local

subgroup instead of as individuals.

Cross-cultural differences (Brown, 1998) illustrate how attributes that are

not related for any obvious reason may become correlated over time. Peo-

ple from Western countries tend to be more individualistic, more competi-

tive, and more likely to emphasize what sets them apart from others than

people from Eastern cultures. These differences in the self-concept overlap

with differences in clothing style and diet between the two regions. Of

course, there are individual differences within each region on each attri-

bute, but if we were to look at correlations across such attributes, we would

quite likely find that differences in the self-concept show large correlations

with what people eat or wear. There is no logical link between food prefer-

ences and individualism/collectivism, yet one could probably predict food

preferences quite well from information about a person’s self-concept.

At the national level, Weiss’s (1994) data on consumer attitudes show

strong correlations between seemingly unrelated topics as a result of re-
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gional clustering in 211 marketing zones of the United States. For example,

regions in which people buy more condoms have residents who are less

likely to own a dog and less likely to support the death penalty (absolute

value of r’s � .60). There are no obvious causal relationships between these

variables (we will not even speculate as to what they could be), and DSIT

shows us that there does not have to be. Correlations develop merely as a

result of local social influence on a number of issues. This finding could ex-

plain how seemingly disparate beliefs, like being pro-life but pro-death pen-

alty, can come to be related to each other and form ideologies even though

there is no logical or causal relationship (or even an illogical one) between

the beliefs.

These correlations can emerge in a very short period of time. Partici-

pants in a classroom setting answered five questions before and after dis-

cussion, three of which had good initial diversity (the initial majority was

no greater than 70%; Harton et al., 1998). Across these three items and

within each group of participants, the relationship between answers to

pairs of questions increased significantly after discussion. These correla-

tions were not due to particularly smart students getting each item correct

and not-so-smart students getting them wrong; the percentage of students

getting the items correct often did not increase after discussion. In fact, in

no case did even 50% of the students get an item correct. The correlations

were driven simply by local social influence on the separate items.

This is further illustrated by a study in which there was no possibility of

logical linkages because the choices were completely arbitrary. In a CAPS

study, participants tried to guess the majority opinion on several dichoto-

mous choices such as the number 3 versus 8 or the color red versus blue

(Latané & Bourgeois, 1996). In the last year of the study, 10 groups dis-

cussed six such issues. Before discussion, none of the responses were cor-

related. After discussion, a full 40% of them were significantly correlated,

with an average absolute value correlation of .60.

In other cases, correlation can rise in part from a cognitive reorganiza-

tion influenced by communication. In Huguet et al. (1998), 10 groups of 24

CAPS participants discussed human rights issues, whereas 5 other groups

gave their opinions on the same items twice with no discussion. There were

twice as many significant correlations after discussion than before between

opinions on whether, for example, making a woman wear a veil when she

goes in the street or forcing someone with a contagious disease to go to a

hospital are violations of human rights. The number of significant correla-

tions in the nondiscussion groups, meanwhile, decreased from the pretest

to the posttest. Although part of these correlations was due to the loss of in-

dependence caused by clustering, changes in the ways people thought

about and defined human rights (influenced by their communication part-

ners) also seem to have played a role. The factor structure of items was
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stronger and closer to the way in which human rights experts had classified

the items after discussion than before. This factor structure differed from

group to group, illustrating slightly different “realities” that arose through

social influence within communicators.

DSIT explains, and considerable anecdotal and empirical evidence sup-

ports, the creation of culture through communication. As people influence

and are influenced by others in proportion to their strength, immediacy,

and number in spatially distributed communication networks, attitudes and

other socially influenceable attributes become regionally differentiated and

linked to other attributes. Cultures are formed at least in part by local com-

munication among individuals. This communication also leads to changes

in culture over time. The other two markers of culture according to DSIT,

consolidation and continuing diversity, deal with these temporal transfor-

mations.

HOW DO CULTURES CHANGE OVER TIME?

Culture is not a static concept. Elements of culture change over time, as

does the popularity of different cultural worldviews. Despite these changes,

however, no one culture is likely to ever dominate the world. These aspects

of culture are addressed by DSIT’s phenomena of consolidation and contin-

uing diversity. Consolidation shows how cultures change and majorities

grow, but continuing diversity demonstrates that although some cultures

may wax and others wane, differences will persist.

Consolidation

Like all dynamical systems approaches, DSIT focuses on change over time.

The distribution of opinions within a culture is not static, but rather con-

stantly shifting. The third prediction of DSIT then is that attributes will con-

solidate, or decrease in diversity, as people influence each other over time.

The news media herald the latest opinion polls, illustrating daily (even

hourly) shifts in public opinion. Such polls are undoubtedly influenced by a

wide range of factors at the individual and group levels, including economic

factors, the latest scandal, and international events. However, DSIT predicts

that, other things being equal, diversity within groups becomes reduced

over time. The majority tends to grow at the expense of minorities.

Noelle-Neumann (1984) provides many examples of such consolidation.

Political races that seem fairly close before election time often result in

landslides. Such a tendency toward consolidation may be seen on one level

as a sheer mathematical probability. By definition, those holding minority

opinions within a culture are more likely to be exposed to the viewpoints of
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others who disagree with them than are those in the majority. But another

factor that may contribute to consolidation is Noelle-Neumann’s concept of

the spiral of silence. According to this model, when people believe they are

in the minority within a culture, they are less willing to express their opin-

ions out of fear of being isolated, rejected, or ridiculed. Both contact with

majority members and the silence of minority members likely contribute to

a reduction in minority sizes.

Religious beliefs provide another example of consolidation (Carroll,

2000; Halvorson & Newman, 1994). The largest American Protestant denomi-

nation, the Southern Baptist Convention, was born in the southeastern

United States, but by 1990 it had spread to over 80% of the counties in the

entire country. The denomination grew 133% in adherents from 1952 to

1990. At least part of this increase was at the expense of other, smaller de-

nominations. For example, the number of members of the Episcopal Church

decreased 5% during the same time period, despite a 65% growth in the

United States’ population (Halvorson & Newman, 1994).

Of course, consolidation within a group would not always be expected.

The history of science presents many examples of ideas that began with a

small minority that have proliferated within a culture, such as the theory of

evolution. While some researchers have argued that minority influence is

different than majority influence (Moscovici, 1985, 1994; but see the Wood,

Lundgren, Ouellette, Busceme, & Blackstone 1994 meta-analysis that found

no evidence of this), DSIT can account for both (Latané, 1996c; Latané &

Wolf, 1981; Latané et al., 1994; Wolf & Latané, 1983). The opinions of minority

factions are especially likely to prevail when their members are confident

(Nemeth & Wachtler, 1974), when they appear flexible as opposed to rigid

(Mugny, 1982), and when they offer compelling arguments against the ma-

jority position (Clark, 1990). In social impact theory terminology, minorities

can be influential when their members are high in strength and/or immedi-

acy.

Minorities must also be able to communicate their ideas effectively. Gali-

leo was not the first person, or even the second, to promote the idea of a

heliocentric universe. But one of the reasons why his view caught on, while

Copernicus’s was more or less ignored, was that Galileo’s book was more

interesting and readable and in the language of the people instead of in

Latin (Hellman, 1998; see Crandall & Schaller, chap. 9, this volume). Having

truth on one’s side and being able to communicate that truth effectively can

allow the minority to not only maintain its numbers, but to become the new

majority. On balance, however, DSIT predicts consolidation within groups,

other factors being equal.

Empirical evidence supports this growth of majorities. In the Harton et

al. (1998) study, all eight groups also showed significant consolidation, as

measured by a group-level index of diversity. The most popular answers,
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whether correct or not, grew in popularity, as those that were endorsed by

few people lost support. This occurs with a variety of types of issues, from

attitudes toward euthanasia to so-called “eureka” problems—logic problems

with a demonstrable correct answer—to behaviors (Bourgeois & Latané,

1996; Harton et al., 2002; Jackson et al., 2002; Latané & Bourgeois, 2000a,

2001a; Latané & L’Herrou, 1996; Rockloff & Latané, 1996).

Discussion consistently leads to a reduction in diversity of opinion,

whether the discussion takes place face-to-face, over a computer network,

or in a more naturalistic setting. This consolidation is rarely total, however,

which leads to our fourth marker of culture, continuing diversity.

Continuing Diversity

Although consolidation leads to, in most cases, majority influence, this in-

fluence is not complete. Minority groups can and do remain and even

thrive. Thus the final prediction of DSIT is that even though majority sizes

will tend to increase, there will be continuing diversity. A wide variety of

computer simulations using different programs and assumptions has shown

that as long as there is some nonlinearity of attitude change (see section on

involvement), there will not be total consensus (Latané & Nowak, 1997;

Nowak et al., 1990). Because those holding minority opinions are largely in-

sulated from dissent by others within their clusters who agree with them,

they receive social support for maintaining their beliefs (Kameda & Sugi-

mori, 1995).

Social critics in the 1950s warned of the homogenization of U.S. culture

as a result of mass media. Because the production of television, movies,

magazines, and newspapers was controlled by a small segment of the popu-

lation, the concern was that regional differences would disappear. Yet it

seems that there is even more diversity and disagreement today than 50

years ago. Regional accents persist despite decades of exposure to rela-

tively accent-free television, and there is rarely national consensus on any

important issue, as a recent U.S. Presidential election that ended in a virtual

tie has shown.

Americans’ responses to the terrorism attacks against the United States

in September 2001 provide a seeming counterexample to continuing diver-

sity. In the weeks and months after the attacks, the country seemed to

come together, united in its support for the President and its opposition to

terrorism. This apparent agreement, however, masked diversity on many

other important issues, such as religion, homosexual rights, and gun con-

trol, on which the country is even more split than before (Lawrence, 2002).

Beyond the level of the country, there are huge regional differences in the

perceptions of the attacks, who did them, and whether the United States’

reaction was justified (Benedetto, 2002).
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Despite much consternation over the McDonald-ization of culture, a

street in Miami looks very different from one in London or in New Delhi or

even in Chicago. Where American institutions such as Wendy’s, Pizza Hut,

and Wal-Mart have spread, they have their own local flavor. You can get red

wine with your giant smiling Mouse at that most American of icons, Disney-

land Paris, but you must abstain at Disney World in Orlando. In the grocery

section of a Chinese Wal-Mart, you can find live frogs and seafood, but you

are unlikely to run across such delicacies stateside.

To the extent that a group segregates itself or is segregated by the ma-

jority culture, they close themselves off to influence from those outside

their group. Their local majority can continue relatively uninfluenced, al-

though the tradeoff for this protection is that they generally do not have

much influence on the majority. An example is the Amish community in the

United States. The Amish live much as their ancestors did at the turn of the

last century, eschewing cars, telephones, and other modern conveniences.

They are able to maintain this culture because they live in separate commu-

nities with their own schools and churches and mix with the “English” (non-

Amish Americans) fairly infrequently. Those Amish who have ventured fur-

ther into the majority culture, however, are more likely to be influenced by

the things they see and the contacts they have. One group that ventures

into local Iowa communities to do construction work does not use power

tools or drive (they have a non-Amish driver ferry them to locations). But

the Amish owner of the company uses a cell phone to make his business

calls while on site, and the workers refresh themselves with Coke, Doritos,

and Twinkies. Over time, those Amish who spend more time in contact with

the majority culture may become more and more influenced by it.

Minority groups often realize that they and their children are influenced

by their neighbors and that this influence can lead to the erosion of their

culture. One jailer, cognizant of this trend, actually released several Amish

youth from jail early because they liked it too much and he feared he was

“ruining them” (Lynch, 1999). Once they experienced television, running wa-

ter, and electric lights, they were less satisfied returning to their simpler

lives. Some groups try to curtail or counteract this influence. For example,

African American parents who live in mostly Caucasian suburbs are now

joining “Jack and Jill” groups to give their children more contact with other

African Americans and prevent assimilation (Edwards, 2001). Minority

groups who have not taken these steps to protect their cultures have some-

times been completely integrated, as the cost of influence for minorities

sometimes seems to be losing some of their own culture. To influence oth-

ers, one must be open to influence oneself.

Continuing diversity has been demonstrated in several empirical investi-

gations of social influence processes. In Harton et al. (1998), even though

students were motivated to find the correct answer, in none of the eight
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groups did opinions converge on the items with good initial diversity. As

long as no more than 70% of people initially agreed on a single answer, dis-

cussion never led to unity. This occurred not because individuals did not in-

fluence each other, but because those in local majorities provided support

for each other, not realizing that they were in global minorities.

Even when there is a reward for consensus, spatially distributed commu-

nication networks can make it an elusive goal. In one version of the CAPS

studies, students were rewarded with money for choosing the majority an-

swer (Latané & L’Herrou, 1996). They only had information, however, about

the choices of four of their neighbors. Despite their motivation, incomplete

information about the larger group led people to believe they were choos-

ing the majority answer when they were not, leading to continuing diver-

sity. Similar results have been found in a number of other studies as well

(Bourgeois & Latané, 1996; Harton et al., 2002; Jackson et al., 2002; Latané &

Bourgeois, 2001a; Rockloff & Latané, 1996).

Cultures are changed, we argue, by the same processes through which

they are formed: communication with others in one’s local environment. Al-

though influence usually allows majorities to grow, minorities sometimes

gain converts as well, especially when they have “truth” on their side. Mu-

tual and recursive influence among individuals leads to subtle and not-so-

subtle changes in culture, but differences in persuasive and supportive

strength, incomplete social networks, and nonlinear attitude change (as we

discuss in the next section) prevent total consensus on most issues.

WHICH ELEMENTS OF CULTURE
ARE MORE LIKELY TO BE PASSED ON?

One thing we have learned from dozens of empirical tests of the predictions

of DSIT is that people are much more willing to change their opinions on

some issues than on others. Because all the forms of self-organization pre-

dicted by DSIT rely on social influence at the individual level, these differ-

ences should and do lead to different levels of self-organization. We next

discuss two factors related to attitudes, involvement and heritability, which

may affect the emergence of group-level properties predicted by DSIT.

Involvement

Researchers have often assumed that attitudes change linearly, in propor-

tion to information (Anderson, 1981). So, for example, if someone has a

moderately positive attitude toward the death penalty, a few arguments

against it should make the person a little less in favor, and a few arguments

for it, a little more in favor. Both computer simulations (Latané & Nowak,
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1997) and mathematical proofs (Abelson, 1964; Woelfel & Fink, 1980) have

demonstrated that if people’s attitudes do indeed change linearly, in a fully

interconnected social system, eventually everyone will agree on some mid-

dle of the road position. Our examples in this chapter and observations in

daily life, however, show that this just is not the case. For the regional dif-

ferences in attitudes, languages, food preferences, and religions around us

to have evolved, attitude change for at least some issues must be nonlinear.

An answer to this discrepancy between the treatment of individual atti-

tudes by researchers as linear and what we know about group level atti-

tudes being nonlinear is offered by the catastrophe theory of attitudes

(CTA; Latané & Nowak, 1994). This theory suggests that sometimes attitude

change will be linear and sometimes it will be nonlinear; the difference, or

splitting factor, is involvement. Attitudes toward very uninvolving issues

will tend to be neutral and change linearly, or in proportion to information.

A few arguments in favor should make a person’s attitude a little more posi-

tive; a few arguments against, a little more negative. As involvement (which

can be operationalized as importance or personal relevance) increases, the

degree of nonlinearity increases, so that for very involving issues, attitudes

may be best represented as extreme categories rather than a continuum.

On these issues, people will tend to be either positive or negative, without

much middle ground. These attitudes will also be less susceptible to

change, and when they do change, it will occur nonlinearly and in dispro-

portion to the information. In other words, a few arguments against the

death penalty are not likely to have much effect on a pro-death penalty ad-

vocate until some point when there are too many arguments to ignore and

the attitude suddenly shifts to the other side.

Several studies have shown that more involving attitudes are more ex-

treme than uninvolving attitudes (e.g., Harton, 1998; Harton & Latané, 1997a;

Krosnick, 1988; Krosnick, Boninger, Chuang, Berent, & Carnot, 1993; Latané

& Nowak, 1994; Liu & Latané, 1998a, 1998b; Raden, 1985). Highly involving at-

titudes are also more resistant to change (Krosnick & Petty, 1995; Sherif et

al., 1965, 1973), and when they do change, this change occurs more sud-

denly than for less involving issues (Harton, 1998; Harton & Latané, 2002).

A diverse informational environment, communication, and nonlinear atti-

tude change all are necessary for self-organization to occur. Without some

degree of variation in information about the topic, there will be no diversity

and thus no self-organization (see Harton & Latané, 2002). We have already

discussed the importance of communication to social influence. Nonlinear

change is also required, although it is somewhat confounded with commu-

nication. As CTA predicts, attitudes on involving or important topics show

more nonlinear attitude change than attitudes on less involving topics

(Harton & Latané, 2002). People also communicate more about important is-

sues than unimportant ones (Binder, Russell, Sievers, & Harton, 2001), and
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this increased communication in turn leads to greater attributions of impor-

tance (Harton & Latané, 2002; Liu & Latané, 1998a). Thus, low involving is-

sues are not likely to be discussed, but moderately involving issues may be-

come more even more involving as a result of discussion.

Applied to our four markers of culture, CTA suggests that moderately in-

volving attitudes should self-organize more than those that are low in in-

volvement. Extremely uninvolving issues should either self-organize only

temporarily, until everyone agrees on the average opinion, or, if they are

not important enough to be discussed, not self-organize at all. Issues with

some degree of involvement will both change nonlinearly and likely be

communicated (see Schaller, Conway, & Tanchuk, 2002), leading to cluster-

ing and consolidation. At the very highest levels of involvement, attitudes

will be more stable, which will result in less self-organization in the short

term, as people are less responsive to influence. Over a period of years,

however, the self-organization of these very involving issues may be as evi-

dent as for moderately involving issues, especially at the larger group lev-

els. Although people are less likely to change their attitudes on these is-

sues, change does still occur, and when it does, it will occur to a greater

extent.

Empirical evidence supports this increase in clustering for involving atti-

tudes. Huguet, Latané, and Michinov (1996) surveyed French naval recruits at

the beginning and end of their required multiweek training camp on issues

such as the quality of food at the naval camp and whether they wanted a

land or sea assignment. Recruits were randomly assigned to their quarters,

yet by the end of training there was a clear increase in clustering of attitudes

by dorm for the most involving issues (with involvement measured in a rela-

tive rather than absolute sense). Clustering was not as great, but still signifi-

cant, on moderately involving issues, and there was no clustering on the

least involving topics. Presumably the highly involving issues were the issues

they discussed most often and thus on which they were most influenced.

Involvement affects the likelihood of attitude change, the way (linear or

sudden) it will change, and the likelihood of the attitude being communi-

cated. Each of these factors, in turn, affects the degree of self-organization

that will occur. Self-organization should be nonexistent or transient for very

uninvolving issues, greater for moderately involving issues, and stable and

relatively resistant to change for highly involving attitudes.

Heritability

Although we typically think of attitudes as being learned (Eagly & Chaiken,

1993), many attitudes show a large genetic component (Eaves, Eysenck, &

Martin, 1989; Olson, Vernon, Harris, & Jang, 2001). In fact, many attitudes
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show similar heritability coefficients to psychological constructs with a

more generally accepted genetic basis, such as intelligence or psycho-

pathology. This does not imply that there is a direct causal link from indi-

vidual genes or groups of genes to specific attitudes; more likely, heri-

tabilities are mediated by such factors as intelligence, temperament, global

personality traits, or physical characteristics (Olson et al., 2001; Tesser,

1993). Tesser uses the example of the highly heritable attitude toward jazz

music to illustrate these indirect effects. It is quite implausible to assume

that there is a gene for jazz preference; however, the enjoyment of jazz is

likely to be influenced by such heritable traits as temperament, personality

(e.g., openness to experience), and the manner in which sensory systems

are hard wired.

Because heritability is defined as the amount of variability within a

group that can be explained by genetic differences, it stands to reason that

attitudes with higher heritabilities should be less socially influenceable; to

the extent that this is true, we would therefore expect less self-organization

due to dynamic social impact. In fact, across three studies, Bourgeois (2002)

found that attitude heritability does constrain self-organization. In a second-

ary analysis of data presented in Eaves et al. (1989), Bourgeois found that

diversity of opinion at the population level was greater for higher heri-

tability issues. This relationship was significant in each of six large sets of

twins reported by Eaves et al. In a second study, Bourgeois pretested 84

students on 20 attitudes that varied widely in heritability. They then dis-

cussed within small groups two of these issues that were high in heri-

tability, two that were moderate, and two that were low in heritability. Indi-

viduals were much less likely to change their opinions as heritability of the

issue being discussed increased, and this led to less group-level consolida-

tion on high-heritability issues. In a field study that measured attitudes

varying in heritability within a campus housing complex, clustering of opin-

ions by dorm floor was much less pronounced on higher heritability issues.

Across all three studies, to the extent that genetic variation influenced atti-

tudes at the individual level, the emergence of group-level elements of cul-

ture was constrained.

These heritability constraints may help researchers decide where to

look for geographic variation in thoughts, feelings, and behaviors. To the

extent that people from different cultures share common gene pools, we

would expect to find less cross-cultural variation on psychological traits

with a larger genetic component. These constraints may be shown at vari-

ous levels of analysis, whether looking at cultural variations across differ-

ent hemispheres, countries and continents, cities and states, or organiza-

tions, or simply different neighborhoods or floors within a campus housing

complex.
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WHAT OTHER CULTURAL PHENOMENA
CAN DSIT EXPLAIN?

DSIT predicts that all socially influenceable attributes should be subject to

self-organization through communication. In this section, we discuss just a

small subset of the cultural elements that can be better understood using

DSIT: attitudes toward ethnic groups, language, health-related attitudes and

behaviors, and biology.

Attitudes Toward Ethnic Groups

Both our feelings about groups (prejudice) and our beliefs about the char-

acteristics of these groups (stereotypes) are influenced by social informa-

tion and interaction. Simply knowing that in-group members hold a more or

less extreme view about a group can lead to changes in attitudes and be-

haviors toward that group that persist over time (Stangor, Sechrist, & Jost,

2001a, 2001b). Two-way verbal communication results in even greater con-

sensus and extremity (Brauer, Judd, & Jacquelin, 2001; Schaller & Conway,

1999; Thompson, Judd, & Park, 2000). Discussions about a group will not

take place unless there is something to talk about, however. There are very

few Puerto Rican, South African, or Nepalese immigrants in Iowa or Wyo-

ming, so it is probably not by chance that we do not often find ourselves

talking about those groups. Without discussion, there is little reason for ster-

eotypes to become shared (Schaller & Latané, 1996; Schaller et al., 2002).

These different clusters of opinion that form at the national, regional,

and local levels will be determined by the strength, immediacy, and number

of individuals promoting each viewpoint. Strength is in part related to

group membership. In-group members’ opinions about ethnic groups are

more persuasive than the opinions of outgroup members (Stangor et al.,

2001a), and knowledge that one shares a stereotype with in-group members

leads to more resistance to change (Stangor et al., 2001a) and attitude-

consistent behaviors (Sechrist & Stangor, 2001).

Personality characteristics may affect both persuasive and supportive

strength. People who are high in authoritarianism and social dominance

orientation are more prejudiced toward a number of groups than those

lower in those characteristics (e.g., Altemeyer, 1998; Harton, Petersen, &

Schwab, 2001; McFarland, 2001; Pratto, Sidanius, Stallworth, & Malle, 1994;

Whitley, 1999). Given that more involving and extreme attitudes are more

stable (Harton & Latané, 2002), those who are very high or very low in au-

thoritarianism or social dominance may therefore be particularly stubborn

in their attitudes toward other groups. Individual differences in need for

closure can also affect openness to influence (Richter & Kruglanski, chap. 5,

this volume).
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Immediacy affects the potential spreading of the attitude. For example, it

is harder for the Mexican stereotype of Americans to spread to Kenya than

to Costa Rica because of the physical and social distances between the

countries. People who are less immediate, either because they live farther

away or are not directly communicated with (e.g., seen over television

rather than in person) will be less persuasive. As influence spreads beyond

primary sources, the information becomes degraded (Thompson et al.,

2000) and more consistent with cultural stereotypes (Lyons & Kashima,

2001), leading to less direct influence.

Influence will manifest itself in increased consensus in attitudes within a

communicating group (Schaller & Conway, 1999; Schaller et al., 2002; Thomp-

son et al., 2000), but it will also lead to regional differences in attitudes at the

larger group level. Research on the social influence of prejudice and stereo-

types has generally focused on agreement across groups rather than dis-

agreements within groups, however, the latter likely exists as well. Even

relatively homogeneous groups of college students discussing the same in-

formation about a target group do not come to 100%, or even 85%, agreement

on elements of a stereotype (Haslam et al., 1998; Haslam, Oakes, Reynolds, &

Mein, 1999). In the “real-world” situation where people may have very differ-

ent initial pools of information and where communication is more sporadic

and incomplete (everyone does not communicate with everyone else), there

should be even greater between-group differences.

These regional differences in degree and content can be seen in preju-

diced attitudes across regions of the United States. Both attitudes about Af-

rican Americans and opinions about race-related policies differ by region of

the United States, and when a person moves from one region to another,

his or her attitudes change to more closely fit the local culture (Glaser &

Gilens, 1997). The content of prejudices toward African Americans also var-

ies across regions. Anecdotally, Southerners have more negative attitudes

toward African Americans as a category, although they may have African

American coworkers and friends who they like and interact with. Northern-

ers, on the other hand, may have more positive attitudes toward the cate-

gory of African Americans than Southerners but feel more uncomfortable in

interactions with individual African Americans.

Regional differences in stereotypes also spread through communication.

Stereotypes that are talked about more often are more consensually shared

(Schaller & Conway, 1999; Schaller et al., 2002). One could find places rela-

tively easily where there is no stereotype of Icelanders, Bulgarians, or Chil-

eans. There are probably very few places one could go, however, where

people do not have a stereotype of Americans, because of the influence of

the United States on world economy and culture. But even with all the

world discussing the United States and continuing coverage of the country

on CNN reaching the most remote tents in Tanzania, there is no world con-
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sensus on the “typical” American. Australians believe that Americans are

nationalistic, arrogant, talkative, and tradition-loving (Haslam et al., 1998).

Americans see themselves in some of the same ways (although of course

they use the terms “patriotic,” “proud,” and “outgoing”), but they do not de-

scribe themselves as tradition-loving (Stephan et al., 1993). Russians see

Americans as ambitious, competent, and spontaneous (Stephan et al., 1993),

whereas representatives from six African nations characterized Americans

as modern, polite, and aggressive (McAndrew & Akande, 1995). Within each

region, different aspects of the stereotype are likely to be talked about, as,

for example, Americans’ “aggressiveness” has more implications for some

countries than others. Contrasts with the host culture also determine what

is discussed and thus become part of the stereotype, so that Australians

characterize Americans as traditional whereas Africans characterize Ameri-

cans as modern.

People influence and are influenced by those around them on a number

of attributes, from the type of racism they practice to the type of food they

eat. This simultaneous influence leads to correlation, as people become

similar to their neighbors on several characteristics, leading to overlapping

clusters of opinion. For example, the term redneck racism that has some-

times been used for the blatant form of racism (Gaertner & Dovidio, 1986)

reflects a stereotype that may be a result of a bottom-up (simultaneous so-

cial influence) rather than a top-down (logical linkages) process. The term

redneck likely derives from the red necks that farmers often got from work-

ing out in the sun, particularly in the southern United States (Hendrickson,

1993), and its use with regard to racism implies that poor, White, rural

Southerners are more likely to be blatantly racist than are other groups.

There are, in fact, relationships between education level (Burns & Gimpel,

2000; Jenssen & Engesbak, 1994) and region of the country (Glaser & Gilens,

1997) and reported prejudice, which have generally been explained in

terms of group threat and a segregationist past. It is also possible, however,

that at least part of these correlations is due to local social influence. As

people talk to those around them (who tend to share their educational

backgrounds because of economic segregation in the United States), they

influence each other. Similar correlations could probably be found between

desire for grits for breakfast or love of sweet iced tea and racism in the Cau-

casian population, but this does not mean that disliking African Americans

leads one to choose white foods or crave sugar. The correlations can come

about merely because both attitudes have been influenced locally, through

daily communication.

Stereotypes themselves represent correlations, as individual beliefs about

a group come to be associated. Separate beliefs of a group as “aggressive”

and “intelligent,” influenced through individual discussions about group

members’ behaviors, can over time lead to linkages between the traits as
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they form a stereotype of the group (Schaller & Latané, 1996). Those as-

pects of a person that are most stereotypical are more likely to be dis-

cussed (Lyons & Kashima, 2001), further perpetuating the stereotype.

Consolidation is illustrated by how these attitudes have changed over

time. Many researchers have documented a change in the form of racism

over the years, from the more blatant discrimination and segregation of the

early 1900s to a more subtle or modern racism today (Dovidio & Gaertner,

1998; McConahay, 1986; Sears, 1998). Although some “old-fashioned” racists

still exist, societal norms rejecting overt prejudice have led to a more indi-

rect and socially desirable method of expressing negative affect toward mi-

norities. A modern racist might express his negative attitudes by denying

that racism is a problem or citing the unfairness of Affirmative Action poli-

cies. Group norms such as these affect not only the way individuals show

prejudice, but also the groups toward which they express it. Crandall,

Eshleman, and O’Brien (2002) found a very strong relationship between

people’s views on the acceptability of prejudice toward certain groups and

the amount of prejudice they themselves reported toward those targets.

Stereotypes of African Americans have also changed over time. For ex-

ample, 84% of respondents in a 1933 survey characterized African Ameri-

cans as superstitious (Katz & Braly, 1933), but this percentage fell to 41% in

1951 (Gilbert, 1951), and 1% in 1993 (Dovidio, Brigham, Johnson, & Gaertner,

1996). Other stereotypes, such as “musical,” remain, and still other new

ones such as “aggressive” have appeared (Krueger, 1996). Schaller et al.

(2002) linked these changes in stereotypes to the degree to which the ele-

ments are communicable. For a stereotype to persist, it must be communi-

cated to others. For populous groups (those that people talk about regu-

larly), those traits that are more easily communicated are more likely to

persist as part of the stereotype of that group. Discussion also leads to

greater consensus in stereotypes (Haslam et al., 1998; Schaller & Conway,

1999; Thompson et al., 2000) as the majority influences the minority.

Despite the influence and increasing consensus caused by discussion,

however, diversity persists and will continue to persist. More than 100

years after the Civil War, attitudes toward African Americans across the

United States may have changed, but different opinions and beliefs abound,

often regionally differentiated. European Americans do not agree on their

attitudes toward African Americans, Mexicans, or Filipinos, nor do they

agree on the level or types of racism they exhibit toward these groups (see

Nail, Harton, & Decker, in press).

Thus, attitudes about ethnic groups are socially influenced, and this in-

fluence seems to be proportional to the strength, immediacy, and number

of individuals doing the influencing. Communication drives this process,

which has resulted in regional differences, correlation with other aspects of

culture, changes over time, and continuing diversity.
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Language

Languages are another socially spreadable element of culture. Some influ-

ences on language are intentional, such as when a ruler declares an official

language, whereas others occur less purposefully, like subtle changes in

pronunciations that result in regional accents. No language has an inherent

advantage over others (Lieberson, 1982). They spread as a function of the

same types of variables as other socially influenceable attributes we have

discussed: strength, immediacy, and number.

The languages spoken by powerful groups are more likely to proliferate

than those spoken by relatively powerless groups. When speakers of a lan-

guage are more involved in international banking, trade, or politics or when

speakers are influential religiously or militarily, those languages will be ad-

vantaged compared to others (Lieberson, 1982). For example, the interna-

tional importance of the English language was boosted by the military suc-

cess of Great Britain and the United States in World War I. President Wilson’s

central role at the peace talks after the war largely determined that the

Treaty of Versailles be written in English as well as French. This decision

made English an official language of the League of Nations (even though the

United States never ended up joining) and contributed to French’s demise as

the main language of diplomatic discourse (Lieberson, 1982).

“Negative” strength factors (a desire to distance oneself from a group or

individual) can also lead to language shifts. One of the major newspapers in

Postville, Iowa, was published entirely in German until 1917, when it

switched its name to the Postville Herald and began publishing in English.

At about the same time, the large German church in town quit holding ser-

vices in the German language (S. Schroeder, personal communication, Feb-

ruary 25, 2002). Apparently the desire to distance themselves from the

United States’ enemy, Germany, and to make themselves more acceptable

to other Americans was sufficient to effect the switch in language. In fact,

Iowa’s governor during World War I issued a proclamation banning the

speaking of foreign languages (especially German) in all public places in the

state of Iowa, even though German Americans were Iowa’s largest ethnic

group at the time (Schweider, 1996). These changes certainly contributed to

a decrease in German speakers in Iowa, although there is at least one

church in Iowa that still holds regular German-language services today.

Other countries such as France, Japan, and Tanzania have reacted in a simi-

lar way against English by forming agencies to protect their languages from

English encroachment (Wardhaugh, 1987).

One of the most important factors affecting language spread is number.

The more people who speak a language, the more likely that language is to

survive and grow (Lieberson, 1982; Wardhaugh, 1987). Beyond sheer num-

ber, however, the geographic placement of these people is critical. For ex-
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ample, Chinese and Hindi are spoken by millions of people, yet these lan-

guages have not proliferated as much as English, in part because of their

geographic concentration of speakers in one area. The more geographically

dispersed the speakers of a language are (given a sufficient number of

speakers to maintain themselves), the more that language will spread. Ease

of transportation and communication also facilitate language spread,

whereas religious, geographical, and social boundaries discourage it. There

are some regions in the Appalachian mountains on the East Coast of the

United States where, because of geographic isolation, English has evolved

differently than in other parts of the country (Hazen & Fluharty, in press).

Although the common perception of Elizabethan English being spoken in

remote mountains areas is a romantic myth, there are some older pronunci-

ations, words, and verb forms that have survived in these regions that long

died out elsewhere in the country (Wolfram & Christian, 1976; Wolfram &

Fasold, 1974). For example, Shakespeare and many Appalachians alike

would be insulted to be called a moldwarp (a stupid person), whereas most

contemporary Americans would just be confused (Metcalf, 2000).

Influence leads to obvious regional differences in languages at the levels

of continents, countries, and provinces. The Portuguese, Spanish, French,

and Italian speak different languages, but these neighboring countries

speak languages that are more similar to each other than any are to Chi-

nese or Japanese. Many countries, such as Switzerland, are divided linguis-

tically, with other regional differences overlapping the language ones. Even

within Iowa, a relatively homogeneous state in the middle of an English-

speaking country, pockets of other languages survived in areas for decades.

In the small town of Decorah, Iowa, there was a Norwegian language news-

paper published until 1972 (Ayer Directory, 1973) and regular Norwegian lan-

guage church services through 1959 (Rod Library reference staff, personal

communication, February 26, 2002).

There are regional differences within languages as well. British English

is very different from American English in pronunciations, spellings, and

the meanings of words (as an American friend found out when she loudly

begged a friend to show her how to shag on the London tube). Metcalf

(2000) provides the following example: An American might ride in an ele-

vator with a flashlight and a wrench; a British person would ride in a lift

with a torch and a spanner. Different verb forms have evolved in the two

countries as well. Complete the sentence: Today I dive; yesterday I .

The word that you use to complete the blank is probably influenced by

where you live. Americans prefer “dove” as the past tense of dive, where-

as the British say “dived” (Pinker, 1999). Even two Americans from Brook-

lyn, New York, and Charleston, South Carolina, would have some difficulty

understanding each other because of vast differences in pronunciations

and usages of words.
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Other cultural differences, from responses to violence (Vandello & Co-

hen, chap. 12, this volume) to television viewing habits (Weiss, 1994) to pref-

erences in nail polish (Harton & Latané, 1997c) have developed alongside

languages and accents, leading to discernable cultural identities. Simply

noting the pronunciations as someone says “the car should be washed next

to the house at high tide” can give you a wealth of information about her

likely hobbies, attitudes, and clothing preferences.

Languages are also consolidating. Of the at least 15,000 languages that

existed in the 15th century, only 6,800 are still spoken, and the rate of ho-

mogenization is increasing, with a current rate of about one language death

every 2 weeks (Sampat, 2001). Half of the world’s population speaks one of

the 15 most popular languages as a first language, and 90% of people speak

one of the top 100. Many of the languages that are spoken by fewer than

100,000 people have held on for as long as they have because of geographic

restrictions that limited contact with, and therefore influence from, outsid-

ers (contact that is rapidly increasing in most cases). For example, on the

island of Janitzio in Central Mexico, Purepuca Indians spoke their native

language Tarasco for years. As the island has come into more contact with

the mainland, however, use of the native language has decreased and Span-

ish has become the dominant language of the population. Fewer than 60,000

people in Mexico now speak Tarasco (Grimes, 1992). English, meanwhile,

has developed from a language spoken by a few people on a relatively small

island to one of the world’s most dominant languages, with more than a

quarter of a billion people learning it as their first language and many more

learning it as a second or third language (Roberts, 1999).

Languages evolve within themselves over time as well. Words that are

not often used fall from the vernacular, and new terms take their place.

Slang terms are particularly quick to change, as yesterday’s dweeb be-

comes today’s dork. Children try to make sense of what they hear, and the

small changes they make shape language, words as well as verb forms, over

time (Pinker, 1999). All of English’s irregular verbs were once regular

verbs—following rules that are now forgotten or that are no longer applica-

ble because of changes in spelling and pronunciation. In Old and Middle

English, there were separate verb forms for different persons (I, you singu-

lar, he, we, you plural) in the past tense (Pinker, 1999) much as there is to-

day in Spanish. Meanwhile, Spanish has suffered a reduction in verb forms

as well, with the familiar plural “vosotros” term now common in few coun-

tries besides Spain.

But despite this influence, it is not likely that the world will soon all

speak one language (notwithstanding what appears to be the case on Star

Trek). The number of languages may continue to decline as communica-

tion across geographical constraints becomes easier, but regional differ-

ences within and between languages will persist. Even within relatively
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small areas, distinct accents can be differentiated. In North Carolina, resi-

dents can easily distinguish between someone who lives on the coast ver-

sus the piedmont versus the mountains simply by how they pronounce

certain words.

Language is an important element of culture, one that is formed and

changed through the kinds of bottom-up processes we have described

here. But it is neither synonymous with nor unaffected by culture. The Irish

language is essentially lost from the Irish people, yet the Irish culture re-

mains distinct from that of England, Scotland, or any other country. Like-

wise, most Basques no longer speak Basque, but they definitely do not con-

sider themselves to be Spaniards (Wardhaugh, 1987). Languages influence

how people interpret and communicate about events. This communication

then affects people’s social representations and other cultural elements

(Lau, Lee, & Chiu, chap. 4, this volume), as well as the language itself.

Thus languages ebb and flow, and these evolutions are determined by

the strength, immediacy, and number of speakers of the languages. Within

languages, regional accents and word usages develop, and over time, the

language changes. These changes occur in geographical clusters, and they

are correlated with other elements of culture. The number of languages is

decreasing, yet it is very unlikely that the world will ever sing with one

voice or even one language.

Health-Related Attitudes and Behaviors

There are many health-related attitudes and behaviors that are socially in-

fluenced, as studies of contagion have shown. Both alcohol-related atti-

tudes and students’ beliefs about the alcohol attitudes of other students

cluster by floor and building in college dorms (Bourgeois & Bowen, 2001). In

younger adolescents, crowd affiliations (e.g., “Jocks,” “Brains”) predict alco-

hol use and sexual behavior, even after controlling for demographic vari-

ables and self-esteem (Dolcini & Adler, 1994). Popular and older children

who are higher in “strength” seem to lead the adoption of some of these

lifestyle attitudes (Harton & Latané, 1997b).

Crandall (1988) showed that binge eating behavior in sorority women

also clusters. Not only did different norms for the “appropriate” amount of

bingeing develop in the two sororities he surveyed, but popularity within

the group was related to adherence to the group norm. Women became

more similar to their friends over time in their levels of binge eating, show-

ing that influence rather than selection drove at least part of these differ-

ences. These bulimic norms likely correlated with other differences (e.g., in

study behaviors, drinking, and clothing style) between the sororities, lead-

ing to the establishment of a sorority culture that would be recognized by

those outside the sorority as well as those in it.
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Depression is another socially contagious attribute. Nondepressed stu-

dents randomly assigned to live with a depressed roommate become more

depressed themselves over time (Howes, Hokanson, & Loewenstein, 1985),

and this influence occurs even when controlling for negative life events and

anxiety (Joiner, 1994). Married couples are also similar in negativity af-

fectivity (a combination of depression and neuroticism; Karney, Bradbury,

Fincham, & Sullivan, 1994). A meta-analysis of these and other studies has

suggested that depressive symptoms and mood may be contagious among

close adults (Joiner & Katz, 1999). Children are not immune to this influence

either. At least two studies have shown that they tend to be more similar to

their friends in depression as well (Haselager, Hartup, van Lieshout, &

Riksen-Walraven, 1998; Mariano & Harton, 2002).

Once again, these examples are consistent with our argument that indi-

vidual social influence, weighted by the strength, immediacy, and number

of persuaders, leads to the development of behavioral norms. These norms

are regionally differentiated, likely correlated with other attributes, and

open to change over time. They occur for both positive (e.g., responsible al-

cohol use) and negative (e.g., binge eating) behaviors.

Biology

Attitudes and behaviors do not have to be conscious or even in a person’s

awareness to be affected by these social influence processes. People may

also be affected by each other’s biology, communication that is passed

through pheromones (Stern & McClintock, 1998) or other scents (Thornhill

& Gangestad, 1999). For example, Jorgensen et al. (2001) recently showed

that there are regional differences in men’s sperm production and mobility.

They dismissed genetics as a likely cause and suggested environmental or

lifestyle influences as more probable. These lifestyle differences, such as

food preferences, alcohol consumption, and sports participation, are at

least in part socially influenced. But there may be other, more direct social

influences on sperm quality that have led to these regional differences as

well. For example, if one man is a strong sperm producer, other men in di-

rect competition with this man for mates (those men in the same geograph-

ical area) could increase their sperm production as a mating strategy.

There is other evidence that men’s levels of sperm production are af-

fected by social interactions (beyond the obvious ones). Baker and Bellis

(1995) found a social influence on sperm production in a study in which

couples recorded their interactions and provided ejaculate from their love-

making sessions. The more time a woman spent away from her partner, the

higher his sperm count during their next sexual encounter, independent of

whether he had masturbated since he was last with her. This may be an

evolutionary strategy to protect against mate poaching—if the partner has
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had an affair while she was away, the increased sperm will reduce the likeli-

hood that she could become impregnated by the other man. Although these

strategies are not conscious, they are still socially influenced because they

vary based on social interactions with others.

Female physiology is also socially influenced. The ovulation cycles of hu-

mans, along with animals such as rats, lemurs, hamsters, bats, and chim-

panzees, are affected by the social contacts the creatures have with other

females (McClintock, 1971, 1978, 1983, 1998; Wallis, 1985; Weller & Weller,

1997). After publication of McClintock’s 1971 study in which female room-

mates became more similar in their ovulation cycles over time, menstrual

synchronicity in humans became known as almost “fact.” Further research

has shown, however, that the relationship is not so simple. Sometimes fe-

males’ ovulation becomes more similar to those of women with whom they

are in close contact, but at other times dissynchronicity or another type of

entrainment occurs (McClintock, 1998). In any case, the ovulation cycle is

being influenced, but the direction of the influence may depend on factors

such as age, competition for mates, or environmental conditions. These dif-

ferent patterns of influence are completely consistent with DSIT. Although

most of our examples in this chapter have dealt with positive social influ-

ence, where people are influenced to agree with others, negative “strength”

in the model actually predicts anticonformity, or a movement away from

the attitude of others (Nail, MacDonald, & Levy, 2000). In situations where it

is evolutionarily advantageous, such as when women may be well served

by giving birth simultaneously, women may influence each other’s cycles

into synchronicity. When there is a paucity of available mates, on the other

hand, women’s cycles may become dissynchronous so that each one’s

chances of reproduction may be heightened.

Research on social influences on biology is still relatively new, but sev-

eral evolutionary scientists have noted other interactions between the bio-

logical and social. For example, women who are in the most fertile phase of

the menstrual cycle seem to be more attracted to the scents of more sym-

metrical men (Thornhill & Gangestad, 1999), who other research suggests

may be better genetic partners (Gangestad & Thornhill, 1997). Women who

are not in their fertile phase do not differentiate between the scents of rela-

tively symmetrical and asymmetrical men. This example does not illustrate

regional differences or some of the other effects we have discussed in this

chapter (although there could be intragender influence on scents or the ef-

fects of scents as well), but is consistent with the idea that people commu-

nicate with each other in ways that have real consequences for those in-

volved without their having any awareness of it. This communication is

likely affected by strength, immediacy, and number cues, and may have far-

reaching effects on our culture through our biology. Further exploration of

these relationships may be a step toward integrating the meta-theory of dy-
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namical systems with that of evolutionary psychology (see Kenrick, 2001;

Kenrick, Li, & Butner, 2003).

CONCLUSIONS

In this chapter, we have shown how culture can be created from the bottom

up, through individual social influence occurring reciprocally and recur-

sively. As people influence those around them on multiple preferences, be-

liefs, and behaviors, four phenomena predicted by dynamic social impact

theory emerge. These are clustering, whereby people become more similar

on these attributes to those around them; correlation, in which influence on

multiple attributes leads to linkages or correlations among them; consolida-

tion, or a reduction in minority sizes over time; and continuing diversity,

whereby the minority attributes, although decreased in size, persevere. In-

volvement and heritability, two factors that limit attitude change, constrain

the development of these phenomena, which are reflected in cultural ele-

ments including prejudice, language, health attitudes, and biology.

Cultures are formed and changed through daily communication, as over-

lapping regional differences in attributes lead to identities. Without neces-

sarily even being aware of it, individuals act to perpetuate their cultural

present and help to define their future, simply as a result of going about

their days.
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The relation of language and thought has occupied the center stage in

many theoretical discussions on the psychological foundation of culture.

One of the most controversial views is embodied in the Whorfian hypothe-

sis, which holds that the grammatical structures of markedly different lan-

guages cause their speakers to develop markedly different cultural repre-

sentations of the reality. Reviews of the Whorfian hypothesis (e.g., Brown,

1976; Glucksberg, 1988; Pinker, 1994; Rosch, 1987) find little support for lin-

guistic determinism. However, recent advances in cognitive psychology

and cultural studies reveal that the use of language in human interaction

may play an important role in the evolution and maintenance of cultural

representations. In this chapter, we propose a model to describe the rela-

tionships between culture, language, communication, and shared cogni-

tions. Figure 4.1 illustrates the cyclical relation among the four variables in

the model. It assumes that:

� Language is a carrier of cultural meanings.

� Cultural meanings are evoked when language is used in interpersonal

communication.

� The use of language in communication will increase the accessibility of

existing shared representations in the culture. In addition, through com-

munication, private, idiosyncratic representations will be transformed
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into public, shared representations, which in turn form the cognitive

foundation of culture.

� Evolved shared representations would then be encoded into the lan-

guage and the cycle continues.

We begin this chapter with a review of some provocative claims in the

Whorfian hypothesis, which has motivated the construction of the pro-

posed model. Next, we review the evidence for the proposed model and

conclude by discussing the model’s implications for the construction of a

dynamic constructionist approach to cultural psychology.

THE WHORFIAN HYPOTHESIS

Arguments dating back at least to the 18th century suggest a symbiotic rela-

tion between language and thought. Johann Gottfried von Herder, an 18th-

century German philosopher, argued that because people come to know

ideas through language, its characteristics help to shape experience for its

speakers; thus, language is closely tied to a culture’s character (Code,

1980). Other 18th- and early 19th-century German thinkers, such as Johann

Georg Hamann and Wilhelm von Humboldt, also insisted that language is

not merely a vehicle for the expression of thought; instead, thought and lan-

guage are interdependent (Stam, 1980). When discussing the influence of

language on thought, von Humboldt stated that the diversity of language “is

not one of sounds and signs, but a diversity of the world-views themselves”

(cited in Stam, 1980, p. 245). The Humboldtian tradition was continued by
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anthropologists, most notably Franz Boas, who claimed that linguistic in-

quiry provided the information necessary to reveal the psychology of the

people of the world (Boas, 1911/1966), and Sapir, who believed that lan-

guage was the means by which humans structure and organize their envi-

ronment (Sapir, 1912).

It was Benjamin Lee Whorf, an amateur ethnolinguist, who brought the

idea of linguistic relativity to the attention of a formative generation of

American researchers interested in language and thought. Like Boas and

Sapir, Whorf claimed that language embodies a world view (or Weltanschau-

ung) and shapes individual cognition. In essence, the linguistic relativity hy-

pothesis states that a language’s grammar constrains the way its speakers

perceive external information and shapes their mental representations of

the information. Whorf submitted that the use of language to code experi-

ences would eventually create a correspondence between linguistic pat-

terns and mental representations:

We dissect nature along lines laid down by our native languages . . . the world

is presented in a kaleidoscopic flux of impressions which has to be organized

by our minds—and this means largely by linguistic systems in our minds. We

cut nature up, organize it into concepts, and ascribe significances as we do,

largely because we are parties to an agreement to organize it in this way—an

agreement that holds throughout our speech community and is codified in

the patterns of our language. The agreement is, of course, an implicit and un-

stated one, BUT ITS TERMS ARE ABSOLUTELY OBLIGATORY; we cannot talk

at all except by subscribing to the organization and classification of data

which the agreement decrees. (Whorf, 1956, pp. 213–214)

Because of such linguistic organization of our perception of the environ-

ment, speakers of markedly different languages will come to represent

physically similar information differently in their mind:

Users of markedly different grammars are pointed by their grammars toward

different types of observations and different evaluations of externally similar

acts of observation, and hence are not equivalent as observers but must ar-

rive at somewhat different views of the world. (Whorf, 1956, p. 221)1

Whorf illustrated these points by comparing mental representations of

time and space shared among Hopis and those shared among speakers of
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guages cannot understand the thoughts of one another. Rather, it submits that speakers of mark-
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that all thoughts are linguistic. According to him, only the linguistic elements of thoughts are lin-

guistically determined (see Whorf, 1956, p. 66, footnote 2).
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standard average European (SAE) languages. SAE languages differ from

Hopi languages in that in SAE languages, there are no formal markers be-

tween real plurals (seven dogs) and imaginary plurals (seven days). Conse-

quently, a speaker of SAE languages may habitually assume that imaginary

plurals are just as much countable as are real plurals. Whorf believed that

this is an objectification of the referent: Concepts of time are dissociated

with the subjective experience of “becoming later” and are objectified as

counted quantities. Another example is the three-tense system of SAE verbs,

which, Whorf contended, disposes a SAE language speaker to “CONSTRUCT

AND CONTEMPLATE IN THOUGHT a system of past, present, future, in the

objectified configuration of points on a line” (Whorf, 1956, p. 144).

Furthermore, language constrains development of non-linguistic cultural

norms. Whorf (1956) posited that a vast amount of culture “is not linguistic

but yet shows the shaping of influence of language” (p. 147). An example of

this is that because time can be counted as quantities, it can be spent and

saved. Because time is important, hence the SAE language speakers’ em-

phasis on saving time. Regarding the development of cultural norms con-

cerning time, Whorf (1956) observed that:

No doubt this vast system, once built, would continue to run under any sort of

linguistic treatment of time; but that it should have been built at all, reaching

the magnitude and particular form it has in the Western world, is a fact decid-

edly in consonance with the patterns of the SAE languages. (p. 154)

Whorf did not overlook culture’s influences on language use. However,

he submitted that such influences were weak when compared to the causal

effects of language on cultural evolution:

How does such a network of language, culture, and behavior come about his-

torically? Which was first: the language patterns or the cultural norms? In

main they have grown up together, constantly influencing each other. But in

this partnership, the nature of the language is the factor that limits free plas-

ticity and rigidifies channels of development in the more autocratic way.

(Whorf, 1956, p. 156)

According to Whorf, the language of a culture carries a shared world-

view. Markedly different languages evoke in the mind of their speakers dif-

ferent mental images of physically similar events. Furthermore, some cul-

tural norms in a linguistic community are constrained by the structure of

the language used in that community. In summary, Whorf maintained that

the use of language to code experiences lays the foundation of cultural

evolution.
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Challenges to Linguistic Determinism

There are two strong assumptions in the Whorfian hypothesis:

1. In every language, there is an integrated “fashion of speaking.” This

fashion of speaking cuts across the typical grammatical classifications

and includes lexical, morphological, syntactic and other systematically

diverse means “coordinated in a certain frame of consistency” (Whorf,

1956, p. 158).

2. It is this fashion of speaking (or cryptotype) that affects thinking.

There is little empirical support for linguistic determinism of cognitive

functioning. First, referent codability was found to have little effect on refer-

ent memory. For example, Americans have 11 basic color terms, whereas the

Dani (a Stone Age tribe from Indonesian New Guinea) have only two achro-

matic terms for color. However, these two language groups do not differ in

color memory (Heider & Olivier, 1972).2 Second, in the grammar of the Na-

vaho language, different verb stems are required depending on whether the

subject or object in the sentence refers to a “long” object or to a “round” ob-

ject. Despite this grammatical pattern for object categorization, compared to

English-speaking children, who did not have this implicit marking in their

language, Navaho-speaking children did not have a greater tendency to organ-

ize their perceptual world by shapes (Carroll & Casagrande, 1958). Finally,

unlike English, Chinese lacks a formal grammatical marking for counter-

factuals. The structure of Chinese grammar also does not facilitate enti-

fication of conditions or events. Bloom (1981) submits that these characteris-

tics of the Chinese language may lower Chinese speakers’ ability to engage in

abstract, theoretical thinking.3 This claim was disconfirmed in cross-cultural

studies that compared the abilities of Chinese and Americans to engage in

counterfactual thinking and to understand entifications of conditions and

events (Au, 1983, 1984; Liu, 1985; Takano, 1989).
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2Color codability studies were popular because they seem to meet the criteria thought to be

necessary to test the “Whorfian hypothesis” (see Rosch, 1987): First, variations in color vocabu-

lary can be readily found in natural languages. Second, investigators can measure the physical

units of colors (e.g., wavelength) independent of how colors are coded in different languages.

Third, members in different language communities should have more or less equivalent experi-

ences with colors. Finally, nonlinguistic measures of color cognition—color perception, color

memory—are available. However, human color perception is limited by specific neural–physio-

logical mechanisms (Kay & McDaniel, 1978). Accordingly, any linguistic effects would be bound

by our physiological capacity to perceive and distinguish different areas on the color spectrum

(Heider, 1972). Therefore, if anything, color perception is an area that linguistic influence would

be relatively weak.

3
3Whorf noted that standard average European languages tend to objectify conditions and

events. In direct contradiction to Bloom’s claim, Whorf believed that this fashion of speech

would hinder abstract scientific thinking among SAE speakers.
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The lack of evidence for the two strong assumptions in the Whorfian hy-

pothesis has led some writers to the conclusion that “there is no scientific

evidence that languages dramatically shape their speakers’ ways of think-

ing” (Pinker, 1994, p. 12). The demise of the Whorfian hypothesis is accom-

panied by a decrease in enthusiasm for investigating the linguistic founda-

tion of culture. As Chomsky (1992) argued, “The computational system of

language that determines the forms and relations of linguistic expressions

may indeed be invariant; in this sense, there is only one human language, as

a rational Martian observing humans would have assumed” (p. 50). With

such overriding concern with language universals, deep differences in hu-

man cognitions between language groups are not to be expected.

WHORFIAN HYPOTHESIS: A NEW LOOK

The Whorfian hypothesis focuses on differences in structural characteris-

tics between languages, and on how such differences constrain thoughts.

Chomsky (1992) may well have been correct that the deep structures that

give rise to surface forms may be invariant across languages. However, how

the same state of affairs is referred to may vary markedly across language

groups. Structural characteristics of a language may not rigidly determine

its speakers’ way of thinking. However, language may, as Whorf submitted,

carry shared representation of the reality, which will be evoked when lan-

guage is used in human interactions. We contend that when the two strong

assumptions in the Whorfian hypothesis are relaxed, there may be support

for some of the cognitive processes implicated in Whorf’s ideas. Specifi-

cally, we agree with Whorf that (a) language is a carrier of shared meanings,

and (b) when language is used in human communication, the shared mean-

ings carried in the language are evoked to guide perceptions and interpre-

tations of the reality. In addition, we contend that (c) activation of shared

meanings in communication will further increase the cognitive accessibility

of shared meanings in the communicators, and (d) through communication,

private cognitions of the participants can be made and directed toward a

shared representation (Krauss & Chiu, 1998). In this formulation, language

is not a causal variable in the strict sense, but one that interacts with and

bears a mutually influential relation with shared representations. We re-

view the evidence for these contentions, which, as we argue, provide a new

approach to understanding the linguistic foundation of culture.

Language as a Carrier of Cultural Meanings

What is the basis for language rendering culturally shared meanings? The

“tool and tool use model” (TATUM; Semin, 1998) offers a useful framework

to conceptualize the role of language as a carrier of shared meanings. In
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TATUM, language is compared to a set of tools. Each tool has its properties

and is best suited for certain tasks. However, whether a particular tool

would be used, when it is used, and what it would be used for depends on

the goal and motivation of the tool user.

Following the tool analogy, it is reasonable to assume that a tool could

be structured somewhat differently in different environments. For example,

the eating tool could take different forms, such as that of a pair of chop-

sticks or a fork and a knife. The differences probably are at least partly due

to certain material and cultural characteristics of the environment that pro-

vide for the development of the tool. For example, an abundance of bam-

boo and the cultural practice of not cutting up food at the dinner table

could very likely have contributed to the use of chopsticks. In this sense, a

tool embodies material and cultural characteristics of its usage environ-

ment. Given that all humans are endowed with the same linguistic physio-

logical materials, it is reasonable to argue that linguistic tools carry mainly,

if not only, cultural meanings.

Conceptually, the relation between language and shared meanings could

be studied both intralinguistically and cross-linguistically. Evidence from

both types of research using different levels of linguistic analysis attests to

the capacity of language rendering socially shared meanings.

Linguistic and Psychological Gender. As an illustration, consider the

case of linguistic and psychological gender. Psychological gender refers to

person categories based on social conceptualization of human sexuality.

Linguistic, or grammatical, gender refers to formal categories, the basis for

which is “partly arbitrary but also partly based on distinguishable charac-

teristics (as shape, social rank, manner of existence, or sex) and (deter-

mine) agreement with and selection of other words or grammatical forms”

(Webster’s Ninth New Collegiate Dictionary, 1987). As stated in the definition,

linguistic gender is only partly determined by the sex of the referent. In

some European languages, all nouns are inflected (with the appropriate

form or article) for gender on an arbitrary basis. For example, in French,

the term for “the moon” is feminine (la lune) and the term for “the sun” is

masculine (le soleil). On the other hand, in German, “the moon” is mascu-

line (der Mond) and “the sun” is feminine (die Sonne). Would users of a lan-

guage infer psychological gender properties from gender inflections of

nouns? For example, would French speakers conceptualize the moon in

more psychologically feminine ways and the sun in more psychologically

masculine ways than would German speakers?

To attempt to answer these questions, one may soon run into difficulties

stemming from the voluminous literary works in relation to the sun and the

moon in both languages. Any feminine or masculine conceptualization of

the two celestial bodies could be due to what has already been written on
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or about them, rather than associations with psychological gender (see

Konishi, 1993). To make a clear case for psychological inferences based on

linguistic gender would require studies using words that have no prior se-

mantic or literary association, words that are completely new. One cate-

gory of words that satisfy this requirement is nonsense words. When prior

associations are controlled for, Italian speakers who were showed Italian-

ate nonsense words with either masculine (-o) or feminine (-a) endings

made semantic judgments similar to those for the words “men” and

“women,” respectively (Ervin, 1972).

Extending research on linguistic gender to the Chinese language, Tong,

Chiu, and Fu (2001) examined the effect of gendered radicals of nonsense

Chinese characters on estimation of the characters’ connotations. Chinese

is written in the form of characters and each character is by itself a mor-

pheme (unit of meaning). Although most Chinese characters are not in-

flected for gender, the unique morphological construction of Chinese char-

acters offers a good opportunity to study the relationship of linguistic and

psychological gender. About 80% to 90% of the characters in modern Chi-

nese are composed of two components: the radical and the stem (Hoosain,

1991). Both the radical and the stem may also be a morpheme. For example,

the character for “drink” ( ) and “sing” ( ) share the radical “mouth”

( ), and both characters involve oral activities. The stem may offer a pho-

netic clue to the character’s pronunciation (e.g., in ) or a semantic

clue to the character’s meaning (e.g., “bird” [ ] in “the humming of birds”

[ ]). Research has shown that a character’s radical can affect its connota-

tion. For example, when making judgments about whether the referent of a

character is female or male, people are faster when the gender inferred

from the radical (e.g., “woman” [ ]) is consistent with the gender of the

referent (e.g., “sister” [ ]) than when it is not (e.g., “son-in-law” [ ])

(Zhang, Zhang, & Peng, 1990). Prior associations, however, cannot be ruled

out as an explanation for the observed results.

In the study by Tong et al. (2001), participants rated nine nonsense Chi-

nese characters on semantic differential scales tapping evaluation (very

good–very bad), potency (very strong–very weak), and activity (very ac-

tive–very passive). The characters were formed by combining three radi-

cals (“woman,” “human,” or “cow”) with three stems (“benefit,” “tongue,” or

“harm”). Participants’ ratings were clearly affected by the radical of the

nonsense characters. Nonsense characters with the radical “woman” were

rated to be less active and less potent than nonsense characters with the

other radicals. Furthermore, ratings for the nonsense characters were con-

sistent with participants’ ratings for the real character “woman.” The re-

sults indicated that the nonsense characters with the radical “woman” may

have activated the cultural representation of woman, and therefore were

rated as less potent and less active. Taken together, research findings of
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studies on the relation between linguistic and psychological gender indi-

cate that linguistic genders encode and reflect shared social evaluation of

psychological genders.

Pronoun Drop and Cultural Individualism. The cultural dimension of

individualism–collectivism has received considerable theoretical and em-

pirical attention (e.g., Bond & Smith, 1996; Hofstede, 1980; Kashima & Ka-

shima, 1998; Markus & Kitayama, 1991; Ng, Loong, He, Liu, & Weatherall,

2000; Singelis, Triandis, Bhawuk, & Gelfand, 1995; Triandis, 1990). Individual-

ism stresses the desirability of being independent from people around us

and to express the inner set of attributes and abilities. Collectivism stresses

the importance of being interdependent with the social world, maintaining

good relationship and fitting in. In individualistic cultures, where individual

uniqueness is valued, the individual is expected to be distinct from the con-

text of the situation. By contrast, the individual in collectivistic cultures is

expected to be part of the social context.

The linguistic system of pronoun encodes conceptions of the social self

in the culture. The choice of pronouns in some languages (e.g., vous vs. tu in

French) is indicative of the perceived relationship between the speaker and

the addressee. Furthermore, the use of pronouns sustains attention on the

referent of the pronoun, bringing the person out from the conversational

background. Pronouns, such as “I” and “you” in English, are used to refer to

persons or things named or understood within a particular context. Thus,

the tolerance for pronoun drop is suggestive of the psychological differenti-

ation between the speaker and the speech context. In some languages (e.g.,

English), the use of the pronoun is grammatically obligatory. In other lan-

guages (e.g., Spanish), the subject pronoun can be dropped because the ref-

erent can be recovered from the verb inflections. There are some languages

(e.g., Chinese) in which the subject pronoun can be dropped even though

there is neither verb inflection nor the subject–verb agreement rule. The

grammatical obligatory use of the first-person pronoun maximally distin-

guishes the speaker’s self. Similarly, obligatory use of the second-person

pronoun maximally distinguishes the addressee(s). The omission of either

one or both of the two classes of pronouns deemphasizes the salience of

their corresponding referent(s).

To examine the relation between individualism, collectivism, and pro-

noun use, Kashima and Kashima (1998) correlated the grammatical toler-

ance for pronoun drop with different cultural-linguistic groups’ emphasis

on individualism–collectivism. Cultural scores of 76 countries from prior

major cultural surveys were reanalyzed. Languages spoken in these coun-

tries were scored for whether pronoun drop was grammatically licensed.

As expected, low individualism score, originally obtained by Hofstede

(1980, 1991), correlated significantly with pronoun drop (r = .64, p � .01).
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Referent Codability. Referent codability in a language refers to the

availability of a linguistic code in that language that will allow its referent to

be expressed easily, rapidly, briefly, and uniformly. Although color memory

studies have failed to reveal reliable effects of color codability on color rec-

ognition, results from one study seem to contradict this general conclusion.

Hoffman, Lau, and Johnson (1986) investigated possible social cognitive ef-

fect of differential codification of personality traits in English versus Chi-

nese. The researchers identified English-language and Chinese-language

personality adjectives that have no economical equivalent in the other lan-

guage. For example, there is no single English term equivalent in meaning

to the Chinese personality adjective shì gu, which depicts a person who,

among other things, is worldly, experienced, socially skillful, and somewhat

reserved. On the other hand, there is no single Chinese adjective for some-

one who has artistic skills and interests, an “artistic” cognitive style and

temperament, and leads a “bohemian” lifestyle. The appropriate English

term is artistic (or, better, the artistic type).

There were three groups of participants in their study: a group of English

monolinguals, a group of Chinese–English bilinguals who processed the in-

formation in English, and a group of Chinese–English bilinguals who proc-

essed the information in Chinese. (By including two bilingual groups with

comparable cultural backgrounds, except for the language used in the ex-

periment, it is possible to control for cultural variables to a certain extent.

Differences between the two bilingual groups can be more clearly attrib-

uted to linguistic effects.) Participants read a set of concrete behavioral de-

scriptions of four fictitious characters, either in English or in Chinese. Two

of the characters exemplified personality schemas with economical labels

in Chinese but not in English (the Chinese-specific adjectives) and the other

two characters exemplified personality schemas with economical labels in

English but not in Chinese (the English-specific adjectives).

Of main interest in the study was the interaction of language and sche-

matic thinking. Indications of schematic processing include going beyond

the information given to infer schema-congruent attributes not found in the

original description, and memory biased in the direction of the schema. It

was found that participants processing the character descriptions in Eng-

lish showed greater evidence of schematic thinking in the case of the two

characters exemplifying the personality types with English-specific labels,

whereas those processing the descriptions in Chinese showed greater evi-

dence of schematic thinking in the case of the two characters exemplifying

the personality types with Chinese-specific labels.

In short, the findings just reviewed showed that different aspects of lan-

guage, from individual personality adjectives to grammatical gender and

pronoun use, are saturated with culturally shared meanings.
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Language and Thought

The strong assumptions of the Whorfian hypothesis argue that the shared

meanings carried in a language will invariably affect the language users’

cognitive representations of the reality. However, as suggested by the tool

metaphor, tool use depends on the usage context. Therefore, linguistic ren-

dering of shared meanings does not imply that those meanings will always

be evoked and influence speakers’ thought and behavior. A series of cross-

language studies (Kay & Kempton, 1984) provided good illustrations of this

point. Unlike English, which has distinct terms for “green” and “blue,”

Tarahumara (a Uto-Aztecan language of northern Mexico) does not make a

lexical distinction between these two color categories. The stimuli in the

studies consisted of triads of greenish-blue or blueish-green color chips.

Within each triad (chips A, B, and C), the researchers varied the difference

in wavelength between pairs of colors. For example, the distance between A

and B could be greater than, smaller than, or equal to that between A and C

or B and C. Furthermore, the specific wavelength corresponding to the

blue–green lexical boundary in English was located between different pairs

of colors across triads. Native speakers of either language were asked, in

their respective languages, to judge which one of the three colors was most

different from the other two. Participants’ judgments reflected their judg-

ments of the distance between the colors. When the participants’ subjective

judgments were compared to the physical distance of the stimuli, the Eng-

lish-speaking participants, but not Tarahumara-speaking participants, sys-

tematically overestimated the distance between two colors when the

green–blue color boundary passed between them. Kay and Kempton rea-

soned that the English-speaking participants might have used a naming

strategy when they performed the task. For instance, they might have la-

beled the two colors left of the green–blue lexical category boundary

“green” and the color right of the boundary “blue.” As a consequence, they

overestimated the perceptual distance between the first two colors and the

third color. However, the Tarahumara-speaking participants did not enjoy

the “convenience” of this naming strategy and their judgments were in

overall agreement with the actual differences in wavelength.

In a second study, the researchers introduced a judgment task that was

ostensibly different from, but logically equivalent to, the one used in the

first study. The investigators eliminated the naming effects among the Eng-

lish-speaking participants by inducing them to use both verbal labels

(“blue” and “green”) to encode the same color. First, they paired the target

color with a greener color chip and led the participants to encode the tar-

get color as the “bluer” color. Then, they paired the target color with a

bluer color and led the participant to encode the target color as the
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“greener” color. Following this, the participants were asked to contrast the

size of the difference in hue between the pairs of chips (i.e., to compare the

difference in greenness or blueness). Under this condition, the English-

speaking participants’ perceptual judgments agreed with those of their

Tarahumara-speaking counterparts. The color labels of “green” and “blue”

provided English speakers with a cognitive tool to carve the continuous

color spectrum into discrete categories. In most circumstances, the avail-

ability of these categories simplifies perceptual judgments, but with the

consequence of sometimes biasing them. However, when this tool was

made temporarily obsolete, its effects on perception vanished.

In summary, regardless of how loaded with shared meanings different

linguistic forms or expressions are, they would not have any effect on our

construal of reality if they remain dormant in our conceptual reservoir. By

the same argument, when shared meanings carried in different linguistic

tools are activated, they could induce cognitive and behavioral conse-

quences.

Memory Effects of Language Use. It is well established that linguistic

encoding of a visual stimulus distorts memory of the stimulus in the direc-

tion of the linguistic label (Carmichael, Hogan, & Walter, 1932; Daniel, 1972;

Loftus, 1977; Loftus & Palmer, 1974; Ranken, 1963; Santa & Baker, 1975;

Thomas & DeCapito, 1966). Studies using social stimuli such as emotional

expressions (Woll & Martinez, 1982) and person information (Bellezza &

Bower, 1981; Cohen, 1981; Snyder & Uranowitz, 1978) have yielded similar

results. Schooler and Engstler-Schooler (1990) provided a cognitive account

of language encoding: “Verbalizing a memory may produce a verbally-

biased memory representation that can interfere with the application of the

original visual memory” (p. 36). Accordingly, once the implicit, shared

meanings encoded in language are evoked, they may produce relatively du-

rable cognitive effects (Chiu, Krauss, & Lau, 1998).

The cognitive effects of linguistic encoding are particularly pronounced

when the stimuli have low referent codability (see Chiu et al., 1998), and

when figural versus literal labels (e.g., “It looks like a baseball” versus “It

is a sphere”) are used to encode the stimuli (see Lau, Chiu, & Lee, 2001).

In daily communication, speakers’ goals and motivations help to decide

whether the evoked shared meanings would be utilized in subsequent cog-

nitive tasks (see Chiu, Morris, Hong, & Menon, 2000). A case in point is the

use of personality schemas. The leading effect of codable schemas on per-

son perception (Hoffman et al., 1986) can be attenuated when people are

held responsible for their impressions, that is, when people are motivated

to rely on received information and not schema-based inferences (Lau &

Hoffman, 2000).
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Communication and Shared Cognitions

Thus far, we have argued that culturally shared meanings are encoded in lan-

guage. When language is used to encode a state of affairs, a linguistic repre-

sentation of that state of affairs will be created or evoked, which will in turn

overshadow the perceptual information in the direction of the linguistic la-

bel. If a speaker’s description of a state of affairs conforms to the conven-

tional conception of that state of affairs, the person’s subsequent representa-

tion is likely to be in line with the cultural convention, and the speaker would

internalize the conventional perception of that state of affairs.

The foregoing discussion pertains to some of the potentials for linguistic

effects on cognition. However, for language to exert its influence, it has to

be used. A major function of language is communication. Bruner (1990)

highlighted the importance of communication for the psychological founda-

tion of culture when he commented that “By virtue of participation in cul-

ture, meaning is rendered public and shared. Our culturally adapted way of

life depends upon shared meanings and shared concepts and depends as

well upon shared modes of discourse for negotiating differences in meaning

and interpretation” (pp. 12–13).

Within a language, people can express their thoughts in many different

ways. Moreover, language can be used to express both culturally shared

cognitions and relatively idiosyncratic thoughts. Why should people draw

on culturally shared knowledge when they speak? When there are alterna-

tive ways to refer to a particular state of affairs, communicators would as-

sess what the communication partners mutually know and formulate a mes-

sage that can be understood within the estimated common ground of

knowledge. Research showed that people are remarkably sensitive to the

relative distribution of knowledge in their linguistic community: They know

what most people in their community would know and what they would not

know (Fussell & Krauss, 1991, 1992; Lau, Chiu, & Hong, 2001). In addition,

people also utilize the estimated social distribution of knowledge when

they formulate a message for their communication partner (Lau & Chiu,

1999). In one study (Lau et al., 2001, Experiment 1), participants, who were

Hong Kong residents, estimated other Hong Kong residents’ knowledge of

specific landmarks in Hong Kong, Macau, and New York City, and identified

the landmarks themselves. Identification of landmarks provided a direct es-

timation of the proportion of people who would know the landmarks in

question. In general, although participants tended to overestimate knowl-

edge of landmarks they themselves knew, they were sensitive to the rela-

tive distribution of knowledge of the landmarks. Their estimation of the per-

centage of people who could identify the landmarks correlated very highly

with the actual percentage of people who could correctly identify the land-

marks (r = .94).
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In another experiment (Lau et al., 2001, Experiment 2), participants, all

Hong Kong residents, described pictures of 30 specific landmarks in Hong

Kong, Macau, or New York City, so that another Hong Kong resident could

identify from the description which of the 30 landmarks was being referred

to in each description. When the target stimuli were judged to have rela-

tively low recognizability (in Lau et al., 2001, Experiment 1), speakers pro-

vided more information in their description (Kingsbury, 1968) and were less

likely to mention the names of the stimuli (see Isaacs & Clark, 1987). Fur-

thermore, it has been shown that when addressees decode a communica-

tive message, they also estimate how most people in the community would

interpret a message, and are more ready to accept a popular interpretation

than an unpopular one (Yeung, 2000). In short, whenever people encode or

decode a message, they would assess what most people in the relevant

community know and do not know.

As noted, communicators would choose expressions that the addressee

is expected to know, that is, expressions that can be understood within a

common ground of knowledge. Relatively idiosyncratic knowledge or ex-

pressions are likely to be excluded. In one study, Krauss, Vivekananthan,

and Weinheimer (1968) had participants in the first experimental session

name color chips in a way that would enable themselves or another partici-

pant to identify the color chips at a later time. Compared to messages in-

tended for the self, messages intended for others contained a less diverse

vocabulary and words of higher frequency. In the second experimental ses-

sion, the same group of participants identified the colors referred to in their

own messages or in another participant’s messages. Not surprisingly, the

participants were best able to identify the referents of their own messages.

When participants were asked to identify the referents of another partici-

pant’s messages, identification accuracy was higher for the messages in-

tended for others than those intended for self.

In referring to a state of affairs, communicators with divergent perspec-

tives often collaborate to construct a shared representation of the topic of

communication. A study reported by Wilkes-Gibbs and Kim (1991) illus-

trated this point. In the study, participants were presented with a list of 12

ambiguous drawings, each of which could be encoded by one of two alter-

nate labels (e.g., “Viking ship” vs. “person swimming”). The participants in

one condition were led to encode the drawings by one set of labels and the

remaining participants were led to encode the drawings by another set.

Next, the participants engaged in a communication task. Each participant

was paired with another participant who either used the same (matched

code condition) or a different set of labels (mismatched code condition) to

encode the drawings. Each pair conversed to arrange the 12 drawings in

identical orders without being able to see each other. All participants were

later asked to reproduce and to recognize the drawings they saw.

90 LAU, LEE, CHIU

TLFeBOOK



As expected, participants in the matched code condition took less time

than participants in the mismatched code condition to finish the communi-

cation task. However, by the sixth trial, participants in both conditions had

established a common way of referring to the drawings. More interestingly,

during the conversation, when the drawings were referred to, participants

in the matched code condition exclusively used the same labels they had

used to encode the drawings, whereas participants in the mismatched code

condition had a greater tendency to jointly generate new and novel labels.

These findings are consistent with the idea that, through the communica-

tion processes, the communicators, regardless of how they encode the in-

formation initially, will move toward a common way of naming a referent.

In addition, mental representations of the referents were distorted in the

direction of the established references. First, participants in the matched

code condition reproduced inaccurate drawings biased in the direction

consistent with the labels used to encode the drawings. In contrast, partici-

pants’ reproductions in the mismatched code condition were more neutral

and accurate. Furthermore, when the established common labels matched

the participants’ initial labels, participants displayed systematic memory

errors in the direction consistent with the initial labels. For example, the

ambiguous drawing initially labeled as “a Viking ship” now looked more like

a Viking ship in these participants’ mind. In contrast, when the established

common labels did not match the participants’ initial labels, the initial la-

bels had little effect on memory for the drawings.

Analogous effects were also found when social information was commu-

nicated. In one study (McCann, Higgins, & Fondacaro, 1991), participants

read ambiguous descriptions about a target person that were equally likely

to elicit positive or negative trait labels (e.g., “adventurous” vs. “reckless”).

They then formulated a message for an audience who they believed either

liked or disliked the target. After this task, the participants either waited for

15 minutes or returned 1 week later to formulate a second message for an-

other audience who either liked or disliked the target. One week after they

had formulated the second message, they were asked to describe their im-

pression of and attitude toward the target. Most pertinent to the present

discussion is the finding that participants generally produced messages

that were consistent with their audience’s attitude toward the target. Fur-

thermore, participants’ own impressions of the target were evaluatively

consistent with one of their audience’s attitude toward the target, depend-

ing on the amount of delay.

Our review illustrated the operation of the processes implicated in Bru-

ner’s (1990) comment on the psychological foundation of culture. When peo-

ple communicate to members of their culture, they assess what most mem-

bers in the culture know and do not know (Fussell & Krauss, 1992; Lau et al.,

2001). Speakers avoid using idiosyncratic expressions and low-frequency
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words to help the addressee to accurately decode the intended meaning of

communicative message (Krauss et al., 1968). Addressees give primary con-

siderations to the most popular interpretation of an utterance in the culture

when they decode a message’s intended meaning (Yeung, 2000). In doing so,

socially shared representations in the culture are evoked to guide message

production and comprehension. In addition, communicators with initial di-

vergent perspectives collaborate to establish mutually acceptable referring

expressions (Wilkes-Gibbs & Kim, 1991). They also modify their expressions

in the direction of their addressee’s attitudes (McCann et al., 1991). Finally,

the shared linguistic representation established in communication overshad-

ows the original representation of the object of conversation. Through these

processes, the communicators are cognitively committed to the shared lin-

guistic representations established in communication.

The foregoing analysis implies that:

1. In both message production and comprehension, communicators are

more likely to evoke existing shared representations in the culture than rep-

resentations that are not. As noted, speakers would avoid idiosyncratic ex-

pressions and low frequency words in their messages. Such practice contrib-

utes to the maintenance of shared representations. In several studies of

serial reproduction of stories that contained both stereotype consistent and

inconsistent information (Kashima, 2000), information that was inconsistent

with cultural stereotypes was retained proportionately more than consistent

information at the beginning of the chain. However, as the chain of reproduc-

tions continued, inconsistent information began to drop off drastically, leav-

ing the consistent information to dominate the last reproductions. Thus,

stereotypes are maintained through the chain of reproductions.

2. When the shared linguistic representation established in communica-

tion is the same as the communicators’ initial representation (as in the

matched code condition in the Wilkes-Gibbs & Kim, 1991, experiment), the

initial representation will be maintained. As Sperber (1996) put it, “Those

representations which are repeatedly communicated and minimally trans-

formed in the process will end up belonging to the culture” (p. 88).

3. The same psychological principle can be applied to explain cultural

changes. Shared representations are products of cumulative experiences in

social interactions. Once constructed, a representation is stored in memory.

With new communication experiences, a new representation will be con-

structed and superimposed on the pre-existing representation. To the extent

that differences in the relevant dimensions occur, the representation in

question is changed.

4. As a series of related communications occurs over time, the represen-

tation slowly evolves (Kashima, 1999, 2000; Kashima & Kerekesh, 1994). That

is, persistent outcomes of representational evolution are fortified cogni-
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tively by linguistic influences. The cycle of mutual causality between lan-

guage and shared representation portrayed in Fig. 4.1 perpetuates.

TOWARD A DYNAMIC CONSTRUCTIONIST
APPROACH TO CULTURAL PSYCHOLOGY

Collective construction of socially shared knowledge and beliefs (i.e., social

representations) is central to understanding the psychological foundation

of culture. Some writers believe that to be culturally influential, a social rep-

resentation has to be “widely and durably distributed in a social group”

(Sperber, 1996, p. 49). Most research in cross-cultural and cultural psychol-

ogy has sought to document stable, deep cultural differences in meaning

construction (e.g., Menon, Morris, Chiu, & Hong, 1999; Morris & Peng, 1994;

Peng & Nisbett, 1999). However, relatively little attention has been given to

when and how such differences in meaning construction would emerge (see

Chiu et al., 2000; Hong, Morris, Chiu, & Benet-Martinez, 2000). How shared

representations spread geographically and develop over time is also under-

investigated (see Kashima, 2000; Latané, 1996). One way to understand how

shared representations spread and evolve, as Sperber (1996) suggests, is to

examine how shared representations “are cognized by individuals and how

they are communicated within a group” (p. 97). We have described how

shared representations are created, evoked, maintained and changed in the

communication process. We believe that the same interpersonal processes

in communication may account for two other important cultural processes:

(a) spatial distribution of shared cognitions, and (b) development of cul-

ture-specific cognitive style.

Spatial Distribution of Shared Cognitions

Thus far, our analysis has been restricted to dyadic communication. Yet

there are reasons to believe that dyadic communication within a collective

could result in systematic spatial distribution of shared representations,

which will ultimately lead to formation of complex systems of social repre-

sentations often referred to as cultures (Latané, 1996). In general, the op-

portunity to communicate increases with physical proximity. People are

more likely to communicate with people in the same neighborhood or

workplace than with people living far away. When people communicate

with others, shared representations are established. As communication

continues, there is a tendency for sets of beliefs, values, and practices to

become spatially differentiated (or clustered). In addition, previously unre-

lated beliefs, values, or practices would become strongly associated (or

correlated) and relatively homogeneous (or consolidated). Although con-
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solidation could ultimately result in complete amalgamation, clustering pro-

tects minorities from majority influence, thus ensuring continuing diversity.

Latané and his colleagues (Huguet, Latané, & Bourgeois, 1995; Latané &

Bourgeois, 1996; Latané & L’Herrou, 1996) simulated these processes of cul-

ture formation in a series of computer-mediated human communication

games using the electronic mailing system. They organized participants in

these studies into groups of 24 and informed them of the majority opinions.

Each participant could communicate with only a fixed number of individu-

als (approximating physical constraints in real life). Over a number of elec-

tronic sessions, clusters of opinions were formed along group boundary.

Within each communication group, opinions were more homogeneous and

previously uncorrelated issues were correlated. However, at the end of the

studies, even with incentives to agree with the opinions of the majority,

there still remained pockets of different opinions.

Similar results were obtained in a 3-year longitudinal study of political so-

cialization of business and social science students (Guimond & Palmer, 1996).

In this study, over time, social sciences students became more likely than

business students to attribute poverty and unemployment to systemic fac-

tors. Furthermore, beliefs about different causes of poverty that were unre-

lated in the first year became related in the third year. Toward the end of

their studies, students developed social representations that are more struc-

tured and typical of their counterparts in their respective academic areas.

Spatial distribution of shared representation not only is observed within

the realm of attitude but also has behavioral manifestation. Crandall (1988)

found evidence for shared representation of the suboptimal behavior of

binge eating within college sororities. Relative to responses collected at the

beginning of a semester, participants’ binge eating behavior was found to

be more like that of their friendship group by the end of the semester, after

prolonged and intense contact for 7 months. Furthermore, each of the so-

rorities had its own distinct pattern of binging, and residents were sanc-

tioned for not sharing the “binging standard.”

In short, these studies illustrated how interpersonal communication

could contribute to spatial distribution of shared representations and for-

mation of “cultures.”

Development of Culture-Specific Cognitive
Differentiation

Recall the unsuccessful attempts to relate color codability to color mem-

ory. Lantz and Stefflre (1964) have criticized the codability research for its

sole emphasis on the role of dictionary words and/or grammatical catego-

ries and for its negligence of the productivity of language. They submitted

that color codability will predict differential color memory only when the
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former “reflects communication differences” (p. 480). To test this idea, they

correlated color recognition memory of one group of participants with com-

munication accuracy, color-naming agreement, and brevity of descriptions

established with other groups of participants. Communication accuracy

was established by first asking a group of encoders to name an array of col-

ors so that a friend can pick out the colors later. Then another group of par-

ticipants were shown the naming messages and asked to pick out the target

colors. A communication accuracy score for each color was derived from

how well the naming messages can accurately communicate the color to

the decoders. In a second experiment, participants were asked to perform a

color recognition memory task. As expected, recognition performance was

most significantly and positively correlated with communication accuracy.

Later studies found that a color’s communicability affects its recogniza-

bility independent of its focality (Garro, 1986; Lucy & Shweder, 1979, 1988).

These findings highlight people’s better memory for referents that can be

communicated accurately.

Recall that in the Krauss et al. (1968) experiment, when participants de-

scribed a color to another person, they tended to use high-frequency words

and avoid idiosyncratic expressions. In other words, they tended to use ex-

pressions that were widely shared in the culture. That is, reliance on cultur-

ally shared representations facilitate communication accuracy.

When people communicate about a particular state of affairs frequently,

the communication process would entail an eventual establishment of

shared representations of that state of affairs. Schaller, Conway, and Tan-

chuk (2002) demonstrated the close relation between communicability and

shared representations (stereotypes) of African Americans. Using as their

basis stereotype studies conducted over six decades, Schaller et al. (2002)

calculated the extent to which specific traits persisted as stereotypic over

time. It was found that the likelihood of a target trait being used in commu-

nication (an index of communicability) predicted persistence. We contend

that established shared representation, in turn, would aid communication

accuracy and efficiency. In addition, people would also develop better

memory for that state of affairs, and hence the positive correlation between

communication accuracy and memory.

Cultures may very well differ in how frequently a particular state of af-

fairs is communicated. If frequency of communication is indeed linked to

communication accuracy and memory, cultures may differ in how well a

particular state of affairs can be accurately communicated and memo-

rized. Because there is no basis for expecting that the positive relation

between communication accuracy and referent memory to be different

cross-culturally, different cultures should find different representations of

the environment more, or less, easy to communicate and less, or more,

difficult to memorize.
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A cross-language study reported by Stefflre, Vales, and Morley (1966)

provided evidence for these expectations. The investigators collected com-

munication accuracy and recognizability data for a set of color chips from

native Spanish speakers and native speakers of Yucatec (a Mayan lan-

guage). The correlation between communication accuracy and recognition

accuracy was .45 in the Yucatec-speaking sample and .59 in the Spanish-

speaking sample. Both correlations were statistically reliable. However, the

correlation between communication accuracy in Spanish and communica-

tion accuracy in Yucatec was insignificant. That is, speakers of different lan-

guages remembered different colors better.

In short, the evidence is consistent with the idea, which is summarized in

Fig. 4.2, that frequency of communication may contribute to the emergence

of culture-specific cognitive differentiation of the “kaleidoscopic flux of im-

pressions.”

CONCLUSION

We began this chapter by introducing the provocative ideas contained in

the Whorfian hypothesis. By linking culture to static features of languages,

Whorf espoused a deterministic view of culture. In other words, each cul-

ture is determined by the language its members speak to represent the real-

ity in a particular manner. As Whorf (1956) put it:

Every language is a vast pattern-system, different from others, in which are

culturally ordained the forms and categories by which the personality not

only communicates, but also analyzes nature, notices or neglects types of re-
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lationship and phenomena, channels his reasoning, and builds the house of

his consciousness. (p. 252)

Similar rhetoric is often found in contemporary cultural psychological

research, which seeks to locate the origin of cultural differences in meaning

construction in some static, essential qualities of cultures (e.g., thinking

style, core values). In this chapter, we present a different approach to the

psychological foundation of culture, which emphasizes the interpersonal

processes that create, activate, maintain, and modify the shared represen-

tations. In this approach, culture is shared, evolving, and spreading. We

hope that this approach will provide a new direction to explore the social

psychological processes that give rise to these dynamic qualities of culture.
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In recent years, there has been growing interest in the link between culture

and human cognition. For the most part, this research has focused on the

various ways in which culture, or specific aspects of cultural knowledge, af-

fects cognition and the different meanings one may draw from surrounding

physical and social stimuli depending on one’s cultural perspective (Hong,

Morris, Chiu, & Benet-Martinez, 2000; Miller, 1999; Tomasello, 2000). What

has received less attention, however, is the ways in which human cognition,

and motivational effects on cognition in particular, influence the formation

of cultures and the perpetuation of particular cultural norms or patterns.

Merriam-Webster’s Collegiate Dictionary (1998) defines culture as “the cus-

tomary beliefs, social forms, and material traits of a racial, religious, or so-

cial group.” Similarly, culture can be defined as “the shared beliefs, values,

traditions, and behavior patterns of particular groups” (Berry, Poortinga,

Segall, & Dasen, 1992). In many cases, the group is reciprocally defined by

the culture such that it is characterized by the shared knowledge, shared

set of assumptions, and fundamental beliefs that the members of the group

hold in common.

There exists a fundamental connection between culture and the human

need to know, or to possess a set of valid opinions, attitudes, or beliefs. Ac-

cording to Leon Festinger (1954), physical reality rarely affords objective

standards for validating one’s personal opinions, beliefs, and attitudes.

Therefore, people attempt to obtain validation by comparing and adjusting

their personal opinions, beliefs, and attitudes to those of others. This ad-
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justment often can be seen among recent immigrants who try to fit in and

make sense of their new environment by absorbing or adopting, at least to

some extent, the norms and values of the new land. This quest for a “social

reality” (Festinger, 1950) promotes a general uniformity, or interpersonal

consistency, in the basic beliefs and norms among members of a particular

community.

Indeed, human beings are social in their very essence and, therefore, all

human knowledge is essentially shared, or socially constructed, knowledge.

The values, attitudes, beliefs, and behavioral norms shared by members of a

cultural group derive from basic social processes, such as social comparison,

attempts to influence others, or, in some cases, the readiness to be influ-

enced by others. As the Asch (1956) conformity experiments demonstrate,

when faced with disagreement from others, an individual’s own judgments

about what appears to be obvious can often be shaken. Similarly, anecdotal

evidence suggests that in totalitarian states (like the former Soviet Union or

Nazi Germany) that engulf the populace with propagandist messages, many

citizens soon begin to question their once deeply ingrained notions and be-

gin to espouse the beliefs and values that the state makes so accessible and

compelling. Thus, fundamental socio-psychological processes such as social

influence, social comparison, or the pressures toward opinion uniformity

may drive the development of shared beliefs, values, and traditions that cul-

ture consists of. The extent of their impact and the rate at which a homoge-

neous culture may develop would depend on the cognitive needs of mem-

bers of a particular collectivity at a given time.

NEED FOR COGNITIVE CLOSURE

A motivational construct of potential relevance to the psychological proc-

ess underlying the development of culture is the need for cognitive closure

(Kruglanski, 1989; Kruglanski & Webster, 1996; Webster & Kruglanski, 1998).

This particular need has been defined as a desire for “an answer to a ques-

tion on a given topic, any answer, . . . compared to confusion and ambigu-

ity” (Kruglanski, 1990, p. 337).

The need for closure differs from the more general need to know, men-

tioned earlier, in that the latter seeks to attain a set of valid opinions, atti-

tudes, or beliefs, whereas the former merely seeks to attain an answer that

will reduce ambiguity or uncertainty. That is, the validity or accuracy of

what is “known” when one seeks to satisfy a need for closure is secondary

to the more pressing goal of being able to stop thinking about the issue. In

fact, the concern for veridicality or the “fear of invalidity,” as it has been

called (Kruglanski, 1989), is known as one of the major factors that may

lower the need for closure (cf. Kruglanski & Freund, 1983).
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The need for closure is assumed to vary on a continuum from a strong

desire for closure to a strong wish to avoid closure. The desire to attain

cognitive closure is assumed to arise when extended information process-

ing is subjectively costly, or when the perceived benefits of possessing clo-

sure are high. For instance, a lack of closure may connote the necessity to

process information further, and this may be seen as costly under certain

circumstances, such as when an individual is subjected to time pressure

(Heaton & Kruglanski, 1991; Kruglanski & Freund, 1983; Richter & Krug-

lanski, 1998) or environmental noise (Kruglanski & Webster, 1991; Krug-

lanski, Webster, & Klem, 1993), when he or she anticipates a more alluring

task (Webster, 1993), or when he or she is fatigued (Webster, Richter, &

Kruglanski, 1996). Consequently, this need may be subject to a host of situa-

tional influences, as well as representing a stable dimension of individual

differences stemming from the tendency to generally value closure (i.e.,

perceive it as highly advantageous) and to find its absence aversive. The

presence of stable individual differences in the need for closure has been

assessed by the Need for Closure Scale (Webster & Kruglanski, 1994);

scores on this instrument cross-validated the situational inductions of this

need across a variety of cognitive and social tasks (for reviews see Krug-

lanski et al., 1997; Kruglanski & Webster, 1996; Webster & Kruglanski, 1998).

The Need for Closure Scale has been translated into several European and

Asian languages and was shown to exhibit comparable psychometric prop-

erties across its various translations (Mannetti, Pierro, Kruglanski, Taris, &

Beznovic, 2000).

The need to avoid closure is assumed to arise when the perceived costs

of closure or cognitive commitment are high, for example, when there are

perceived benefits to delaying decisions or judgments or disadvantages to

arriving at erroneous conclusions. For example, the need to avoid closure

would arise when an individual experiences evaluation apprehension, feels

accountable for a decision, has a strong motivation to be accurate, is antici-

pating an imminent unpleasant task, or when the suspension of judgment

may appear to be the most desirable option under the circumstances

(Kruglanski & Freund, 1983; Kruglanski & Webster, 1996; Richter & Krug-

lanski, 1997, 1998; Webster, 1993; Webster et al., 1996).

According to need for closure theory, individuals high in the need for

closure have a tendency to seek immediate and permanent answers, desir-

ing not only to form judgments urgently, but also to attain transsituation-

ally stable rather than transitory answers (Kruglanski & Webster, 1996).

Therefore, the need for closure may elicit premature “seizing” and “freez-

ing” on the most accessible cues or information, and the tendency to

underadjust one’s judgments based on less accessible, albeit still relevant,

cues or information. Thus, a motivation for cognitive closure may increase

a person’s tendency to encode situational information in terms of momen-
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tarily accessible inference rules, and reduce the tendency to search for al-

ternative relevant constructs (Kruglanski, 1989, 1990). Moreover, the need

for closure may induce a bias toward permanent knowledge. This may in-

duce a preference for abstract knowledge that affords permanence (or con-

sistency) across situations, and for consensual knowledge exhibiting stabil-

ity or consistency across persons.

The need for closure plays a major role in knowledge formation proc-

esses in that it brings to a halt the (potentially endless) cycle of doubt

involving the generation of hypotheses that compete with one’s current

assumption and their testing against relevant data. If culture essentially

consists of shared knowledge (on matters of values, customs, and world be-

liefs), the need for closure should form a key factor in the formation of cul-

ture as well.

The epistemic goal of cognitive closure is relevant to culture in two ma-

jor ways. First, it sets in motion the processes of culture building, or the

construction of common social realities that provide epistemic stability for

members of a group. Research examining the antecedents and conse-

quences of the need for closure has highlighted the effects of epistemic

goals on numerous interpersonal processes that relate to the emergence of

culture, including majority and minority group behavior, social influence,

political ideology, and interpersonal communication. The need for closure,

however, not only plays a role in the formation or emergence of cultures,

but also constitutes a dimension along which cultures may differ in a man-

ner that affects both their inner workings and their relations to other cul-

tures. That is, the need for closure has an impact on the perpetuation of cul-

tural norms or patterns over time within and between particular cultural

groups. This chapter discusses both types of relevance of need for closure

to culture, drawing on examples and research findings from our past and

recent work.

THE DEVELOPMENT OF CULTURE:
NEED FOR CLOSURE AND CONSENSUS STRIVINGS

Perhaps of most immediate relevance to the formation and perpetuation of

culture is our research indicating that a heightened need for closure in-

duces in individuals the quest for consensus. Active engagement in consen-

sus building with regard to a group’s basic attitudes, beliefs, values, or prin-

ciples is one of the primary forces behind the emergence of culture. Our

experimental research indicates that the need for closure contributes sig-

nificantly to the pursuit of group consensus.
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Consensus Building

Participants in a series of experiments by Kruglanski et al. (1993) demon-

strated a greater desire for consensus with their partner regarding a ver-

dict on a legal case when they were either dispositionally high (vs. low) in

the need for closure or when they were situationally placed under high (vs.

low) need for closure via the presence (vs. absence) of ambient noise. In

some cases, attaining consensus compelled the participant to exert influ-

ence over the partner, and in other cases, the participant allowed him- or

herself to be so influenced. That is, the way participants went about form-

ing consensus varied depending on whether or not they initially had a suffi-

cient informational base on which to “seize” and “freeze” prior to engaging

in deliberation with their partner. Those who did not have a prior crystal-

lized opinion were more amenable to their partner’s arguments and ready

to shift their own verdict when under high (vs. low) need for closure,

whereas those who did have prior crystallized opinion were more resistant

to changing their verdict. Thus, a high need for closure in some cases influ-

enced participants’ openness to persuasion and in other cases induced

greater persuasion attempts directed at the partner, both in the interest of

forming a strong and reliable consensus.

The attainment of shared values, attitudes, beliefs, and behavioral norms

characteristic of a cultural group is driven in large part by these types of

subtle pressures among group members to attain consensus on key issues

central to the cultural identity. For example, cultures with a distinct relig-

ious foundation exemplify this tendency by valuing those who take on an

active role in persuading other group members to subscribe to the basic

tenets of the faith, by either serving as role models (e.g., a nun or monk), ac-

tively imparting these principles to others (e.g., parochial school teacher),

or doling out judgments or punishments to those who do not abide by the

values or beliefs central to that culture (e.g., a priest, a religious court).

Even beyond the self- and community-appointed deliverers of cultural

messages, the increased attempts at persuasion that can be seen among

groups high in the need for closure may contribute, in part to the develop-

ment of localized patterns of consensus in attitudes, values, practices, and

identities, which ultimately become interpreted as subcultures. According

to Latané’s dynamic social impact theory (1996), individuals located in

a particular space reciprocally and recursively influence one another

through communication processes. Ultimately, such processes help form

self-organized subcultures consolidated around a set of cohesive social at-

tributes and correlated attitudes, values, and norms that become the “gen-

eral public opinion” of the larger social system (Lavine & Latané, 1996). Ac-

cording to the present analysis, the need for closure may contribute to the

formation of such subcultures.
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Eliminating Obstacles to Consensus

When neither changing one’s own opinion nor changing the opinion of the

other appears desirable or possible, groups under high need for closure

may redefine the group boundaries by rejecting the opinion deviates (Fes-

tinger, 1950; Schachter, 1951), thereby attaining consensus by exclusion. If

the desire for consensus is augmented by the need for closure, so should

be the tendency to expel and/or downgrade dissenters from the common

view. Kruglanski and Webster (1991) conducted a series of experiments ex-

amining this issue and found, indeed, that group members whose need for

closure was experimentally heightened (via time pressure or a noisy envi-

ronment) tended to denigrate opinion deviates and positively evaluate the

conformists who contributed through their activities to the emergence of a

group consensus. In real-world cultural groups, such as certain religious

cultures, rejection of the opinion deviate can occur via subtle ignoring, de-

nunciation, or more blatant ostracism or excommunication from the group.

THE PERPETUATION OF CULTURE:
NEED FOR CLOSURE AND THE MAINTENANCE
OF CONSENSUS

Once a certain degree of consensus has been attained within a particular

group or community and the essential identifying components of the cul-

ture have been established, a number of intrapersonal, interpersonal, and

intergroup processes come into play to help ensure the perpetuation of

those established cultural norms. The need for cognitive closure may affect

these processes as well.

In-Group Favoritism

The desire for consensus among persons high in the need for closure invests

the in-group with particular value as a source of closure (after all, one cannot

have consensus with all of the people, hence the delimitation of one’s refer-

ence group is a practical inevitability). If so, one may expect that persons

high (vs. low) in the need for closure will manifest a particularly pronounced

degree of in-group favoritism. Similarly, to the extent that the out-group is

contrasted to the in-group, high (vs. low) need for closure individuals may

manifest a particularly pronounced degree of out-group derogation.

In support of this contention, Shah, Kruglanski, and Thompson (1998)

found in a series of experiments a more pronounced in-group bias and

more pronounced out-group derogation among groups high in the need for

closure (as measured by the Need for Closure Scale and manipulated via
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time pressure). These tendencies were manifested both in enduring “real-

world” groups (participants’ ethnic group memberships) and in “artificial”

groups created in the laboratory. The Shah et al. (1998) findings were re-

cently replicated in an additional set of five studies drawing on various real-

world groups in the United States and Italy (Kruglanski, Shah, Pierro, &

Mannetti, 2001).

The mere experience of inclusion in one group and exclusion from an-

other, no matter how baseless or insignificant, is often sufficient to induce

the in-group bias phenomenon (Allen & Wilder, 1975; Tajfel, Billig, Bundy, &

Flament, 1971). Indeed, the in-group bias is so highly pervasive that it can

be considered a fundamental social component of almost any type of

group. Although its strength may vary across cultural settings (Bond, 1988),

its presence appears practically universal (Smith & Bond, 1993; Stephan &

Stephan, 1996). The findings of Shah et al. (1998) and Kruglanski et al. (2001)

suggest that at least one source of the ubiquitous in-group bias is the funda-

mental importance of in-groups as a source of social reality for their mem-

bers, whose value is augmented as a function of members’ need for cogni-

tive closure.

The Allure of Self-Resembling
and Homogeneous Groups

Building on our earlier findings, further research examining the in-group

bias demonstrated that its occurrence depends to some extent on the na-

ture of the in-groups and the out-groups and in particular on the degree to

which membership of these groups appears to be self-resembling and ho-

mogeneous. Self-resembling groups may be perceived as particularly likely

providers of consensus and hence they should be appealing to high need

for closure members (Kruglanski et al., 2001). Because in-groups are typi-

cally perceived as more self-resembling than out-groups, it is possible that

the greater in-group favoritism and out-group derogation manifested by

high (vs. low) need for closure individuals is in part due to their differential

self-resemblance. Data from the Kruglanski et al. (2001) research are consis-

tent with this implication. In this research, once the differential self-re-

semblance of in-groups versus out-groups was controlled for, the extent of

in-group favoritism/out-group derogation was significantly attenuated.

Furthermore, because diversity (in personal characteristics, ethnic

group membership, etc.) may bode ill for the likelihood of attaining and

maintaining consensus within a group, members with a heightened need for

closure not only may be less favorably disposed to in-groups whose compo-

sition is diverse, but also less adversely disposed to homogeneous out-

groups. That is, an out-group with a high internal similarity of opinions

would appear more attractive and derogated less by individuals high (vs.
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low) in the need for closure. Kruglanski et al. (2001) found consistent sup-

port for this proposition in a series of studies conducted with various natu-

ral groups in the United States and Italy.

Need for Closure and the Homogenization of Culture

The heightened in-group favoritism and out-group derogation commonly

found in emerging subcultures serves to solidify the group consensus and

establish a homogenized culture that is secure, and thus appealing, to the

group members who are high in the need for closure. Specifically, a height-

ened need for closure promotes a tendency to “seize” on one’s most highly

accessible cognitive constructs and then “freeze” on these constructs in or-

der to cease the unsettling and often effortful attempts to process novel in-

formation in the face of uncertainty. When a group is under a high need for

closure, collective adherence to the most accessible constructs may lead

to homogenization of the culture around pervasively accessible cultural

norms and ideals.

Consistent with this implication, Kruglanski and Freund (1983) found that

the tendency to adhere to cultural stereotypes (i.e., regarding the charac-

teristics of Sephardi vs. Ashkenazi Jews) is augmented under a need for clo-

sure induced by time pressure. According to the present perspective, ster-

eotypes are highly accessible constructs that can be readily applied to an

individual fitting any of the stereotyped group’s characteristics without

having to expend the effort that is required when attending to individuating

characteristics. In support of this, Schaller, Boyd, Yohannes, and O’Brien

(1995) observed that the need for closure (as assessed by the Personal

Need for Structure measure; Neuberg & Newsom, 1993) increases the ten-

dency to form stereotypes on the basis of false information. An interesting

implication of this finding is that when a group judges out-group members

predominantly on the basis of stereotypes, it not only creates a perceived

homogenization of the out-group (because all out-group members are

thought to share common characteristics), but a homogenization of the in-

group as well. That is, to the extent that all group members view individuals

outside of their group in a similar way and in accordance with an agreed-on

set of characteristics, diversity in views, beliefs, attitudes, and opinions

within the in-group is virtually eliminated.

Beyond stereotyping, the tendency to “seize” and “freeze” on highly ac-

cessible information and insufficiently adjust judgments to take into ac-

count less accessible, although quite relevant evidence, also has been dem-

onstrated in studies that have shown more pronounced primacy effects in

impression formation (Heaton & Kruglanski, 1991; Kruglanski & Freund,

1983; Webster et al., 1996), and a greater likelihood of committing the “fun-

damental attribution error” (Webster, 1993) among individuals high in the
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need for closure. Each of these phenomena increases the likelihood that in-

dividuals in one cultural group will make simplified judgments of members

of other cultural groups, whether in relying on first impressions, in judging

others on the basis of group-stereotypes rather than individuating informa-

tion, or in attributing others’ actions to inherent personal traits rather than

situational circumstances. Thus, relying on culturally accessible constructs

and simplified stereotypes in forming impressions of others helps contrib-

ute to the derogation of out-groups and the evolution of a relatively homo-

geneous in-group culture with high internal consensus and limited ambigu-

ity or uncertainty.

Need for Closure and the Affirmation
of Cultural Values: Terror Management Effects

To the extent that a group can derogate the norms, attitudes, and beliefs of

out-groups, the greater the assurance in-group members will have regard-

ing the value of their own cultural group and its associated beliefs, atti-

tudes, and norms. One of the most interesting findings in recent social psy-

chological research is the effect of mortality salience on the affirmation of

one’s own cultural values, often at the expense of the beliefs of other cul-

tural groups. Working under the aegis of terror management theory,

Rosenblatt, Greenberg, Solomon, Pyszczynski, and Lyon (1989), for exam-

ple, proposed that the abject terror evoked by the sheer prospect of one’s

own mortality increases the need to perceive one’s existence as meaningful

and hence to increase the degree to which one upholds and glorifies one’s

cultural values (as a source of “meaning”). It is plausible to assume, more-

over, that mortality salience increases one’s existential uncertainty, which

in turn may heighten one’s need for closure. Thus, the increased adherence

to one’s cultural values under mortality salience may represent not only

the need to perceive one’s existence as meaningful, but also a defense

against uncertainty and the tendency to embrace culturally shared reali-

ties. Indeed, similar to the rejection of deviates observed under high need

for closure (Kruglanski & Webster, 1991), Rosenblatt and colleagues (1989)

demonstrated that mortality salience increases the intolerance and hostil-

ity toward those who threaten one’s cultural values or worldviews.

Need for Closure Magnifies Cross-Cultural Differences

The adherence of high need for closure persons to their accessible concep-

tions, values, and ideals may magnify the differences among cultures be-

yond the extent to which they initially existed. A series of studies on this is-

sue was recently conducted building on the notion that North Americans

and Chinese persons possess differing implicit social theories, such that the
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North Americans conceive of individuals as autonomous agents and the Chi-

nese tend to conceive of groups as autonomous agents (Chiu, Morris, Hong,

& Menon, 2000). The experimental findings indicated that a high need for

closure (as measured by the Need for Closure Scale or manipulated via

time pressure) caused participants to rely more on implicit theories de-

rived from acculturation, such that North American participants under high

(vs. low) need for closure increased their attributions to personal but not

group dispositions, whereas Chinese participants under high (vs. low) need

for closure increased attributions to group but not personal dispositions.

Thus, need for closure was found to polarize or make more extreme the dif-

ferences among cultural viewpoints, as persons under high (vs. low) need

for closure were found to become more prototypical of their cultural

modes of thought and judgment.

Need for Closure and Communication
Between Cultures

The tendency induced by a high need for closure to adhere to one’s cul-

tural viewpoints may pose obstacles to effective communication insofar as

the latter requires appreciation of one’s conversation partner’s perspec-

tives. In communication theory, this is known as “audience design” and the

establishment of “common ground” with one’s communication partners

(Clark, 1985; Clark & Murphy, 1982; Krauss & Fussel, 1996). If one is too en-

meshed in one’s own point of view, or is too communicatively “autistic,” the

message will fall flat and fail to register with the listener. We (Richter &

Kruglanski, 1999) recently conducted an experiment in which these notions

were submitted to an empirical test. We employed a referential task in

which participants were given a set of abstract figures and were asked to

describe them so that either they themselves (in the nonsocial condition)

or another person (in the social condition) will be able later to match the

figures to the descriptions. Although no differences due to need for closure

appeared in the nonsocial condition, they did significantly emerge in the so-

cial condition. Specifically, other-directed messages produced by high (vs.

low) need for closure individuals (measured by the Need for Closure Scale)

were briefer and more idiosyncratic (or figurative). As a consequence, they

were less successfully decoded by their recipients. These findings support

the notion that need for closure may impede effective communication in sit-

uations where the conversation partners depart from different perspectives

on a given subject matter. When under a high need for closure, speakers

may tend to “seize” and “freeze” on their own views and perspectives, ex-

hibiting a self-centered bias, such that they fail to sufficiently modify their

communications to suit the divergent perspectives of their audience. This

may produce communication failure, culminating in serious misunderstand-

ings, perpetuation of conflict, and ultimate alienation of outside groups.
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In the same vein, a high need for closure can produce difficulties in nego-

tiation attempts. This was demonstrated in a series of experiments by de

Dreu, Koole, and Oldersma (1999), who found that dispositionally high (vs.

low) need for closure negotiators were more likely to “seize” and “freeze”

on key focal points in the topic of negotiation and on stereotypic informa-

tion when discussing the possibility of making concessions. Thus, even

when a cultural group is motivated to open communications with an out-

group, the effectiveness of such attempts might be limited by a high need

for closure.

An example of this can be seen in the recent Middle East peace talks

where the negotiating parties come from disparate cultural backgrounds

and worldviews. The political climate surrounding the negotiations un-

doubtedly has a sense of urgency, placing the negotiating parties under a

heightened need for closure. Indeed, despite numerous attempts to attain

concessions acceptable to all involved, the progress of the negotiations has

been stymied by long-held stereotypes and an inability to move beyond the

attitudes, beliefs, and perspectives upon which the negotiators’ cultures

have been “frozen” for many decades.

Indeed, efforts to reduce intergroup prejudice occasionally involve the

bringing together of conflicted parities in a stress-free environment that

would allow them to communicate more effectively and ultimately gain an

appreciation for each other’s beliefs, customs, and values. To this end, the

Seeds of Peace program brings together Palestinian and Israeli teenagers

each summer in a neutral camp setting in Maine to allow them to get to

know one another in a manner that supercedes the common stereotypic de-

scriptions that each group has grown up believing. Without such efforts, ig-

norance, hostility, lack of appreciation for alternative cultures, and ineffec-

tive communication, all brought on by fear of uncertainty and of the

unfamiliar, may perpetuate the gap between different cultural groups, and

hinder the resolution of conflicts.

NEED FOR CLOSURE AND THE EMERGENCE
OF PARTICULAR CULTURAL PATTERNS

The desire of groups with a heightened need for closure to attain consen-

sus may express itself in certain systematic ways that not only contribute

to the emergence of a unique culture, but also play a defining role in the

specific patterns a particular culture may assume. That is, a sense of uncer-

tainty or instability stemming from a group’s unique circumstances may

motivate members of a cultural group to limit their openness to diverse

views and opinions that might threaten their sense of certainty. For exam-

ple, members of a cultural group functioning in a state of motivated closed
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mindedness that derives from a high need for closure tend to succumb to

autocratic leadership, lean toward conservative points of view, and pro-

mote collectivist (vs. individualistic) attitudes and behaviors.

Motivated Closed Mindedness and the Emergence
of Autocracy

Because consensus is at a particular premium under a heightened need for

closure and the fear of uncertainty is so strong, one may expect the emer-

gence of high authoritarianism among members of a cultural group who are

high in the need for closure. Indeed, research suggests that stress (a condi-

tion that often brings on a sense of uncertainty and thus a need for closure)

is related to higher levels of authoritarianism (Korten, 1962). Rosenbaum

and Rosenbaum (1971) demonstrated that subjects attempting to complete

a task under stressful conditions performed best under authoritarian (vs.

democratic) leadership and enjoyed the task more when it was structured

(vs. unstructured).

Group members living under stressful circumstances and thus hungering

for a sense of certainty will be more willing to give over their freedoms to

an autocratic leadership. This is because an autocratic leadership and deci-

sion structure in a group may contribute to the quick emergence of consen-

sus (consisting, simply, of the acceptance of a leader’s opinion). Because of

the extensive discussion and debate characteristic of egalitarian or demo-

cratic structures, they may be characterized by a lack of consensus or a sta-

ble social reality; they may be more open to innovation and to change that

may constitute a threat to high need for closure persons.

Recent experimental research supports this notion by demonstrating that

groups whose members are under a heightened need for closure (either

dispositionally or when manipulated via time pressure) tend to be more au-

thoritarian and more likely to allow for the development of an autocratic de-

cision-making structure (Pierro, Mannetti, De Grada, Levi, & Kruglanski,

2000). This is evidenced in groups whose members are high in the need for

closure by greater asymmetry in members’ tendency to control or dominate

the group discussion and the greater perception among group members that

these dominating individuals exerted the greatest influence over the group’s

decision. Specifically, in-groups whose members were high (vs. low) in the

need for closure with an autocratic interaction style were more conversation-

ally dominant as well as influential than less autocratic members. In addition,

groups under high (vs. low) need for closure showed greater asymmetry

among members in the degree of centrality of certain members within the

group, the degree to which they participated in the group process and were

accorded attention or prestige. That is, in high (vs. low) need for closure

groups, certain members were more likely to become the centers of in-going
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and out-going communications than were others. Furthermore, in a study ex-

amining the effect of the need for cognitive closure on group interaction dur-

ing collective negotiations, dispositionally high (vs. low) need for closure

groups demonstrated greater uniformity pressures and less egalitarian group

participation (De Grada, Kruglanski, Mannetti, & Pierro, 1999). Briefly then,

under conditions where group members were high in the need for closure,

they demonstrated behaviors that seemed to encourage the emergence of an

autocratic or hierarchical leadership.

The presumed high need for closure and tendency toward authoritarian-

ism in German society in the earlier part of the 20th century, and the subse-

quent rise to power of Hitler can be seen as real-life evidence of the emer-

gence of an autocratic leadership structure under high need for closure. It

may not be too much of a stretch to propose that in real-world situations,

characterized by considerable turmoil or uncertainty, such as war, revolu-

tion, or significant downturns in the economy, group members’ need for

closure may soar and a group culture will emerge that centers around an

autocratic leadership.

Motivated Closed Mindedness and the Tendency
Toward Conservatism

In addition to a greater tendency toward authoritarianism and support of

an autocratic leadership, a heightened need for closure, which induces an

in-group bias and a reluctance to change the group norms, may foster a rel-

atively closed, traditionalist society. Indeed, research examining political

conservatism and motivated social cognition indicates that the need for clo-

sure and conservatism are positively related (Jost, Glaser, & Kruglanski,

2000; Jost, Kruglanski, & Simon, 1998; Kemmelmeier, 1997). That is, conser-

vatism, defined as “the disposition and tendency to preserve what is estab-

lished” or “opposition to change” (Webster’s New International Dictionary,

1958, p. 568) may arise in situations in which the individuals experience a

heightened epistemic, existential, and ideological need to resolve uncer-

tainty, preserve what is familiar, and reject the unfamiliar. In a series of ex-

periments, Jost and colleagues (1998) found that liberals were more likely

to demonstrate tolerance and conservatives were more likely to demon-

strate derogation (via personal evaluations) of an exchange student who es-

poused anti-American attitudes, and that this difference was significantly

greater under high (vs. low) need for closure, manipulated by the presence

(vs. absence) of environmental noise. Thus, increasing the need for cogni-

tive closure appears to increase reliance upon chronically accessible ideo-

logical attitudes.

In real-world situations, cultural groups that are threatened by uncer-

tainty or change may be more likely to cling to traditional or conservative
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worldviews. Thus, following the upheavals of World War II, American soci-

ety in the 1950s epitomized conservatism. Similarly, following the social

change and political turmoil of the 1960s and 1970s, conservative move-

ments began to experience something of a renaissance. Within the United

States, local and national politics have undergone a shift such that a more

conservative agenda has entered mainstream politics. This ideological

trend corresponds with renewed emphasis on traditional religious values in

our country. Indeed, in the most recent political elections, religious faith

has become a major focus and source of identity for the candidates. To the

extent that moderate conservatism has become more in vogue in main-

stream American politics, more extreme versions of it are cropping up

among right-wing fringe groups with high levels of economic and social in-

stability, and a consequent high need for closure. Indeed the “Militia Move-

ment” and various “White Supremacist” groups place a strong emphasis on

traditional religious and social values as well as racial and ethnic (i.e., out-

group) intolerance. Such groups are more likely to be found in areas of the

country with greater economic instability or loss of jobs due to new immi-

grant populations, making these areas comfortable breeding grounds for a

high need for closure and, consequently, for the development of right-wing

cultural worldviews.

The need for closure can influence the level of conservatism or tradition-

alism of cultural groups in several ways. First, when members of a different

cultural group come to live among a dominant or majority cultural group,

they may subtly begin to influence or change the existing cultural norms, in-

creasing uncertainty about “what is right” and putting the majority group

members under a high need for closure. Thus, areas that have become

home to increasing numbers of immigrants, minority racial groups, or mem-

bers of minority religious groups are often plagued by right-wing violent ac-

tivity. This can be seen in recent years in many (Western and Southern) Eu-

ropean countries as waves of immigrants (from Eastern Europe, Africa, or

Asia) have begun to make their homes in these formerly culturally homoge-

nous lands.

Tendencies toward conservatism can also occur among members of an

immigrant group whose confrontation with the new and often very different

culture may foster considerable epistemic confusion and uncertainty (a kind

of “culture shock”), in turn resulting in a heightened need for closure among

the individuals concerned. As a response, the immigrants may shut them-

selves off in a cultural ghetto and resist assimilation to the general culture of

their accepting homeland. This might depend, however, on the availability of

a sufficiently numerous immigrant group to form such a cultural enclave. By

contrast, isolated immigrants who lack access to their compatriots may in-

stead work hard to learn the new cultural ways and means, and they may do

so more intensely the higher their need for cognitive closure.
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We have some preliminary data relevant to these ideas in which we treat

the degree to which Croat immigrants to Italy demonstrate nostalgia for

their old country as an inverse index of assimilation. Specifically, we find

that the immigrants who arrive in Italy in a group long for their old country

more if they are high versus low on need for closure. By contrast, Croat im-

migrants who arrive in Italy in relative isolation from their compatriots are

less likely to long for the old country if they have a higher need for closure

(A. Kosic, unpublished data, 1998).

Motivated Closed Mindedness and the Promotion
of Collectivism versus Individualism

What might a culture look like whose members are characterized by a high

need for closure? It should be a collectivistic culture (Triandis, 1995) insofar

as persons under high need for closure are typically consensus seekers, as

noted earlier. Indeed, in a recent study, L. Nishi (unpublished data, 2000)

obtained a positive and significant correlation between the need for closure

and collectivism.

Research generally points to the collectivist cultural tendencies of Asian

countries, whose citizens are more likely than those in individualistic soci-

eties to live with their larger extended families, show greater conformity to

group norms, and have more conservative social beliefs and political ideol-

ogies (Hofstede, 1980; Triandis, 1994).

Some have suggested that the predominantly collectivist culture of cer-

tain Asian societies may have emerged, in part, from an existential insecu-

rity, derived from ubiquitous uncertainties with regard to physical and eco-

nomic survival (Broadbent, 1993). This uncertainty may contribute to a

strong need for closure, as a defense against the gnawing uncertainty and

the quest for reassurance.

The tendency toward collectivism observed in Japan, for example, could

well have derived from such a need. Broadbent (1993) argued that “the

snug embrace” of long-term group membership in Japanese society pro-

vides good collective insurance against hard times. Pushing one’s own ad-

vancement at the costs of another group member runs against the grain. As

such, the desire for cultural homogeneity contributes to a lower tolerance

for diversity and individualism.

Tendencies toward collectivism and the accompanying reduced toler-

ance for deviance, although often discussed in terms of an individualistic

United States versus a collectivist Asian context, have also been found

within the United States itself. That is, although the United States is con-

sidered the prototypical individualist culture, Vandello and Cohen (1999)

found important regional differences on the individualism–collectivism di-

mension. Specifically, they found stronger collectivist tendencies in the
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Deep South compared to more individualistic tendencies in other parts of

the United States. They explained this finding by arguing that certain his-

torical factors and institutional practices, such as defeat in the Civil War,

the institution of slavery, relative poverty, and the prominence of religion,

have helped shape the South into a relatively collectivist region. These

historical and cultural factors, particularly defeat in a war, poverty, and

fundamentalist religion, could each be related to a heightened state of

psychological uncertainty, and hence to a heightened need for closure. In

addition to the Deep South, Vandello and Cohen (1999) found that Hawaii

was the most collectivist state in the country, most likely because it is sit-

uated midway between Asia and North America, and its culture reflects

strong Asian influences.

Overall, cultural groups that tend to be more collectivist are those that

are somewhat isolated (as Hawaii is geographically and the Deep South is

ideologically), suffer from economic hardship, war, or other social stres-

sors, and have somewhat of a fundamentalist religious foundation. That is

not surprising if one considers the development of collectivist cultures

through the lens of need for closure theory. Conditions of economic or po-

litical hardship, for example, serve to increase the stress and uncertainty of

individuals, heightening the need for closure and thus the tendency to cling

to social shared realities that provide firm answers and reduce ambiguity.

Individualism, by definition, engenders uncertainty and ambiguity to the ex-

tent that it stresses autonomy and independence of the self. Only under rel-

atively secure environmental conditions can people have a low enough

need for closure to venture out on their own into the ambiguous, uncertain,

and often risky realm of individualism.

Need for Closure and Economic Decision Making

One important and defining element of any culture is its economic struc-

ture. The United States, for example, is characterized in large part by its

capitalist economy, whereas the economic structure of Communist China

plays a significant role in defining Chinese cultural identity. The shape and

form of a particular economic structure and its associated sociocultural

ramifications depend on the decision-making strategies employed by mem-

bers of a cultural group. Certain economic theoretical models and the con-

sequences for economic development that they predict are similar in many

ways to need for closure theory and the consequences for cultural develop-

ment that it predicts.

According to classic economic theory, a person is always better off with

more rather than fewer choices, and based on the choices available to

them, people make rational economic decisions. This classical view of hu-

man economic behavior has been challenged in recent years by the bur-
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geoning field of behavioral economics. Behavioral economics is inspired in

large part by the decision-making theories of Tversky and Kahneman

(1987). Behavioral economists argue, among other things, that contrary to

rational decision-making processes, people do not always behave rationally

and sometimes (a) prefer fewer rather than more choices, (b) have a bias

toward the status quo, and (c) are risk averse. These tendencies are exacer-

bated under conditions of uncertainty or stress when the need for closure

is heightened and reduced during less stressful periods.

Regardless of whether the cognitive processes one engages in occur

within the realm of economics, politics, or social activities—each of which

plays an important role in defining a cultural group—a heightened need for

closure will lead a person to avoid uncertainty or ambiguity and, thus, pre-

fer fewer (rather than more) choices and what is known or safe rather than

what is not known or risky.

CONCLUSION

This chapter delineated the various ways in which a need for cognitive clo-

sure—a basic human condition that arises from the need to have a firm so-

cial reality—contributes to the emergence of culture and to the perpetua-

tion of particular cultural norms, beliefs, and behavioral patterns. Perhaps

the main underlying force linking the need for closure to the development

of culture is the drive to attain group consensus in order to reduce incon-

sistencies, ambiguities, and uncertainties in one’s beliefs. Reaching general

consensus contributes to a relatively homogenous cultural in-group, which

serves to assure members of a permanent, or at least a relatively long-term,

closure.

As a growing body of research on the need for cognitive closure demon-

strates, such a need can have profound effects on individual internal cogni-

tive processes, interpersonal communication within and between cultural

groups, and larger cultural-level processes that contribute to the unique de-

fining characteristics of particular cultural groups. The specific human phe-

nomena brought about by a heightened need for closure are manifest in

successively more encompassing levels of human functioning (intraper-

sonal, interpersonal, intracultural, and intercultural). These processes work

in concert to promote not only the emergence of a culture, but the perpetu-

ation of that culture and its unique norms and patterns.

As such, people’s own need for certainty and stability, which might de-

rive from stressful conditions, fatigue, or economic uncertainty, might in-

crease their tendency to take on the beliefs of those around them. This ten-

dency to allow oneself to be persuaded by others occurs not just with one

individual but simultaneously within many individuals in a group. At the

5. EMERGENCE OF CULTURE 117

TLFeBOOK



same time, in order to secure those beliefs and maintain the sense of clo-

sure that is so strongly desired, the group members, acting individually and

together, take steps to ensure that potential dissenters within the group

likewise adopt the larger group’s beliefs and values. At this point in the

development of the group consensus around emerging cultural norms, out-

group derogation and in-group homogenization may take place. These

group-wide efforts further affect the individual’s sense of security and cer-

tainty and the ever-increasing desire to maintain that cherished sense of

closure, perpetuating efforts toward consensus building yet further.

In a sense, there can be no culture, as this term is generally understood,

without at least a modicum of closed mindedness. Culture represents a set

of constraints upon what is believed, cherished, or valued. It represents an

elimination of possibilities, via choice and commitment. A total open mind-

edness would render culture and tradition impossible. Rather, one would

have a kind of anarchy in flux, affording little opportunity for orderly social

life. But as with any good thing, culture-promoting closed mindedness is not

without its trade-offs. As the research described here indicates, excessive

closed mindedness may undermine societal effectiveness in a variety of re-

spects. It may promote humdrum homogeneity, suppress creativity and in-

novation, foster an overidentification with one’s in-group, and foster the

derogation of alternative cultural groups. Moreover, overly closed-minded

cultural groups may tend toward autocracy and may be inimical to demo-

cratic and egalitarian ways of self-governance. Such cultures may tend to

prefer collectivism over individualism and experience difficulty communicat-

ing, negotiating with, or developing an appreciation for alternative cultural

groups. Understanding the motivational underpinnings of such counterpro-

ductive patterns, with their antecedents, dynamics, and consequences, may

help us to better achieve that ideal mix of closed and open mindedness that

assures effective societal functioning even as it upholds tradition and pre-

serves culture.
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All people acquire beliefs about how they should and should not behave.

When such beliefs are adopted by most members of a culture, they consti-

tute moral norms. How do moral norms originate and spread? Why do peo-

ple preach them and behave in accordance with them? Why are some

moral norms universal, and others relative to particular cultures? In this

chapter we argue that to answer such questions, we must attend to the bio-

logical foundations of the mental mechanisms that give rise to moral norms

and other aspects of culture.

COMMON CONCEPTIONS OF BIOLOGICAL
AND CULTURAL FOUNDATIONS OF MORALITY

If you ask laypeople where they get their morals, they will give you such an-

swers as: “Morals are taught to us at a young age by our parents directly

and by society indirectly.” “Morals are passed on to us via overt direction

(e.g., be kind to others) and less overt means, such as imitation.” “People

learn morals from social custom and conformity to group norms.” If you ask

laypeople what role inherited dispositions play in the acquisition of moral-

ity, they will probably answer, “little or none.” Indeed, most laypeople be-

lieve that to become moral, people must be taught to resist the temptations

of the flesh, to oppose their animal instincts, and to suppress or sublimate

their natural urges.
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Laypeople who harbor such “original sin” conceptions of human nature

are in good company. Consider the conclusions reached by the following

eminent evolutionary theorists:

The behavioral dispositions that produce complex social interdependence and

self-sacrificial altruism must . . . be products of culturally evolved indoctrina-

tion that has had to counter self-serving genetic tendencies. . . . The command-

ments, the proverbs, the religious “law” [i.e., moral norms] represent social

evolutionary products directed at inculcating tendencies that are in direct op-

position to the “temptations” representing, for the most part, the dispositional

tendencies produced by biological evolution. (Campbell, 1978, pp. 52–53)

Be warned that if you wish, as I do, to build a society in which individuals coop-

erate generously and unselfishly toward a common good, you can expect little

help from biological nature. Let us try to teach generosity and altruism, be-

cause we are born selfish. (Dawkins, 1989, p. 3)

An Evaluation of Cultural Indoctrination–Social
Learning Models of Moralization

It would be foolish to deny that cultural indoctrination and social learning

play important roles in the acquisition of morality. We teach children to be-

have in accordance with the moral norms of their cultures, and children

copy the moral behaviors of adults. However, in their traditional forms, cul-

tural indoctrination and social learning models of moralization fail to ex-

plain (a) where the moral norms of cultures came from in the first place, or

how they originated, (b) how people decide what norms to preach and

what behaviors to sanction, (c) why people conform to some moral norms

and deviate from others, and (d) why some norms are universal, whereas

others are unique to particular cultures.

Implicit in original sin–cultural indoctrination models of moralization is

the idea that biology and culture, or nature and nurture, constitute sepa-

rate and independent sources of behavior, each opposing the other. We

should know by now that such nature–nurture dichotomies are misguided.

Cultural indoctrination and social learning are mediated by mechanisms in

our brains, and our brains are evolved structures that are shaped by envi-

ronmental experiences. To understand how the mechanisms that produced

moral norms operate, we need to understand the adaptive functions such

mechanisms performed in ancestral environments (Crawford, 2000).

THE EVOLUTION OF MORALITY

Because moral norms pertain largely to the ways in which people should

and should not treat one another, we would expect that when the mecha-

nisms that give rise to moral norms are designed to solve adaptive prob-
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lems, these problems will be social in nature. The biological reason why

species acquire the adaptations necessary for sociality is that aggregating

and living in groups foster their fitness (that is to say, chances of surviving,

reproducing, and propagating their genes) better than living alone. Benefits

of sociality may include enhanced defense against predators (including

hostile members of one’s own species), enhanced ability to acquire food

and other resources (e.g., through group hunting and trading), and en-

hanced ability to mate. Significant among the potential costs of sociality are

increased competition for resources. Humans are among the most social of

all animals. A spate of evidence suggests that adaptations that enabled our

hominid ancestors to foster their fitness in cooperative ways played a piv-

otal role in the evolution of the human species (e.g., Leakey & Lewin, 1977;

Tooby & Devore, 1987).

Reaping the benefits of sociality and cooperation gives rise to an inevita-

ble dilemma, which the philosopher John Rawls (1971) describes well in the

opening pages of his book Theory of Justice:

Although a society is a cooperative venture for mutual advantage, it is typi-

cally marked by a conflict as well as by an identity of interests. There is an

identity of interests since social cooperation makes possible a better life for

all than any would have if each were to live solely by his own efforts. There is

a conflict of interests since persons are not indifferent as to how the greater

benefits produced by their collaboration are distributed, for in order to pur-

sue their ends, they each prefer a larger to a lesser share. (pp. 4)

Evolutionary theory leads us to expect members of groups to be evolved to

try to induce other members of their groups to behave in ways that helped

their hominid ancestors propagate their genes. One way of achieving this

goal is for members of groups to reward others when others behave in

ways that benefit them biologically, and to punish others when others be-

have in ways that reduce their chances of surviving and reproducing. An-

other way is for members of groups to persuade others to behave in ways

that advance their (the persuaders’) interests.

The Adaptive Functions of Administering Sanctions
and Making Moral Judgments

When theorists who advance cultural indoctrination models of morality as-

sert that culture or teaching is the source of morality, they are defining cul-

ture primarily in terms of the moral judgments members of cultures preach

and the moral sanctions they administer. Socializing agents teach children

to conform to the moral norms of their culture by giving them moral in-

struction, by rewarding them when they are good, and by punishing them

when they are bad. Adults induce members of their societies to conform to
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moral norms by indoctrinating them and by administering sanctions such

as ostracism, fines, and incarceration. The difference between cultural in-

doctrination models and evolutionary models is that evolutionary models

do not cast those who preach morality and administer sanctions as moti-

vated to moralize recipients for the sake of morality. Evolutionary models

view the moral judgments people preach to each other as outputs from

evolved mechanisms designed to induce recipients to behave in ways that

advanced the biological interests of senders in ancestral environments.

When people preach moral judgments to others, they are engaging in a

form of communication. Biological analyses of communication in nonhu-

man species have revealed that most of the signals animals send to each

other are manipulative, and many are deceptive (Dawkins, 1989; Mitchell &

Thompson, 1986). Humans’ large brains and resultant ability to plan, simu-

late events mentally, and take others’ perspectives (referred to as “mind

reading” by some psychologists) expand immensely their capacity to ma-

nipulate and to deceive others, as does their capacity for language. From a

biological perspective, the function of moral judgments (and other aspects

of culture) is to induce recipients to behave in ways that foster the interests

of senders (cf. Cronk, 1995; Flinn, 1997).

There are two types of moral judgment, which philosophers have la-

beled aretaic and deontic. Aretaic moral judgments characterize people or

acts as good or bad. We imagine that the precursor to the first moral judg-

ment made in the human species was some paralingual signal communicat-

ing disapproval of a selfish or harmful act, or approval of an altruistic or co-

operative act. Darwin (1871) believed that “love of praise and dread of

blame” played key roles in the evolution of morality in the human species.

From a biological perspective, aretaic moral judgments constitute social

sanctions designed to control the behavior of those who are being judged.

Deontic moral judgments prescribe that people should or should not be-

have in particular ways. People usually buttress deontic moral judgments

with reasons: “you should behave morally because. . . .” Many of the rea-

sons people invoke to support moral norms involve explicit or implicit

promises of reward or threats of punishment. Viewed biologically, such rea-

sons constitute arguments designed to persuade recipients to behave in ac-

cordance with the prescriptions they are invoked to support.

The Adaptive Functions of Conforming to Moral Norms
and Copying the Normative Behaviors of Others

It is easy to understand why self-interested senders would preach moral

norms and administer sanctions to those who uphold and violate them,

but why would self-interested recipients conform to moral norms? Evolu-

tionary theory leads us to expect an answer such as, because the mecha-
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nisms that mediate such conformity enhanced their fitness. The fitness-

enhancing benefits of a mechanism containing a decision rule such as, “re-

peat behaviors that were followed by rewards (delivered by others) and

stifle behaviors that were followed by punishment”—that is to say, a mech-

anism designed in terms of the principle of reinforcement—are obvious. A

potentially more adaptive decision rule is, “anticipate the consequences

of your acts and emit the acts with the greatest potential to advance your

interests.” Two important sources of information about potential conse-

quences are (a) promises of reward and threats of punishment, and (b)

perception of the consequences of acts performed by others. Social learn-

ing mechanisms such as vicarious learning, modeling, and conformity en-

able individuals to avoid the costs of trial and error learning. As Bandura

(1986) stated, “Because people can learn approximately what to do through

modeling before they perform any behavior, they are spared the costs

and pain of faulty effort. The capacity to learn by observation enables peo-

ple to expand their knowledge and skills on the basis of information exhib-

ited and authored by others” (p. 47). (See Boyd and Richerson, 1995, for

mathematical models comparing the fitness enhancing effects of individ-

ual learning and social learning.)

Evolutionary theorists have characterized social learning mechanisms

as “a kind of special purpose adaptation constructed to selectively acquire

information and behavior by observing other humans and inferring the

mental states that give rise to their behavior” (Henrich & Boyd, 1998, p.

217). The question is, how is this adaptation designed? Some theorists be-

lieve that evolved mechanisms that mediate modeling and conformity are

relatively undiscriminating. For example, Simon (1990) argued that a trait

he calls docility, defined as the disposition to learn what others teach you

and to believe what others want you to believe, evolved in the human

species through the enormous fitness benefits it conferred on those who

inherited it. Simon (1990) noted that the complexity of the world and

the boundedness of human rationality prohibit people from independently

evaluating every fact or suggestion they encounter. He suggested that peo-

ple can be induced to behave altruistically because the costs of conforming

to altruism-inducing words and deeds are outweighed by the “advanta-

geous knowledge and skills acquired through docility” (p. 1667). Thus, ac-

cording to Simon (1990), social learning-cultural indoctrination mechanisms

are designed in ways that induce people quite indiscriminately to conform

to the words, and to copy the deeds, of others.

Other evolutionary theorists believe social learning mechanisms are de-

signed in significantly more discriminating ways than described by Simon

(1990). For example, the biologists Flinn and Alexander (1982) suggested

that evolved social learning mechanisms are guided by the following deci-

sion rules: “imitate those who appear successful” and “behave oppositely
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to those who don’t”; “accept advice and instruction from those with an in-

terest in one’s success” and “view skeptically advice and instruction from

those with conflicting interests with regard to the topic being instructed.”

Boyd and Richerson (1985) suggested that social learning mechanisms are

affected by three “biases,” which they have labeled indirect biases, direct

biases, and frequency-dependent biases. Indirect biases are similar to the

decision rules described by Flinn and Alexander. They induce people to

copy the words and deeds of people who seem fit, are admired, respected,

of high status, wise, and so on. Direct biases induce people to evaluate

(consciously or unconsciously) the alternative beliefs or behaviors that are

available, and to select those that they believe will best foster their fitness.

The criteria used to evaluate alternative beliefs or behaviors may be geneti-

cally inherited, learned from one’s own experience, or learned from others

(Boyd & Richerson, 1985). Frequency-dependent biases induce people to

copy the words and deeds that are most frequent in the population.

Empirical evidence supports the idea that social learning mechanisms

are biased in the sorts of ways hypothesized by evolutionary theorists.

Studies have found that the probability of modeling is affected by factors

such as the similarity between the model and observer, the status of the

model, the nurturance of the model, the extent to which the model controls

resources, vicarious learning, and rewards and punishments (Burton &

Kunce, 1995, pp. 151–152). Evolutionary theory supplies a framework for in-

terpreting such piecemeal, empirically derived findings.

Implications for the Evolution of Moral Norms

The idea that moral norms evolve through an interaction between the

moral judgments, examples, and sanctions transmitted by senders who are

evolved to advance their biological interests and the reactions of recipients

who are evolved to advance their biological interests has several implica-

tions. First, people should attempt to invoke the moral norms with the

greatest potential to benefit them, and there is evidence they do. Many in-

vestigators have found that people interpret moral norms in ways that fos-

ter their interests (Bandura, 1991; Batson et al., 1999; Krebs & Laird, 1998).

As examples, Damon (1977) found that children faced with the task of dis-

tributing a resource such as an extra piece of pizza tended to invoke norms

that favored their interests, and Leventhal and Anderson (1970) found that

adults who contributed the most to tasks tended to invoke norms of equity

that justified dividing resources in their favor.

Second, if people transmit moral norms to influence others, they should

tailor the norms in ways that enhance their persuasive impact. As an exam-

ple, we would expect senders to tailor moral norms to the cognitive sophis-

tication and values of recipients, and the evidence suggests they do (e.g.,
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see Carpendale & Krebs, 1992). Although we would expect senders to ex-

hort recipients to perform more altruistic and self-sacrificial acts than recip-

ients are inclined to perform, as original sin–cultural indoctrination models

of morality imply, we would not expect exhortations such as “you should al-

ways sacrifice your interests for me” to have much persuasive impact. Inas-

much as the reactions of recipients determine whether transmitted judg-

ments pay off for those who send them, recipients become agents of

selection, in effect selecting the moral judgments that evolve. The inevita-

ble result of the interaction between the vested interests of senders and the

vested interests of receivers are moral norms that implicitly or explicitly

preach: “We should foster our interests in ways that foster the interests of

others, or at least do not harm them” and “we should behave in ways that

foster our mutual interests.” Do unto others as you would have them do

unto you.

Third, we would not expect recipients to conform passively to the moral

norms preached by others when the norms in question do not advance

their interests. When people’s interests differ, we would expect arguments

and negotiations to occur, with each partner modifying his or her position

in an attempt to find mutually beneficial common ground. This is exactly

what we found in our research on moral conflicts experienced by couples in

their everyday lives (Krebs et al., 2002). Note that philosophers such as

Habermas (1984) believe that the best way to make truly moral decisions is

through such negotiation and debate.

Finally, if moral norms are tools designed to solve the adaptive problems

that arise when self-interested individuals seek to maximize their gains in

social exchanges, we would expect the moral norms that people preach and

practice to vary in accordance with the type of relationship they have with

recipients and the accompanying confluences and conflicts of interest. We

are not surprised by evidence that children adopt different norms in rela-

tions with adults than they do in relations with peers, as many developmen-

tal psychologists have found (see Krebs & Van Hesteren, 1994, for a review).

We also are not surprised that social psychologists have found that adults

tend to invoke more individualistically self-serving norms in relations with

strangers than in relations with friends (Greenberg, 1978), that friends tend

to invoke norms of equality (Austin, 1980), and that marital partners tend to

invoke norms upholding mutual gratification of needs (Greenberg & Cohen,

1982). Clark, Mills, and Powell (1986) have distinguished between “exchange

relationships,” in which people invoke equity norms that enable them to

balance their costs and benefits, and more intimate “communal relation-

ships,” in which people invoke more altruistic and needs-based norms. So-

cial psychologists have attributed differences in the norms people invoke

to variations in the “outcome interdependencies” (i.e., conflicts and conflu-

ences of interest) of the types of relationship in question. Like social psy-
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chological analyses, our analysis of the evolution of moral norms implies

significantly more situational variation in the moral norms people invoke

than expected in psychological theories such as those espoused by cogni-

tive-developmental theorists, and the evidence supports this expectation

(for reviews see Krebs & Denton, 1999; Krebs, Denton, Vermeulen, Carpen-

dale, & Bush, 1991; Krebs, Denton, & Wark, 1997; Krebs, Vermeulen, Carpen-

dale, & Denton, 1991).

Note that on our analysis there are no clear boundaries between biologi-

cal and cultural determinants of moral norms. Biology (evolved mechanisms)

shapes culture (moral norms). Culture originates in the evolved minds (biol-

ogy) of people. Evolved mechanisms induce those who invent culture to

transmit it to others. Evolved mechanisms in recipients determine whether

they copy it and transmit it to others. Once generated, culture may shape

evolved mechanisms. As examples, moral norms that constrain reproduc-

tion, prescribe ostracism, and uphold capital punishment may become

agents of natural selection. Boyd and Richerson (1992) demonstrated that vir-

tually any norm can evolve if members of groups punish those who fail to

conform to it as well as those who fail to punish the nonconformists.

HOW FIVE UNIVERSAL MORAL NORMS EVOLVED

If, as we have argued, humans are naturally inclined to conform to moral

norms that enhanced the fitness of their hominid ancestors, it follows that,

contrary to original sin models of human nature, we believe humans may

be naturally inclined to behave in moral ways, and thus to be good by na-

ture. Indeed, we believe such natural inclinations shaped several universal

moral norms. It follows that we do not believe there is any necessary incon-

sistency between behaving morally and pursuing one’s biological interests.

That people are naturally inclined to foster their prospects of surviving, re-

producing, and propagating their genes does not necessarily imply that

they are born bad. Morality pertains to the ways in which people pursue

these goals. On our analysis, it is moral to pursue one’s biological interests

in ways that are beneficial to others—that is to say, in mutually-beneficial

ways—and immoral to pursue one’s biological interests in ways that are de-

structive to others.

We turn now to a more detailed discussion of the evolution of behavioral

dispositions that underlie five universal moral norms—norms that prescribe

obedience to authority, reciprocity, care, social responsibility, and solidar-

ity (Boehm, 2000; Brown, 1991; Colby & Kohlberg, 1987; Darwin, 1871; Gould-

ner, 1960; Snarey, 1985; Sober & Wilson, 1998; Wright, 1994). Each norm per-

tains to a different type of social relationship and is invoked for different

reasons. Norms upholding obedience pertain to hierarchical relationships
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and are invoked to avoid punishment. Norms of reciprocity pertain to egali-

tarian exchange relations among peers and are invoked to foster gains in

trade. Norms prescribing care and altruism pertain to communal, affection-

ate bonds among friends and relatives and are invoked to foster long-term

fitness-enhancing relationships. Norms of social responsibility and solidar-

ity pertain to relations between individuals and their groups and are in-

voked to uphold fitness-enhancing systems of cooperation. We next explain

how upholding each of these norms could have helped our ancestors prop-

agate their genes in mutually-beneficial ways.

For the sake of this discussion, assume the following: (a) Behaviors that

conform to or are consistent with moral norms are the products of evolved

decision-making rules, or genetically based behavioral strategies, (b) a vari-

ety of such strategies existed in ancestral populations, (c) these strategies

competed against one another and against immoral strategies, and (d) each

strategy produced replicas of itself in proportion to its competitive success.

The genes that fostered winning strategies increased in frequency, and the

genes that fostered losing strategies decreased in frequency until they went

extinct. We explain how the strategies implicit in the five moral norms we

consider could have won such evolutionary contests. In particular, we ex-

plain how they could have defeated the selfish strategies that original sin

theorists believe reigned supreme.

It is important to note that it is the relative success of different strategies

in particular populations that guides evolution. Although variants that win

such evolutionary contests may be considered the best of those against

which they have competed, they need not be the most optimal or the best

imaginable. As we explain, moral behavioral strategies that would maximize

benefits to every member of a group if adopted by all members of a group

may nonetheless be defeated by more selfish strategies that enhance the

relative fitness of particular members. Ironically, as selfish strategies in-

crease in frequency, they may lower the absolute fitness of all members of a

group. Note also that the adaptive consequences of specific acts—that is to

say, their effects on biological fitness—are less important than the cumula-

tive or net consequences of the strategy, disposition, or mechanism that

gives rise to the acts over the lifetime of the actor. No strategy is successful

all the time.

When people think of genetically based behavioral strategies, they tend

to assume a higher degree of genetic determinism than we want to imply.

Genes provide instructions for building proteins that create physical struc-

tures that house mental mechanisms. Genes do not control behavior di-

rectly; they are not puppet masters, pulling our strings. They influence be-

havior indirectly, by “programming” mental mechanisms with decision

rules or strategies that on balance gave rise to behaviors that enhanced the

biological fitness of those who inherited them. Such behaviors are not con-
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trolled by the genes themselves; they are mediated by an interaction be-

tween stimuli from the environment and the mental mechanisms built by

genes.

It is important to acknowledge the important role the environment plays

in the creation, design, and operation of evolved mechanisms. First, the en-

vironment supplies the raw materials for building mental structures. Sec-

ond, inputs from the environment may supply triggers that turn mecha-

nism-creating or mechanism-transforming genes on and off at various

points during the life cycle of animals. Third, environmental stimuli may

shape evolved mechanisms to respond to particular types of information

and to ignore others. Fourth, environmental experiences early in life may

calibrate or program the decision-making rules in psychological mecha-

nisms, which may induce individuals who inherit the same genes but grown

up in different environments to invoke different behavioral strategies.

Finally, environmental stimuli active evolved mechanisms and supply infor-

mation that guides the decisions they produce. For these and other rea-

sons, Crawford and Anderson (1989) characterized evolutionary psychol-

ogy as an “environmentalist discipline.”

Obedience Norms

Universal moral norms prescribing obedience to authority are reflected in

exhortations to honor one’s parents, supplicate oneself before gods, listen

to one’s elders, and obey the orders of one’s leaders. We believe that dispo-

sitions to obey authority stem from evolved predispositions to defer to

more powerful members of one’s group.

In the conflicts of interest that inevitably occur between members of

groups, the adaptiveness of the strategy one adopts will be contingent on

one’s relative power. Relatively powerless members of groups face a Hob-

son’s choice: Either defer to those who are more dominant than they are, or

get beaten up or killed by them. We would expect deferential strategies to

evolve when they contributed more to an individual’s biological fitness

than more aggressive or blindly selfish strategies. When the prospects of fu-

ture benefits for subordinates are sufficiently promising, deferring to more

dominant members in the present will often be their most adaptive strat-

egy. Deference enables subordinates to avoid the costs of fighting a losing

battle, enabling them to make the best of a bad situation and to live to fight

another day.

The social relations of many species are organized in dominance hierar-

chies or pecking orders. Members of groups determine in low-cost ways

who is more powerful than whom, and accommodate to the resulting stat-

us. In such species, the costs of deference to more dominant members of

groups may be compensated by the gains of dominating those who are
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lower in the pecking order. Deferential strategies have evolved in many

nonhuman species (Alcock, 1998). With respect to moral norms, we would

expect dominant members of groups to preach obedience norms to weaker

members, and we would expect weaker members to accommodate be-

haviorally, believing it is right, and in their interest, to do so. See Boehm

(2000), Krebs (1998, 2000b), and Sloman and Gilbert (2000) for more ex-

tended discussions of the adaptive value of deference.

Ontogenetic Implications. In Piaget’s (1932) pioneering research on

moral development, he found that young children view morality primarily

in terms of obedience to authority. Piaget labeled the moral orientation of

young children “the morality of constraint.” The cognitive-developmental

psychologist Kohlberg (1984) also found that young children define moral-

ity in terms of “avoidance of punishment and the superior power of authori-

ties” (p. 18). From our perspective, the reason why young children espouse

and conform to norms prescribing obedience to authority is because young

children are among the weakest and most vulnerable members of groups.

Deference to adults is their most adaptive strategy.

Cognitive-developmental psychologists such as Piaget and Kohlberg also

have found that as children grow older and interact more frequently with

peers, they change their moral orientation from the morality of constraint

to a more egalitarian “morality of cooperation” and “instrumental ex-

change” in which they uphold norms of reciprocity.

Norms of Reciprocity

The adaptive potential in upholding norms of reciprocity is easy to see. As

explained by Piaget (1932), reciprocity enables peers to resolve conflicts of

interest in mutually beneficial ways, such as taking turns. Members of all so-

cial species inevitably need help from each other and want things others

possess. Through gains in trade, individuals who adopt cooperative strate-

gies that induce them to reciprocate resources and assistance may well do

better than individuals who treat each other selfishly. This does not, how-

ever, guarantee the evolution of reciprocity. Although two reciprocating in-

dividuals may acquire more resources than two selfish individuals, a selfish

individual interacting with a reciprocator may come out ahead by taking

without giving in return. To evolve, cooperative strategies must contain an-

tidotes to exploitation by selfish strategies (Cosmides, 1989).

One cooperative strategy that contains a built-in antidote to selfish ex-

ploitation is called tit for tat. It is based on the decision rule, “make a coop-

erative overture, then copy the response of your partner in subsequent

interactions.” In computer simulations of natural selection, Axelrod and

Hamilton (1981) found that the tit-for-tat strategy could defeat more selfish

6. BIOLOGICAL FOUNDATIONS OF MORAL NORMS 135

TLFeBOOK



strategies—that is to say, replicate at a faster rate—if it “invaded” popula-

tions in clusters (thus enabling the strategy to reap the benefits of interact-

ing with itself). Tit for tat is a powerful strategy because it opens the door

to a string of mutually beneficial exchanges with cooperative partners in its

first move, but quickly cuts its losses against selfish partners on subse-

quent moves. Trivers (1971, 1985) and Dugatkin (1997) reviewed evidence

that tit-for-tat strategies have evolved in nonhuman animals. There is a

spate of evidence that norms of reciprocity have evolved in all human cul-

tures (Gouldner, 1960; Wright, 1994).

Ontogenetic Implications. Piaget (1932) attributed the change in chil-

dren’s moral orientation from obedience to cooperation to changes in their

social relations—from relations with adults to peer relations. Kohlberg

(1984) asserted that when children begin believing in norms of reciprocity,

they stop believing in norms of obedience. From a biological perspective,

we are not surprised that research has failed to support this assertion (see

Krebs & Van Hesteren, 1994, for a review of relevant research). We would

expect people to retain the beliefs and behavioral strategies they acquire

early in life when such beliefs and strategies are biologically useful later in

life. For this reason, we are not surprised to find adults preaching obedi-

ence to authority when they are in positions of power, and conforming to

exhortations to obey authority when they are in subordinate positions, as

they did in Milgram’s (1974) classic experiments (Newitt & Krebs, in prepa-

ration). We also are not surprised that adults such as the Hatfields and

McCoys and social groups such as the Protestants and Catholics in Ireland

get into childish and self-defeating tit-for-tat type blood feuds. We would ex-

pect people to be naturally disposed to invoke and to conform to the moral

norms with the greatest promise of fostering their fitness in the contexts in

question. Thus, we would expect far more situational variation in moral

norms espoused and practiced than cognitive-developmental theorists as-

sume (see Krebs, Denton, Vermeulen, Carpendale, & Bush, 1991; Krebs et

al., 1997; and Krebs, Vermeulen, Carpendale, & Denton, 1991, for elabora-

tions of this expectation and evidence supporting it).

Care-Based and Altruistic Moral Norms

Caring for Friends. As children grow older, they begin to form enduring

friendships. Tooby and Cosmides (1996) have pointed out that exchanges

between friends are not usually based in the sorts of tit-for-tat decision

rules invoked by young children and adults toward strangers. Friends do

not expect to be paid back for each and every perk they bestow on each

other. Cognitive-developmental theorists have found that, unlike young

children who view morality in terms of reciprocal exchanges, teenagers and

adults believe that people should help their friends and relatives when they
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are in need. We believe norms prescribing care and altruism toward friends

and relatives are universal. In explaining how behavioral strategies uphold-

ing such norms could evolve, Tooby and Cosmides (1996) allude to a phe-

nomenon called the bankers’ paradox: Banks are least likely to lend you

money when you need it the most. To resolve adaptive versions of the

bankers’ paradox, individuals invest in friends whom they expect to be

there for them when they are in need. In this sense, upholding friendships

is like buying an insurance policy. In a similar vein, Nesse (1999) and Frank

(1988) have suggested that close relationships are based in emotional com-

mitments rather than in tit-for-tat type strategies. Although commitments to

friends may seem counter to selfish interests in the short term, Nesse (1999)

argues that they pay off better than more selfish strategies in the end.

Caring for Mates. People from all cultures also believe that mates are

morally obliged to care for each other. Evolutionary theory has no difficulty

explaining the selection of normative strategies that induce individuals to

care for their mates. Inasmuch as members of the opposite sex are able to

select their mates, they would be expected to select mates who are natu-

rally inclined to care for them and their kin. Thus, strategies that induce in-

dividuals to care for their mates could evolve through sexual selection (see

Krebs, 1998, for an elaboration of this process).

Caring for Kin. In the final tally, mating counts little in evolution if the off-

spring from sexual unions fail to survive and to reproduce. No one is sur-

prised by evidence from the animal kingdom of parents sacrificing their indi-

vidual interests for the sake of their offspring, because such self-sacrificial

behaviors help parents propagate their genes. In a classic paper, Hamilton

(1964) pointed out that the biological value of parental investment can be ex-

tended to relatives other than offspring. The probability of individuals shar-

ing genes varies in proportion to their degree of relatedness: 50% for parents

and offspring; 50% for full siblings; 25% for cousins, and so on. Hamilton

(1964) explained how a decision rule could evolve that induces individuals to

help others when the coefficient of their relationship is greater than the cost

to the helper of helping, divided by the benefits to the recipient (r � c/b).

Given the genetic benefits of helping relatives, we would expect individuals

to be biologically predisposed to discriminately help kin over non-kin, and

for such dispositions to be reflected the moral norms of all cultures.

Norms of Social Responsibility

Tit-for-tat forms of reciprocity pertain to direct, dyadic exchanges. It is easy

to see that benefits to members of groups could be increased through the

gains in trade made possible by more indirect forms of reciprocity. For ex-
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ample, if all members of a group helped those they were most qualified to

help, or if they gave resources they needed the least to those who needed

them the most, every single member of the group could come out ahead. To

achieve such benefits, members of groups could take on tasks they were es-

pecially skilled at accomplishing, giving rise to divisions of labor in which

people took on the roles they were best equipped to perform.

There are, however, two obstacles to the evolution of strategies that dis-

pose individuals to fulfill their social responsibilities in ways that enable ev-

eryone in their group to maximize their gains through indirect reciprocity.

First, it is more difficult to catch those who fail to fulfill their responsibilities

than it is to catch those who cheat on more direct exchanges. Second, mem-

bers of groups have less incentive to punish those who fail to fulfill their so-

cial responsibilities than they do to punish those who exploit them directly.

To evolve, socially responsible strategies must contain mechanisms de-

signed to catch and to punish cheaters (Axelrod, 1984; Boyd & Richerson,

1992; Cosmides, 1989). The evolutionary biologist Alexander (1987) hypothe-

sized that systems of indirect reciprocity could evolve if members of

groups (a) shared information about the selfish and altruistic behaviors of

others through gossip and other means, (b) favored those who behaved al-

truistically, and (c) discriminated against those who behaved selfishly. In

recent game theory research, Nowak and Sigmund (1998) supported Alex-

ander’s hypotheses. Nowak and Sigmund (1998) created a computer simula-

tion of evolution in which behaving altruistically (that is to say, in socially

responsible, cooperative ways) enhanced an individual’s reputation or “im-

age,” and behaving selfishly degraded it. These investigators found that if

socially responsible members of groups favored those with a good reputa-

tion, socially responsible strategies could evolve, become evolutionarily

stable, and support systems of indirect reciprocity.

The Problem of Appearance. We believe Nowak and Sigmund’s (1998)

model is limited in at least one important respect. When these game theo-

rists set the parameters for their evolutionary contests, they programmed

the images that observers formed of members of their groups to be valid.

However, if being viewed as socially responsible and altruistic pays off, it

would be in people’s interest to fool others into believing they are more

socially responsible and altruistic than they actually were. Instead of actu-

ally fulfilling their social obligations or actually sacrificing their needs for

others, they could act like they were behaving in socially responsible and

altruistic ways. If such impression-management strategies enabled people

to reap the rewards of indirect reciprocity without paying the price, they

could destroy the system of cooperation upon which they preyed. To

evolve, all strategies must contain antidotes to strategies designed to ex-

ploit them.
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A spate of evidence supports the idea that we humans inherit mechanisms

designed to manage the impressions we make on those in positions to affect

our welfare (Jones, 1990; Leary, 1995). We are all actors at heart, as Goffman

(1958) so eloquently described in his classic, The Presentation of Self in Every-

day Life. Fortunately, however, there are constraints on the evolution of im-

pression-management strategies. First, it is difficult, or impossible, to act in

socially responsible ways without behaving in socially responsible ways, in

public, at least. Second, false impressions constitute adaptive problems for

the recipients they are designed to manipulate. Inasmuch as being fooled is

maladaptive, mechanisms designed to resist being fooled should evolve.

Thus, we would expect a sort of arms race in which actors acquire mecha-

nisms that induce them to present themselves as more moral than they re-

ally are, observers acquire mechanisms to detect such deceptions, and so

on. See Alexander (1987), Cosmides and Tooby (1992), Krebs (1998, 2000a,

2000c), and Trivers (1985) for an elaboration of this process.

Norms of Solidarity and Patriotism

All cultures contain moral norms that exhort individuals to sacrifice their

immediate interests for the sake of their groups. One way in which disposi-

tions that gave rise to such norms could have evolved is through the bio-

logical benefits of indirect reciprocity, as we have explained. In addition,

such dispositions may have evolved through a controversial process called

group selection. In The Descent of Man, Darwin (1871) considered this possi-

bility, writing:

A tribe including many members who, from possessing in a high degree the

spirit of patriotism, fidelity, obedience, courage, and sympathy, were always

ready to aid one another, and to sacrifice themselves for the common good,

would be victorious over most other tribes; and this would be natural selec-

tion. At all times throughout the world tribes have supplanted other tribes;

and as morality is one important element in their success, the standard of mo-

rality and the number of well-endowed men will thus everywhere tend to rise

and increase. (p. 500)

The idea underlying group selection is that the benefits that altruistic in-

dividuals bestow on others who possess replicas of their “altruistic genes”

may enable such strategies to evolve. In effect, the altruistic strategies help

themselves by helping others who possess replicas of them. Note that the

process of group selection is similar to the process of kin selection because

both processes are based in the biological benefits individuals accrue when

they help others who share the genes (that is to say, the strategies) dispos-

ing them to help. Because the strategy of helping all members of one’s
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group is less discriminatory and less nepotistic than the strategy of helping

one’s kin, it more moral, but less likely to evolve.

The evolutionary obstacle to strategies that dispose individuals indis-

criminately to help members of their group is, of course, that selfish mem-

bers of the group (i.e., those who reap the benefits bestowed by the altru-

ists without suffering the costs of behaving altruistically) fare better than

the altruistic members. As put by Darwin (1871):

It is extremely doubtful whether the offspring of the more sympathetic and

benevolent parents, or of those who were the most faithful to their comrades,

would be reared in greater numbers than the children of selfish and treacher-

ous parents belonging to the same tribe . . . [i.e., within the group]. Therefore

it hardly seems probable that the number of men gifted with such virtues . . .

could be increased through natural selection. (p. 500)

Sober and Wilson (1998) have suggested that group-upholding strategies

(thus norms) could evolve through group selection, but they acknowledge

that such strategies could evolve only in special conditions, such as when

the frequency of altruists varies across groups, altruistic groups fare better

than selfish groups, and the altruistic and selfish groups eventually mix in

the population. Could this have happened in the evolutionary history of our

species through, perhaps, tribal wars? There is a spate of psychological evi-

dence that humans quickly and deeply identify with groups to which they

are even arbitrarily assigned, and favor the members of their in-groups

over the members of out-groups (see Hornstein, 1978; Krebs & Denton, 1997;

Tajfel, 1982; and Tajfel & Turner, 1985, for reviews of supporting research).

Whether such dispositions and strategies evolved through group selection

or though some other mechanism, such as the benefits of indirect reciproc-

ity, remains to be determined.

Reconceptualizing Kohlberg’s Theory
of Moral Development

Readers familiar with Kohlberg’s (1984) theory of moral development may

have noticed a parallel between the universal moral norms we been dis-

cussing and the types of behavior prescribed at each of Kohlberg’s stages

of moral development. This is no coincidence. We believe the moral judg-

ments that define Kohlberg’s stages of moral development uphold the

evolved strategies we have been considering. In contrast to Kohlberg,

however, we believe the reason why people of different ages tend to up-

hold different strategies is because they tend to face different kinds of

adaptive problem.
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Implications and Qualifications

We have argued that the decision rules implicit in the behaviors upholding

the five moral norms we have considered could well have constituted win-

ning strategies in ancestral environments. As such, they could have evolved

to become normative in the human species. We believe such norms have, in

fact, evolved, and that they are culturally universal. If humans are naturally

inclined to behave in moral ways, cultural norms prescribing moral behav-

iors would support, rather than oppose, evolved dispositions. From a bio-

logical perspective, beliefs such as “it is right to obey authority” and “peo-

ple are morally obligated to help their friends” are functionally similar to

beliefs such as it is right to foster your safety and security. People harbor

moral beliefs because believing in the strategies or forms of conduct pre-

scribed by such beliefs paid off better than believing in other strategies or

forms of conduct. Viewed in this way, the pragmatic connotations of words

such as “should” and “ought” make sense. When people say things like,

“you should be loyal to your friends,” they imply both that it is morally cor-

rect and that it will pay off in the end.

It is important to recognize that we are not saying that people are geneti-

cally programmed to emit the strategies implicit in moral norms as fixed ac-

tion patterns. Moral strategies are based in decision rules that are contin-

gent on executive mechanisms and a complex array of environmental cues.

In effect, people decide which of the many strategies available to them will

work best in the situations they encounter. As examples, we would expect

decisions about deferring to and obeying authority to be contingent on esti-

mates of the power of the authorities, the value of the resources in ques-

tion, and the probability of reaping rewards and avoiding punishments. De-

cisions about upholding one’s end of reciprocal exchanges should be

guided by such factors as the relative costs of giving and receiving and the

probability of future exchanges (Axelrod, 1984). Relationship-upholding

strategies should be sensitive to factors such as the extent to which people

anticipate needing help in the future, the number of alternative relation-

ships available to them, the anticipated costs and benefits of cheating, and

so on (Tooby & Cosmides, 1992).

UNIVERSAL AND CULTURALLY RELATIVE
MORAL NORMS

We have been focusing on universal moral norms that we believe have

evolved in all cultures. Tooby and Cosmides (1992) labeled universal aspects

of culture metaculture. They suggested that metaculture evolved through an

interaction between the evolved mechanisms possessed by our hominid an-
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cestors and the regularities in the social and physical environments of hu-

man societies that existed during the Pleistocene. We know, however, that

cultures may differ significantly in the particular moral norms they adopt.

Tooby and Cosmides (1992) attributed some cross-cultural variations in

norms to what they call evoked culture. Different norms evolve in different

cultures because different environmental inputs impinge on the same

evolved mental mechanisms of their members. Consider food sharing, for

example. Anthropologists have found that moral norms upholding coopera-

tive food sharing tend to evolve in hunter-gatherer societies in which the

probability of success on a hunt is variable, but not in societies in which the

probability of each individual obtaining food by gathering is more consis-

tent (see Cosmides & Tooby, 1992). As another example, differences in cul-

tural norms about which foods are edible may result from differences in the

ecological conditions affecting food quality, variability, and availability.

Henrich and Boyd (1998) suggested that mechanisms of conformist trans-

mission (a frequency-dependent bias discussed earlier) may play an impor-

tant role in maintaining cultural differences between groups.

THE EVOLUTION OF NONADAPTIVE
AND MALADAPTIVE MORAL NORMS

To this point, our analysis of the biological foundations of moral norms has

been highly adaptationist. We have traveled a considerable distance on the

back of the assumption that the psychological mechanisms that give rise to

moral norms evolved because they fostered the fitness of our ancestors. It

is now time to acknowledge that is also is possible for nonadaptive and

maladaptive norms to evolve.

Let us first consider the radical position advanced by Dawkins (1989).

Dawkins (1989) suggested that genes have built machines (i.e., brains) that

have freed themselves from their creators, much the way computers, once

programmed, may acquire the ability to think for themselves. In contrast to

genes, the units of biological evolution, Dawkins termed the units of cul-

tural evolution memes. Examples of memes are ideas, songs, stories, inven-

tions, fashions, and norms. Dawkins suggested that memes compete against

each other for space in people’s minds. Some are selected, transmitted to

other minds, increase in frequency, and evolve; others are rejected and go

extinct. In contrast to biological evolution, which progresses at a glacially

slow pace, cultural evolution may occur with great rapidity, as manifest in

the growth of slang terms and changes in fashion. Dawkins believed that

cultural evolution has become uncoupled from biological evolution; thus, it

is a waste of time to search for the fitness-enhancing sources or effects of

cultural memes.
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Although Dawkins’s point may be valid with respect to fads and fashions

such as hula hoops, baseball caps worn backward, and culturally specific

moral norms that bear little relation to the fitness of those who adopt them,

we do not believe it pertains to the types of universal moral norm we have

been considering. To quote Buss (1999):

Because “information” emanating from other individuals in one’s social group

is limitless, a potentially infinite array of ideas compete for the limited atten-

tion span of humans. Evolved psychological mechanisms in the receivers

must sift through this barrage of ideas, selecting only a small subset for psy-

chological reconstruction. The subset that is selectively adopted and inter-

nally reconstructed in individuals depends on a foundation of evolved psy-

chological mechanisms. (p. 406)

This is not, however, to deny that non-adaptive and maladaptive moral

norms may evolve as by-products of the social learning mechanisms we

have considered. For example, all three biases described by Boyd and

Richerson (1985) could give rise to maladaptive norms. With respect to di-

rect biases, people may misjudge the consequences of the choices avail-

able to them. Specific choices, such as whether or not to model the moral

norms of a religious group, may have long-term negative consequences that

are impossible to anticipate (Richerson & Boyd, 1989). With respect to indi-

rect biases, people may copy behaviors of high-status models that evoke

negative reactions from others. For example, teenagers living in conserva-

tive communities may suffer from copying the moral norms displayed or

advocated by rap stars. Models also may manipulate observers into adopt-

ing norms that that advance the interests of the models. With respect to fre-

quency-dependent biases, although evolved behaviors and beliefs are, by

definition, common, maladaptive behaviors and beliefs such as those per-

taining to drug taking could grow in popularity even though they ultimately

decreased the fitness of those who modeled them.

And even if, as we have argued, the evolved social learning mechanisms

and behavioral dispositions we have considered gave rise to adaptive

moral norms in the environments in which they were selected, there is no

guarantee that such mechanisms and dispositions will give rise to adaptive

behaviors in current environments. As examples, mechanisms that dis-

posed our hominid ancestors to imitate group members who were admired

for their hunting skills, fighting ability, possession of resources, and popu-

larity may, in modern environments, induce individuals to imitate the mal-

adaptive behaviors of celebrities such as Mike Tyson. Mechanisms that dis-

posed our ancestors to obey powerful authorities may be manipulated in

modern environments by charismatic cult leaders. Mechanisms that dis-

posed our ancestors to reciprocate, invest in friends, be faithful to their

mates, and support their relatives may give rise to maladaptive behaviors
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in modern environments, where people are able to move to new locations,

change groups frequently, and develop relationships over the Internet (see

Janicki & Krebs, 1998, for a more extended discussion of evolutionary ap-

proaches to culture).

SUMMARY AND CONCLUSION

To understand culture, one must understand the mechanisms that generate

and refine it. In this chapter, we argue that the mental mechanisms that

give rise to moral norms and other aspects of culture evolved because they

helped our hominid ancestors reap the benefits of sociality. Children ac-

quire moral norms through social learning and cultural indoctrination, but

to understand such processes, we must understand the ways in which they

were shaped by natural selection. The reason why people preach moral

norms, administer sanctions, conform to moral norms, and copy normative

behaviors is because such practices were biologically beneficial in ances-

tral environments. Our analysis of the evolution of moral norms implies (a)

that people will attempt to induce others to invoke the moral norms that

benefit them the most, (b) that people will tailor the moral norms they

preach to others in ways that enhance their persuasive impact, (c) that re-

cipients will be disposed to conform to the moral norms that best advance

their biological interests, and (d) that people in different kinds of relation-

ship will preach and practice different moral norms. Although we disagree

with Dawkins’s (1989) conclusion that it is a waste of time to search for the

fitness-enhancing sources or effects of moral norms and other cultural

memes, we acknowledge that nonadaptive and maladaptive moral norms

may evolve as by-products of social learning mechanisms.

Moral norms differ cross-culturally because people from different cul-

tures face different kinds of adaptive problem. Universal moral norms pre-

scribing obedience to authority, reciprocity, care, altruism, social responsi-

bility, solidarity, and patriotism evolved in all cultures because they helped

our ancestors solve universal social problems. The reason why the moral

norms people invoke vary across age, type of relationship, and social situa-

tion is because adaptive problems vary across age, relationships, and situa-

tions. Decisions about whether or not to behave in morally normative ways

are contingent on a complex array of environmental cues.

We need to purge nature versus nurture conceptions of the relation be-

tween biology and culture from the social sciences forever. Culture origi-

nates in, is transmitted by, and is propagated through mental mechanisms

that evolved through natural selection. Evolved mechanisms shape culture,

which in turn may shape the evolved mechanisms that produce it. In con-

trast to the widely held idea that the function of moral norms is to constrain

144 KREBS AND JANICKI

TLFeBOOK



our animal instincts, we believe that moral norms stem from and reflect nat-

ural dispositions to behave in moral ways.
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What makes an idea culturally successful, such as the widespread notion in

many societies of ancestor spirits, a haiku, or the recipe for apple pie? To

be sure, not all ideas are culturally successful. Some ideas are never repre-

sented in minds. Some are represented, but never communicated to others.

Yet other ideas are successfully communicated to enough people that they

become fashionable for a short time, but quickly fade away. But a small

number of ideas are culturally successful: They permanently invade a

group of minds. According to an epidemiological approach to explaining cul-

ture, then, “contagious” ideas and their material effects, such as texts, tools,

buildings, and artwork, constitute what we call culture. According to this

view, an idea is “cultural” to the extent that it is widespread in a group

(Cavalli-Sforza & Feldman, 1981; Sperber, 1990, 1996; see also Campbell,

1974; Dawkins, 1982; Boyd & Richerson, 1985).

Many factors are important in determining the extent to which ideas

achieve a cultural level of distribution. Some are ecological, including the

rate of prior exposure to an idea in a population, physical as well as social

facilitators and barriers to communication and imitation, and institutional

structures that reinforce or suppress an idea. Others are psychological, in-

cluding the ease with which an idea can be represented and remembered,

the intrinsic interest that it evokes in people so that it is processed and re-

hearsed, and the motivation and facility to communicate the idea to others.
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Of all the psychological factors, the mnemonic power of an idea is one of

the most important. In fact, Sperber (1996) put forth memorability as a

“law” of the epidemiology of representations, as a necessary (but of course

not sufficient) condition for cultural success. The memorability test has two

components:

1. Memorability places severe constraints on the cultural transmission of

ideas. In oral traditions that characterize most of human cultures

throughout history, an idea that is not memorable cannot be transmit-

ted and cannot achieve cultural success.

2. Furthermore, even if two ideas pass a minimal test of memorability, a

more memorable idea has a transmission advantage over a less memo-

rable one (all else being equal). This advantage, even if small at the

start, accumulates from generation to generation of transmission lead-

ing to massive differences in cultural success at the end.

The psychology of cognition in general, and memory in particular, is of

great relevance to the anthropological study of how cultural belief systems

emerge. This is true in two senses. First, memory plays a central role in how

communicators of cultural materials transmit their messages. Historically,

cultural innovators such as storytellers and religious leaders have been

known to have remarkable mnemonic abilities in transmitting massive

amounts of information to their audiences. More importantly, they have

been adept at making their messages memorable to others. It is no coinci-

dence that the minds of great cultural innovators of all time, such as

Homer, were also the minds of great mnemonists and communicators as

well. Second, memory is central to how the audience processes, recalls, and

in turn transmits cultural materials to others. Ideas are not acquired and

transmitted through a process by which culture “impinges” on a passive

human mind. Rather, the minds of the receivers of cultural materials selec-

tively represent, retain, transform, and transmit information. Thus the ordi-

nary biases and transformations in human memory can constrain and

sometimes even determine the content of cultural beliefs.

NATURAL AND NONNATURAL BELIEFS

What sorts of beliefs are especially good at passing the test of memorabil-

ity? One way to answer this question is by considering culturally successful

beliefs actually known to us—the reverse of the analysis presented to far.

These are beliefs that should be especially memorable, because they could

not have achieved cultural success unless they passed the test of memora-

bility. In examining what kinds of beliefs are widespread in societies around
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the world, one observation is inevitable: Most beliefs in all human societies

known to anthropologists seem to be made of common sense notions about

the world (Atran & Sperber, 1991; Geertz, 1975). Intuitive concepts such as

“rock,” “bird,” and “person” form the bulk of the beliefs that people in dif-

ferent cultures entertain on a daily basis. These concepts, and the beliefs

they support, are for the most part grounded in direct experience and ob-

servation, and are in principle accessible to every competent adult in a

community. Moreover, these concepts and beliefs are part of common

sense in that they are supported by intuitive “theories” about objects and

events widely shared by everyone. Conversations, child rearing, subsis-

tence, rituals, and even religion would be impossible without these intuitive

concepts and theories.

Intuitive concepts are “intuitive,” because built into them are implicit in-

ferences about their properties. These intuitive inferences are rarely articu-

lated explicitly. Rather, they are assumed, and make the concepts compre-

hensible and communicable. For example, the concept “bird” involves the

implicit inferences that birds fly, that they grow and die, and that they drink

when thirsty. These inferences are guided by intuitive ontology (Keil, 1989),

or assumptions about the basic categories of existence, such as intentional

beings, animals, inanimate objects, and events. Ontology is psychologically

important, because it determines the appropriateness of inferences. For ex-

ample, knowing that birds belong to the ontological category ANIMAL af-

fords “automatic” inferences about biological properties, but not necessar-

ily intentional agent properties. These inferences are possible because

ontology is in turn governed by domain-specific “theories”—theories of

mind, biology, and physics—that provide intuitive beliefs and explanations

for the workings of each ontological category.

There are important cultural variations in many aspects of domain-

specific theories: theory of mind (e.g., Choi, Nisbett, & Norenzayan, 1999;

Lillard, 1998), biology (e.g., Medin & Atran, 1999), and physics (e.g., Peng &

Nisbett, 1996; Lloyd, 1996). However, certain core elements of these theories

appear so early, and are so widespread across human societies, that they

may turn out to be psychological primitives that make cultural learning

possible. For example, babies as young as 4 months already possess a “the-

ory of physics,” having a notion of what counts as a solid object, and assum-

ing, for example, that an object cannot be in different places at the same

time, or that a solid object cannot pass through another solid object (Bail-

largeon, 1998; Carey & Spelke, 1994; Leslie, 1982; Spelke, 1990). Similarly, pre-

schoolers and adults in most cultures known to anthropologists have a

“theory of biology” that dictates that species have biological “essences”

and that superficial transformations performed on an animal do not alter its

species-specific essence (Atran, 1990, 1998; Berlin, 1992; Berlin, Breedlove, &

Raven, 1973; Gelman & Hirschfeld, 1998; Keil, 1994). Preschoolers and adults
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in many disparate cultures also have an elaborate “theory of mind,” which

entails, among other things, the attribution of beliefs and desires to people,

and the appreciation that people may have false beliefs (Avis & Harris, 1991;

Flavell, Zhang, Zou, Dong, & Qui, 1983; Gardner, Harris, Ohmoto, & Hama-

zaki, 1988; Leslie, 1994; Wellman, 1990).

These universal causal frameworks, or “intuitive theories,” render differ-

ent aspects of the world comprehensible, and provide a common set of as-

sumptions that facilitate linguistic communication. A speaker who de-

scribes a pet bird does not need to enumerate all the assumed properties of

birds. Listeners automatically infer that the bird is an animal, hence has bi-

ological properties, that it necessarily obeys the laws of physics, and that it

does not necessarily share the properties of conscious beings. It is little

surprise, then, that the beliefs supported by these theories are at the heart

of everyday culture around the world.

Yet a second observation about widespread beliefs is that culturally im-

portant materials, such as myths, legends, folktales, and religious belief sys-

tems, invariably center on nonnatural concepts, such as supernatural

agents and nonhuman animals with anthropomorphic properties. Unlike ev-

eryday natural concepts such as rock, bird, and person—which are consis-

tent with domain-specific theories and are verifiable through experience—

ghosts, fairies, talking frogs, and invisible mountains do not refer to observ-

able entities accessible to everyone, violate ontological structures, and are

inconsistent with theories of mind, biology, and physics that are at the base

of these structures. Despite their incompatibility with intuitive ontologies,

however, they are culturally ubiquitous. They consistently appear in every

religious tradition, and in folk tales and myths that are instrumental in so-

cializing children around the world.

This chapter has three goals. First, we review experimental evidence re-

garding the relative cultural success of natural and nonnatural beliefs in

terms of their memorability. Second, we review the results of an experi-

ment we conducted that examined not only the memorability of individual

beliefs, but also whether there is an optimal combination of natural and

nonnatural beliefs that maximizes cultural success of a set of beliefs as

a whole. In the last part, we go beyond memory processes and consider

the role of emotions that may guide the transmission of natural and non-

natural beliefs.

COGNITIVE OPTIMALITY

It is necessary to bring together the two components of our discussion so

far—the facts that memorability constrains and directs the cultural trans-

mission of beliefs, and that many cultural belief systems consist of some
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mix of natural as well as nonnatural beliefs. Natural and nonnatural beliefs,

and the way the two interact, may involve distinct patterns of memorability

and transmission, and hence cultural success. This of course is not the ar-

gument that human memory is “designed” to produce certain kinds of natu-

ral and nonnatural beliefs. Rather, it is the opposite. Ideas that achieve cul-

tural success must be those that happen to be the more successful at

exploiting the peculiarities of the human memory system that evolved to

solve problems having little to do with the propagation of culture. Thus

there may be a cognitively optimal level of the naturalness of beliefs. One of

the most elaborate accounts of how this is accomplished is that of the cog-

nitive anthropologist Pascal Boyer (1994a).

According to Boyer (1992, 1994a, 1994b; see also Atran, 1990, 1996; Atran

& Sperber, 1991; Sperber, 1975, 1996), religious and quasi-religious concepts

(including those in folk tales and myths) are fundamentally similar to other,

mundane, concepts in that they are grounded in theories of mind, biology,

and physics. There is growing evidence that the same intuitive theories that

guide much of thinking about mundane concepts also lie behind thinking

about religious concepts. A telling example comes from a study by Barret

and Keil (1996), in which the authors demonstrated that even religious peo-

ple implicitly rely on their intuitive theory of intentional agents to reason

about God, much as they would reason about human beings. For example,

in recalling a story in which God saved the lives of people about to drown,

participants made implicit inferences consistent with intentional agents—

for example, that God cannot be in two places at the same time. This is de-

spite the fact that they explicitly denied to the experimenter that they

anthropomorphize God!

Despite this psychological commonality, religious concepts are different

from mundane concepts in an important way: Religious concepts possess a

small number of features that violate the ontological assumptions of the

concept. Thus religious concepts are minimally counterintuitive: They are

largely consistent with the ontological assumptions of the concept, where-

as a few of their features are inconsistent with these same assumptions. An

example of a minimally counterintuitive religious concept that is cross cul-

turally widespread is that of a ghost (Boyer, 1992). A ghost satisfies most of

the ontological assumptions of an intentional agent (it is conscious, has be-

liefs and desires, has biological needs, may die), yet it violates a few fea-

tures of the physical ontology of intentional agents (which people every-

where intuitively expect to be embodied as animate beings): A ghost is

invisible and can pass through solid objects.

According to Boyer, minimally counterintuitive concepts are cognitively

optimal. The few counterintuitive features render the concept more salient

and more interesting, whereas the implicitly represented intuitive features

assure that the concept is comprehensible in terms of existing ontological
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structures. Concepts that have no ontology-violating features at all are not

interesting. A man walking down a hill is not a particularly potent cultural

idea. Concepts that have too many ontology-violating features are not eas-

ily comprehensible. A ghost that behaves according to the opposite of its

beliefs, can be in multiple places at the same time, and has 100 lives is a

very difficult ghost to comprehend, let alone remember and transmit. Relig-

ious concepts, if minimally counterintuitive, are more memorable, and

hence enjoy a transmission advantage over mundane or highly counter-

intuitive concepts. This would help to account for the widespread nature of

religious concepts, such as ghosts, animals that speak, and statues that

cure diseases. It would also predict that religious and mythical traditions

make significant and reliable use of minimally counterintuitive concepts.

Indeed this seems to be the case. For example, in a study of Ovid’s Meta-

morphoses, Kelly and Keil (1985) showed that the ontological transforma-

tions experienced by the characters followed a distinct pattern: The num-

ber of transformations of one ontological category to other ontological

categories decreased as the distance between the two categories increased.

Thus, it was far more likely for a conscious being to be transformed into

an animal (closer in ontological distance, resulting in few ontological viola-

tions), than for a conscious being to be transformed into an inanimate object

(farther away in ontological distance, resulting in too many ontological vio-

lations). Transformations that occur across wide swaths of ontological dis-

tance are just too counterintuitive to have cultural value. The anthropologi-

cal literature in general supports the claim that most concepts in religions

and folktales in different cultures that violate ontological assumptions are

of the minimally counterintuitive kind.

MEMORABILITY OF MINIMALLY
COUNTERINTUITIVE BELIEFS:
EXPERIMENTAL EVIDENCE

One of the earliest accounts of the effects of memorability on the transmis-

sion of natural and nonnatural concepts was Bartlett’s (1932) classic study

of “the war of the ghosts.” Bartlett examined the ways by which British uni-

versity students remembered, and then transmitted a culturally unfamiliar

story, in this case a Native American folktale. One of the interesting findings

was that, over several generations of retelling the story, some culturally un-

familiar items or events were dropped from the retelling. Other unfamiliar

items were distorted, being replaced by more familiar items. For example, a

canoe (an unfamiliar item) was replaced by a rowboat (a familiar one). Bart-

lett reasoned that items inconsistent with the cultural schema of British stu-

dents were harder to represent, harder to recall, and therefore were less
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likely to be transmitted than schema-consistent items (see also Kintsch &

Greene, 1978, for evidence that culturally familiar information is better re-

membered).

Bartlett’s other striking finding was that the very notion of the ghosts—so

central to the story—was gradually eliminated from the retellings. If Boyer’s

hypothesis is correct—that a concept like “ghost” has a transmission advan-

tage—this is a problematic finding. However, this finding may be explained

by the idea that the effect of memory on cultural transmission also oper-

ates at the level of belief sets, such that the elimination of the ghost from

the retellings contributed to the overall cultural survival of the story as a

whole. We return to this issue later in the chapter.

Recent experiments have followed up on Bartlett’s seminal study, di-

rectly testing the cognitive optimality of natural and nonnatural beliefs. The

available evidence suggests that, under some conditions, minimally coun-

terintuitive beliefs are indeed better recalled relative to intuitive beliefs, be-

liefs that are too counterintuitive, and beliefs that are bizarre but not

counterintuitive.

In a series of experiments, Barret and Nyhof (2001) asked participants

to remember and retell stories containing natural as well as nonnatural

events or objects. In one experiment, participants read three of six differ-

ent Native American folktales and then remembered as much of each as

they could. A content analysis of what they remembered was revealing.

Participants remembered 92% of minimally counterintuitive items, but

only 71% of intuitive items.

In another experiment, Barret and Nyhof constructed a more tightly con-

trolled narrative in which an intergalactic ambassador was visiting a mu-

seum on a planet where various objects, animals, and conscious beings in-

digenous to the planet were exhibited. Each item consisted of a description

of an ontological category (living thing, physical object, intentional agent),

plus a description of a feature. Participants were instructed to recall and re-

tell as many of the items as possible. One-third of the items in each story

were intuitive (“an object that is easy to see under normal lighting condi-

tions”). One third were minimally counterintuitive with one ontological vio-

lation (“a single object that can be completely in more than one place at a

time”). The final third were items that had one bizarre feature but did not

violate any ontological assumptions (“an object that can be passed through

openings in solid objects considerably smaller than it is”—for example, a

compressible rubber ball).

After three generations of retelling the story, the proportion of items re-

called in each category was measured. Results indicated that both coun-

terintuitive and bizarre items were remembered in greater proportions

than intuitive items. An examination of the memory distortions was also re-

vealing. The most common distortions were bizarre items becoming coun-
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terintuitive (37.5%), whereas the least common distortions were from coun-

terintuitive to bizarre (7.2%). Subsequent experiments demonstrated that

the same recall advantage of minimally counterintuitive items over intu-

itive, as well as bizarre items emerges after a 3-month delay. This is crucial,

because in most natural settings in which cultural narratives evolve, recall

after a long delay plays a more important role than recall immediately fol-

lowing exposure to an idea. An idea that is memorable immediately, but de-

cays over time could not be culturally successful. Overall then, the results

of Barret and Nyhoff confirm the idea that minimally counterintuitive be-

liefs are better recalled than intuitive ones.

It is important to note that counterintuitiveness and bizarreness are or-

thogonal. Something can be counterintuitive but may not necessarily feel

unfamiliar or evoke bizarre imagery (an invisible chair); or something

can be bizarre without being counterintuitive (a giant gorilla in an opera

house). The cognitive optimality hypothesis predicts that the transmission

advantage of minimally counterintuitive beliefs over intuitive beliefs is a

function of their minimal counterintuitiveness—not a function of bizarre-

ness or unfamiliarity. In a study comparing recall of minimally counter-

intuitive and bizarre items, Barret and Nyhoff (2001) demonstrated that this

is indeed the case. A salient but not counterintuitive object (e.g., a bright,

pink newspaper flying in the wind) is remembered less well than a mini-

mally counterintuitive object (e.g., a carrot that speaks). Furthermore, rat-

ings of “familiarity,” a measure of strangeness or bizarreness, do not pre-

dict recall as well as ratings of how “different” an item is from ordinary

things, a measure of expectancy violation, or counterintuitiveness (Boyer &

Ramble, 2001).

Thus, minimal violation of ontological assumptions and cultural familiar-

ity are two distinct factors that contribute to recall. Although familiarity is a

mechanism that is bounded by a particular culture, ontological violation is

not. Intuitive ontology, supported by intuitive theories of mind, biology,

and physics, appear to emerge at a very early age and are likely to have uni-

versal components. As a result, it is possible to expect that the recall ad-

vantage that minimally counterintuitive concepts enjoy may be cross cul-

turally widespread. Boyer and Ramble (2001) tested this idea in three

different cultures: Tibetan Buddhist monks in Nepal, West African partici-

pants recruited from a farmers’ market in Gabon, and French university

students. Unlike the secular environment in which French students live,

Gabonese folk and Nepalese monks have greater exposure to supernatural

concepts. Nevertheless, the same advantage for minimally counterintuitive

concepts emerged for all three groups.

Another important finding that is consistent with the cognitive opti-

mality hypothesis is that the effect of counterintuitiveness on recall is not

linear. Too many ontological violations render a concept too counterintui-
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tive to be memorable. Using stories similar to the “intergalactic ambassa-

dor,” Boyer and Ramble (2001) demonstrated that concepts with too many

violations were recalled less well than those that were minimally counter-

intuitive. They also observe, for example, that among many Catholics there

is the belief in an artifact with cognitive properties (e.g., a statue of the Vir-

gin that listens within proximity). Similarly, there is the belief that God can

hear distant sounds. Yet the belief that a statue of the Virgin can hear dis-

tant sounds is uncommon. The anthropological literature also confirms that

religious concepts with too many ontological violations are rather rare

(Boyer, 1994a). Such concepts may be less memorable because of a poorer

fit with ontological categories and intuitive theories. Another reason why

such concepts are rare may be that its numerous violations “block” its in-

ferential potential and undermine its usefulness as a concept.

To summarize, the available experimental evidence indicates that con-

cepts that are minimally counterintuitive have a transmission advantage

over concepts that are intuitive or those that are too counterintuitive. This

advantage can be observed immediately after exposure, as well as after a 3-

month delay, in cultures as diverse as the Midwestern United States,

France, Gabon, and Nepal.

COGNITIVE OPTIMALITY OF BELIEFS
VERSUS BELIEF SETS

There is, however, a mismatch between this evidence and the apparent

structure of culturally important narratives. If, as the evidence we reviewed

suggests, minimally counterintuitive concepts are more successful than

other concepts, they should dominate religions, folktales, and myths. The

memory advantage they enjoy over intuitive and extremely counterintui-

tive concepts should be observed in naturally occurring culturally success-

ful materials. However, even a casual perusal of culturally successful mate-

rials such as the Bible and some of the popular folktales in the Grimm

Brothers’ collection suggests that counterintuitive concepts and occur-

rences are in the minority. The Bible, for example, is a succession of mun-

dane events—traveling by foot, fishing, eating, sleeping, preaching, funerals

and weddings, rainstorms, drought—interspersed with a few counterintui-

tive occurrences, such as miracles and the appearance of supernatural

agents such as God, angels, and ghosts.

In the Grimm Brothers’ German folktales, the tale of Little Red Riding

Hood—one of the most celebrated folk tales in Western culture—is mostly a

series of mundane occurrences, seasoned with only two counterintuitive

ones: the talking wolf, and the grandmother and little girl coming out of the

wolf’s belly alive. Similarly, Beauty and the Beast has only three violations—
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the Beast as an animal with human properties, the magic mirror, and the

transformation from beast to human. If minimally counterintuitive concepts

are indeed more memorable than mundane concepts, one would expect

that the proportion of minimally counterintuitive concepts would increase

as a function of the cultural success of the folktale. The Bible and the popu-

lar Grimms’ folktales would consist of nothing more than a succession of

minimally counterintuitive concepts and events. But this is not the case.

One great advantage that common sense beliefs have over counter-

intuitive ones is that the former are supported by everyday experience and

intuitive theories. Perhaps this accounts for why they are the majority of

cultural beliefs, despite being at a transmission disadvantage relative to

counterintuitive beliefs. This may explain why common sense beliefs are

generally easy to think. But it fails to explain the prevalence of specific com-

mon sense beliefs. Somehow, the specific mundane events of Little Red

Riding Hood—mother telling her to go and visit her grandmother, the walk

in the forest, carrying a basket of strawberries, talking to a stranger, and so

on—must be successfully remembered and transmitted if this tale is to sur-

vive the test of time.

The answer to this apparent puzzle may lie in examining the memorabil-

ity of an entire set of beliefs as a single unit of transmission, rather than in-

dividual beliefs. The unit of cultural transmission is often, but not always,

an individual idea. Under many conditions, a series of events or concepts is

transmitted as a single unit of culture. Therefore, cognitive optimality might

be at work not only at the level of individual beliefs, but at the level of belief

structures as well. Boyer’s theory does not address the cognitive optimality

of belief structures. However, one can apply the same logic to this level.

Applying the principle of cognitive optimality to belief sets, we would ex-

pect that minimally counterintuitive belief sets—those that contain a small

number of minimally counterintuitive beliefs—would be more memorable

than all intuitive belief sets or belief sets with too many minimally counter-

intuitive beliefs. Interestingly, cognitive optimality at these two levels may

come into conflict. What is good for a belief set may not be good for each in-

dividual belief that makes up the belief set. The most salient case of such

conflict is when a belief set is made of mostly minimally counterintuitive be-

liefs. A folktale with many minimally counterintuitive concepts will be at a

disadvantage if cognitive optimality is more important at the level of belief

sets. Each minimally counterintuitive concept in this tale will be at an advan-

tage if cognitive optimality is more important at the individual belief level.

As suggestive as the groundbreaking studies of Barret and Nyhof (2001)

and Boyer and Ramble (2001) are, they leave unresolved a number of is-

sues. First is the problem of incompatibility of this finding with existing cul-

tural materials. Why do we not see minimally counterintuitive concepts

take over most of the narrative structure of religions, folktales, and myths?
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One possibility is that cognitive optimality may also operate at the level

of belief sets, such that minimally counterintuitive belief sets enjoy a trans-

mission advantage. This would lead to a state of affairs not unlike what we

observe in real life: A successful belief system would be mostly intuitive,

containing only a few minimally counterintuitive elements. This possibility

has not been explored before. In earlier studies, an equal number of natural

and nonnatural concepts were used in each story.

A second issue is that the materials used in these studies were con-

structed such that they may have encouraged participants to privilege the

counterintuitive concepts over the intuitive ones. This could have hap-

pened in two ways. First, most studies used a “storytelling” format, in which

participants were asked to memorize the story with the expectation of tell-

ing it to another person. The great advantage of using a storytelling format

is that many instances of cultural transmission in real life occur in a story-

telling context. Its drawback, however, is that it is not a clear test of the

memorability criterion. Participants may have remembered any combina-

tion of intuitive and counterintuitive concepts, but reported more counter-

intuitive concepts because the latter would make a better story.

Other studies used a story that is about an intergalactic ambassador vis-

iting a museum in another world. This may have encouraged attending to

counterintuitives by suggesting to participants that the researcher is inter-

ested in extraordinary, science-fiction type events, rather than mundane oc-

currences. Although both storytelling and stories suggesting extraordinary

events clearly have counterparts in natural settings (e.g., telling and retell-

ing of folktales in a village), they are not the only form of cultural transmis-

sion, and may particularly favor transmitting counterintuitive ideas.

Finally, commonsense beliefs usually must be relevant to the listener to

be successfully communicated and remembered (Sperber & Wilson, 1986).

They must inform the listener of something that should be known or made

salient, but was not before. The commonsense items in these experiments

fail to meet such minimal criteria for relevance. For example, Barret and

Nyhof (2001, p. 79) list as commonsense items “a being that can see or hear

things that are not too far away,” and “a species that will die if it does not

get enough nourishment or if it is severely damaged.” Indeed, such items

fall so far below the ordinary expectation that items communicated should

carry some new or salient information, that Barret and Nyhof report: “That

common items were remembered so poorly relative to other items is partic-

ularly surprising given the reaction of some participants to these items. . . .

In some instances of retelling these items, participants tried to make the

common property sound exciting or unusual” (pp. 82–83). In other words,

some subjects apparently tried to meet minimum conditions of relevance.

For the most part, however, it appears that communication of common

items failed these minimum standards.
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MEMORABILITY OF INTUITIVE AND MINIMALLY
COUNTERINTUITIVE BELIEFS AND BELIEF SETS

“The war of the ghosts” (Bartlett, 1932) was one of the earliest accounts of

the effects of memorability on the transmission of belief sets containing nat-

ural and nonnatural concepts. Bartlett found that the notion of the ghosts

was gradually eliminated from the retellings. A possible explanation for this

finding is that cultural transmission operates at the level of belief sets, such

that the elimination of the ghost from the retellings contributed to the over-

all cultural survival of the story as a whole.

As Barret and Nyhof (2001) noted, however, Bartlett’s finding is difficult

to interpret. First, he did not directly compare the memorability of “ghosts”

to control items. Second, the study was based on a single story, and idio-

syncratic aspects of the story (such as its cultural unfamiliarity) may have

contributed to the findings. More studies, with better experimental control

and wider sets of information, are needed.

We conducted a study to examine the memorability of intuitive (INT)

and minimally counterintuitive (MCI) beliefs and belief sets over a period of

a week. Participants were 107 undergraduate students at a large American

university in the Midwest. MCI beliefs were generated by transferring a

property from its intuitive domain to a novel domain (e.g., thirsty door,

closing cat). For each MCI belief, there was a corresponding INT belief

(thirsty cat, closing door). Thus, each word—“cat,” “door,” “closing,” and

“thirsty”—were equally likely to appear in an INT item as in a MCI item. This

resulted in a set of four statements that achieved a counterbalanced design,

with each word in each statement serving as its own control. Recall was

measured in two ways: planned free recall after a 3-minute delay, and a sur-

prise free recall after a 1-week delay. This latter measure was the more im-

portant one, as it better reflects the role of recall in oral traditions.

This study differed from previous ones in a number of important ways.

First, the cognitive optimality hypothesis was tested on two levels: at the

level of individual beliefs, and at the level of structures of beliefs containing

different proportions of INT and MCI beliefs. To examine recall at the level

of structures of beliefs, participants were randomly assigned to one of four

proportions of INT and MCI items on each list: All INT, Mostly INT, Equal,

and Mostly MCI. Second, the INT and MCI items were matched, such that

each word served as its own control (as can be seen in the earlier exam-

ples). This procedure ruled out any possible effects of the prior recall prob-

abilities of the concepts in each belief.

Third, participants were told that they were in an experiment about

memory, and were given a list of items to remember, without providing a

story context. This served two purposes. First, this list-learning format was

meant to provide as neutral a context as possible to measure recall, rather
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than participants’ notions of what is interesting to report. Second, although

stories are an important part of culturally successful materials, many of

these stories often begin their life as a set of discrete images, events, and

beliefs, not unlike lists of items, with little or no story structure (e.g., con-

sider the sketchy nature of early Christian beliefs about the life events of

Jesus of Nazareth, which cohered into a single chronological narrative cen-

turies after the actual events). This format simulated the degraded informa-

tional context of nascent cultural materials.

Finally, unlike previous studies, basic-level concepts were used, such as

door, cat, and infant. The basic level is where: (a) Many common features

are listed for categories, (b) consistent motor programs are used for the in-

teraction with or manipulation of category exemplars, (c) category mem-

bers have similar enough shapes so that it is possible to recognize an aver-

age shape for objects of the category, and (d) the category name is the first

name to come to mind in the presence of an object—for example, “table”

versus “furniture” and “kitchen table,” or “dog” versus “mammal” and “col-

lie” (Rosch, Mervis, Grey, Johnson, & Boyes-Braem, 1976).

Two questions were addressed:

1. At the level of individual beliefs, which kinds of beliefs would enjoy

better recall and lower memory degradation (measured as loss of in-

formation from immediate to delayed recall): minimally counter-

intuitive beliefs or their intuitive counterparts?

2. At the level of belief sets, what proportion of INT to MCI beliefs would

maximize recall of the entire set?

It was expected, consistent with the cognitive optimality hypothesis, that

the belief set with mostly INT beliefs combined with a few MCI beliefs would

enjoy the highest rate of recall and lowest rate of memory degradation, fol-

lowed by the belief set with equal proportions of INT and MCI beliefs. The

set with All INT beliefs would be third, and the one with too many MCI be-

liefs would generate the lowest rate of recall and the highest rate of degra-

dation.

A complex pattern of recall emerged for intuitive and minimally counter-

intuitive beliefs. First we consider the recall rates at the level of individual

beliefs. Unlike the findings of Barret and Nyhof (2001), and Boyer and Ram-

ble (2001), intuitive beliefs showed better recall rates than minimally coun-

terintuitive beliefs. This was the case immediately, as well as after a 1-week

delay. The only exception to this pattern was when counterintuitives made

up the majority of beliefs, in which case there were no differences in recall

rates. Because the two kinds of beliefs were matched, that is, each term in

each belief was equally likely to occur in an intuitive and counterintuitive

belief, we can conclude with relative confidence that it was the intuitive-
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ness factor, not other unknown factors left to vary, that contributed to the

recall advantage of the intuitives.

We have subsequently replicated this finding with a different set of ideas

(Norenzayan & Atran, 2001a) where a sharper distinction was made be-

tween counterintuitive ideas and ideas that are intuitive but bizarre, and

between degrees of counterintuitiveness. Participants received ideas that

were (a) intuitive and ordinary, (b) intuitive but bizarre, (c) minimally

counterintuitive, or (d) maximally counterintuitive. Results revealed a lin-

ear effect of intuitiveness on recall—immediately as well as a week later; in-

tuitive ideas enjoyed the highest rate of recall, and maximally counter-

intuitive ideas received the lowest rate of recall. An analogous experiment

is underway with Yucatec Maya participants who live in a traditional,

semiliterate society in rural Mexico. This experiment will allow us to test

the cross-cultural generality of these findings, as well as to examine possi-

ble cultural variation in the cognitive processes of cultural transmission.

How can we account for this pattern of results? Note that one important

difference between our experiments and those of Barret and Nyhof (2001)

and Boyer and Ramble (2001) is that in this study, participants were not led

to expect nonnatural events (as in listening to a science fiction tale) and were

not motivated to tell an interesting story. In such a context in which people

expect that information will conform to a natural course of events, they are

likely to attend to and remember beliefs that are consistent with ontological

assumptions. This process would break down when the majority of the to-be-

remembered beliefs are minimally counterintuitive. In such a situation, it is

possible that people develop the expectation that the task is about recalling

nonnatural events, or about reporting the “interesting stuff.” As a result, in-

tuitive beliefs would loose their privileged status and recall would be no dif-

ferent for intuitive and minimally counterintuitive beliefs. Under such condi-

tions, it may even be possible to reverse the phenomenon, such that

minimally counterintuitive beliefs are better recalled, as we saw earlier. This

explanation has the virtue of accounting for both the findings of Barret and

Nyhof and Boyer and Ramble, and the findings of the current study. But it re-

mains a speculation waiting to be tested experimentally.

An intriguing finding that converges with the findings of Barret and

Nyhof (2001) and Boyer and Ramble (2001) was that minimally counter-

intuitive beliefs were more cognitively resilient than intuitive ones, in that

they degraded at a lower rate after immediate recall. This is despite the fact

that overall, the former had a lower recall rate than the latter. Thus, mini-

mally counterintuitive beliefs may have a potent survival advantage over

intuitive beliefs: Once processed and recalled, they degrade less than intu-

itive ones. It is easy to see how this difference in cognitive resilience may

be a significant factor in cultural survival. The disadvantage in recall (at

least under the conditions set in this study) may be offset by resilience, so
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that over numerous generations of transmission, an idea that is less remem-

bered, but also less degradable, can, in some situations, prevail over an

idea that is initially remembered well but then eventually dies out because

of a higher rate of degradation.

The picture that emerged at the level of belief sets confirmed that cogni-

tive optimality at this level is at least as important as at the individual belief

level. The effect of belief proportions on delayed recall followed an inverted

U-shaped curve. The belief set that was mostly intuitive, combined with a few

minimally counterintuitive ones had the highest rate of delayed recall and

the lowest rate of memory degradation over time. This is the recipe for a suc-

cessful cultural belief system, and it is the cognitive template that character-

izes most popular folktales and religious narratives. The “equal proportions”

belief set had moderate memorability. Critically, the belief set with a majority

of minimally counterintuitive beliefs had the lowest rate of delayed recall and

the highest level of memory degradation. Indeed, this is a cognitive template

that is rarely encountered in existing culturally successful materials. We sug-

gest that narratives with such a template may have been introduced by cul-

tural innovators but failed to pass the test of memorability. As a result, they

faded from culture. Thus, the way natural and nonnatural beliefs are com-

bined is crucial to survival of a belief system.

Even though the concern of this chapter is not to elucidate memory proc-

esses per se, but to examine the role of memory in generating culturally sta-

ble materials, it is possible to offer some informed speculation about the

cognitive processes that might render the majority intuitive belief set more

memorable and resilient. One explanation is that minimally counterintuitive

beliefs, because of their minimal incongruity with ontological assumptions,

are surprising and interesting. Despite the fact that they themselves are not

as memorable as intuitive beliefs, they may serve the purpose of drawing

attention to the entire belief set in which they are embedded. They encour-

age paying more attention to the belief set as a whole, and thinking about it

more often over time. The majority intuitive beliefs, supported by ontologi-

cal assumptions and theories, then do the actual conceptual work by en-

hancing overall recall. Thus, a cognitive bootstrapping may be in operation

between a minority of counterintuitives and a majority of intuitives. The for-

mer draw interest, and the latter ensure recall over time.

However, this process is highly dependent on the particular mix of be-

liefs. It works as long as minimally counterintuitive beliefs exist in small

proportions. Once their proportion increases to very high levels, the belief

set becomes too incongruent. It looses its capacity to arouse surprise and

interest. In addition, because of the massive inconsistency with ontology, it

also becomes harder to recall and transmit. If this reasoning is correct, then

we can make the following prediction: Assuming that immediate recall is a

rough measure of initial “interestingness,” immediate recall (interesting-
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ness) of the counterintuitives should predict delayed recall of the intui-

tives, but not when the counterintuitives are in the majority. This was in-

deed the case. Immediate recall of the minimally counterintuitive beliefs

was positively correlated with delayed recall of the intuitive beliefs in the

“majority intuitive” condition, and in the “equal proportions” condition, but

not in the “majority counterintuitives” condition.

BEYOND COGNITION: THE ROLE OF EMOTIONS
IN THE TRANSMISSION OF CULTURAL BELIEFS

So far in our discussion, we have been treating the transmission of beliefs in

folk tales, myths, and religious systems as if the psychological processes

that guide such transmission are the same for all culturally important mate-

rials. In fact, our discussion has been based on the proposal that folktales,

religions, and other cultural beliefs are continuous on the cognitive dimen-

sion. That is, we have reviewed evidence that these cultural beliefs exploit

the same cognitive operations based on intuitive ontologies and domain-

specific theories of physics, biology, and mind.

This may indeed be the case, but we believe that a critical psychological

difference still exists between religious and nonreligious cultural materials.

Nonnatural religious beliefs seem to draw emotional commitment like no

other beliefs. People feel deeply committed to them. In fact, the purely cog-

nitive analysis of belief transmission that we have presented so far would

lead us to conclude that ontological violations in the Road Runner or in

Beauty and the Beast are indistinguishable from those in a religious narra-

tive. But Moses receiving the word of God, the Immaculate Conception, and

the Prophet Mohammad ascending to Heaven do not seem to have the

same psychological status as Wile E. Coyote being suspended in air, the

magic mirror in Beauty and the Beast, or a prophet holding an ordinary

conversation with his people. Unlike nonnatural beliefs in folktales and car-

toons, or natural occurrences in religious narratives, nonnatural religious

beliefs evoke profound epistemological and emotional commitment, and co-

ordinate group emotions to such an extent that people may even sacrifice

their lives for these beliefs. How can we explain this phenomenon?

We propose that a possible explanation for the emotional grounding of

nonnatural religious beliefs may lie in the way the human mind and human

cultures have coevolved to resolve one of the most intractable problems

that has been with us since we attained self-consciousness: awareness of

mortality. As has been argued extensively elsewhere (Greenberg et al.,

1990; Solomon, Greenberg, Schimel, Arndt, & Pyszczynski, this volume),

many aspects of culture and commitment to group life seem to be organ-

ized to a large extent so that people are able to manage the debilitating con-

sequences of the awareness and fear of death. Thus, experimentally induc-
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ing mortality salience leads to more positive evaluations of in-group mem-

bers, more negative evaluation of out-group members, and a heightened

sensitivity to threats to one’s own cultural worldview (Greenberg et al.,

1990). Awareness and fear of death may also be an emotional foundation of

religion (Bloom, 1992; Feuerbach, 1843/1972; Freud, 1915/1957). The scholar

of ancient religions Walter Burkert (1996, p. 31) thought so, when he wrote,

“the utmost seriousness of religion is linked to the great overriding fear of

death. The value of religion, manifest in the forms of religion’s cultural

transmission and in the insiders’ confessions, is that it deals with the ‘ulti-

mate concern’ and thus fits the biological landscape.”

Consistent with this idea, recently we have found that inducing mortality

salience directly affects religious commitment as well. Compared to con-

trol-group participants who were asked to reflect on their favorite foods, ex-

perimental group participants who were asked to reflect on their own death

reported themselves to be more religious and were more likely to say that

they believe in God (Norenzayan & Atran, 2001b).

We speculate that nonnatural beliefs, unlike those grounded in intuitive

ontologies, offer a seeming causal resolution to the existential fear of death

by evoking possible worlds of avoidance. Thus, nonnatural beliefs may be

psychologically privileged under conditions where everyday common sense

fails, as when people are faced with the reality of their and their family mem-

bers’ imminent mortality. Because the ordinary causal understanding of intu-

itive ontologies fails to deliver a resolution to this existential problem, people

construct and accept a psychological realm that goes beyond the ordinary

and appeals to the extraordinary. To reprieve cognition from constant atten-

tion to the factually unresolvable and attention-arresting anxieties of every-

day life, there must be a countervailing emotional faith that people share in

counterfactual and counterintuitive resolutions.

We propose the hypothesis that awareness of mortality—and perhaps

other emotionally eruptive existential anxieties for which there appears to be

no rational expectation of resolution, such as vulnerability (to injustice, pain,

dominance), loneliness (abandonment, unrequited love), or catastrophe (dis-

ease, sudden loss)—should cause people to become cognitively susceptible

to seek, encode, recall, and transmit information that goes beyond rational or

intuitive understanding. This includes beliefs in supernatural entities that in-

tervene to solve (the humanly insolvable) problems of humankind.

CONCLUSION: ALTERNATIVE SCENARIOS
OF CULTURAL TRANSMISSION

We have found that under ordinary conditions and over at least a 1-week pe-

riod, natural beliefs enjoy a recall and hence transmission advantage over

nonnatural beliefs that are minimally counterintuitive. This raises a question:
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Why do narratives that have achieved a cultural level of distribution—tales,

myths, religious beliefs—invariably contain nonnatural beliefs? Is there a psy-

chological explanation for the success of this form of cultural beliefs?

One answer is provided in the data we described earlier. Nonnatural be-

liefs, as long as they come in small proportions, help people remember and

presumably transmit the intuitive statements. A small proportion of non-

natural beliefs gives the story a memory advantage over stories with no

nonnatural beliefs at all or with far too many nonnatural beliefs, just like

moderately spiced-up dishes have a cultural advantage over bland or far

too spicy dishes. Just as spices in and of themselves may have little nutri-

tional value but help one consume nutritious food, nonnatural beliefs may

have little psychological value but may help one remember and transmit

beliefs that do have psychological value. This represents the first alterna-

tive scenario of cultural transmission: the cognitive route. Here, cultural in-

novators start with natural propositions, then spice up their narratives with

nonnatural propositions making the narratives culturally attractive. Over

multiple generations of trial and error, those belief systems that evolve this

cognitive form enjoy a transmission advantage over others and eventually

achieve cultural stability. This route may describe how folktales evolve in a

culture. The typical cultural innovator of the cognitive route is the story-

teller; its setting is around the campfire or the dinner table, and its ontologi-

cal violations are for cognitive effect.

The second scenario of cultural transmission is the reverse of the first.

This second possibility is that under some conditions, nonnatural beliefs

(of the minimally counterintuitive kind) enjoy a transmission advantage—

for example, when consumers of cultural materials have reason to expect

that the cultural narratives will follow a nonnatural course (Barret &

Nyhof, 2001; Boyer & Ramble, 2001). This may also happen if it turns out

that even though nonnatural beliefs are less memorable in the absolute

sense, they degrade at a slower rate, as hinted by the evidence we have.

More importantly, in this second emotional route to cultural transmission,

cultural innovators, faced with powerful existential anxieties of their

group members, invoke nonnatural narratives that “transcend” common

sense and offer seeming resolutions to these fears. Then the cultural inno-

vators embed their nonnatural narratives within intuitive causal under-

standings, making the narratives comprehensible and communicable.

Over multiple generations of trial and error, those belief systems that

evolve this second cognitive form enjoy a transmission advantage over

others and eventually achieve cultural stability. We speculate that this

process may be a critical functional motivation for religious thought. The

typical cultural innovator of the emotional route is the shaman and the

prophet. Its setting is death as a result of disease, natural disasters, and

war. Its ontological violations are for emotional effect.
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Both routes—the cognitive and the emotional—may occur independently

in the way all kinds of cultural beliefs emerge. Moreover, even though the

outcome they produce may look cognitively similar in the way natural and

nonnatural beliefs are combined, the origin, emergence, and underlying

psychological processes that support these routes may be quite different.
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[People] cannot help producing rules, customs, values and other sorts of

norms whenever they come together in any situation that lasts for any

considerable time.

—Sherif (1936, p. 3)

Thinking scientifically about culture and psychology is fraught with difficul-

ties. It requires us to think about bidirectional influence between the macro

level of large populations and the micro level of individual psychology. Cul-

ture clearly shapes human behavior, yet mapping out the process by which

the cultural context affects the specific thoughts and actions of individuals

is a daunting task. Individual thoughts and actions, of course, must influ-

ence culture in turn, for how else can we account for changes in culture

over time, or the creation of culture in the first place? In large-scale modern

societies, however, tracing the impact of individuals on culture is like trac-

ing the impact of a small stream on the ocean, unless we focus on people

who wield a degree of power that makes them quite atypical.

Scientists often tackle the sticky problem of bidirectional influence by

picking one direction and leaving the other for a different group of scholars

to study. A top-down approach investigates how culture affects individual

behavior. A bottom-up approach stresses the impact of psychological

mechanisms on the generation of culture. In a earlier draft of this chapter,

we assigned these two approaches to various traditions (bolstered by

quotes from prominent proponents), scolded them for emphasizing one

type of influence over another, and then presented our integrated ap-
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proach as a more appealing alternative. It was an attractive rhetorical de-

vice, and relatively easy to support with material by scholars who ad-

vanced their approach by denouncing others as misguided, reductionist,

incoherent, and bound to outmoded traditions.

When we went back and read the original sources more carefully, how-

ever, attending to the context in which quotes used as ammunition were

drawn, we had to abandon our cherished rhetorical device. Yes, some bod-

ies of work pay little attention to how the architecture of the human mind

might structure recurrent elements of culture. True, other bodies of work

seem to emphasize the evolved architecture of the mind while giving less

attention to how the sociocultural environment modulates behavior. How-

ever, a common theme was also apparent: a quest for integration identical

to our own.

Berry, Poortinga, Segall, and Dasen (1992), who noted that cross-cultural

psychologists are mainly interested in the flow of influence from popula-

tion-level variables to individual outcomes, also acknowledged that “a full

model must include feedback loops” (p. 11). Shweder (1990) asserted that

cultural psychology is the study of how “psyche and culture, person and

context . . . dynamically, dialectically, and jointly make each other up” (p.

1). Tooby and Cosmides (1992), who highlight the psychological founda-

tions of culture, also stressed that “both the genes and the developmentally

relevant environment are the product of evolution . . . the evolutionary

process determines how the environment shapes the organism” (pp.

84–85). Explicit attempts to account for influences in both directions also in-

clude Boyd and Richerson’s (1985) integration of social learning (cultural

transmission) and individual learning from the environment, which can

then diffuse through a population. Sperber’s (1986) epidemiological notion

of culture as a distribution of representations also interprets the content of

transmitted culture as strongly constrained by human cognitive abilities

and innate concepts.

The difficulty in translating the desire for integration into a coherent ap-

proach to studying culture and psychology is ample evidence that cultural

psychology, cross-cultural psychology, psychological anthropology, and

evolutionary psychology are all, in their own ways, trying to get purchase

on a very difficult problem. In this chapter, we make our own attempt. We

examine the interface between culture and individual psychology by focus-

ing directly on the dynamic interplay between levels, and by looking at

more levels than two. In particular, we view small groups as an excellent

setting for observing the simultaneous, mutual influence of culture and psy-

chological processes. Thus, paradoxically, we propose to make a hard

problem easier not by subtracting levels and directional arrows, but by

adding more.
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Complexity science and dynamical systems theory can help us think

about cultural dynamics in a way that explicitly handles cross-level mutual

causality. We follow the lead of Caporael and Baron (1997), who apply com-

plexity ideas to the problem of psychology and culture and differentiate the

space between individual and population into dyads, small work groups,

and larger bands. Focusing on small groups as complex dynamic systems

helps us connect the multiple levels of individual, dyad, group, and popula-

tion into a single framework.

To study the multilevel process of culture creation and change, we also

need experimental paradigms that incorporate micro, meso, and macro lev-

els. Although some psychologists have studied the emergence of cultural

elements such as social norms experimentally, the menu of paradigms to

choose from is brief and, in our view, inadequate to the task. Another proj-

ect of this chapter is thus to describe an experimental paradigm we have

developed to investigate the formation of small groups by individuals em-

bedded in miniature societies. This multilevel paradigm can yield useful

data on how cultural elements such as social norms both emerge from and

shape individual cognition and collective behavior.

The chapter is organized as follows. First, we describe a variety of levels

that constitute the interface between psychology and culture. We discuss

the dynamics within and across levels using the frame of complexity sci-

ence, an interdisciplinary set of concepts and methods for studying hierar-

chically organized systems (see Lewin, 1992, for a good introduction). Sec-

ond, we give a selective overview of social experimental approaches to

studying the emergence and transmission of norms, and describe a new ex-

perimental paradigm, an interactive card game called social poker. Third,

we illustrate our conceptual and methodological approach with data gath-

ered using this paradigm. We focus on how social norms governing group

membership and the allocation of collective resources emerge and are sta-

bilized, transmitted, and transformed.

SELF-ORGANIZING CULTURE:
A COMPLEXITY APPROACH

We are not the first to view the emergence of culture through the lens of

complexity theory and nonlinear dynamics. Anthropologists (e.g., Culbert,

1988), organizational theorists (e.g., Harrison & Carroll, 1991), psychologists

(e.g., Nowak & Vallacher, 1998), and political scientists (e.g., Axelrod, 1995)

have considered the dynamics of cultural emergence and transmission in

this light. Building on this foundation, we connect key features of complex

systems to the dynamics of culture, with a focus on social norms. In small
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groups, social norms are collective expectations about how to behave that

are enacted in the patterned behavior of members over time.

Core Configurations of Human Social Life

Caporael and Baron (1997) hypothesize that there are four evolutionary

core configurations in which people naturally associate, which are repeat-

edly assembled as the “natural environment” for the human mind. These

are dyads, teams (work/family groups), bands, and macrobands. Modal size

for the last three configurations is given as 5, 30, and 300 people.

Contemporary observations of naturally occurring groups in public

places indicate that dyads are common, and few groups contain more than

five or six people (see Moreland, Levine, & Wingert, 1996, for a review). The

mode of 30 for a band corresponds to the size Jarvenpa (1993) gave for

overwintering communities of 20–50 people in modern hunter-gatherer soci-

eties; Kelly (1995) reported an average size of 25 for nomadic bands. Re-

searchers who study small groups in modern society also define 30 as the

upper limit for how many people can plausibly function together as a small

group (Hare, 1995). Much of the work in hunter-gatherer bands, however, is

accomplished in small work groups. Allowing for a range of children,

healthy adults, and the old and infirm or ill, Kelly estimates that a band of

25 would include seven to eight full-time foragers, on average—the size of a

team. Size estimates for the “maximal” groupings of macrobands vary

widely (see Kelly, 1995, pp. 209–211 for a discussion).

The core configurations each have modal tasks or functions. The dyad is

the context in which infants learn microcoordination, and is also the unit

for sexual reproduction. The work group is the unit for foraging or hunting,

and is the context for the development of distributed cognition—the proc-

ess of coordinating and integrating knowledge across people. Through in-

teractions in small groups, children “master forming and internalizing

norms and values” (Caporael & Baron, 1997, p. 331). The band is the focus of

social identity for its members and the context for role specialization,

higher level coordination, and the shared construction of reality. The

macroband is a seasonal gathering for the exchange of resources and mate

selection, and is the context for stabilizing and standardizing language.

Multilevel Complex Systems

To give a reasonably complete description of a complex system, one should

consider the flow of activity at three partially nested levels. Nonlinear local

dynamics characterized by feedback loops give rise to emergent global struc-

ture at the next level up, which in turn constrains local events. The impact

of context variables (also called control parameters) on the nature of global
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dynamics is the third level of analysis (Arrow, McGrath, & Berdahl, 2000).

For the purposes of this chapter, individuals and the dyadic interactions

among them comprise the local level, from which the small group emerges.

Our small group, which corresponds to Caporeal and Baron’s team, serves

as the focal “global” level, the setting in which norms develop. The larger

collective (neighborhood, business unit, classroom) in which the small

group operates is the embedding context. In this section, we discuss how

the levels from individual to band are involved in the emergence, transmis-

sion, and transformation of social norms.

The different levels of human social aggregates are not fully nested

within one another like Russian dolls or proper sets. In groups the smallest

units—members—are partially embedded individuals with a life that inter-

sects with, but is not fully embedded within, any one group. As an example,

an operating-room nurse in a group completing a coronary bypass opera-

tion may also be a father embedded in a family, a coach embedded in a soc-

cer team, and a member of a hospital committee reviewing institutional pol-

icy. These groups are embedded in multiple larger collectives such as a

neighborhood, a soccer league, and a hospital chain. The nurse will also

have dyadic interactions with people (his patients, for example) who do not

belong to any of the same groups that he does. Thus ideas and communica-

tion flow across multiple, overlapping, permeable group boundaries, which

define the groups and partially contain their members.

Individual Level: Psychological Mechanisms

At the individual level, psychological mechanisms relevant to the emer-

gence of norms regulate human social behavior. In his overview of influ-

ence strategies, for example, Cialdini (1993) identified the principle of “so-

cial proof” as guide to human behavior. The principle is: When in doubt,

copy the behavior of others who are similar to oneself in age and sex, par-

ticularly if they belong to one’s “in-group” or have high social status. For

humans to implement this principle reliably, they clearly need mechanisms

that enable them to judge similarity to self in age and sex, assess social stat-

us, recognize membership in the same group, and imitate others. A similar

principle, which we paraphrase as “imitate the most commonly observed

behavior,” underlies the conformist transmission of cultural behaviors pro-

posed by Henrich and Boyd (1998).

Tooby and Cosmides (1992) proposed that a host of specialized cognitive

and affective mechanisms have evolved to promote behavior that has

proved adaptive for human social interaction. The four universal relational

models (Fiske, 1991, 2000)—communal sharing, authority ranking, equality

matching, and market pricing (described in more detail later) fit this profile,

because the models provide information about the content of expected be-
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havior. Integrating findings and concepts from several disciplines, Fiske

proposed that all interpersonal interaction is structured by these species-

wide models, which serve as a generative grammar for thinking about and

coordinating relationships. We think of the models as core schemas—organ-

ized sets of associated concepts and rules (Taylor & Crocker, 1981) that co-

ordinate the operation of more specialized cognitive modules for functions

such as cheater detection, reading status cues, and generalized reciprocity,

which are differentially appropriate for different social contexts and rela-

tionships. The context tunes the probability of selection for each model;

acting in accordance with a model also shapes the immediate social envi-

ronment. We describe in turn how social interaction is organized according

to each relational model, and identify some psychological mechanisms that

we believe are activated (or switched off) by these “cultural coordination

devices” (Fiske, 2000).

In communal sharing relationships, people emphasize the common iden-

tity of group members and focus on what is good for the group as a whole.

The preferred model of decision making is consensus, and people pool re-

sources and draw on the pool without keeping track of individual contribu-

tions and withdrawals. Pooling and redistribution is commonly used for

family food resources (Sahlins, 1996). Anyone defined as family is entitled to

raid the refrigerator, regardless of whether they helped obtain the food.

People who are not blood relatives have these privileges only if they have

been classified as “family.”

Some primary psychological mechanisms underlying this model are at-

tachment to kin and, more generally, the fundamental human need for be-

longing (Baumeister & Leary, 1995), which motivates people to seek inclu-

sion in groups. Other relevant mechanisms would be the ability to perceive

group boundaries and the motivation to prevent outsiders from accessing

group resources. Research on group perception (e.g., Perdue, Dovidio,

Gurtman, & Tyler, 1990) and intergroup relations (e.g., Sherif, Harvey,

White, Hood, & Sherif, 1961), plus abundant evidence in the natural world of

friendship cliques, gang warfare, and cronyism, illustrates that people do

indeed attend to group boundaries, showing generosity to those within the

boundaries and hostility toward outsiders. When this model is activated, it

should switch off unneeded mechanisms, such as the cheater detection

module identified by Cosmides and Tooby (1992).

In authority ranking relationships, people structure their interactions ac-

cording to status and position. A prototypical domain is the military, where

personnel wear insignias of rank to signal status. One necessary mecha-

nism for implementing this model is the ability to interpret status cues, a

capacity that humans share with many nonhuman species that organize

themselves into dominance hierarchies. Another is a propensity to obey
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those in higher status positions, demonstrated powerfully in the natural so-

cial world by soldiers, members of religious cults, and students in class-

rooms. In distributing resources, high-status members get more; low-status

members get less. An authority ranking approach to distributing office

space, for example, would give senior, higher level members more space

and junior members less space, based on rank. However, rank also comes

with obligations: Superiors are expected to provide for inferiors. Thus,

when a group organized according to this model eats out, the highest-status

person often picks up the bill. When this model is active, mechanisms gov-

erning reciprocal altruism (Trivers, 1971)—which are appropriate to the

next model, equality matching—should be switched off.

In equality matching relationships, people reciprocate favors after some

delay, and maintain a balance between giving and receiving. This model is

commonly applied among people who consider themselves to be of equal

status, such as friends, classmates, or colleagues. People in equality match-

ing relationships often respond to favors by saying “I owe you one” or “I’ll

pay next time.” Note the difference from authority ranking, in which an em-

ployee does not expect to reciprocate a meal by taking the boss out in turn.

The psychological mechanisms necessary for reciprocal altruism are not

specific to humans; this form of time-delayed exchange of favors has also

been documented among chimpanzees and vampire bats (Cosmides &

Tooby, 1992). According to Trivers (1971), the emotions of gratitude and

sympathy help regulate this system, as does guilt when one has not recipro-

cated properly.

In market pricing relationships, people seek the best deal for themselves,

and expect that others will do the same. This model, which commonly gov-

erns trade and other social exchanges among strangers or acquaintances,

dictates that resources be divided based on the equity principle, with out-

comes proportional to inputs. When eating out following this principle, peo-

ple contribute based on what they ordered. When the exchange includes a

time delay before the benefit is delivered, modules for assessing trustwor-

thiness and cheating should be on alert. This relational model should trig-

ger a single-minded focus on maximizing utility (Trivers, 1971), and should

activate the “negative reciprocity” (Sahlins, 1996) of moral aggression if

someone is caught cheating. Sympathy—the tendency to attend to the

other’s needs—should be switched off.

Cultural Specification. Particular cultural implementations of these

models (scripts, or specified sequences of actions) organize social ex-

change, distribution, contribution, decision-making, social influence, moral

judgment, aggression, and conflict (Fiske, 1991). There is no practical limit,

for example, to the types of objects or services that might be deemed ap-
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propriate or inappropriate to reciprocate the gift of a chicken or a color TV.

Because scripts vary widely across time and place, they are, for the most

part, particular elements of cultures, rather than psychological primitives,

such as the principle of social proof, the relational models, and the mecha-

nisms that (we believe) the “higher level” relational models switch on or

off. Because different mechanisms specify different behaviors, the activa-

tion of a mechanism depends on a match with appropriate social cues. As

Fiske (2000) and others (e.g., Caporeal & Baron, 1997; Tooby & Cosmides,

1992) have noted, psychological mechanisms and social cues and settings

have evolved together and require one another. We turn next to the “core

configurations” of social interaction which constitute the settings and pro-

vide the cues.

Local Dynamics: Dyadic Interaction

The dyad is the setting for microcoordination of action and thought. Al-

though this coordination is facilitated by shared models for interaction, it is

initially based on a spontaneous coupling of action that does not require ex-

plicit, conscious effort to achieve. If two people (let’s call them Anna and

Francesco), are conversing, then what Anna says and does depends in part

on what Francesco says and does, and vice versa. Francesco can see Anna’s

reactions while he is talking and can make immediate adjustments and cor-

rections. The mutual, nonlinear nature of human face-to-face interaction,

which includes “back-channel” feedback, makes coordination relatively

easy to achieve. This skill at microcoordination develops in the primary

dyad of mother and infant (see, e.g., Nwokah, Hsu, Dobrowolska, & Fogel,

1994). The dyadic relationship is thus the context in which the psychologi-

cal mechanisms relevant to social interaction are first activated, and it is a

context that these mechanisms help construct.

The coordination of thought and action among adults also requires and

builds a shared understanding of the nature of the relationship. The differ-

ent relational models specify different sets of responses, and the cultural

context supplies a plethora of detail about how people might interact. In a

new interaction, people’s reading of cues and construction of the situation

help direct their initial actions. The first person to act provides the initial

move based on how the person has understood the relationship, and that

person’s action cues the other person’s response. Even if two people (re-

turning to Anna and Francesco) have different ideas about the appropriate

model, Anna’s initial action can trigger a train of interaction that unfolds in

a smooth flow of coordinated behavior. Francesco’s own actions in this ex-

change can alter his views about what is appropriate, leading to mid-course

corrections to align belief and action (see Nowak & Vallacher, 1998, for a

more detailed discussion of this kind of dynamic coupling).
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Global Level: Small Group

In small groups, coordination cues are provide by multiple actors, rather

than a single partner. The behavior of each unit in a complex system is in-

fluenced directly by some of the other units, linking them together in a net-

work of mutual influence. Principles such as “social proof” ensure that peo-

ple will use the behavior of others as input to their own behavior. Out of

this mutual influence, collective behavior becomes coordinated in a proc-

ess called entrainment (Kelly, 1988). Because entrainment occurs naturally

when dynamic components interact (whether they are grandfather clocks

or heart cells or violin strings), simple coordination of behavior does not

require explicit, conscious effort to achieve. Complex systems as different

as chemical reactions (Prigogine & Stengers, 1984) and the flight of birds ex-

hibit a common dynamic pattern: the emergence of order from nonlinear

relationships among multiple interacting units (Casti, 1994).

In small groups, emerging group norms establish shared expectations

that guide more complicated sequences of coordinated action than the rela-

tively simple entrainment of gesture and turn taking in conversation. In

their model of norm emergence, Bettenhausen and Murnighan (1985) pro-

posed that people in a new group setting rely on their definition of the situ-

ation to retrieve an appropriate script. If we take the relational models as

the basic forms for social interaction, the definition of the situation should

activate one or more relational models, which narrows down the choice of

appropriate scripts. What happens next depends on whether the models

activated and the scripts retrieved are similar or different across group

members.

When all members settle on the same relational model and retrieve simi-

lar scripts, interactions will be smooth and unproblematic, with no need for

an explicit discussion of norms. If members retrieve different models and

scripts, initial interactions will be frustrating and confusing (uncoordi-

nated) and will trigger explicit discussion of how to proceed. If members re-

trieve similar scripts but have different models in mind, then initial interac-

tions will either redefine the situation for dissenting members or lead to

explicit discussion about what is appropriate. If members have the same

model but different scripts, smooth initial coordination will break down as

the scripts diverge. Group norms thus emerge from joint action and (in

some cases) explicit discussion, a bottom-up process of local dynamics.

Once created, however, the norm (a group-level structure) guides member

activity at the local level in turn. In this way, process creates structure,

which helps coordinate process.

This theory assumes that all members define the situation and retrieve

scripts before interaction begins. However, people may also be uncertain,

triggering the social proof mechanism of “imitate others.” In a study of proj-
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ect groups, for example, Gersick (1988, p. 33) found that “lasting patterns

can appear as early as the first few seconds of a group’s life.” Perhaps the

same plan for action occurs to all members simultaneously. Given the vari-

ety of scripts possible even in narrowly defined situations, this seems un-

likely. Instead, we believe new group members commonly rely on the ac-

tions of other members to help define the situation for them. They use

these actions as cues to determine which relational model is being imple-

mented. In a newly formed group, all members are new, and the uncertainty

this entails makes them especially susceptible to mutual influence. Mutual

influence in the collective search for a common frame of reference helps

members converge on collective decisions and coordinate their actions.

As soon as a group acts collectively, it has established something new: a

precedent. This precedent then shapes members’ shared beliefs about ap-

propriate behavior. All group members now have a shared script for “how

we do this in this group.” The next time the group needs to act, the process

will be different, because of the precedent established by the first decision.

The precedent coordinates collective cognition, as all members retrieve the

same script: the one the group used before. Members may, of course, differ

in their level of satisfaction or dissatisfaction with this script. The issue for

the group when they face their next task or decision has changed: It is not

“What shall we do?” but “Shall we proceed as before?”

Using the framework of dynamical systems thinking, we can identify the

four relational models as potential attractors for social norms as the group

sorts out how to behave. An attractor is an equilibrium state or cycle of

states into which a system settles over time. From the initial state of confu-

sion, the group will move toward one attractor. Which attractor the group

settles on will depend on the relative preferences for the four models that

each member holds (individual level) and the distribution of preferences

among the members (group level). When all members have the same pref-

erence, the result is predictable. The group starts, essentially, within the

“basin of attraction” for a single model. Just as water falling within a water-

shed will drain predictably to the same river, the activity of a complex sys-

tem that starts out within the basin of an attractor will settle down on that

attractor.

When members are uncertain (no clear preference) or differ in their pref-

erences, they may collectively retrieve multiple models as possibilities. Be-

cause members are easily influenced in this initial stage of group formation,

the first approach suggested or enacted can inspire a quick convergence on

a single model. Which attractor they move toward, however, will depend on

who acts or speaks first. Positive feedback can create substantial differ-

ences in outcomes based on very small initial differences in the system, a

phenomenon known as sensitive dependence on initial conditions. In two

groups of people with the same initial distribution of preferences, the social
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norm adopted by each group may differ based on who happened to express

their preference first. Sensitive dependence effects are most likely when the

system is unstable, and collective uncertainty among members creates in-

stability. Divergence of initially similar systems can create distinctive group

microcultures with different norms.

As a group works together over time, precedent quickly becomes “tradi-

tion”—which we define as any particular script the group has enacted twice.

Newcomers conform to group norms by observing and copying regularities

in the way other members behave, and in this process we see the classic

top-down transmission of culture from a higher level (the group) to a lower

level (individual). Dynamic instabilities at the local level of a complex sys-

tem can also create spontaneous change even after the system appears to

have “settled” into a persistent structure (Eidelson, 1997). This is bottom-up

change. A newcomer may suggest an alternate approach, or may innocently

ask why a group has chosen a particular procedure, such as dividing group

resources by drawing straws. If existing members have no stronger reason

than precedent for a particular norm, a simple request for information can

lead to a reconsideration of how the group should behave. Thus what look

like established norms at the group level can undergo sudden changes

based on fluctuations at the local level of intra- and interpersonal dynamics.

Embedding Context: The Band

A larger congregation of people might be a primary functional unit (such as

the hunter-gatherer band) in which individuals repeatedly form smaller

work groups of fluid membership. It might be a gathering of preexisting

smaller groups. It might be a meeting of like-minded people that includes

some work groups, some dyads, and some otherwise unconnected individu-

als. Or it might be an aggregation of strangers with no prior ties, such as

students who sign up for the same class. The dynamics of norm emergence,

differentiation, and diffusion in this larger grouping should differ depending

on the preexisting structure of ties among the individuals involved.

Latané and colleagues have studied the self-organization of beliefs in col-

lections of individuals connected by different geometries of communication

links (Latané & L’Herrou, 1996). In their experiments, 24 people linked to-

gether on a computer network played a conformity game that simulates con-

formist transmission of beliefs. Players were rewarded for detecting the ma-

jority preference for red or blue, for example. Each person could send

messages to four others in the network, and each received messages from

four people (not necessarily the same four). Although people’s initial beliefs

were randomly distributed, the network quickly self-organized into coherent

clusters of people with similar views. These clusters emerged as participants

repeatedly adjusted their beliefs in response to messages from others.
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In the “family” geometry, sets of four people were tightly linked to one

another, with each member having one link outside the family. After several

rounds of messages, the system “settled” into an attractor of homogeneous

family groups, with most but not all of the family groups settling on the

same collective belief (consolidation). In a continuous “ribbon” geometry,

however, in which each person communicated with four adjacent neigh-

bors, the group settled into distinct clusters with no consolidation.

Although Latané and L’Herrou’s experiments demonstrate the self-

organization of a larger population into coherent “groups” of people with

similar beliefs, the “members” could not detect these groups. They are ap-

parent only to an outsider (the experimenter, the reader) who can see the

whole pattern. We believe that the diffusion and standardization of culture

in a larger population, or the continued diversity of smaller groups within

the larger unit, is also affected by what happens at the interface of per-

ceived group boundaries. The social proof principle, for example, directs

attention to in-group (not out-group) members as a model for behavior.

When people extend the idea of “us” to include the whole band, it should

enhance the standardization of norms, as group members observe and

copy the behavior of other groups. This diffusion from group to group

helps creates a population-level standard (consolidation). When people tie

their identity more closely to a smaller group, and view other small groups

in the same embedding context as competitors or “other,” that should

strengthen intergroup differentiation (consistent with the predictions of op-

timal distinctiveness theory, see Brewer, 1991).

Diffusion of norms from the small group level up to the next level of band

should be facilitated by overlapping membership in different small groups,

whether simultaneous (people belong to multiple groups) or sequential

(groups frequently dissolve and reform). The former creates a complex

structure at a single point in time. The latter creates a complex structure

distributed across time. An example is the fission–fusion pattern observed

both in nonhuman primates (Janson, 1993) and in the fluid membership of

temporary groups such as incident response teams (Goodman & Wilson,

2000). In fluid groups, socialization (transmission of culture to new mem-

bers) can occur as members transfer what they have learned from group to

group (diffusion at the global level), or when members access community

resources such as shared data bases for guidance on how to proceed (influ-

ence from embedding context down to specific group).

When a larger band is the context in which small groups form, the domi-

nant norms in the group’s immediate embedding system will affect the like-

lihood of members accessing different models for behavior, and thus the

likelihood of a group embracing equality matching norms, for example, as

opposed to equity principles (market pricing). The bottom-up process of

norm formation is also shaped by the top-down influence of the larger con-
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text on individuals. The arrows of influence go from embedding context to

individual and back up to small group.

Macrobands and Larger Aggregates

The only core configuration above the level of the band is the macroband

of several hundred. In most contemporary societies, however, the levels of

embedding context continue way beyond this level, up to and including as-

pects of global civilization made possible by developments such as the

Internet. These larger embedding contexts play a role in transmitting cul-

tural assumptions and norms to individuals, whether they are a corpora-

tion that employs thousands of people, a city of a million in which the per-

son lives, or a nation with its own plethora of customs, symbols, and norms.

Models and scripts that are common and valued in the most salient larger

context—whether this is a corporation, a religious group, or society at

large—should be more accessible and should feel more like the “right way”

to behave.

The Full Multilevel Framework

The multilevel framework is illustrated in Fig. 8.1. The macroband and band

(a and b) are the embedding contexts (one proximal and one distal), the

group is the main level of interest (c), and the dyad and individual (d and e)

constitute the local level. The arrows represent influences within and

across levels; the chevrons indicate changes over time at the same level.

At the local level, all individuals have an array of psychological mecha-

nisms that guide social interaction. Depending on dominant norms in the

larger embedding contexts and cues in the immediate social context of the

dyad or small group, some of these will be activated (the light bulbs) and

some will be “dormant” (the dark circles). Individuals can coordinate most

quickly and easily in dyads, which facilitates interpersonal influence in

larger settings.

When a group forms, members retrieve relational models and scripts for

how to behave, look to the actions of others to help define the situation for

them, or both. Individual action (by a member who has decided on a script)

cues complementary actions by other members, and group patterns

emerge. The emergent group pattern in the middle of the figure illustrates

the authority ranking model. When a new member arrives in the group

(right side of figure) either the norm is (f) transmitted and the newcomer

conforms to the group pattern, or the norm is (g) transformed in response

to the perturbation created by membership change. In the first case, group

influence on the individual promotes socialization into existing patterns; in

the second case, the influence of the newcomer on the group promotes

8. SELF-ORGANIZING CULTURE 183

TLFeBOOK



change. In both cases however, influence is bidirectional, part of a continu-

ing negotiation between members and group (Moreland & Levine, 1988).

Emergent norms can diffuse across a wider population as groups, dyads,

or individuals come together in larger gatherings, but some differentiation

between subgroups, or divergent member behavior, should also persist (b).

Although we have given little attention to the larger scale aggregations rep-

resented by (a) in the figure, we also presume bidirectional influence be-

tween “band”-sized groups and larger embedding contexts. In the next sec-

tion, we describe a few experimental paradigms used to study norm

formation processes, identify where they fall short for our purposes, and

then introduce our own multilevel experimental paradigm, social poker.

SOME EARLY STUDIES OF CULTURE
IN LABORATORY GROUPS

The experimental study of culture in social psychology dates back to the

1930s, when Sherif studied the emergence of norms in ambiguous situations

by placing people in darkened rooms and asking them how far a dot of light

moved. In actuality, the light never moved: subjects were reporting their

perceptions of illusory movement, the autokinetic effect (Sherif, 1936). If
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people made repeated solitary judgments, they established idiosyncratic

personal distance standards, which varied between people. If they called

out their judgments while sitting with others, they converged quickly on a

common group norm, which persisted across trials but differed between

groups. When a series of solitary trials was followed by group trials, individ-

uals abandoned their personal standards to converge on a common group

norm. When a series of group trials was followed by solitary trials, solitary

judgments continued to follow the norm established in the group trials.

This suggested that the group norm had been internalized: It was no longer

dependent on the continued presence of other group members. The norm,

an emergent group-level structure, continued to guide individual percep-

tions.

In the 1960s and 1970s, this paradigm was extended to investigate cul-

tural transmission across generations of small groups, and broadened to in-

clude groups that were more explicitly interdependent. The focus in this

next generation of work shifted from the emergence of culture to the stabil-

ity of cultural elements as the membership of groups changed over time.

Using Sherif’s autokinetic task, Jacobs and Campbell (1961) investigated

“the power of culture to perpetuate arbitrary beliefs” (p. 649). In their ex-

periment, an extreme group norm was initially established with the help of

one or more confederates, who gave estimates of light movement that sub-

stantially exceeded the distance naive individuals normally reported.

As charter group members were removed and replaced one by one with

naive new members, the high-distance norm was transmitted to the new

generations but became progressively less extreme. Eventually, as mem-

bers continued to be replaced, the norm drifted downward to match the

“natural” range of distance norms established by groups with no confeder-

ates. The researchers interpreted their results as demonstrating that cul-

tural transmission of an arbitrary norm can survive the total replacement of

all group members. However, their results also showed the eventual aban-

donment of an arbitrary norm that differed from individual observations. In

effect, their experiment demonstrated both cultural persistence and some

limits on persistence for the generational transmission of a social reality

norm (McGrath, 1984, p. 201), which is a shared interpretation of reality.

A decade after the Jacobs and Campbell study, Weick and Gilfallan (1971)

examined the cultural transmission of a situational norm (McGrath, 1984),

which specifies rules for behavior in a specific class of situations. They

chose a new task, the target game, that explicitly required groups of people

to coordinate their actions to achieve a collective goal. They were inter-

ested in whether the persistence of a cultural practice (an assigned strat-

egy for playing the target game) would differ based on whether an arbi-

trarily chosen strategy was more or less difficult to implement. Charter

members of each group were instructed in a strategy (the assigned norm).
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In the target game, the experimenter calls out a target number between 0

and 30, and the three members of a group must try to “hit” that target by in-

dependently (and privately) contributing a number between 0 and 10. The

experimenter tallies and reports to group members the results of each trial;

no direct communication among group members is allowed. The group is

successful if the sum of the three contributions equals the target number.

After a group completed 24 trials, one member was removed and replaced

with a new person who had not been trained in a strategy. After the recon-

figured group completed 24 trials, another member was replaced, and this

procedure was repeated for 11 generations.

The difficulty of the assigned strategy made a difference in how long the

assigned situational norm endured. The easy assigned strategy persisted

unchanged. The “difficult” normative strategy, however, was abandoned by

the fourth generation, and replaced (in most cases) by an easier emergent

strategy. The stability of the situational norm thus depended on how well

adapted it was to the demands placed on the group.

Together, the group experiments just described demonstrate the feasi-

bility of investigating the formation and transmission of cultural elements

such as beliefs and social practices in the microculture of small groups.

They show that group norms (a) emerge among people with initially diver-

gent views, (b) are internalized by group members, (c) differ across groups,

and (d) are transmitted to new members across multiple generations of the

group. They also demonstrate that problematic norms (e) change over time

to either match the preferences of members more closely or match the

structure of the environment more effectively.

The experimental studies just described did not allow group members to

interact freely. When studying the emergence of a social reality norm, in

which simply hearing the views of others can help shape one’s own opin-

ions about what is true, this is a reasonable constraint. The paradigms are

also well suited for the study of what Opp (1982) called evolutionary norm

formation, in which norms emerge implicitly, in an unplanned and unin-

tended manner. According to Opp, norms can also form when institutions

prescribe behaviors (institutional norm formation), or when people explic-

itly discuss appropriate behavior (voluntary norm formation). In the Weick

and Gilfallan study, the normative strategy for playing the target game was

imposed “top down” by the experimenters, an institutional process.

In contrast, voluntary and evolutionary norm formation are both bottom-

up processes, one implicit, the other explicit. After the groups that were

taught a difficult strategy for the target game abandoned it, a new, easier

strategy emerged following the evolutionary route (Weick & Gillfallan, 1971,

p. 188). The process depended on trial and error because group members

were not allowed to communicate directly. Instead they had to feel their way

toward a new strategy by acting, seeing the results, and making adjustments.
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Our multilevel framework integrates the three routes of norm formation,

and suggests how they might interact. Evolutionary norm formation is the

emergence of global structure from interpersonal interaction. The arrow

thus goes from lower level to higher level, and is similar to the process

modeled by the conformity game developed by Latané and colleagues. Vol-

untary norms emerge from group discussion and negotiation, and subse-

quently guide member behavior. This involves the influence both of individ-

uals on the group and the group on its members. Institutional norms are

handed down from the embedding context (band or larger aggregate).

We view the three routes of norm formation as snapshots of a larger

process. Coordinated behavior emerges from local interaction, which is it-

self shaped by context and constrained by individual-level mechanisms that

supply content and guide social behavior. These patterns percolate upward

to the embedding context through diffusion to other groups, and can then

become standardized and subsequently imposed on other groups via the

institutional route. At the member/group interface, norms that arose

through any of these routes are transmitted to newcomers, who may (a)

perceive group norms as “institutions” to be adopted, (b) discover what the

group norms are through their own evolutionary process of trial and error,

or (c) negotiate directly with the group about what their role should be

(voluntary route).

In the next section, we describe a laboratory paradigm, called social

poker, in which people organize themselves into groups, earn money, and

then divide up the group’s earnings. They accomplish these tasks by talking

directly to one another. This restores an important feature of most natural

groups, in which members reach joint understandings, coordinate actions,

and make collective decisions by talking to one another, rather than re-

sponding independently to stimuli from an outsider. In social poker, multi-

ple groups form out of a larger population, so the three levels of individual,

group, and embedding context are all represented.

SOCIAL POKER: A MULTILEVEL PARADIGM
FOR SELF-ORGANIZED GROUP FORMATION

Social poker captures in a social card game the following characteristics of

self-organized group formation:

1. The people who become members choose what groups to form or

join—they are not assigned to groups by outsiders.

2. Groups have the power to regulate their own membership by deciding

who to admit and who to exclude.
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3. Members need to contribute to the group for it to be productive.

4. Group formation and pooling of resources and/or efforts allows mem-

bers to access valued goods or benefits that the members could not

produce on their own.

5. Multiple groups can form from a larger “society” of potential group

members (Arrow, Bennett, Crosson, & Orbell, 1999).

The design is inspired by other interactive paradigms such as the bargain-

ing game used by Bettenhausen and Murnighan (1985), but adds the extra

level of a miniature “society” in which groups are embedded.

The game works as follows. After they are instructed in the rules of the

game, eight people each receive three playing cards, plus an information

sheet that tells them what cards every other player has. The objective of

the game is to form a “social poker” hand of either four of a kind or three

pairs, which are worth $10 or $7, respectively. No player has enough cards

to form a hand alone, and thus people must form groups and pool their

cards to form a hand. Once a group forms, members collectively decide

how to distribute the earnings. Money can only be divided in whole dollar

amounts (e.g., $1, 2, 3, etc.); divisions such as $3.33 are not allowed.

The size of the populations allows for multiple groups to form, and also

for isolates—people who are not included in any group that forms. The dis-

tribution of cards is prearranged to ensure that a minimum of three players

are needed to form a social poker hand. Groups larger than three are al-

lowed, but groups can only turn in one card hand per round, and people

can only be members of a single group each round. Groups earn money

based entirely on the value of the hand they form. After each round, players

turn in their cards, the groups disband, and players fill out individual ques-

tionnaires that ask (among other things) how their group decided on the di-

vision of money, how fair this process was, and how satisfied they were

with the group decision, the division of the money, the behavior of other

players, and the cards they received. The players then receive new cards

and repeat the process. They are free to reassemble in the same group con-

figuration as before or to form new groups. Players forming a group assem-

ble at one of three round tables in the same large room. All interaction is

videotaped.

In the next section, we focus on four sets of college students who partici-

pated in social poker experiments, and connect events in the groups they

formed to different aspects of cultural dynamics. Equality matching is a

strong default norm for college students who have the same status in the

larger embedding context (introductory psychology classes). To ensure that

more than one attractor (relational norm) would be activated, the card distri-

bution made players unequal in the game. Although all players had cards
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that could be used to form hands in a variety of group arrangements, some

players had critical cards for several possible $10 hands, whereas other play-

ers had cards that were only useful for a single $10 arrangement, or only for

$7 hands. The choice of payoff amounts also made equal division difficult to

achieve. Because of the “even dollar” rule, $7 was equally divisible only in

groups of 7, which never formed, because groups could only turn in one

hand. The $10 was equally divisible only in groups of 5 members.

To examine the relative stability of norms governing both the division of

the population into groups and the division of money among group mem-

bers, we “perturbed” the developing system by changing the distribution of

power among members across rounds. When the structure of the distribu-

tion changes, the optimal solution for maximum wealth generation (two

groups, each earning the maximum of $10) changes, so that different people

are at high risk for being isolates, and groups that have settled on a stable

membership will no longer be able to earn the same amount. Changing the

power distribution allowed us to test the stability of membership and also

to examine the stability of allocation norms when the relative power among

players changed.

CULTURAL DYNAMICS IN FOUR MINIATURE
SOCIETIES

In this section, we summarize events in four different populations or minia-

ture “societies” drawn from a larger study that included 31 populations. Af-

ter each summary, we connect specific events to the dynamics discussed in

our multilevel conceptual framework. The four populations were selected

to provide a good mix of continuity and change, and because they include

some interesting dynamics. They should not be taken as representative.

The variety of developmental patterns across the four is, however, charac-

teristic of how idiosyncratic the developmental paths were in these short-

lived, artificial societies.

Participants were told that they would play “between 2 and 10 rounds,”

so that they would complete each round believing that continued interac-

tion was likely. In reality all populations played 7 rounds of the game. The

timing of the changes in power structure differed in some of the groups,

and are noted at the start of each summary. All four societies started out

excluding at least one member from their groups in round 1 or 2, but by

round 3 all were partitioning into groups that included all eight people in

the population. Early exclusion occurred in 75% of the 31 populations in the

larger study, so this trend was typical but not universal.

Here are the cases, named based on some feature of their norms.
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Female Equality Society. Eight women—all Caucasian. Power structure

changed in round 6. In this society, two 3-person groups formed in the first

round, and two people were left out. From the second round on, the iso-

lates were included in two 4-person groups, and the new group members

were viewed immediately as full and equal members in both groups, even

though they contributed no cards to the groups’ social poker hands. Both

groups adjusted their principles and procedures for allocating the money in

round 2, switching from equality-based to equity-based or the other way

around. (When groups allocated more money to the person who contrib-

uted two cards to a four-of-a-kind hand on the grounds that this person “de-

served” more, we counted this as equity-based). By the third round both

groups settled on a stable norm of equality matching for distributing earn-

ings, although they used different procedures. One group divided their $10

by giving three members $2 and rotating the remaining $4 to different mem-

bers each round. The other group compared the cumulative earnings of

each member in every round, and divided the money so as to keep these

earnings as even as possible.

When the power structure changed in round 6, the groups either had to

rearrange their membership or accept a reduction in earnings from $10 to

$7. To solve the problem, the entire population of eight gathered to discuss

the best course of action, and to redistribute members among groups. In

the last two rounds, both groups explicitly tried to “even out” cumulative

earnings for each member, and came close to achieving this goal by the

time the game ended.

This story illustrates the convergence of two groups on a single stable at-

tractor (full inclusion, equality matching) after some initial fluctuations—in

the first two rounds, both groups were the minimum size and tried out differ-

ent allocation norms. It also illustrates the clear emergence of the whole soci-

ety as a collective decision-making body when the population was perturbed

by the change in power structure. The stability of equality matching is evi-

dent from what happened in these negotiations. The procedural norm of

evening out earnings was adopted by both groups, an example of both diffu-

sion between groups and the establishment of a higher level “institutional”

societal norm that determined what each group should do. Equal allocation

was reconceptualized from a within-group concept to a within-band concept,

and was also made retroactive, so that inequality based on exclusion in early

rounds was repaired through “restorative” payments. The boundaries of

“we” were withdrawn to include the full society (the band).

Culture Collision Society. Five women—4 Caucasians, 1 Asian; 3 men, all

Caucasian. Power structure changed in round 3.

In this society, two isolates were left out in the first two rounds, but dif-

ferent people were excluded in round 1 and round 2. One group used a coin
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toss to allocate the “extra dollar.” In the second round, they elaborated this

procedure by having two coin tosses instead of one. The other group,

which had only one member overlap between rounds 1 and 2, used an eq-

uity (market pricing) principle, giving more money to the person who con-

tributed two cards to the hand. In the third round the power structure

changed, and people rearranged themselves into two 4-person groups. This

four/four configuration persisted for the rest of the game, although the

composition of the groups varied.

The power rearrangement in round 3 brought together people who had

used different principles (equity or equality) and different procedures for al-

locating their earnings in previous groups. One group continued with some

variation of the coin toss for the rest of the game, with a departure in one

round, when they gave $3 to contributors and $1 to the person with no useful

cards. The other group fell into a muddle, with continuing confusion about

how to divide the money and (after the round was complete) confusion

about what principles and procedures had actually been used. Members

gave conflicting reports on their questionnaires, with one person describing

the allocation as “random.” By the last two rounds, the confusion had abated

somewhat, although the group still hadn’t settled on a consistent procedure.

In the last round this group employed a complicated combination of turn-

taking, evening up totals across rounds, and the rock–paper–scissors game

for people with equal totals. Although members were not consistent in de-

scribing this procedure they did all agree that it was “completely fair” (7 on a

7-point scale). The main difference between the muddled group and the con-

tinuing norm group seemed to be greater membership continuity in the criti-

cal round 3 in the more culturally stable group.

This case contrasts with the female equality pattern by showing clear

norm differentiation between small groups. One instituted equality match-

ing via the coin toss procedure; the other used the market pricing model of

equity (earnings proportional to contributions). When the membership

scrambled in response to the perturbation in power structure, two “mini-

cultures” came into contact. In line with the Bettenhausen and Murnighan

(1985) model, members of each new “multicultural” group retrieved differ-

ent scripts based on different precedents. In one group, the coin toss and

equality appeared to be stable attractors. These norms were transmitted to

a new “generation” in the combined group. When the coin-toss procedure

was dropped for one round (perhaps because the noncontributing player

offered to take a smaller share), the group returned to the norm in the next

round—more evidence of a strong, stable attractor. In the other group, the

clash of ideas led to an almost total loss of coordination at the group level.

Members were unable to predict or interpret the behavior of group mem-

bers. The collapse of group structure made interpersonal dynamics confus-

ing and unrewarding. When a process fails, we can see its function clearly.
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The group level structure of shared norms simplifies and clarifies interac-

tion, reducing the degrees of freedom in a way that facilitates smooth col-

lective behavior.

Group Charity Society. Three women—one Caucasian, one Japanese na-

tional, one Chinese-American; five men—four Caucasians, one Indian na-

tional. Power structure changed in round 5, then switched back and forth in

rounds 6 and 7.

In this society, three-person groups formed in the first two rounds, earned

$10, and gave extra money to the member who contributed the most cards to

the hand. Starting in round 3 and continuing for the rest of the game, each

group adopted one of the isolates and instituted the group charity norm.

Each contributing group member received an equal amount ($3), and the re-

maining dollar was donated by the group to a noncontributing “charity case.”

Comments on questionnaires indicated that the core members did not con-

sider the charity case a full member of the group. Indeed, even as the groups

swapped isolates back and forth across rounds, the established group mem-

bers reported on the questionnaires that their group membership “stayed

the same.” One called the noncontributor “groupless”; others explicitly re-

ferred to the $1 as “charity” based on people “feeling altruistic.” This proce-

dural norm survived several rearrangements of group membership in re-

sponse to changes in the power structure, which transformed former core

group members into charity cases. In the last two rounds, one of the groups

gave the noncontributor the job of completing the paperwork for the group,

transforming the meaning of her earnings via a “welfare to work” idea. In the

other group, the money was divided as usual (3331), and then one of the con-

tributors “swapped” his share with the charity case.

Members’ private evaluations of their procedural norm were inconsis-

tent. One person would rate the decision “completely fair” and also express

dissatisfaction with the outcome, whereas another would express high sat-

isfaction but say the decision “wasn’t fair.” Recipients of charity also

seemed conflicted about the handout. In one of the few departures from the

normative script, the charity case volunteered to take $0, but when her sug-

gestion was implemented, she expressed unhappiness on the question-

naire. Core group members differed in whether they thought it was fair. In

the next round they returned to their established procedure. Questionnaire

responses throughout the game indicated ubiquitous internal struggles

over how members wanted to behave, compared to “how they should be-

have.” An individual would say one thing to fellow members of the group,

then on the questionnaire report a different (often contradictory) prefer-

ence. For example, the member who suggested giving the remaining $1 to a

“charity case” then wrote on his questionnaire that he felt that person

“should have gotten $0.”
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In this society, both groups shifted in tandem from a shared but unsta-

ble pattern of three-person groups and from the market pricing norm of

equity to a new shared and more stable pattern. The synchronization of

change in the two groups suggests mutual influence between them. We at-

tribute it to the groups observing one another’s actions: social proof in op-

eration at the group level. From round 3 on, the groups did coordinate

membership decisions, swapping the charity cases back and forth be-

tween them. Society-wide consolidation helped strengthen what contin-

ued to be a controversial norm. This norm combined elements of commu-

nal sharing at the group level (attend to group boundaries, and act

differently toward nonmembers) and authority ranking at the society level

of haves and have-nots, with the “upper class” donating a leftover dollar

to the “lower class” (Fiske, 1991, p. 42).

The continued intrapersonal conflicts about how to behave (evident on

the questionnaire responses) was never resolved. Had we focused only on

this population’s overt group behavior and not considered the continuing

local dynamics, we would not have perceived the mismatch between the

two levels of group behavior and individual preferences. The norm was ap-

parently held in place by the power of precedent and the consolidation of a

society-wide practice. This population also included citizens from two coun-

tries that score higher on “power distance” (a cultural syndrome that fits

the authority ranking model) than the United States (Hofstede, 1980, p. 223),

which may have decreased consensus about which relational models were

most appropriate.

Private Donor Society. Four men, four women, all Caucasian. Power

structure changed in round 6. This society had a single isolate in the first

round, then moved to total inclusion in round 2. As in the group charity so-

ciety, people who lacked useful cards were viewed as outsiders and re-

ceived a $1 “handout.” In the private donor society, however, donations

came explicitly from individuals, not groups. One group emphasized the in-

dividual nature of the donation by writing $3-3-4 on the group’s earnings dis-

tribution sheet, and then crossing out the $4, writing in $3, and indicating

that someone transferred their $1 to the “odd man out.” One of these indi-

vidual donors referred to the noncontributor as a “beggar” on the question-

naire and added, “I took pity [on him] and gave him one dollar.” As in the

group charity society, questionnaire responses indicated widespread dis-

satisfaction with the norm. In this society, however, the dissatisfaction led

to a rejection of both inclusion and allocation norms.

In round 5, the society reconfigured into one 3-person group and one 5-

person group. This shift preceded by one round the shift in power struc-

ture, so was clearly not caused by this external perturbation. Instead, two

especially dissatisfied core players, one from each group, got together with
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one of the downtrodden. The former “odd man out” received $4, not based

on having the most cards to contribute, but, as the members noted, “RE-

GARDLESS of cards.” The remaining five people formed a group, dropped

all talk of “donation,” and also moved toward equal status and equal alloca-

tions. In the next round, the membership shuffled again in response to the

change in power structure. The revolutionaries split into different groups,

and the norms diverged. The larger group divided the money equally, with

all members giving this outcome the highest possible score for fairness.

The smaller group shifted to an equity model, giving the person who con-

tributed two cards more money. Members also rated the outcome high on

fairness. Member satisfaction and desire to stay with the 3-person group

was, however, lower than in the 5-person group, even though individual

members of the smaller group earned more money.

This story provides an instructive contrast to the group charity society.

Although both established two classes of people and gave noncontributors

a dollar, the mixture of norms was actually different. The group charity so-

ciety followed a mixed model with aspects of both communal sharing and

authority ranking. The private donor society also followed a mixed model,

but combined communal sharing (clear distinction between in-group and

out-group) and market pricing (the extra dollar “belonged” to the person

with more cards). The instability of this mixture may indicate incompatibil-

ity between these two norms, which are prototyically applied to family and

to strangers, respectively.

The path by which the normative pattern of equal-sized groups and pri-

vate donation was overthrown is also instructive. Although questionnaire

data showed widespread dissatisfaction and internal conflict in both groups,

these were private communications to the experimenters. In the private do-

nor society, two individuals actually expressed their unhappiness to one an-

other, found common ground, and acted to overturn the existing pattern.

This shows the importance of the interpersonal level between individual and

group. Coordinated dyadic action changed the structure at the group level.

Uncoordinated private doubts failed to effect change.

After the established norm was overthrown, the new groups ended up

on different attractors (equality matching and market pricing), which

points up the unpredictability of change in these conditions. Closer inspec-

tion of the questionnaire data provided some insight into why the groups

chose different norms when the two “revolutionaries” split up. Although

they found common cause, the two were dissatisfied with the status quo for

different reasons: one because it was unequal and therefore unfair, the

other because the principle of equity was not being followed strictly, reduc-

ing his individual earnings. In essence, one of the actors was motivated by

social justice (the desire to align action with the “correct” model indicated
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by the larger embedding context) and the other by the market pricing moti-

vation to get a better deal for himself.

The Layout of Attractors

The four cases illustrate that all four relational models—equality matching,

market pricing, communal sharing, and authority ranking—guided alloca-

tion norms in at least some groups. Differences among the strength and sta-

bility of these norms as “attractors” for these miniature societies are evi-

dent. Equality matching is a broad, stable attractor. Market pricing is also

important as an attractor, but less stable. Groups tend to transition from

equity toward greater equality. A combined authority ranking/communal

sharing model was unpopular but persisted. The groups stuck with this

norm not because they were happy, but because dissatisfaction did not

translate into coordinated action. The market pricing/communal sharing

norm disappeared when a dissident dyad shook up the system. The new

groups diverged toward either pure equity or pure equality, which suggests

that the society was held for a while in the “in-between” mixed-model state

because of the conflicting pulls of market pricing and equality matching at-

tractors.

The path that each society traced from one allocation norm to another

was also affected by emerging norms about how to handle the “redundant”

people in the society. The choices were: exclude two people, exclude one

person, or include everyone, in either equally or unequally sized groups.

The societies described all showed a movement from less to more inclu-

sion, and this trend was evident in the full data set as well. Pure equity dic-

tated that these people should receive nothing, because they had no worth-

while cards to contribute. Yet with such a small population, the sense that

these people were also part of the larger “group” of the eight-person soci-

ety seemed to push toward inclusion, even when groups had adopted eq-

uity principles for their allocation of earnings. And once extra people were

included, it was much harder to go backward and leave them out.

When we look closely at the local level of some groups that showed this

pattern, it helps us identify a trajectory that leads to this trap. Moving from

exclusion to inclusion can result from the suggestion of a single group mem-

ber that “maybe we should include the others.” The other group members

may regret this decision, and the person who made the suggestion may

also feel ambivalent later. Yet the group will (in many cases) not act on the

views most members privately espouse. The contributing members of

these groups felt conflicted between the pull of market pricing (which af-

firmed their right to get the best deal), and the pull of equality matching

(which dictated a more equal division of money).
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In the first few rounds, people drew their group boundaries narrowly,

leaving out isolates. One way to regulate empathy for outsiders is to not

pay attention to those in need, and according to market pricing principles,

each person should act in their own self-interest. According to our frame-

work, activation of the market pricing relational model will tend to “turn

off” the empathy module. However, it was apparently hard to ignore the

larger boundary containing the pool of eight members in a common setting,

playing a game devised by the true “outsiders”—the experimenters. Sooner

or later, someone would suggest including an extra member. Once some-

one has been invited in, however, that person can’t be a nonmember again,

only an ex-member. Engagement with these outsiders affirmed them as

members of the larger population playing the game, and by taking an action

at odds with market pricing, the group weakened that attractor.

Sahlins (1996) noted, “If friends make gifts, gifts make friends . . . the mate-

rial flow underwrites or initiates social relations” (p. 26) echoing Trivers

(1971): “Generosity from a non-friend is taken to be an overture to friendship”

(p. 52). Inclusion reinforced expectations on both sides that the relationship

was being reclassified as equality matching (the friendship norm), but the

model was not fully implemented. The complex set of mechanisms that has

evolved to make effective social action possible sometimes triggers incom-

patible emotions and expectations, preventing smooth coordination.

The compromise of minimal charity for lower class members, which was

aligned neither with equality nor equity principles, did not resolve the

intrapersonal conflict. Instead, the way out was to change the configuration

of the problem, defining all members of the group as equal full members

and developing a strong sense of group identity. The structure of inequality

imposed by the experimenters made it difficult to implement the equality

matching model. Some groups did, nonetheless, affirm and achieve equality

among members. As one member of a strong equality matching group (not

one of the four profiled) put it, “The process by which cards are received is

not fair . . . but we [the group members] are making it fair.”

FULL CIRCLE: STUDYING CULTURE
AS A MULTILEVEL PROCESS

What does the superstructure of complexity theory provide us, applied to

the emergence and evolution of norms? What do the case studies tell us

about the process of norm development? Together, they allow us to use the

examination of local dynamics, at the level of intrapersonal and interper-

sonal process, to gain insight into how more global structures such as

group norms emerge. Complexity theory also directs us to look at how the
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embedding context affects the strength and stability of attractors that

shape local action.

What people will perceive as “fair,” for example, depends on how they

understand the situation, which will in turn be shaped by the larger con-

text. Their interpretation of the situation highlights one or more relational

models as appropriate, activating some of the psychological mechanisms

that regulate social interaction. Norms in the embedding context of a U.S.

university tend to favor market pricing and equality matching. If the experi-

ment were run in a more collectivist society, or in institutional settings

(such as the military) with different values, we would expect the strength

and stability of attractors corresponding to the models to differ.

Another contribution of complexity theory is its emphasis on the dy-

namic processes that underlie the myriad diverse patterns of culture. The

structure of the human brain provides a finite number of building blocks

that make the generation of culture possible, and the existing cultural con-

text provides extensive guidelines about which building blocks are appro-

priate in which domains (Fiske, 2000). Despite these constraints, however,

the problem that we as humans face in deciding “how to behave” in a new

setting is not fully resolved. The particulars of social norms for a particular

group must be generated, negotiated, and confirmed by the people in-

volved. In this setting, we can directly observe the interface of culture and

individual in the dynamic flow of situated human action that creates, main-

tains, and transforms the “rules, customs, values and other sorts of norms”

to which Sherif referred.

Culture, in all its diversity, performs everywhere the same function: It

helps beings who have evolved to be fundamentally social coordinate their

expectations, desires, and behaviors. The evolution of culture is typically

viewed on a sweeping scale, both in the size of the collective involved and

the time period considered. The initial creation of culture lies in the distant

past of our species, and the forces of biological evolution that made it pos-

sible can only be inferred. Yet the emergence of recurrent coordinating

structures is still happening all around us, in our everyday lives. We believe

the dynamic self-organizing processes that continually generate culture can

still be observed—and systematically studied—in the self-organizing micro-

cultures of small groups.
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When people talk about culture, they most often refer to the cultures at-

tached to populations defined by geographic or ethnic boundaries. Some

cultures, however, correspond to boundaries defined by shared interests,

job descriptions, and professions, and the like. Frans de Waal (2001) sug-

gests that culture exists when one community is distinguishable from an-

other by unique behaviors; science is one such culture. Scientists speak a

common language, and they share a common set of assumptions, values,

and beliefs. Scientists thoughts and actions are guided by norms, customs,

and rituals that are specific to scientific inquiry. Despite the many different

subdisciplines that are called sciences, there is substantial agreement

about what science is and what scientists do. So it’s not surprising that the

values and practices of the scientific culture have been as heavily studied

as those of, say, the Kwakiutul or Kaw cultures. The same processes that

govern the emergence and evolution of culture in other kinds of popula-

tions also govern the emergence and evolution of culture among scientists.

In this chapter, we focus on the cultural consequences of individuals’

personal goals. We discuss some of the ways in which individual scientists’

mundane and very human motives craft the collective values and practices

that define the culture of science. Scientists may pay lip service to a set of

abstract progressive values that appear to transcend the narrow concerns

of individuals, but a careful examination of scientific culture reveals very

clearly the fingerprints of scientists’ psychological needs and practical self-

interests. This analysis helps us to understand why science proceeds in the
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way it does, why it works as a means of inquiry, and also why it works im-

perfectly.

SCIENTIFIC CULTURE

Cultures are defined by a variety of things that are relatively common

across a particular population and that distinguish that population from

other populations. These things include beliefs and behaviors, as well as

the enduring artifacts that are produced as a result of those beliefs and be-

haviors.

The salient characteristics of scientific culture differ depending on how

one studies it. Some of the different frames of inquiry that have been ap-

plied to the study of scientific culture are philosophy and history

(Feyerabend, 1975; Hull, 1988; Kitcher, 1993, 2001; Kuhn, 1964), linguistics

and rhetoric (Latour, 1987), sociology and anthropology (Merton, 1973), and

epistemology and psychology (Fuller, 1997; Shadish & Fuller, 1994). Across

these different styles of investigation, considerable attention has been paid

to the abstract ethos and ideals that govern scientific behavior. Merton

(1973) summarized four widely endorsed codes of scientific conduct that

define the ethos of science: universalism (commitment to discovering uni-

versal truths, as opposed to, say, culturally specific facts), communism

(commitment to sharing data and credit with colleagues), disinterestedness

(detachment from any single ideology and a willingness to follow data

wherever it leads), and skepticism (unwillingness to declare any perception

or belief to be true until empirical support for it is substantial). Others (e.g.,

Lakatos, 1970; Laudan, 1977; Popper, 1972) have highlighted other funda-

mental facets of the scientific ethos, such as openness to new ideas and the

encouragement of conceptual diversity. These ideals are endorsed vigor-

ously by scientists. They help to demarcate the distinction between every-

day intuition and the rigorous endeavor of scientific inquiry. They reflect

well on the individual scientists, and are useful in sustaining a positive pub-

lic image of science.

The culture of science is also defined by the more specific values that

veteran scientists espouse and teach to their young. For instance, more

than most other populations of intellectuals, scientists value objectivity. Re-

search methods are judged to be better when those methods are more

purely objective, and scientists themselves are judged to be acting more

scientifically when their inferences and conclusions are perceived to be

more objective. Scientists also place special values on particular character-

istics of theories and other explanatory structures. Theories are judged to

be more scientific—and therefore better—if they are more clearly testable
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by empirical observations. They also are judged better if they are more par-

simonious.

The values that define scientific culture are revealed by the specific be-

havioral customs and practices of scientists. Consider, for example, the

manner in which ethical transgressions are punished within the community

of scientists. As some observers have noted, the specific linkages between

crime and punishment are different within the culture of science than they

are within the world at large (Hull, 1988). Scientists turn a relatively blind

eye to matters of theft (e.g., the appropriation of one scientist’s ideas by an-

other without citation is typically treated as a trivial offense), but mete out

unusually harsh punishments to peers who commit fraud (e.g., the falsifica-

tion of empirical data).

In addition to these values and practices, the culture of science is also

defined in part by an accumulation of artifacts. The artifacts that matter

most in science are the published papers and articles—the archived litera-

tures that define the accumulated cultural knowledge, beliefs, devices, and

techniques in scientific disciplines. Of course, not all scientific theories and

findings find their way into these cultural archives; many papers are re-

jected in the editorial review process and are never published. Publication

itself does not guarantee a secure place in the cultural memory of a science;

to contribute meaningfully to culturally shared scientific knowledge, a pub-

lished paper must be attended to, remembered, and cited by other scien-

tists in their own published articles and in texts. Some scientific theories

catch on and remain prominent, whereas others, equally useful, may not

(Campbell, 1974; Campbell & Overman, 1988). Some published articles be-

come citation classics whereas others fade quickly into the cultural obso-

lescence of noncitation. Not all of this is based on the inherent merit of the

paper. A complete understanding of scientific culture demands that we not

only describe the processes through which scientific values and behavioral

practices arise, but also describe the processes through which privately

held scientific knowledge is transmitted and sustained within the public ar-

chives of a science.

It is easy to assume that the cultural values, practices, and artifacts that

define scientific culture are simply products of the abstract ethos of sci-

ence: Once scientists have acknowledged a set of ideals that defines their

population, they might simply act accordingly. If this is so, then the values

and practices of scientists—and the process through which scientific knowl-

edge is accumulated and archived—should be consistent with those scien-

tific ideals. This does not appear to be the case; many of the values and

practices of scientists seem to be at odds with those abstract ideals.

A better explanation for the origins of scientific culture lies in the per-

sonal needs and goals that guide the behavior of individual scientists. In the
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pages that follow, we summarize systematically some of the ways in which

the specific elements of human cognition, motivation, and material self-

interest construct and sustain certain specific scientific values, and the spe-

cific behavioral norms within science that deviate from the abstract ethos

of science. We also show how these individual goals, and the behaviors re-

sulting from them, shape the transmission and accumulation of scientific

knowledge, and thus govern (and sometimes inhibit) scientific progress.

INDIVIDUAL NEEDS AND CULTURAL VALUES

The values that define any culture are, in large part, responsive to the

needs of individuals within that culture. Legal prohibitions on acts such as

murder, theft, and incest offer obvious examples of moral values that, in

general, serve the needs of individuals living within populations defined by

those ethics. It is no surprise to find considerable consistency between the

values defining scientific culture and the individual needs of scientists.

Consider first one simple example. A fundamental value of science is ve-

racity. As Merton (1942/1996, p. 268) wrote, “The institutional goal of science

is the extension of certified knowledge.” In fact, within many philosophies

of science, the term knowledge itself implies veracity (Bechtel, 1988). Conse-

quently, scientists use methods and engage in practices designed to avoid

inaccurate conclusions, and are very devoted to the systematic elimination

of inaccuracy from the scientific knowledge base. The value placed on ve-

racity is certainly consistent with the abstract ethos of science, but that

doesn’t mean that the value has such a high-minded origin. The value is

also consistent with the individual epistemic needs of scientists, who, like

people everywhere, desire reliable means of predicting the world around

them (Kruglanski, 1994). It is also consistent with scientists’ professional

self-interest. Scientists depend on their colleagues’ results and conclusions

to guide their own research; they must trust that these results and conclu-

sions are accurate. Hull (1988, p. 311) noted, “If these results are mistaken,

every one who uses them has their research set back.” The high value that

science places on veracity is an inevitable consequence of scientists’ per-

sonal need to avoid this sort of professional misfortune.

The high value placed on parsimony is also very likely a product of the

very human desire for epistemic and practical comfort. The logical basis for

the value of parsimony has been questioned (Schaller, Rosell, & Asp, 1998;

Sober, 1990). Indeed, it’s usually the case that, compared to simpler models,

more complex theoretical models provide richer and more accurate de-

scriptions of phenomena; so the value placed on parsimony is often incon-

sistent with the broader ethos of science. The psychological basis for this
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scientific value is straightforward; human beings desire a certain epistemic

efficiency. As part of this more general desire, we prefer simplicity to com-

plexity (Kruglanski, 1989; Neuberg & Newsom, 1993). Scientists share this

very human preference for simplicity (Kruglanski, 1994). Compared to com-

plex scientific explanations, simpler explanations are easier to understand,

to think about, and to communicate to others. At a purely psychological

level, parsimony is seductive. This psychological appeal alone almost

surely accounts for the scientific value placed on parsimony.

One good example of this phenomenon is in the area of attribution the-

ory. There are a number of simple and straightforwardly elegant theories of

attribution processes that have had a wide impact, have been heavily re-

searched, and are widely discussed in textbooks (e.g., Jones & Davis, Kel-

ley, Weiner). But the original theory that gave rise to this work (Heider,

1958) is substantially more complex, and it is a virtual certainty that human

attribution processes are substantially more complex than the account

given by the most popular, teachable theories (see Hilton, 1995).

Veracity and parsimony are just two examples. There are many other

values espoused by scientists that are tacitly assumed or even explicitly de-

fended as serving the ultimate goal of scientific progress. They might even

serve that idealized goal. But if so, it’s likely that this positive consequence

is a happy by-product of values that emerged more directly to serve the

psychological and material needs of scientists.

As in the example of parsimony, the best tests of this assertion are those

cases in which scientific ideals are in some conflict with scientists’ epi-

stemic needs and material self-interests. There are plenty of such cases.

The scientific ideal of objectivity clashes with scientists’ desires for re-

search results to conform to their personal predictions. The scientific ideal

of openness can also have threatening consequences for individual scien-

tists. Full public scrutiny of empirical results exposes scientists to the risk

that their conclusions are exaggerated or in error. The idealization of novel

ideas and conceptual diversity also sometimes clashes individual scientists’

needs. New and different theories may be necessary for scientific progress,

but because individual perceptions of veracity are guided by a sort of intu-

itive Bayesian reasoning, novel theories are less obviously true than older,

more firmly established theories. Novel ideas thus threatens scientists’

very human need for knowledge that is certifiably true and accurate.

What wins in these clashes between abstract scientific ideals and scien-

tists’ personal motives? Does the ethos of science trump the more human

needs and goals of scientists, or do these individual needs and goals super-

sede the ideals that scientists aspire to uphold? In the sections that follow,

we discuss evidence indicating that the individual needs and goals win. De-

spite the power of the scientific ethos, scientists’ very human needs govern
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the emergence of institutionalized behavioral norms that define cultures of

science, and that shape the accumulation of scientific knowledge.

HOW INDIVIDUAL NEEDS AND GOALS
CAN CREATE CULTURAL CONSERVATIVISM

Virtually every influential philosophy of science accords a central role to

the introduction of novel ideas (e.g., Feyerabend, 1975; Kuhn, 1977; Lakatos,

1970; Laudan, 1977; Popper, 1972). Hull (1988, p. 254) summarized succinctly

the necessity of innovation: “Without alternatives to be selected, scientific

change cannot occur.” For this reason, a central feature in the scientific

ethos is the encouragement of new ideas, and Merton (1957, p. 645) ob-

served, “originality can be said to be a major institutional goal of science, at

times the paramount one.”

Innovation and originality may be major institutional goals of science,

but the immediate goals of individual scientists are often at odds with this

abstract ethos. Human cognition proceeds naturally in a fairly conservative

manner. Like most animals, human beings tend to be neophobic; we’re

wary of things that are new and different. This neophobia is witnessed per-

haps most obviously in our avoidant reactions to unusual foods, strange

peoples, and to unfamiliar situations. It extends also to new and different

concepts and ideas.

This conservative cognitive tendency shows up in various guises. We

maintain preexisting beliefs even in the face of new information that is in-

consistent with those beliefs, and we devote considerable mental effort to

do so. For instance, we search for and find ways to interpret new informa-

tion in ways that are consistent with those prior beliefs (Kunda, 1990).

Sometimes we selectively forget information that is inconsistent with those

prior beliefs (Snyder & Uranowitz, 1978). This need is not something that we

can easily turn off, even if we wanted to.

This fundamental aspect of human cognition has implications for the

way in which scientists think and act. Scientists too feel a greater level of

epistemic comfort when new information is consistent with pre-existing the-

oretical structures, and with their own personal expectations. At a broad

level, the desire to confirm existing beliefs makes it hard for scientists’

minds to conform to the positivist philosophy of science to which they typi-

cally endorse. Positivist philosophies of science trumpet the role of falsifi-

cation, but human beings—including scientists—tend to be verificationists.

We typically want to see plausible theories and hypotheses confirmed

rather than disconfirmed. In many ways, this need for consistency and

epistemic efficiency leads scientists’ behavior to be inconsistent with scien-

tific ideals. Scientists may idealize objectivity and disinterestedness, but
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abundant evidence reveals scientists to be anything but objective or disin-

terested in the ways in which they design experiments, analyze and report

results, and interpret the results reported by others (Greenwald, Pratkanis,

Leippe, & Baumgardner, 1986; Hull, 1988; Kruglanski, 1994; Mahoney, 1977;

MacCoun, 1998). Scientific methods offer systematic means of minimizing

the impact of prior theories and beliefs on research results, but these meth-

ods are still just tools in the hands of subjective scientists. It is inevitable

that scientists—often without even realizing it—design studies and “’stage-

manage” procedures in such a way as to compel research results to con-

form to their expectations (McGuire, 1973). If results are at all ambiguous,

the ambiguity is typically resolved in favor of preexisting theories and per-

sonal expectations (Greenwald et al., 1986). This epistemic goal is amplified

by material self-interest. Professional rewards such as publication and pro-

motion are hard to come by when one’s research results violate conven-

tional wisdom (Garcia, 1981).

A neophobic response to new ideas is the result not only of a desire for

cognitive consistency; it may result also from a quirk of intuitive reasoning

that forges a psychological link between the conceptually distinct dimen-

sions of novelty and veracity. Judgments made by human beings are guided

by a sort of intuitive Bayesian logic (Gigerenzer & Murray, 1987): Our per-

ception of the veracity of any proposition is influenced in part by the

judged “prior probability” that the proposition is true. The conceptual nov-

elty of a proposition serves as a heuristic indicating questionable veracity.

Within any context in which there exists a powerful desire for accurate

knowledge, the novelty of an idea may be held against it. This context exists

very obviously within the scientific community. As we discussed earlier, sci-

entists value veracity in part because they stand to suffer personally should

they be misled by a false finding. Scientists seek to ensure that only certifi-

ably accurate findings are published in the scientific literature.

Too few reviewers of papers (for ecological journals, anyway) will advocate

the acceptance of a paper they think is “wrong”; not many realize that, almost

always, any innovative idea will be thought of as wrong by most of scientists.

Not all wrong ideas are innovative, of course, but all truly innovative contribu-

tions must, on first reading, appear wrong. (Fretwell, 1975, p. 4)

Scientists must then reconcile this competition between an abstract

ethos that encourages innovative ideas and conceptual risk-taking, and a

personal psychology that makes them risk averse and wary of truly novel

discoveries. It’s clear that this conflict is resolved in favor of the personal

motives and goals of scientists: A quick survey of the institutionalized

norms and customs of scientists reveals that—in contrast to the pull of the

abstract ethos—these norms tend to be conservative.
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Impact on Customary Practices of Analyzing and
Reporting Research Results

Within the biological and social sciences, some of these conservative

norms are apparent in the ritualistic use of statistical tools for analyzing

and drawing inferences from data. There is a widespread norm within these

sciences to adopt a threshold of p = .05 when making subjective decisions

about whether the statistical null hypothesis offers a plausible alternative

explanation for an ostensibly interesting empirical finding. In essence,

these scientists say this: “Although the results are consistent with a novel

conceptual hypothesis, I won’t proclaim the interesting hypothesis to be

supported unless the probability is less than 5% that any effect of at least

this size could have emerged simply as a result of sampling error.” The

same decision-making scheme is routinely applied even to replication stud-

ies—a context in which the boring alternative explanation (mere sampling

error) has already been essentially ruled out by prior results. Even when

the conceptual hypothesis is explicitly directional (e.g., a correlation be-

tween two variables is predicted to be positive, not negative), the null-

hypothesis-testing scheme is routinely applied in a nondirectional (i.e.,

“two-tailed”) manner—an approach that further limits researchers’ likeli-

hood of claiming support for the hypothesis. There is no straightforwardly

statistical reason for this practice—it borders on foolishness to decrease

the probability of finding what one hypothesized, but it is nonetheless stan-

dard practice.

Of course, the harness of conservative statistical decision-making customs

chafes a bit when scientists are testing hypotheses that they have strong ex-

pectations about. One resolution to this internal conflict can be seen in the

culturally widespread use of a particular linguistic neologism: “marginally

significant.” Within the strict logical framework that governs scientists’ sub-

jective decisions about statistical significance, this term makes no sense (a

finding is either statistically significant or not). Still, the term has entered the

vocabulary of many scientists, largely because it serves researchers’ goal of

confirming an expected hypothesis under conditions in which the actual sta-

tistical results don’t meet the standard p = .05 threshold.

This bit of inventive linguistic wiggle room notwithstanding, the explic-

itly prescribed normative decision rules reveal a culture-wide tolerance for

errors of omission (failing to discover new and interesting phenomena) but

not errors of commission (erroneously claiming to discover a phenomenon

that does not actually exist). The ritualistic adherence to these cultural

norms doesn’t limit the total number of inference errors in any way. In fact,

it almost certainly increases the number of inference errors and limits the

accumulation of useful scientific knowledge (Schmidt, 1996). It merely limits

the number of the one specific type of inference error that, for individual
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reasons, individual scientists worry the most about. The errors scientists

prefer are biased in favor of promoting the status quo.

Another example of an institutionalized conservatism is apparent in the

customary style of writing an empirical research paper. The custom is to

present empirical work in such a way that it will appear empirically original

and also conceptually derivative. In a sense, skeptical reviewers must be

convinced that, while not mere replications of previous results, there still

exists a high “prior probability” that the obtained results would, in fact, be

obtained. Thus, the introductory sections of successful (i.e., published) arti-

cles often present readers with a rigorously linear argument as to exactly

why the hypothesized results follow directly from existing knowledge. This

style or introduction establishes the perception of a strong prior probabil-

ity—which almost certainly enhances the likelihood that the results will be

viewed as accurate and true, and thus worth publishing. It also leads some

readers of published articles to erroneously perceive the results to be so in-

evitable as to be uninteresting (Schaller & Crandall, 1998; Wallach & Wal-

lach, 1998).

The appeal of prior probabilities is sufficiently strong that written prod-

ucts sometimes misrepresent the extent to which their authors were aware

of conceptual hypotheses prior to observation of the results (Kerr, 1998).

Even if researchers themselves might not have anticipated their results,

readers tend to be provided right away with an expectation that enhances

the perceived prior probability of those results. Not every scientist believes

that this practice is appropriate (e.g., Kerr, 1998), but others encourage this

norm (e.g., Bem, 1987).

Practically speaking, it is wiser to follow this “reconstruction” strategy,

and the vast majority of published articles do fit this model. If many labora-

tories are like ours, the process of data collection and analysis yields new

insights about theory. The near complete absence of descriptions of such

processes in articles, along with our experience of the commonness of dis-

covering new insights after the data have been collected, suggests that

many people are following this reconstructive strategy. This discrepancy

suggests that people public follow the prevailing public norms, while pri-

vately they are pursuing their individual interest of cognitive efficiency, par-

simony, and the self-interest of being published.

Impact on Customary Practices of Reviewing
Colleagues’ Research

Given that scientists’ professional outcomes depend greatly on their publi-

cation output, it’s no surprise that they are often critical about the manu-

script review process—often privately, and sometimes in print (e.g., Epstein,

1997; Wegner, 1992). Sometimes scientists lament the normative tendency
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for reviews to be overly harsh, critical, and nit-picking. This tendency may

be due in part to the tacit assumption—supported by empirical evidence—

that negative reviewers more than positive reviewers are perceived by oth-

ers to be intelligent (Amabile, 1983). This culture of harsh criticism seems

to occur in some scientific disciplines more than others, and psychological

processes may account for these differences too. Job candidates are evalu-

ated more harshly under conditions in which the number of opportunities

is smaller (Ross & Ellard, 1988). The same sort of phenomenon very likely

operates in the manuscript review process, so that negative reviewing oc-

curs most often in the social sciences, such as psychology, in which journal

page space is scarcer and rejection rates higher.

Higgins (1992) commented on one particular aspect of reviewer nit-

picking within the psychological sciences, arguing that in psychologists are

prevention oriented, emphasizing the avoidance of mistakes rather than

the promotion of new ideas. Garcia’s (1981) colorful account of the caviling

reception of his work on classical conditioning highlights the influence of

conceptual innovation on the review process. Like rats in the dumpster be-

hind a smorgasbord restaurant, reviewers may exhibit neophobia to genu-

inely innovative findings, while timidly favoring orts from the familiar plate

of established knowledge. Thus, in sharp contrast to the advice of some

philosophers of science (e.g., Laudan, 1981) who argue that science benefits

when innovative work is treated to a more lenient publication standard, in

fact, truly innovative research seems to be held to an especially stringent

standard instead.

These anecdotal observations are borne out by empirical data. One

study bearing indirectly on this process was reported by Mahoney (1977).

Acting in his role as editor of a psychology journal, Mahoney sent out a

manuscript to reviewers whose preexisting beliefs and conceptual prefer-

ences were either supported or unsupported by the results reported in the

manuscript. The reviewers’ reviews were clearly predicted by these per-

sonal expectations. When results were consistent with reviewers’ expecta-

tions, their responses were quite positive; when results were inconsistent

with reviewers’ expectations, their reviews were highly critical.

Crandall and Schaller (2002) conducted a more direct investigation into a

potential antinovelty bias among reviewers. The participants in the study

were all members of the Society of Experimental Social Psychology—active

scientists and experienced reviewers. Participants were sent one of four vi-

gnettes summarizing a manuscript that they were to imagine they were re-

viewing “for a widely read, influential, and high-prestige journal in your

field.” In all vignettes, the manuscript was presented as meeting at least the

basic criteria for publication in such a journal: “It is on a topic of some inter-

est to you, and you think it might be of interest to at least some of your col-

leagues. The research reported in the manuscript tests hypotheses that
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have not previously been tested.” The vignettes differed in their descrip-

tions of the overall strength of the empirical results. Weak results were indi-

cated by a description that the design “does not effectively rule out all pos-

sible alternative explanations,” “some of the hypothesized effects did not

materialize,” and “the effect sizes seem relatively small (approximately r =

.20), and many of the significance tests revealed only ‘marginal’ effects (e.g.,

.05 � p’s � .12).” Strong results were indicated by a description that “the re-

search design is strong, and it seems to rule out all plausible alternative ex-

planations,” “the results almost completely support the hypotheses,” and

“the effect sizes seem relatively large (approximately r = .40), and almost all

of the significance tests revealed ‘highly significant’ effects (e.g., p’s � .01).”

The vignettes also differed in terms of the conceptual novelty of the under-

lying theoretical framework. Conceptually old results were indicated by the

description, “The research is in a well-established area, where there is a rel-

atively long history of prior work. The theory from which hypotheses are

drawn is well-established and has been supported by much previous re-

search.” Conceptually novel results were indicated by the description, “The

research is in a brand-new area, where there is little previous research. The

theory from which hypotheses are drawn is novel, and has not been tested

empirically.”

Thus, participants were asked to pass judgment on a manuscript that

was either empirically weak or strong, and was either conceptually deriva-

tive or innovative. How did these participants respond? Comparing across

experimental conditions, there was an interactive effect of the two manipu-

lations on participants own recommendations regarding publication. Under

conditions in which the results were weak (and reviewers’ reactions were

generally quite unfavorable), there was a tendency to favor the conceptu-

ally novel manuscript over the conceptually derivative one. However, un-

der conditions in which the results were strong (and reviewers’ reactions

were more favorable in general), there was clear antinovelty bias. The aver-

age likelihood of recommending an empirically strong and conceptually old

manuscript for publication was almost 90%, but the likelihood of recom-

mending an equally strong and conceptually innovative manuscript for pub-

lication was only about 80%.

How does this antinovelty bias in the peer-review process persist, given

scientists’ idealization of innovation and novelty? Part of the answer may

be indicated in another result observed by Crandall and Schaller (2002).

Participants were asked not only to indicate their own publication recom-

mendations, but also to indicate what their typical peer’s recommendation

would be. Results indicated that participants’ own recommendations were

generally more positive than they thought their peers would be, and that

this difference was especially strong in the conditions in which they evalu-

ated conceptually novel manuscripts. Thus, even while demonstrating an
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antinovelty bias, scientists’ perceive themselves to be greater advocates of

novelty than their colleagues are.

Implications on the Accumulation of Scientific
Knowledge

The conservative normative practices that we’ve just described have an im-

pact on scientists’ inferences about their own research results, on the man-

ner in which they write about their research results, and on their reviews of

colleagues’ research papers. Thus, these practices all influence the process

through which privately held scientific knowledge becomes part of the sci-

entific literature. Inevitably, there are consequences on the contents of this

literature.

One consequence is on the characteristics of articles that are published.

When scientists are risk-averse in their publication decisions, then they re-

spond more favorably to articles that are more fully loaded with convincing

empirical evidence. The literature in psychology shows a clear historical

trend in this direction. The average article published in the most presti-

gious and influential psychology journals is much longer and contains more

supportive evidence than the average article in the same journal just a

quarter-century ago (Conway, 2001; Reis & Stiller, 1992). The positive conse-

quence is that consumers are extraordinarily unlikely to be misled into

thinking that a phenomenon exists when it really doesn’t. Another conse-

quence is that larger and larger amounts of practical resources (research

time, journal space, etc.) are being devoted to the documentation of these

phenomena. This constrains the sheer number of phenomena that can be

discovered.

Another consequence is an institutionalized bias against the publication

of truly novel, conceptually groundbreaking findings. This institutionalized

bias may be weaker than the bias exhibited at the level of individual review-

ers, or it may be even stronger; the magnitude is influenced by the nature of

the decision-rules that govern the judgments of journal editors. In order to

estimate the extent to which individual reviewer biases impact ultimate

publication decisions, it is necessary to consider the consequences of the

individual-level responses within a realistic publication decision scenario.

A typical scenario is something like this: An author submits a manuscript

to a journal editor; the journal editor solicits reviews and recommendations

from one or more expert referees, and reviews the manuscript him- or her-

self. Let us suppose that a manuscript submitted to a top psychological

journal is evaluated by an average of three scientists. On the basis of these

evaluations, the editor uses some decision rule in order to make a publica-

tion decision. Assuming that the manuscript in question meets certain mini-

mal qualifications for conceptual coherence, scientific rigor, and presenta-
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tion (and so will not be rejected out of hand), the likelihood that the

manuscript will be accepted for publication is a compound probability that

depends largely on two factors: (a) the likelihood that each individual re-

viewer recommends acceptance, and (b) the editor’s decision rule.

A lenient rule might be “I’ll publish the manuscript unless all of the re-

viewers recommend that additional supportive evidence be collected” (i.e.,

publish if at least one out of three reviewers recommend publication as is).

A moderately strict rule might be “I’ll publish the manuscript unless the ma-

jority of the reviewers recommend that additional supportive evidence be

collected” (i.e., publish if at least two out of three recommend publication

as is). A strict rule might be “I’ll publish the manuscript unless at least one

reviewer recommends that additional supportive evidence be collected”

(i.e., publish only if all three reviewers recommend publication as is).

It turns out that individual reviewers’ recommendations interact with ed-

itorial decision rules in determining the likelihood that a manuscript will be

published. The tendency for individual reviewers to hold conceptually

novel findings to higher standards has effectively no consequences under

conditions in which editors use lenient decision rules. However, as editorial

decision rules become increasingly strict, the impact of this individual-level

tendency has an increasing impact on the actual likelihood of publication.

Under strict decision-rule conditions, the individual-level bias against em-

pirically strong but conceptually innovative work is magnified into an even

stronger bias against the chances of innovative work finding its way into

the scientific literature.

Within any scientific discipline, this bias is likely to be manifest primarily

at the premier journals (which are presumably governed by stricter edito-

rial decision rules). The bias against innovative work might not show up as

much among manuscripts submitted to less visible outlets. Although there

surely are publication outlets for conceptually new and unusual work,

those outlets may not be effective in conveying that work to a wide scien-

tific audience.

The archived cultural knowledge of different scientific disciplines may

be differentially susceptible to this bias. Within scientific disciplines in

which acceptance rates at even the best journals are fairly high (e.g., theo-

retical physics), the anti-innovation bias may not exist at all. However,

within scientific disciplines in which acceptance rates are quite low (e.g.,

psychology), the individual-level anti-innovation bias may slow the rate at

which new and unusual ideas become part of the cultural knowledge.

Given these sorts of institutionalized anti-innovation bias that can

emerge within a science, it often takes a special individual effort to sneak in-

novative work into the public realm of scientific knowledge. One inspiring

example is offered by the actions of Robert MacArthur, a theoretical biolo-

gist who made hugely inventive contributions to ecology and population bi-
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ology from the 1950s to the 1970s. MacArthur deliberately bypassed the

conservative review process at the usual journals and instead published

much of his most innovative work in the Proceedings of the National Acad-

emy of Sciences—a publication that “once had the enlightened view that any

idea that impressed one intelligent scientist . . . was worthy of publication”

(Fretwell, 1975, p. 4). MacArthur also was instrumental in founding a mono-

graph series and a journal (Journal of Theoretical Population Biology) to

serve as outlets for the sort of conceptually innovative research that he

championed.

HOW INDIVIDUAL NEEDS AND GOALS SHAPE
CULTURAL TRANSMISSION OF SCIENTIFIC
KNOWLEDGE

Publication is one necessary step in the process whereby some bit of pri-

vately held scientific knowledge becomes part of the scientific culture, but

it is hardly sufficient. In order for knowledge to become truly cultural, it

must be noticed and learned by other scientists. As an indicator of impact

on scientific cultural knowledge, publication of information is almost use-

less; far more indicative is the extent to which that information is cited by

other scientists. If one uses citations in any scientific discipline as a stan-

dard of impact, it’s clear that most published scientific work has little or no

real impact on the cultural knowledge of that discipline (Cole & Cole, 1973;

Menard, 1971). Within psychology, for instance, only 10% of those psycholo-

gists who publish are cited even once a year (Garvey, 1979). “In the face of

figures such as these,” wrote Hull (1988, p. 360), “it is difficult not to con-

clude that publishing a paper is roughly equivalent to throwing it away.”

Ideally, of course, that small percent of a scientific literature that gets no-

ticed represents the best work in the discipline. To some extent, this is

surely true. On average, conceptually useful and empirically convincing

work is almost certainly more likely to be cited than shoddy derivative

work. But scientific “goodness” is clearly not the only thing that determines

whether published scientific work becomes part of cultural knowledge or

not. All sorts of “nonscientific” variables play roles as well, including such

seeming trivial factors as punctuation used in titles (Whissel, 1999).

Psychological processes predicated on self-serving motives and goals

also influence scientists’ tendency to cite other scientists’ work. Greenwald

and Schuh (1995) found an ethnic bias in scientific citations: Authors with

typically Jewish names showed a bias toward citing the work of others with

Jewish names, whereas those with non-Jewish names showed a bias toward

citing the work of others with non-Jewish names. This ethnic bias in scien-

tific citation suggests that egocentric motives and goals that have diverse
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consequences in ordinary social life also have subtle influences on the ac-

cumulation of a body of culturally shared scientific knowledge.

Just as self-serving goals have an influence, so too epistemic goals may

also influence which scientific products do and do not become part of cul-

tural knowledge. Although scientists probably engage in complex multidi-

mensional thinking more often than the typical layperson, scientists cannot

escape the human desire for cognitive simplicity and efficiency. Conse-

quently, published work that is more quickly apprehended and easily un-

derstood is likely to be better remembered. Perhaps even more important

than ease of understanding is the ease of communicating the relevant scien-

tific information. Interpersonal communication is essential to the emer-

gence of culturally shared knowledge (Latané, 1996), so only knowledge

that is easily transmitted from one individual to another is likely to become

part of a cultural knowledge base (Dawkins, 1989; Schaller & Conway, 2001;

Sperber, 1990). This is evident in the transmission of rumors, in which diffi-

cult-to-convey details often disappear, or are changed over the course of

multiple instances of interpersonal communication. It is evident too in the

persistence and change of stereotypic beliefs over time (Kashima, 2000;

Schaller, Conway, & Tanchuk, in press). Might it also be the case in the

transmission and persistence of published scientific knowledge?

Several different lines of empirical evidence suggest that it does. These

lines of research reveal two distinct mechanisms through which individual

epistemic motives can influence the cultural transmission of scientific

knowledge. Each mechanism corresponds to a part of the broader evolu-

tionary process that underlies culture change in general, and scientific

progress in particular (Dawkins, 1989; Hull, 1988).

Impact on Selective Remembering and Forgetting
of Scientific Knowledge

One mechanism can be thought of as a sort of selection process. From the

rich diversity of published scientific stories available to remember and tell

to others, some will be selected for retransmission and recollection, where-

as others will not. In general, simpler stories—simpler theories and less

complicated empirical findings—are more easily recollected and retold,

whereas more complicated ones are more likely to be collectively forgotten

(see Norenzayan & Atran, chap. 7, this volume).

One recent study provides some empirical evidence for this sort of selec-

tion process (Schaller, Bordes, Conway, & Tanchuk, unpublished data,

2000). The subjects of this inquiry were the articles published in a particu-

lar volume of the Journal of Personality and Social Psychology (JPSP), in the

year 1965. JPSP was a flagship journal in the field, and so can assume that

each article had been judged by referees to have met high standards of sci-
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entific merit. Of course, the contents of some of these articles would be

retransmitted (as measured by citation), and so would be collectively re-

membered; others would be essentially forgotten. The question of interest

was: What characteristics of these articles predicted the extent to which

their contents were retransmitted?

A variety of different features were measured, including some purely ob-

jective superficial features (e.g., the length of the article, whether there was

a colon in the title or not, and so forth). Other variables were judged subjec-

tively (e.g., the prestige of the lead author’s institutional affiliation). Of par-

ticular interest were two subjectively rated variables. One was a rating of

the ease of understanding the main point of the article, judged by reading

just the abstract appearing at the beginning of the article. The second key

variable was of the ease of communicating that main point to others, also

judged by a reading of the abstract.

These variables were correlated with several different citation-based

measures that served as indicators of the extent to which the contents of

the article were culturally retransmitted. Two measures drew on the Social

Sciences Citation Index (SSCI) and assessed the number of citations to each

article a decade later and two decades later. Other measures estimated ci-

tations to each article later in social psychology and personality textbooks,

and in introductory psychology textbooks.

Results revealed that in addition to the effects of several superficial fea-

tures (the length of the article, the prestige of the first author’s institution,

and the presence of a colon in the title), there were effects also of the sub-

jectively judged ease of understanding and ease of communicating the arti-

cles main point. Articles published in this volume of JPSP were more likely

to be retransmitted and so to remain a part of collectively remembered cul-

tural knowledge if their abstracts conveyed a scientific story that was more

easily understood and more quickly conveyed to others.

Two other interesting patterns of results emerged. First, ease of commu-

nicating had generally stronger effects than ease of understanding. This

suggests that information is lost from the collective mythology not merely

as the result of individual-level consequences of epistemic goals (e.g., fail-

ure to understand the point of a complicated article), but also the interper-

sonal consequences of these goals (e.g., a decision to tell others a simpler

rather than a more complicated story). Second, the effects became stronger

as more time passed since publication. This implies that, as more opportu-

nities arise for collective forgetting, the psychological processes that com-

pel forgetting have a cumulative impact. This pattern is consistent with

other research indicating that the “communicability” of knowledge has a

greater impact on its cultural persistence as more time passes (Schaller et

al., in press). This is still another example of the process by which the need

for cognitive efficiency and the psychological delights of parsimony bias
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the scientific process. Because scientists have limited cognitive capacity,

and a limited willingness to restructure what they know, easy and mentally

congruent findings tend to persist. Difficult to read and difficult to under-

stand ideas and articles do not persist—people don’t read them, people

don’t understand them, and thus people don’t use them.

Impact on Mutation and Misremembering
of Scientific Knowledge

The second mechanism is something of a mutation process. Not all scien-

tific stories that are remembered and retold will be remembered or retold

with perfect fidelity. Some will be remembered and retold accurately; oth-

ers will be misremembered and altered in the process of retransmission.

There is plenty of evidence of this sort of mutation process at work in

the sciences. Within psychology, for instance, there are many identified

cases in which retransmitted summaries of previously published research

contain errors (Berkowitz, 1971; Paul, 1987; Vicente & Brewer, 1993). Similar

errors occur in the physical sciences as well (Vicente & Brewer, 1993).

Some of these retransmission errors might be viewed as random or semi-

random accidents that exert no systematic effects on the collective mythol-

ogy of a scientific discipline. An occasional misattribution of a finding to the

wrong team of researchers, for instance, probably does not substantially al-

ter the cultural memory for that finding.

Other errors, however, may be responsive to systematic biases, and so

may exert systematic effects on the discipline. Here the individual epi-

stemic goals of scientists matter. The epistemic desire for simplicity is

likely to exert a biasing effect when scientists’ retransmit information about

previous research findings that do not tell particularly simple stories. The

upshot is that there is a tendency for theories and empirical findings to be

mutated in such a way that, over time and with repeated retelling, the com-

plexities and complicating pieces of information disappear.

One example is provided by a comprehensive case study reported by

Ross (1999). This study focused on the tendency for psychologists to col-

lectively misremember the results of a classic study by Hastorf and Can-

tril (1954).

Hastorf and Cantril (1954) showed Princeton and Dartmouth students a

film of a recent football game between those two universities’ teams, and

asked these students to write down any rule infractions they saw. Results

showed that Dartmouth students indicated roughly equal number of infrac-

tions against the two teams, but that Princeton students indicated more

than twice as many infractions by the Dartmouth team than by the Prince-

ton team. So, the reality of the scientific finding was somewhat complex:

Princeton students showed a clear tendency to view their own team more
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favorably than the other team, but Dartmouth students did not show any

clear evidence of this favoritism.

How were those results described when cited and summarized later in

journal articles and in textbooks? Not surprisingly, Ross (1999) observed a

large number of mutations. Some of these mutations reflected a sort of se-

lective omission of complicating information: The results from the Prince-

ton students were described, whereas the results from the Dartmouth stu-

dents were largely ignored. An even greater number of mutations reflected

a clear misremembering: Dartmouth students were described, erroneously,

as showing the same pattern of favoritism toward their own team that the

Princeton students showed. Thus, the complicated, asymmetric pattern of

results was retransmitted in a way that erroneously presented it as sym-

metric and simple.

These results also revealed that these retransmission errors were more

likely to occur in textbooks than in journal articles. Thus, it appears that

the mutation process is sensitive to the interpersonal communication con-

text. Under conditions in which scientists are addressing less cognitively

sophisticated audiences, they are especially motivated to communicate

complex information more simply.

The Hastorf and Cantril study is not the only study on memory biases to

have fallen prey to the sorts of biases that it documents. Allport and Post-

man’s classic study on rumor transmission has itself suffered distortions

through retransmission (Treadway & McCloskey, 1987). The misremem-

bering of classic studies isn’t limited only to classic studies of misremem-

bering. There are other examples of oversimplified cultural myth-making in

the retelling of psychological findings (Bramel & Friend, 1981; Suedfeld &

Coren, 1989).

These results compel a more general point: Even when complex scien-

tific stories are not entirely forgotten, they may not be remembered with

great fidelity either. Individuals misremember and retransmit scientific re-

sults as being simpler than they actually are. Thus the eventual cultural

memory for these results is erroneously oversimplified. This certainly isn’t

consistent with any ideal of science, but it is consistent with the epistemic

goals of individual scientists.

PRIVATE NEEDS AND PUBLIC VALUES

Science is a culture, with its set of standards, mores, practices, languages,

and dialects. Like other cultures, public mores and private behavior are of-

ten discrepant. Often this very dissonance provides the most illuminating

view of cultural fault lines. What is publicly applauded as a main value may

be more honored in the breech than in observance.
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Merton (1973) provides the most commonly accepted public code; scien-

tists value universalism, communism, disinterestedness, and skepticism. In

this chapter, we’ve reviewed a portion of the studies that have shown that

scientists may celebrate these four things, but they don’t live up their val-

ues (with the probable exception of universalism). Rather than promoting

communism, scientists actively seek primary credit for discoveries, and of-

ten play down contributions of others. Many scientists are reluctant to

share data, and set up obstacles to this practice. Rather than promoting dis-

interestedness, scientists promote their own point of view, and they pro-

mote others’ work and careers that advance preferred theories, methods,

and ideologies. Finally, rather than promiscuous and constant skepticism,

scientists seek confirmation of ideas, creating experiments that promote

their preferred theories and group and self interests. Skepticism is used

more like a weapon, applied more carefully to disliked and conflicting data

and methods than to preferred and endorsed ones. Although Merton’s

(1973) account describes the public values of scientists, our actual behavior

is not captured by his account. These discrepancies usually serve the indi-

vidual needs of scientists, rather than the public goals of science itself.

The study of the culture of science differs from almost all other cultural

accounts in two ways. First, the observer is usually an actual participant in

the culture. In a few cases, philosophers and historians of science have a

completely different outlook from their subjects, but the vast majority of

students of science are scientists (full- or part-time) themselves. In these

cases, the observer of science has a real stake in the outcome of her or his

study; self-esteem, group esteem, public approval, peer approbation, ac-

cess to funding, and the like will all be affected by the kinds of conclusions

he or she draws.

Second, the student of science often compares actual behavior to a set of

normative standards that lead to value judgments that would be inappropri-

ate when studying Kwakiutl culture. This discrepancy between normative

and descriptive conduct allows for some kinds of judgments not possible in

other cultural studies. When people deviate from the public norms, they may

be punished, ridiculed, or their articles may be rejected and their grant appli-

cations turned down. The open pursuit of self-interest is not highly valued.

We suggest that the discrepancy between private behavior and public

value leads to a misunderstanding among scientists about how to behave,

and what is appropriate and good for science. It is widely believed that dis-

interestedness is a positive value for progress in science (e.g., Merton,

1973). We disagree. In “The Organization of Cognitive Labor,” Kitcher (1993)

provided an analysis of self-interest (seeking fame, priority, power and re-

search support) as a motive in science. He showed, convincingly, that self-

interested motives can promote efficient organization, can promote diver-

sity in the number of approaches and theories, and help avoid premature
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consensus. Self-interest is not merely a base motive—it’s efficient and effec-

tive. We suggest that the real distortion in science is not being motivated by

self-interest, but more important is the pretense that science and scientists

are not self-interested.

A more serious problem than the pursuit of individual self-interest is the

problem of bias. We suggest that communication biases, need for parsi-

mony and closure, and preference for one’s own way of viewing things can

skew the science in ways that do not serve progress. Bias is often a hidden

problem—reviewers can seek to sink articles that are problematic to their

commitments (Mahoney, 1976), adjust their standards for funding grants, or

promote weaker work that cites them and is consistent with their ideas.

These processes are inevitable, we argue, but the harm is that their impact

cannot be calibrated when they act in the dark. More can be known about

bias when processes are open and public—when reviewers reveal their

identity, when biases are clearly stated within articles, and so on.

CONCLUSION

The limits of science are human limits, and it’s unwise to think that we

check our humanity at the laboratory cloakroom. We are limited in cogni-

tive ability (some more than others), and we’re limited in motivation to re-

structure our understanding. Scientific progress cannot be so fast that it

outpaces the ability or motivation of scientists to understand and communi-

cate knowledge.

We are limited by our values. Scientists have value commitments that

can affect which areas we study, which we devalue, and which theories we

will consider as a possibility (e.g., Einstein’s famous “I do not believe that

the Good Lord plays dice [with the universe]”). For example, social scien-

tists are more often part of the “center/left consensus” than politically con-

servative (Tetlock, 1995), and this will affect the topics we study and the

kinds of policy-relevant research we do (Redding, 2001).

Finally, we are limited in our altruism. We seek priority, fame, access to

resources, good students, and approbation of our peers. We rarely seek ob-

scurity, and scientific martyrdom is not often preferred. Although scientific

programs and individual careers can go down in flames spectacularly, often

with very good effect to science (e.g., the cold fusion controversy), this is

rarely the career plan of the scientists involved.

Envoi

Our study of science leads us to the following prescription: Scientists

should open their arms to the reality of science—its humanity, its limits,

and its strengths. If we allow into public discourse the private behavior

220 CRANDALL AND SCHALLER

TLFeBOOK



that makes up the bulk of scientific endeavor, science will progress with

more speed and less bias. We can eschew secrecy and embrace humanity,

scientifically.
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Human mind is human to the extent that it enables and is enabled by cul-

ture. Despite some evidence for the existence of culturelike practices

among primates, the complexity and significance of culture for Homo sapi-

ens far exceed those of other species on Earth. At the core of culture is sym-

bolic meaning. Evolutionary processes made it possible for human minds to

use symbols to refer to what we regard as things and events in the world

and to humans themselves. Human mind, however, is incomplete in and of

itself; it presupposes input from culture. Whatever is the mind physically

realized at this point in time is a result of the evolutionary, sociohistorical,

and ontogenetic processes. Whatever will be a kind of mind humanity will

have in the future also must be a result of the symbolic activities from this

point onward. At the same time, the past symbolic activities have produced

contemporary cultures around the world, and the current symbolic activi-

ties will produce cultures of the future. In this sense, the mutual constitu-

tion of culture and mind unfolds over time, never ceasing, extending from

the past and continuing into the future. Cultural dynamics is no less than

the totality of this symbolically mediated culture–mind interplay.

Culture is nonetheless an essentially contested concept in social science

where multiple conceptions provide different perspectives on this critical

influence on human mind. In the current intellectual landscape, culture is
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taken by different researchers as a system of meaning on the one hand and

a process of meaning making on the other. Nevertheless, these conceptions

merely reflect two sides of the same cultural dynamics, that is, the stability

and change of culture. We argue that a central question of cultural dynam-

ics should be how concrete individuals’ micro activities in situ produce and

reproduce, at least sometimes, an enduring, macro pattern of meanings

that may be called a meaning system (Kashima, 2000a). Borrowing Duveen

and Lloyd’s (1990) term in the social representations research tradition,

such processes may be called the microgenesis of culture.

The main objective here is to provide a metatheoretical, theoretical, and

methodological approach that may facilitate a systematic inquiry into cul-

tural dynamics. First of all, we focus our attention on a metatheoretical is-

sue, namely, the dynamics of culture, or the stability and change of culture

over time. This perspective emphasizes the formation, maintenance, and

transformation of cultures over time generated by microlevel activities by

concrete social agents. We then turn to theoretical questions about the

microlevel cultural dynamics as cognitive and communicative activities. In

particular, we describe communication processes as collaborative activi-

ties among social agents to construct mutual understandings. Bartlett’s

(1932) method of serial reproduction is then presented and examined as a

methodological tool for examining the microgenesis of culture. Some empir-

ical findings that illustrate cultural dynamics are discussed using stereo-

types as prominent part of culture.

A THEORETICAL PRELUDE:
CONCEPTUALIZING CULTURE

The concept of culture has had a checkered history in the academic disci-

pline of psychology. Despite psychology’s interest in culture from its disci-

plinary beginning (e.g., Wundt’s Völkerpsychologie; for an informed treat-

ment of this disciplinary history, see Jahoda, 1992), an inquiry into

relationships between culture and mind has been marginalized until recently.

By the confluence of historical, sociopolitical, and academic trends, however,

the question of how culture and mind constitute each other has become one

of the central concerns of contemporary psychology (e.g., Kashima, 2000a,

2001). The label of cultural psychology is often used for this broad class of in-

terest. Despite some polemics in the past stating that cultural psychology dif-

fers significantly from cross-cultural psychology, the time is ripe to abandon

the doctrinaire attitude and divisive academic politics, and to marshal a

broad front to advance the research on culture and psychology.

As Kashima (2000a) noted, there emerged a broad metatheoretical con-

sensus in this area of inquiry. It is a physicalist approach to human mind
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(i.e., a mind is constituted by physical processes), which is a result of Dar-

winian evolution, historically constituted and ontogenetically enculturated.

In this view, physical, phylogenetic, sociohistorical, and ontogenetic proc-

esses are all mutually constitutive of human psychology, and therefore tem-

porally dynamic, that is, constrained and enabled by the past, and con-

straining and enabling possibilities for the future. In short, it is a

psychology that takes both culture and time seriously. Against this back-

ground, however, two images of culture have emerged as contrasting ap-

proaches to inquiries into culture–mind relationships.

Two Images of Culture

One image portrays culture as an enduring system of meaning. When Tri-

andis (1972) defined subjective culture as “a cultural group’s characteristic

way of perceiving the man-made [sic] part of its environment” (p. 4), or

when Geertz (1973) described culture as “a web of significance” and advo-

cated the symbolic anthropological approach to culture taken as a public

“text,” culture was viewed as an enduring system of meaning. Culture in this

view is a repository of symbols that are internalized by individuals and pro-

vide structure to their experience. Culture is seen as a given for a genera-

tion of individuals, and relatively stable within a historical period. The

other image of culture is that of a process of meaning making. In this view,

culture is a process of production and reproduction of meanings in particu-

lar actors’ concrete activities in particular contexts in time and space. Psy-

chologists influenced by Vygotsky’s (1978) Russian sociohistorical tradition

often belong in this camp (e.g., Cole, 1996; Rogoff, 1990; Lave & Wenger,

1991). The two images of culture recall the two types of linguistics de

Saussure (1959) described, that is, a study of langue as a system of distinc-

tions among linguistic signs, as opposed to a study of parole, speech or lan-

guage use in concrete situations. Culture is a phenomenon associated with

meaning one way or the other; language is a career of meaning par excel-

lence. It is no accident that researchers of culture–mind relationships are

caught in the analogous polarity.

Research on individualism and collectivism (Hofstede, 1980; e.g., Tri-

andis, 1995, for a review) is a good example of work done from a systems

perspective on culture (also see Nisbett, Peng, Choi, & Norenzayan, 2001).

Individualism and collectivism are typically regarded as worldviews or clus-

ters of values and beliefs that are centered around the individual as a dis-

tinctive, independent, and unique person (i.e., individualism) or a member

of a group and of significant interpersonal relationships (i.e., collectivism).

These worldviews are assumed to form relatively stable cultural syn-

dromes, which permeate through a number of domains of social activities.

In contrast, research illustrative of a meaning-making approach to culture
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would be research on schooling and intelligence (e.g., for a review, Rogoff &

Chavajay, 1995). Typically, researchers found that abstract reasoning tasks

are better performed by Westerners than by people in traditional societies

with lower levels of industrialization. Within less industrialized societies,

people with a longer period of formal schooling tend to perform reasoning

tasks better. Instead of explaining this in terms of cognitive styles or intelli-

gence, researchers adopting the meaning-making perspective explained

this in terms of the similarity between the cognitive tasks taught at school

and the abstract reasoning tasks in intelligence tests. Formal schooling pro-

vided the concrete contexts in which abstract reasoning tasks were taught

and performed; those with greater experience in formal schooling should

be able to perform similar tasks better in the context of intelligence testing.

It is important to recognize that these two images are not mutually exclu-

sive, but are complementary views about culture. The difference lies in

their time frame and context generality (for further explication, see Kashi-

ma, 2001). On the one hand, a meaning-system view takes a long term per-

spective, and treats culture as if it is stable over a period of time. In this per-

spective, what one seeks is an enduring aspect of meaning, that aspect of

symbolic activities that appears to remain the same across contexts and

over the historical period. On the other hand, a meaning-making view takes

a short-term perspective, and captures culture in flux. Indeed, culture in

this sense is constantly created and recreated as mental and behavioral

patterns of symbolic activities. Short-term fluctuations and context specific-

ity are integral to this view of culture.

Neither can claim a privileged insight into culture-mind relationships,

and both are necessary for examining and theorizing about cultural phe-

nomena of different time scales. On the one hand, it is necessary to adopt a

meaning-system view of culture if one tries to compare two or more cul-

tures at a particular period in human history, or two or more historical peri-

ods of one society. In this case, culture is treated as if it is an independent

variable in a quasi-experimental design. If culture is treated as constantly in

flux, there is no way of theoretically justifying cross-cultural comparisons.

Cross-cultural psychology takes this approach by necessity. On the other

hand, it is equally necessary to view culture as meaning-making activities if

one tries to understand how children become full-fledged members of their

society with their cultural competence to manage their relationships with

the natural and social environment. If culture is treated as a static system,

there is no way of explaining the continuity and discontinuity, the persis-

tence and change of cultural practices from one generation to the next.

Again, students of culturally sensitive developmental psychology find this

perspective attractive for good reason.

What we espouse is an inquiry into cultural dynamics, that is, the stabil-

ity and change of culture over time. On the one hand, the fact of cultural
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change is a challenge for a meaning-system view of culture. A culture

clearly changes over time, but the meaning-system view does not have any

internal mechanism to explain change. Cultural change must be explained

in terms of factors external to cultural processes per se, such as technol-

ogy. In contrast, both stability and change of culture are part and parcel of

a meaning-making view. Yet it does not have a principled way of determin-

ing which meaning is to endure and which is to change. In principle, all

meanings may be created on the spot. At worst, cultural change becomes a

result of random fluctuation over time. And as Cole (1996) acknowledged, a

meaning-making approach does not have a principled answer to Jahoda’s

(1980) criticism that it fails to explain the existence of what appears to be a

context-general meaning system. What is needed is a sustained inquiry into

the puzzle of how culture as a meaning system is generated, maintained, or

transformed over time by concrete meaning-making activities of humans in

concrete contexts in time and space.

Interpersonal Communication and Cultural Dynamics

No doubt most human symbolic activities take place within individuals’

minds, as well as between them through communication. Put differently,

the engine of cultural dynamics is the cognitive and communicative proc-

esses of those who are engaged in symbolically mediated social interaction.

It is mostly through interpersonal communication that people construct

shared meanings, and come to believe that they have shared understand-

ings of the world and themselves. At the beginning of a probe into the

microgenesis of culture must lie an inquiry into the process of human com-

munication. Some detailed analyses of communicative processes, and how

culture may be implicated in them, are necessary in order to clarify the cen-

trality of interpersonal communication in cultural dynamics.

Coordination, Communication, and Common Ground. According to

Clark (1985), communication has often been conceptualized as the trans-

mission of information by the encoder and its interpretation by the de-

coder. The communicator encodes his or her mental representations into

publicly available symbols. The symbols are then transmitted to the re-

ceiver, who then decodes them into his or her own mental representations.

In this conception, most of the work for communication is done intraper-

sonally, within each person’s mind. What occurs interpersonally is mere

transmission of public symbols. However, this conduit metaphor of commu-

nication is problematic in two respects. First, theoretically, it tends to per-

petuate an individualistic theory of meaning (Kashima, 2001). In this view,

meaning is a mainly intrapsychic phenomenon, where the construction,

transformation, and manipulation of mental representations in the mind
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constitute the construction of meaning. Second, empirically, it has been

found wanting for detailed analyses of human communicative processes by

early philosophical, sociological, and social psychological inquiries (e.g.,

Grice, 1975; Krauss & Weinheimer, 1966; Schegloff, Jefferson, & Sacks, 1977;

Schegloff & Sacks, 1973). Although these researchers’ specific contributions

differ markedly, central to their understanding of human communication is

the coordination of activities. That is, people collaborate to build on one an-

other’s perceived cognition and action, and jointly coordinate their activi-

ties so that they may eventually reach a mutual understanding about the

topic of the communication. This dialogic view of communication (Krauss &

Fussell, 1996) puts communication squarely in the realm of social psychol-

ogy, that is, the interpersonal coordination of social activities.

More recently, in psychology, Clark and his colleagues have developed a

framework called the collaboration model. The model describes how inter-

actants (i.e., those who are engaged in symbolically mediated interaction

with each other) collaborate in face-to-face interaction to reach a shared un-

derstanding (e.g., Clark & Brennan, 1991; Clark & Schaefer, 1989; Clark &

Wilkes-Gibbs, 1986). In this model, communication is understood as consist-

ing of the interactants’ joint contribution to the common ground shared among

them. In Clark’s (1996) view, common ground is a form of mutual knowledge

(e.g., Hardin & Higgins, 1996; Rommetveit, 1974) where the communicators

believe or assume that they share the same knowledge. When strangers meet

for the first time, they assume some common ground on the basis of group

membership (e.g., same gender, same taste in clothing). As they begin to in-

teract, they further build a common ground on the basis of the communica-

tion. When they meet again later, they may assume the existence of a com-

mon ground based on the past communication. The joint contribution to

common ground occurs via grounding, the process by which both the content

and process of communication are coordinated and a mutual understanding

of what has been said is established. In short, the collaboration model re-

gards interpersonal communication as a series of contributions jointly made

by the interactants to the ever-accumulating common ground.

The building block of a grounding process is a contribution. It consists of

the presentation of information by one speaker and the acceptance of this in-

formation by another speaker, thus jointly creating the state of both speak-

ers’ understanding, and of knowing that they share this understanding. Each

contribution consists of a presentation phase (which begins with the first ut-

terance/turn by a speaker) and an acceptance phase (which ends with both

speakers giving evidence of mutual understanding). A simple contribution

may consist of one presentation and one acceptance. For example:

Presentation (P): What time is it?

Acceptance (A): Six o’clock.
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This simple P–A pair has grounded the fact that both people know that “we

know it’s six o’clock.” Contributions, however, can be more complex, in-

volving a number of presentations and acceptances and different forms of

subcontributions within them (Clark & Schaefer, 1989). The following contri-

bution, taken from our own research, is more complex. It illustrates these

two phases, and shows the negotiation in the establishment of mutual un-

derstanding. This transcript is set out such that each line indicates a

change in speaker.

Line 1 P Was that after he got caught?

Line 2 A/P After he got caught, yep, at the flower shop.

Line 3 P/A And this was on the way back to the police station, he

crashed his car. Is that right?

Line 4 A/P No, it was . . . he left the scene. He fled the police.

Line 5 P/A Ohhhh . . .

Line 6 A/P [It was on the way to the dance party]*

Line 7 P/A [I thought that, fled]*

Line 8 A/P He fled

Line 9 P/A Yeah

Line 10 A Right, OK.

* [ ] indicate overlapping speech

In this example, a clear, initial presentation begins a contribution (line 1),

with its presentation spanning line 1 to line 3. In line 4, one of the contribu-

tors identifies the source of misunderstanding and begins the negotiation of

the acceptance phase. At line 10, the contribution ends with both speakers

indicating commitment to having achieved mutual understanding.

In order for a mutual knowledge to be established, communicators must

seek and make use of the evidence provided by others of their understand-

ing or misunderstanding of their partner’s presentation or acceptance. Evi-

dence in grounding can be positive, signaling understanding, or negative,

signaling that one has not understood. For instance, positive evidence can

be verbal or nonverbal behavior, taking the form of continued attention

(e.g., eye contact), initiation of a relevant next turn (e.g., “So, what hap-

pened next?”), acknowledgments (e.g., “OK”), demonstration of the knowl-

edge (e.g., paraphrasing). Negative evidence may be a statement (e.g., “I

don’t understand”) or display of misunderstanding. In the absence of clear

evidence, communicators may assume that some mutual understanding

was attained (assumed grounding). Clark and colleagues suggest that com-

municators jointly work to a grounding criterion “sufficient for current pur-

poses” (Clark & Brennan, 1991, p. 129) under the assumption of mutual re-

sponsibility typically guided by the principle of least collaborative effort.

That is, communication partners will work together toward the joint goal of
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establishing mutual understanding for each contribution to the grounding

criterion. They frame their utterances so as to achieve mutual understand-

ing as quickly and as easily as possible, thus minimizing the collaborative

effort required for grounding. A contribution is then added to the current

common ground, which consists of the accumulated contributions so far

during the interaction and what was assumed to be a common ground at

the start of the interaction.

The current common ground is not just an endpoint of the communica-

tive interaction so far, but also acts as a condition that both enables and

constrains future communications. In particular, common ground is often

reiterated and used for making sense of new information during communi-

cation (Horton & Keysar, 1996; Schober & Clark, 1989; Wilkes-Gibbs & Clark,

1992), and information consistent with common ground is more easily dis-

ambiguated and understood than that which is inconsistent (Keysar & Barr,

in press). More generally, information that is consistent with the current

common ground may be more efficiently grounded. This is because the lis-

tener would be less likely to question or misunderstand this information,

which requires less explanation, is less ambiguous, and is more relevant

(Grice, 1975; Higgins, 1992; Leudar & Browning, 1988; McCann, Higgins, &

Fondacaro, 1991). Furthermore, whether it is Grice’s maxims of quantity (to

be brief), manner (to be coherent/understandable), or relevance (to make

utterances relevant to the audience), communicators may have a better

chance of satisfying Grice’s maxims with information consistent with the

common ground. Obviously, although information that is consistent, rather

than inconsistent, with the current common ground may be more likely to

be communicated at a given level of collaborative effort, a greater amount

of collaborative effort may be expended to ground information inconsistent

with the common ground. This way, the current common ground is never fi-

nal. It continues to evolve as the interactants keep up their communicative

interaction.

Common Ground, Grounding, and Cultural Dynamics. A small group

of individuals with the possibility of all its members interacting with each

other face-to-face would produce its current common ground by virtue of

their continual process of grounding joint contributions. Common ground

of a small interacting group acts as something akin to culture for a large-

scale human collective. Both the common ground of a small group and the

culture of a large collective at one point in time provide symbolic resources

that enable efficient future communication; they also constrain the future

communication by making some other communication more difficult than

before. They are both shared meanings that enable and constrain the con-

struction of possible worlds in the future. However, there is a difference be-

tween the two. The common ground of a small group may evolve out of the
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direct grounding of all the members’ joint contributions, but the culture of a

large collective cannot. How then can a large collective, whose members

cannot have direct interaction with each other at the same time, develop

shared meanings? This is a central question of cultural dynamics, that is,

how concrete activities in situ can form, maintain, and transform what ap-

pears to be an enduring system of meaning.

At present, there appear to be two major approaches to this question.

One is to conceptualize cultural dynamics of a large collective as emerging

out of small group interactions. For the sake of clarity, let us simplify the sit-

uation. Suppose that one man has a new idea. He may manage to add this

idea to the common ground of a small group to which he belongs. Members

of this group belong to other small groups as well, and then may manage to

ground the idea to the common grounds of these other small groups.

Through overlapping group memberships of various individuals, the idea

that originated in one man may be gradually added to the common grounds

of many overlapping small groups, eventually generating, maintaining, or

transforming culture regarded as a meaning system.

Just such an approach was adopted by Garrod and Doherty (1994) in ex-

amining the emergence of a linguistic convention in an experimental set-

ting. Participants in their experiments played a computer game in dyads.

The game, developed by Garrod and Anderson (1987), required each player

to move his or her position token from a place in a maze to a goal. However,

in order for both players to reach their respective goals successfully, the

players had to coordinate their tokens’ movements to help each other out.

In particular, they had to communicate to each other the locations of their

tokens within the maze. In an earlier study, Garrod and Anderson (1987)

had identified four major ways of referring to locations in a maze (e.g., us-

ing a coordinate system, for instance, “3rd column from left and 2nd row

from the top”), and found that a dyad often established a convention for do-

ing so. That is, typically a pair of players settled on using one of the four

ways of referring to locations. Garrod and Doherty (1994) found that a lin-

guistic convention for referring to locations emerged when a group of play-

ers switched their partners so that each person played with every other

person in the group. However, a convention did not develop to the same ex-

tent when the same partners were playing with each other for the same

number of games, or when one person played with different partners, who

had not played with each other among themselves. Their results suggest

that a group of people who did not interact with each other simultaneously

nevertheless developed a common method of referring to locations in the

maze, producing a group convention.

Nowak, Szamrej, and Latané’s (1990) dynamic social impact theory can

be considered to conceptualize the distribution of public opinions in a large

collective as emerging from small group interactions. In their approach, as
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in typical cellular automata, simple processing units are arranged in a lat-

tice structure where a unit is located at the crossing point of the lattice. The

units take only two states (pro or anti), and influence each other with a cer-

tain rule of updating each unit as a function of the states of the surrounding

units. In their model, each unit is understood to represent an individual,

and the state of the unit is interpreted as either a pro or anti opinion. They

observed that when the states of a large number of units are randomly set

at the start, the collection of the units typically showed both polarization

and clustering. That is, a majority opinion (i.e., the proportion of one state

among the units is greater than 50%) tends to gain an even greater majority,

but units with the minority opinion (i.e., the opposite state to the majority

state) tend to cluster together. In their simulation, a unit and the other units

that surround it acted as a “small group,” which shared members with

other “small groups” that were adjacent to each other in the lattice struc-

ture. According to Nowak and Vallacher (1998), this type of structuring of

social distances among individuals is necessary for self-organization such

as polarization and clustering to occur in their system, although other con-

ditions (i.e., some units are less likely to change their states than others,

the updating rule involves some nonlinearity) are also important.

The other approach is to regard cultural dynamics as resulting from the

spread of ideas through a complex interpersonal (or communication) net-

work. Again, for the sake of clarity, let us simplify the situation. When a

woman has a novel idea, she may communicate it to another person with

whom she often converses. This communication may establish a common

ground between the first woman and her friend. This second person then

may communicate the idea to a third person, and so on. As the idea is com-

municated to a greater number of people, the idea may spread further

afield through the social network. In the long run, communicative activities

through the social network may generate, maintain, or transform what may

be characterized as culture as a system of meaning. This view is most ap-

parent within the research tradition of social network analysis (see Emir-

bayer & Goodwin, 1994; Wasserman & Faust, 1994). In particular, White

(1992) argued for the significance of social network as a structural basis of

cultural narratives. More recently, researchers such as Friedkin and John-

sen (1990, 1999) and Robins, Pattison, and Elliott (2001) have examined the

social influence process in a social network, which clearly bears on the

emergence of cultural meanings in a large collective.

In summary, communication can be conceptualized as the continual proc-

ess of establishing and renewing common ground among the interactants.

That is, the interactants attempt to reach a mutual understanding of the topic

to the extent that is necessary for the present purpose. This process consists

of coordinated activities among the interactants where they build on each

other’s previous action. One interactant presents information, and another
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accepts it by providing various forms of evidence that the latter has under-

stood what the former meant. Through iterative processes of presenting and

accepting, a stream of information is grounded and added to their common

ground. Thus, common ground is a continually evolving set of mutual knowl-

edge among the interactants who communicate with each other directly face-

to-face. As the interactants produce and reproduce their common ground,

some of the information in the common ground may be further communi-

cated to other individuals and groups by virtue of their memberships of

other groups or through their networks of interpersonal relationships. These

subsequent communicative activities may not only spread the information

within a large collective, thus generating new shared meaning for the collec-

tive, but also may contribute to the dynamics involving the maintenance and

transformation of the shared meaning system.

SERIAL REPRODUCTION PARADIGM AS A METHOD
FOR EXAMINING CULTURAL DYNAMICS

What is critical in considering the cultural dynamics of a large collective is

a systematic examination of the type of information likely to be grounded

and added to the common grounds in micro-interpersonal communication

processes, and a consideration of cumulative effects of such microproc-

esses. Bartlett (1920, 1932) provided one vehicle for just that. In 1920, Bart-

lett reported for the first time that he had a number of people read and re-

tell an Amerindian folktale of “the war of the ghosts.” Not only did he have

the same person reproduce the story multiple times (method of repeated

reproduction), but also he had one person retell it to another, who in turn

reproduced the story for still another person, and so on in a chain. This lat-

ter method of serial reproduction mimics the spread of information

through an interpersonal network in theoretically important respects.

According to Kashima (2000c), the serial reproduction paradigm (SRP)

captures at least two significant aspects of interpersonal communication in

a large social network. First, in a social network, when some information is

grounded between a pair, this information may spread to other people who

are connected to the receiver. The originator of the information has control

over neither the content of the communication nor the extent of informa-

tion spread. Therefore, as the information traverses links among nodes of a

social network, it is transformed over time. Second, the information thus

spread through a network is detached from the original context of its pro-

duction and transferred to other contexts of meaning making. The detach-

ability and transferability of communicated information makes it especially

susceptible to excessive objectification and reification.

Nevertheless, Bartlett’s work has been viewed as a cognitive psychological

contribution on memory processes in social psychology. After all, Bartlett
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explained most of his findings in terms of a schema, a cognitive structure

that assists memory. In fact, he is probably best known as a theorist who in-

troduced the schema concept to psychology. However, with Van Dijk

(1990), we contend that Bartlett’s Remembering (1932) should be regarded

as a historical milestone in social psychology. Bartlett’s use of serial repro-

duction “is the first contribution to the theory of discursively based repro-

duction of social cognitions” (Van Dijk, 1990, p.168). What we wish to do

here is to recover Bartlett’s SRP as a method for examining the micro-

genesis of culture, in which communication plays a central role.

Past Research Using the Serial Reproduction Paradigm

The past research using the serial reproduction paradigm shows that as in-

formation is passed along serial reproduction chains, (a) the information

tends to become conventionalized, (b) details tend to be lost, and (c) de-

scriptions of people and groups tend to become abstract. Each of these

findings are well illustrated by research conducted by Bartlett (1932), All-

port and Postman (1948), and others more recently. We review their work

in some detail and later show that they can be interpreted as results of

communication processes, rather than memory processes, as often inter-

preted in the past.

Conventionalization in SRP. Bartlett (1920, 1932) reported the first use

of the method of serial reproduction in experimental psychology. Accord-

ing to Bartlett, conduct and experience are directly determined by social

factors within a group and indirectly by beliefs, traditions, customs, senti-

ments and institutions characteristic of a group. Partly based on evidence

from his ethnographic work, Bartlett (1932) proposed that when two groups

or cultures come into contact, the process of conventionalization takes

place. Conventionalization can be defined as the way a custom, technique,

or institution changes, when it is adopted from one group or culture to an-

other, until it reaches a new stable form. Aspects of the new custom are as-

similated into already existing forms and peculiar elements are simplified.

By using the method of serial reproduction, Bartlett introduced stimuli to

his experimental social group, university students in most cases, to capture

experimentally the process of conventionalization.

In his experiments, Bartlett used several types of material—folk stories,

prose passages, newspaper articles, and pictorial material. In most cases,

reproductions from 10 successive individuals were obtained. A number of

findings were consistent across the stimulus types. The disappearance of

material was common, with many details forgotten or abbreviated. The

stimulus was rationalized with explanatory and connecting phrases in-
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cluded to produce a coherent reproduction. A bias to the concrete with the

more concrete aspects preserved and arguments reduced to a statement of

opinion was evident. Titles, names, and numbers were routinely lost along

with peculiar or unusual features. For example, mystical and spiritual ele-

ments were lost from a folk story about a warrior fighting a war with ghosts.

The “war of the ghosts” story became a straightforward war story. The find-

ings exhibited a theme of conventionalization with stimuli transformed until

reaching a stable and more conventional form.

Three papers based directly on Bartlett’s (1932) work were published.

Tresselt and Spragg (1941) used Bartlett’s procedure and stimulus and were

able to replicate his findings. In further experiments, Tresselt and Spragg in-

troduced a mental set passage to participants before the stimulus “test”

passage was read. It was found that the mental set influenced the direction

of change of the stimulus test passage such that it changed to incorporate

the focus of the mental set passage. It is clear that the context in which se-

rial reproduction occurs can shape the transformations of the stimulus.

Noting Bartlett’s (1932) observation that the results of his serial reproduc-

tion experiments have parallels in social life, Ward (1949) found that coin

designs illustrated both in the laboratory and in specimens from ancient ar-

tifacts exhibit conventionalization, thus extending his research.

Gauld and Stephenson (1967) conducted a series of experiments directly

related to Bartlett’s (1932) theory of remembering. It was their contention

that Bartlett’s participants were not concerned about whether they repro-

duced the stimulus detail for detail and so were not doing their best to re-

member accurately. Although Gauld and Stephenson did not obtain serial

reproductions, the results obtained from single reproductions are relevant

to Bartlett’s work. Gauld and Stephenson emphasized to participants that

accuracy was important and found that recall was far superior to that found

by Bartlett. According to Gauld and Stephenson, where accuracy is not em-

phasized, participants are more concerned with producing a convincing,

coherent story. This provides support for the idea that the serial reproduc-

tion task is not purely a memory task, that participants in addition to re-

membering material have other goals, for example, telling a convincing

story, as argued by Edwards and Middleton (1987).

Information Loss in SRP. Allport and Postman (1945, 1948) experimen-

tally simulated the rumor transmission in a communication chain. The first

participant in each rumor chain viewed a slide of pictorial material and was

asked to give a description, and reproductions of the descriptions were

passed along seven-person-long chains. In general, the reproductions grew

shorter, more concise, and more easily grasped and told. Allport and Post-

man called the decline in detail leveling. The selective perception, retention,
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and reporting of a limited number of details from a larger context, called

sharpening, was also present. Elements routinely sharpened were familiar

objects, events of contemporary relevance and objects of prominence.

Allport and Postman (1948) also described the process of assimilation.

They outlined a number of types of unemotional assimilation. Assimilation

to a principal theme was where the message was made more coherent and

well rounded, with inconsistencies ruled out. Assimilation to condensation

was where several items or events were incorporated into one detail, effec-

tively shortening the message. Assimilation to expectation was where the

message was changed to portray objects or events as they usually are. A

further type of unemotional assimilation was assimilation to linguistic habit

where familiar phrases, jargon and verbal clichés were used. Allport and

Postman reported that the message was changed in more highly motivated

ways (highly motivated assimilation) to reflect the self-interest or special

interests of the participants. In addition, the changes in the reproductions

reflected the prejudices of the participants. In the original stimulus of one

experiment a White man was holding a razor; however, in the final repro-

ductions in more than half of the chains, a Black man was reported to be

holding the razor. Allport and Postman argued that changes such as these,

which reflect the view that Black men are more likely to carry a weapon

than White men, were motivated by the prejudices held by the predomi-

nantly White participants. Although Allport and Postman explained their

findings using different terms than those of Bartlett (1932), the results are

compatible with Bartlett’s findings. Reproductions grew shorter and more

conventional with peculiarities omitted. Conventionalization is evident in

Allport and Postman’s findings. In the decade following Allport and Post-

man’s (1948) rumor work, several papers reported research investigating

how personal interest in the content influences the transmission of rumors

(e.g., Higham, 1951; Zaidi, 1958).

It is interesting to note that the leveling, or information loss, found by

Allport and Postman may be better explained as a consequence of commu-

nication rather than due to memory loss. Kurke, Weick, and Ravlin (1989) in-

vestigated organizational communication using the SRP. Bartlett’s (1932)

folk story “The War of the Ghosts” was used as the stimulus and the results

were similar to Bartlett’s (1932) showing that participants “condensed, high-

lighted and rationalised the story to enhance its apparent coherence and

consistency” (Kurke et al., 1989, p.15). What was most intriguing in Kurke et

al. (1989) was that information lost after being sent through a serial repro-

duction chain could be regained when the final reproduction was fed back

through the same chain from the last person to the first person in the origi-

nal chain. In other words, when participants did not transmit what they had

received from their transmitters, it was not the case that they had forgotten
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the information they omitted. Rather, they remembered the information,

but for some reason chose not to communicate it to their receivers.

Abstraction in SRP. In some of the recent research in social psychol-

ogy, research has typically identified a tendency for people to abstract in-

formation in SRP. According to Fiedler et al. (1989), Grice’s (1975) maxims of

communication encourage abstraction in person description in communica-

tion. The maxim of quantity encourages speakers to be as informative as

necessary but as brief as possible. The maxim of manner also encourages

as short a communication as possible. In the first study, they had partici-

pants to reproduce descriptions of four different social roles. The level of

abstraction (operationalized using Semin and Fiedler’s 1988 linguistic cate-

gory model) was assessed at each position in the chain. The results showed

that descriptions of social roles grew more abstract along the serial repro-

duction chain. In further studies, Fiedler et al. examined how the process of

abstraction was reversed, and showed that descriptions became more con-

crete following a single reproduction when the communicator expected

their descriptions to be challenged by their audience. Fiedler et al. pointed

out that one important implication of this type of research concerns the is-

sue of firsthand and secondhand information. Similar to Van Dijk (1987),

they argued that knowledge about social groups is often gained from the

media or everyday communication rather than personal experience. There-

fore, “social stereotypes may in part be understood as a reflection of the

normal communication rules imposed on the transformations of underlying

second hand information” (Fiedler et al., 1989, p. 292; also see Maass, Salvi,

Arcuri, & Semin, 1989).

Gilovich’s (1987) findings on the effect of second hand information may

be interpretable in line with this. Here, participants in two experiments

viewed a video depicting behaviors of a target individual and were asked to

describe on audiotape the target individual for second-generation partici-

pants. Strictly speaking, because the second-generation participants did not

provide a reproduction of the stimulus, the experiment does not use the

method of serial reproduction. However, participants (both first and sec-

ond generation) provided trait ratings of the target and rated whether the

causes of the behaviors were dispositional or situational. The results

showed that the second-generation participants made more dispositional

attributions than did the first-generation participants and that the impres-

sions of the target formed by second-generation participants were more

negative than were those of the first-generation participants. In a third ex-

periment, Gilovich demonstrated that the impressions of a target were

more polarized for participants who had gained the information second-

hand, compared to participants who had direct experience of the target.
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Gilovich argued that first-generation participants are exposed to more situ-

ational constraints than are second-generation participants. In their mes-

sages, first-generation participants, by conveying information about the ac-

tor, are conforming to the conversational norms of brevity and relevance

and are being informative about the actor, the most interesting element in

the environment. Thus, only the actor information was abstracted from the

actor-in-situation information. Because the information received by second-

generation participants focused on the actor rather than the situation, sec-

ond-generation participants made more dispositional attributions and trait

inferences than did first-generation participants.

Serial Reproduction as Communication

In this section, we consolidate our argument that the serial reproduction

paradigm should be considered as reflecting cultural dynamics involving

both cognitive and communicative processes, rather than a reflection of

memory processes per se. Although Bartlett’s (1932) original research has

been viewed as a study of remembering, we argue that the paradigm is best

understood as showing how participants interpreted and reproduced infor-

mation with the intent of communicating it to someone who shares their

own culture. We show that the existing data are in line with this interpreta-

tion. In particular, the main findings of the past studies using the serial re-

production paradigm are interpreted in terms of the rules that are thought

to govern communication (e.g. Grice, 1975; McCann & Higgins, 1992).

The review has shown that, as information is passed along serial repro-

duction chains, (a) details tend to be lost, (b) descriptions of roles and

groups tend to become abstract, and (c) the information tends to become

conventionalized. These findings can be explained by assuming that the ex-

perimental participants were following normative rules of communication,

that is, Grice’s maxims. First, a loss of detail, or leveling, was evident in the

serial reproduction research. The relative brevity of the message following

serial reproduction can quite clearly be predicted by Grice’s (1975) maxim

of manner, specifically the submaxim “be brief.” Grice’s maxim of quantity

also encourages a shorter message whereby the communicator is obliged

to make the contribution informative but not more informative than neces-

sary, thus leaving out uninformative detail. Although some of the details

may have been lost due to forgetting, the Kurke et al. (1989) study suggests

that in many cases people strategically omitted some details although they

could remember them.

Second, in the studies reviewed, there was a general tendency for seri-

ally reproduced descriptions to become more abstract. The rules of com-

munication predict neither abstraction nor a bias to concrete language use.
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In fact, there appears to be a trade-off between the maxim of quality and

quantity. People following these maxims in some cases would produce an

abstract communication, and in others a more concrete message, depend-

ing on task instructions and the participants’ goals. The maxim of quality

encourages speakers to be truthful and to say only that for which they have

evidence. Concrete language helps to do this as it refers to specific verifi-

able behavioral episodes. In line with this, Fiedler et al. (1989) found that

when being judged or challenged people produced more concrete lan-

guage. On the other hand abstract communications are encouraged by the

maxim of quantity. Abstract language allows more information to be con-

veyed in fewer words (Semin & Fiedler, 1988). Nevertheless, abstract cate-

gories do not refer to the specific behavioral events, but to traits and quali-

ties of people. Therefore, they are more difficult to verify. Nevertheless, in

the absence of explicit challenge or possibility of critical assessment, peo-

ple in serial reproduction experiments would have anticipated that their re-

productions would be received by others who share their culture (in fact

mostly students from the same university). In these cases, the maxim of

quantity may have had a high priority, resulting in a more abstract lan-

guage use.

Finally, the process of conventionalization is pervasive in SRP, not only

in Bartlett’s original experiments, but also in Allport and Postman’s rumor

studies. Generally, peculiar features, odd occurrences, and supernatural el-

ements were commonly omitted. This can be explained by two maxims: of

manner and of relation. The maxim of manner, in particular the submaxims

“avoid obscurity” and “avoid ambiguity,” encourage a speaker to leave out

peculiar characteristics that may be obscure or ambiguous to the audience.

The maxim of relation encourages participants to omit any details that are

irrelevant to communication. Just as peculiar details were omitted, those

that were familiar were consistently retained. The use of familiar phrases

and language is encouraged by the submaxims “avoid obscurity” and

“avoid ambiguity.” Serial reproduction research has demonstrated that by

the final reproduction there was a conventional, coherent, concise mes-

sage, with gaps filled and explanations given so that it represents things as

they are expected to be.

Nevertheless, it is important to be reminded that what determines “am-

biguity” and “obscurity” is the common ground between the communicator

and the audience. To the extent that information is consistent or in some

way “close enough” to (or within “the zone of proximal understanding” as

Vygotsky, 1978, called it) what constitutes a common ground, it is more eas-

ily understood by the audience and it is likely that the communicator would

regard it as less ambiguous and obscure. When the communicator and au-

dience are not interacting with each other face to face, the only common
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ground that the communicator can reasonably assume the audience to

have is their shared culture. Culture, then, becomes the least common de-

nominator of participants in a serial reproduction chain.

In line with this reasoning, according to Bartlett (1932), features that

were not part of the individuals’ culture were often lost in the serial repro-

duction paradigm. This is discernible in serial reproduction experiments

using information relevant to culturally shared stereotypes. As Kashima

(2000b) suggested, stereotype inconsistent information may be seen to be

more difficult to defend for the communicator (i.e., maxim of quality) and to

understand for the audience (i.e., maxim of manner). Provided that culture

is often taken for granted, and assumed to be part of the shared common

ground of the communicator and audience, it is likely that information in-

consistent with culturally shared expectations is lost in the serial reproduc-

tion paradigm. Gilovich’s (1987) findings that person impressions became

more polarized as they were communicated to others may also be inter-

preted in line with this. In English-speaking cultures, the individual person

is often conceptualized as a decontextualized entity (e.g., Miller, 1984; see

for a review, Kashima, 2001). For this reason, contextual information, which

is largely irrelevant for the culturally shared conception of the person, may

have been omitted as person information was communicated to others.

Most importantly, the preceding discussion suggests that the phenome-

non of conventionalization can be interpreted as a process of cultural re-

production through communication. That is, individuals’ concrete cognitive

and communicative activities of obtaining information from others with the

intent of communicating it to other people who share the same culture tend

to reproduce information that is in general agreement with the very culture

that they share. In this way, communicative processes backed up by the

requisite cognitive capacity contribute to cultural dynamics.

THE FORMATION AND MAINTENANCE
OF STEREOTYPES AS CULTURAL DYNAMICS

Social stereotypes are part of culture. To the extent that stereotypes are

shared within society, they constitute part of culture that people live by. Al-

though emphasis on their shared nature varies from one theorist to another

in the area of stereotypes (for a review, see Stangor & Lange, 1994), research-

ers of culture (e.g., Triandis, 1972) have regarded stereotypes as part of their

object of investigation. More recently, Schaller and Conway (1999, 2001, in

press) also made a case for examining stereotypes as cognitive and cultural

processes. Systematic investigations of the formation, maintenance, and

transformation of stereotypes, then, can shed light on cultural dynamics. In

this section, we illustrate the cultural dynamics involving stereotypes as in-

vestigated within the serial reproduction paradigm.
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Stereotype Formation

Although most contemporary theories of stereotype formation have taken

for granted that stereotypes are learned through direct intergroup contact,

a number of researchers have recently suggested that significant portions

of stereotypes may be formed and maintained by symbolically mediated in-

terpersonal communication processes (e.g., Kashima, Woolcock, & Kashi-

ma, 2000; Schaller & Conway, 1999; Stangor, Sechrist, & Jost, 2001; Thomp-

son, Judd, & Park, 2000). The method of serial reproduction is ideally suited

to examine this process. Although few in number, studies of group impres-

sion formation that adopted SRP have shown that communicating group im-

pressions from one person to another can produce stereotype-like group

impressions, which are extreme and homogeneous.

Thompson et al. (2000) showed that group impressions formed on the ba-

sis of communicated information tend to be polarized and homogeneous. In

one of their experiments, nine-person groups were formed, with a first gener-

ation of three receiving behavioral information about a group, but a second

generation of three receiving the first three participants’ written communica-

tions about the target group, and likewise a third generation receiving the

second three’s communications. One half of the second- and third-generation

groups received no other information, whereas the remainder received the

communications as well as the original behavioral information. Group im-

pressions reported by the second and third generations of participants were

more polarized and their perception of the prevalence of the group charac-

teristics was greater than those of the first set of participants.

McIntyre (2000) examined the effect of audience on stereotype formation

in SRP. Participants were given information about members of two (ficti-

tious) university clubs. The stimuli contained behavioral descriptions of

club members, including information that differentiated the clubs as well as

nondifferentiating information. Participants received one of two sets of de-

scriptions where, in one set, friendliness information differentiated the

clubs and activity information was the nondifferentiating dimension, and

vice versa in the other set. Participants were asked either to memorize the

information and reproduce it as accurately as possible, or to reproduce the

information in writing to communicate it to another participant. The com-

municative context was manipulated by providing participants with specific

audiences to whom their reproductions would be directed. It was thought,

due to impression management goals and the goal to be polite and relevant

in communication (e.g., Schaller & Conway, 1999), that participants (whose

membership was not specified) would describe their audience’s in-group

more positively than the audience’s out-group. In line with this expectation,

the characteristics that positively differentiated the audience’s in-group

from the out-group were reproduced more than the characteristics that
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positively differentiated the audience’s out-group from the in-group, and

the nondifferentiating information. Furthermore, the stereotypes formed

became polarized across the positions in the serial reproduction chain

when participants were instructed to communicate, but not when they

were told to memorize. In other words, the identity of the audience exerted

a directive effect on the transformation of the stereotypes formed when

participants intended to communicate their impressions to their audiences.

Stereotype Maintenance

Once formed, stereotypes may be maintained through interpersonal com-

munication. In line with this, Haque and Sabir (1975) used SRP to investigate

how stereotype relevant information is “socially remembered”. According

to them, in Pakistan during the 1965 Indo-Pakistan war, stereotypes of Indi-

ans as “cowardly, cruel, inefficient and lazy” (Haque & Sabir, 1975, p. 57)

were common in the media and present in everyday communication. A pas-

sage about the Indian Army was used as the stimulus for the eight-person-

long chain of participants, all students at the University of Sind in Pakistan.

The final reproduction exhibited the stereotype that the Indian Army was

lazy and unprofessional. Haque and Sabir concluded that in the serial re-

production of material, there is a process of selective filtering that high-

lights information that is meaningful to the individual and his or her culture

displaying commonly shared stereotypical representations.

Kashima (2000b) also used the method of serial reproduction to examine

how culturally shared stereotypes are maintained in a narrative. Partici-

pants reproduced a story containing male and female stereotype-consistent

(SC) and stereotype-inconsistent (SI) information that was either plot rele-

vant or background information in the story. They were told either to mem-

orize or to tell a story in doing so. Results showed that there was an advan-

tage of SI information over SC information for plot relevant information in

the early positions of the serial reproduction chain. Despite this, by the end

of the chains, SC information was favored over SI information in the repro-

ductions. For background information, SC information was retained more

than SI information throughout the reproductions. There was no clear ef-

fect of the instruction (memory vs. storytelling) condition. Results indicate

that stereotypes ended up being maintained, possibly despite the individ-

ual story teller’s intention to do otherwise. In line with Allport and Postman

(1948), it was suggested that when narratives are transmitted through a

chain of individuals the stereotype consistent information is retained be-

cause consensually shared stereotypes are the “least common denomina-

tor” (Kashima, 2000b).

Lyons and Kashima (2001, under review) examined the stereotype main-

tenance process when the SC and SI information about a central character
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were told and retold in writing with the intention to communicate or to

memorize across chains of four individuals. Both stories were based on oc-

cupational stereotypes, one involving a professional football player and the

other a politician. More consistent than inconsistent information was re-

tained, rendering the stories increasingly more stereotypical over the serial

reproduction chain. In terms of the story content, when compared across

the chains, retold stories initially diverged but later converged around a

certain set of content. In all, it would appear that collective communication

had a normalizing effect on the stories. In both studies, this latter tendency

was greater when participants were told to communicate the story than

when they were told to remember it. In addition, in one of the experiments,

the tendency to reproduce SC information more than stereotype inconsis-

tent information was observed in the communication condition, but not in

the memory condition, suggesting the significance of communicative intent

in the stereotype maintenance in the serial reproduction paradigm.

Under what circumstances, then, does the stereotype maintenance proc-

ess occur in SRP? In line with the theorizing about grounding and cultural

dynamics, it was hypothesized that critical factors are whether the cultural

stereotype is actually consensually shared by the communicators in serial re-

production chains, and whether it is perceived to be consensually shared. To

examine this, Lyons and Kashima (in preparation) conducted experiments

in which stereotypes were experimentally constructed by providing partici-

pants with stereotypelike descriptions of a novel group. As expected, when

retelling a story about one member of the group in SRP, a bias toward re-

taining more SC information was present only when the participants actu-

ally shared the same impressions about the target group. When participants

had different impressions about the group, no systematic tendency

emerged. Against this backdrop, several factors were shown to produce the

tendency for stereotype maintenance. First, when the participants were cer-

tain that the audience did not know the characteristics of the group, they

tended to communicate more SC information than SI information. It was as

if they tried to teach what they believed to be true about the group to those

who had no knowledge of it. However, when they were certain that the audi-

ence shared the same impression of the group, no systematic bias

emerged. It was only when the participants were less than certain about the

audience’s impressions of the group that an SC bias emerged. Second, when

the participants were told that the wider community tended to share the

same impressions about the group, an SC bias was present. However, when

they believed that the wider community did not share the same impres-

sions, the reverse of an SC bias was found—that is, they tended to produce

more SI information than SC information.

These findings point to the possibility that cultural stereotypes may be-

come self-perpetuating, at least in part, by virtue of them being consensually
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shared, and by influencing sequential communicators to transmit increasingly

less inconsistent information. This may then contribute to maintaining the

consensus by providing confirmation of existing stereotypes in the recipients

of communication. However, perceptions of sharedness also play some role in

the reproduction of cultural stereotypes. It is when group impressions are

believed to be shared within a wider community that cultural stereotypes

may self-perpetuate through interpersonal communication processes.

Conversational Processes about Stereotypes
in Serial Reproduction

Although written communications in the serial reproduction paradigm tend

to reproduce information that is consistent with common ground and

shared culture, evidence is scant about serial reproduction by conversa-

tion. To begin to address this issue, we explored how people would serially

reproduce a story about Gary. The story is concerned with a young man

who is a player of Australian rules football, a popular sport in the state of

Victoria where the study was conducted. There is a clear stereotype of

players of this masculine sport, and the story of Gary, who was arrested for

drink driving, contained information that is consistent and inconsistent

with the stereotype.

We focused on clearly stereotype relevant episodes for this analysis. Ste-

reotype consistent episodes were:

� Gary and his mates drank several beers in the car.

� He decided to escape arrest.

� He swore at the policeman.

Stereotype inconsistent episodes were:

� Gary switched on some classical music in the car.

� He stopped to buy flowers at a roadside stand.

� He found himself crying.

Stereotypes, by definition, are categories shared by members of a soci-

ety. Therefore, if one is communicating to someone else who shares one’s

culture, one could assume mutual knowledge of a cultural stereotype, or, to

put it differently, one could assume that it already exists in the common

ground. In terms of the grounding process, it could therefore be assumed

that information consistent with a cultural stereotype would be easier to

ground in conversation than information inconsistent with that stereotype,

as it is essentially already shared, and assumed to be shared, by communi-
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cators from the same cultural background. Information inconsistent with

the stereotype, however, may be harder to ground, resulting in a more

elaborate or involved grounding process taking place. Inconsistent infor-

mation is less likely to be shared, and more likely to be surprising and un-

expected for the listener than consistent information, therefore requiring

greater effort by both the speaker and listener to ensure a common

ground is established.

Nevertheless, conversation affords greater flexibility than written com-

munication. In the presence of immediate feedback and a possibility for

repairing one’s utterances in light of the feedback, conversations may

make it possible or even probable for information inconsistent with shared

culture to be grounded. The work of Ruscher and her colleagues (e.g.,

Ruscher & Hammer, 1994; Ruscher, Hammer, & Hammer, 1996) suggests

that conversants can spend time talking about information that is incon-

sistent with their stereotype, for instance, when they are concerned about

accuracy of their judgment about a target person. If this happens, it is

important to explore how stereotype-inconsistent information may be

grounded. The social cognitive literature on stereotype change suggests

that a person who exhibits stereotype inconsistent behavior may be sub-

typed or individuated (Weber & Crocker, 1983; see Kashima et al., 2000, for

a review). Similarly, a subtype of a stereotyped group may be generated in

serial reproduction as well.

The first participant read the original story about Gary’s experience and

then had a conversation with the second participant, who then had a con-

versation with the third participant, and so on down the chain. The first

participant in each dyad (i.e., who had read or heard the story already)

played the role of the main information provider, and the second partici-

pant acted as the information seeker but knew that they would be the infor-

mation provider in the next conversation. The participants simply had a

conversation about Gary. Participants were left alone to have their conver-

sations, which were videotaped and later transcribed. Subsequent to each

conversation, the participants rated Gary on personality traits inconsistent

with the footballer stereotype (intelligent, thoughtful, caring, sensitive).

There were four 5-minute dyadic conversations in all.

The results showed an intriguing transformation of the image of Gary the

footballer. They suggested that during the course of serial reproductions

Gary was individuated or subtyped as a special kind of a footballer, who is

quite different from typical footballers. First of all, the successive partici-

pants’ impressions of Gary shifted from one of a stereotypical footballer to

one of a not very stereotypical individual. Although the first participant re-

garded Gary as not intelligent, thoughtful, caring, or sensitive (all consis-

tent with the footballer stereotype), Gary was seen to be increasingly intelli-

gent, thoughtful, caring, and sensitive. By the fifth participant, Gary was
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regarded as a man who was quite inconsistent with the general stereotype

of a footballer. There appears to have been some degree of individuation or

subtyping.

This is reflected in the manner in which stereotype consistent and incon-

sistent information was talked about in conversation.

First Conversation.

Consistent: “Gary and his mates drank several beers in the car”

P: He’s driving down the road with his mates and he’s drunk.

A: Mmmm Hmmm.

Inconsistent: “Gary switched on some classical music in the car”

P: So Gary likes classical music?

A/P: Yeah, he likes classical music.

P/A: Yeah, it sounds sort of-

A/P: It’s weird.

P/A: Yeah, ’cos it doesn’t seem to fit with the rest of his personality.

A: Yeah.

Last Conversation.

Consistent: “Gary and his mates drank several beers in the car”

P: He never usually drinks. Just out of the blue, he started drink-

ing and got picked up for it.

A/P: Maybe, did he know he was drinking? Maybe his drinks got

spiked.

P/A: I don’t know. I wasn’t there. I’m just assuming it was this bloke

he was with, just influencing him in doing something he usually

doesn’t do.

A/P: Yeah.

P/A: A bit out of character.

A/P: Interesting that.

A: Yeah.

Inconsistent: “He stopped to buy flowers at a roadside stand”

P: And he was getting the flowers, and he got some flowers, and

he was so frightened-

A: [ Nods ]

In the first conversation, it was immediately acceptable that Gary was

drunk with his mates. By the fourth conversation, however, this was per-

ceived as most unlike Gary. In the first conversation, the stereotype consis-

tent information seemed expected, whereas the stereotype inconsistent
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information was more problematic and required a more complicated

grounding. In the fourth conversation, however, it was the stereotype-

consistent information that was problematic, and the stereotype-incon-

sistent information received the very simple acceptance of a nod, and

grounding was achieved in just a simple exchange.

This qualitative shift of the image of Gary was reflected in the way ste-

reotype-consistent and -inconsistent information was grounded. In accor-

dance with Clark’s analysis, a pair of utterances (or series of utterances)

consisting of one speaker’s presentation and the other speaker’s accep-

tance was used as one unit of conversation called a contribution. The

amount of the conversants’ “discursive attention” jointly directed to stereo-

type relevant information was indexed by the total number of contributions

made for each piece of stereotype consistent and inconsistent information.

Four types of contributions were distinguished. The first criterion of classi-

fication was concerned with whether acceptance was given explicitly or im-

plicitly. If acceptance was explicit (i.e., the accepter provided direct evi-

dence that a mutual understanding was established), it may have been

given immediately or after a delay. Immediate grounding occurred when a

speaker gave evidence of understanding of a sentence or clause as soon as

it was spoken, whereas delayed grounding occurred when the second

speaker referred to information that had occurred prior to the last sen-

tence spoken by the prior communicator. In these cases, when evidence in-

dicated that the presentation had been understood and agreed to, it was

called positive evidence. When evidence indicated that the presentation had

been understood, but not agreed to and rather queried or challenged, it

was called negative evidence. If acceptance was implicit (i.e., evidence that

a mutual understanding was established was assumed or inferred in the ab-

sence of explicit indication), acceptance may have been assumed as no evi-

dence to the contrary was available (assumed grounding via no evidence) or

inferred as the accepter had made a new presentation that implied the es-

tablishment of a mutual understanding (assumed grounding via new presen-

tation). Most contributions were either immediate grounding or assumed

grounding via no evidence.

We also counted the number of times the conversants expressed their

thoughts, feelings or opinions in their presentations or acceptances of the

stereotype relevant information. We observed that during the course of a

conversation of this type, people typically grounded narrative information

without indicating their reactions to the event described in the narrative.

Their utterances simply described the event without explicitly mentioning

the narrator or the listener in the discourse. However, occasionally, the nar-

rator’s or listener’s “self” emerged in the discourse as a person who is “sur-

prised about” or “thoughtfully commenting on” a particular episode de-

scribed in the discourse. We regarded this latter type of utterances as
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indicating the conversants’ “positioning” of themselves relative to the ste-

reotype-relevant information (e.g., Edwards, 1994) or as indicating the self-

content relationship. In this study, we simply counted the number of times

a conversant made utterances that indicated some self-content relationship

without distinguishing different types of self-content relationships (e.g., sur-

prise, comment, etc.).

Table 10.1 reports (a) the amount of “discursive attention,” (b) the type

of grounding, and (c) the number of mentions about self-content relation-

ships received with each of the three most stereotype-consistent and three

most stereotype-inconsistent information items. In particular, the ratio indi-

cates the proportion of a given type of grounding for SC information. Ste-

reotype-consistent and -inconsistent information appears to be grounded

differently at the beginning and toward the end of the serial reproduction

chain. At the beginning, stereotype-inconsistent information received a

greater amount of discursive attention, more likely to receive immediate

grounding and less likely to receive assumed grounding than stereotype

consistent information. The conversants were more likely to use exclama-

tions, evaluation, or speculations in relation to stereotype-inconsistent in-

formation, relative to stereotype-consistent information, as an acknowledg-

ment of the inconsistency and unexpectedness. These finding are in line
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TABLE 10.1

Ratings Made by the Participants and the Types

of Grounding in the Conversations

P1 P2 P3 P4 P5

Intelligent 1 4 5 6 7

Thoughtful 1 5 7 5 8

Caring 4 6 5 7 8

Sensitive 2 10 6 8 7

C1 C2 C3 C4

Contribution .4 .4 .5 .6

Assumed Grounding .9 .5 —a .3

Immediate Grounding .3 .5 .6 .7

Self-Content Relation .2 .4 .6 .6

Note. P stands for participant; C stands for conversation. Ratings were done on a 10-point

scale (1 = strongly disagree; 10 = strongly agree). Contribution, assumed grounding, immediate

grounding, self-content relation = proportion of contribution, assumed grounding, immediate

grounding, and self-content relationships for stereotype consistent information relative to the

sum for both stereotype consistent and inconsistent information. The average values for the

stereotype consistent and inconsistent information were summed for each conversation, and

the value for stereotype consistent information was divided by the sum: .5 indicates that a given

type of grounding took place equally frequently for both SC and SI; a number above .5 suggests

that a given type of grounding was more frequent for SC than for SI information.
aNo assumed grounding took place.
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with our expectations that stereotype-inconsistent information would be

harder to ground and would therefore require more elaborate negotiation

in order to establish it as mutual knowledge. However, toward the end of

the reproduction chain, all these differences were reversed. This reversal

may be explained in terms of the individuation of Gary. As observed in the

impression ratings of Gary, although the participants held the impression

of “Gary the footballer” at the beginning of the chain, this changed to “Gary

the person,” thus removing the footballer stereotype from the central frame

of reference for the later conversations. Furthermore, this new “Gary the

person” was constructed in those terms that were inconsistent with the

footballer stereotype.

So what do these results say about communication as a mechanism of

cultural dynamics? In this serial reproduction chain, conversants have

clearly been engaged in a process of meaning making in which they have

negotiated Gary’s characteristics so as to make sense of the narrated event.

Gary, who was originally portrayed as a stereotypical drink driving foot-

baller, became a sensitive, caring guy who was unlikely to have been delib-

erately drink-driving and must have been a victim of peer-group pressure!

This illustrates both the maintenance of an existing stereotype and the cre-

ation of a new “subtype” in communication. At one level, in order to make

sense of Gary, he was taken out of the footballer category, and the stereo-

type inconsistencies were reconciled by focusing on Gary the person. This

“re-fencing” (Allport, 1954) of the footballer stereotype makes Gary an ex-

ception to it, and in many ways actually serves to maintain the stereotype

(for a similar argument, see Weber & Crocker, 1983). At another level, how-

ever, we may have witnessed the emergence of a new subtype of football-

ers in this microgenesis of cultural discourse. Gary as a “sensitive, New

Age” footballer is potentially a new meaning created in the experiment, and

may be added to the shared culture as part of a meaning system. It is an

open question whether this new meaning moves into the cultural discourse

outside this particular experimental group, and is retained within the stu-

dent body of the particular university where the study was conducted, or

even in the larger collective of Australians as a whole.

CONCLUDING COMMENTS

In this chapter, we argued that cultural dynamics is fundamentally cogni-

tive and communicative processes. It is the cognition that presupposes

communication, and the communication that is backed by cognition, which

contributes to the maintenance and transformation of human culture. To

recapitulate our argument, we first outlined two contrasting, but comple-

mentary images of culture as a meaning system and meaning making proc-
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ess. It is clear that concrete individuals’ meaning-making activities in par-

ticular contexts would generate, maintain, and transform what may be

regarded as a context-general meaning system. In our framework, commu-

nication processes by which communicators work toward establishing a

mutual understanding, or grounding information to common ground, are

central to this. There are at least two theoretical approaches to the micro-

genesis of culture. One conceptualizes a large collective as consisting of

overlapping small groups, and the other regards it as a complex social net-

work. We argued that the serial reproduction paradigm captures some of

the more important aspects of interpersonal communications through a so-

cial network.

This view of the serial reproduction paradigm invites a reconsideration

of the property of the method, which was after all popularized through

Bartlett’s book on memory. In all, from a theoretical, methodological, and

empirical viewpoint, Bartlett’s method of serial reproduction can be re-

garded as a way of experimentally simulating the microgenesis of culture.

Theoretically, we are justified in considering the serial reproduction

method as capturing some significant aspects of information communica-

tion through a social network. Methodologically, we have shown that it can

be used not only as a method for transmitting written communications. Em-

pirically, the interpretation of the serial reproduction paradigm as examin-

ing communication processes (more accurately, cognitive and communica-

tive processes) seems justified. Although it clearly falls short of completely

naturalistic observations of cultural dynamics, if it is conducted appropri-

ately, it may be used as a method of “experimental ethnography” in which

we seek to examine recurrent processes of meaning making.

Using SRP, we examined cultural dynamics involving stereotypes, which

are a significant aspect of culture as shared meanings. The review of the

studies showed both the formation and maintenance of stereotypes in SRP.

First, serial reproductions tend to produce stereotypelike shared group

representations. When group impressions are told and retold through se-

rial reproduction chains, they become stereotypelike, in that group impres-

sions are more polarized and more homogeneous. When group impressions

are circulated within a group, regardless of the communicators’ social iden-

tity, the audience’s social identity is sufficient to produce a stereotype that

is favorable to the audience’s in-group and unfavorable to the audience’s

out-group. Second, serial reproductions tend to reproduce cultural stereo-

types. When a story pertaining to a group is told and retold, to the extent

that the group stereotype is shared and believed to be shared (with some

uncertainty) among the group members, the story tends to retain stereo-

type-consistent information, thus supplying a steady flow of stereotype-

confirming information through discourse.
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Nevertheless, what is most intriguing about the microgenesis of culture

is its possibility for a cultural change. If a culture as a meaning system is

formed and maintained by microlevel meaning-making activities, an exist-

ing culture may be transformed by microlevel activities too. In our own

small study, we were able to observe the emergence of a new subtype of

the footballer stereotype. When Gary the footballer was transformed from a

hard-drinking, macho man to a sensitive, New Age footballer, there

emerged a possibility that this category may be used in a future conversa-

tion. Novel categories may be generated in conversations, and most would

be forgotten. However, if some such categories survive as they traverse

through the links of a complex social network, they may eventually be

added to common ground of this social network, thus transforming an as-

pect of this culture. Although it is still unclear under what circumstances a

culture tends to be maintained or to change, a systematic investigation of

cultural dynamics requires greater attention in this period of cultural trans-

formation.
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One of the primary functions of culture is to solve the problem of what is

male and what is female (Shweder, 1982). A culture’s solution to this prob-

lem is enshrined in beliefs about the attributes that characterize men and

women—so-called gender stereotypes. As a central feature of culture, gen-

der stereotypes hold considerable intrinsic interest for students of cultural

psychology. In addition, they provide a useful lens through which to exam-

ine broader questions about the psychological processes that underlie the

perpetuation and revision of cultural beliefs.

In the case of gender stereotypes, their most striking feature in need of a

psychological account is their stability. Despite substantial convergence in

the activities, occupations, and social roles of men and women, even the

most recent research suggests that traditional gender stereotypes persist

(see, e.g., Eagly & Mladinic, 1993; Holt & Ellis, 1998; Spence & Buckner, 2000;

although see Diekman & Eagly, 2000). For example, we conducted a study

just last year that examined the current state of gender roles and stereo-

types (Prentice & Carranza, 2002). Our results showed that current stereo-

types, as reported by a group of college-age participants, are remarkably

similar to traditional stereotypes. Their primary constituents—an emphasis

on instrumentality and agency for men and on expressiveness, interper-

sonal sensitivity, and submissiveness for women—remain very strong to-

day. What is most remarkable about this stability is that, with widespread

changes in the roles and activities of men and women, people must witness

behaviors that violate their gender stereotypes everyday. Why does this
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behavioral evidence for the invalidity of gender stereotypes not produce

wholesale revision?

In this chapter, we resolve this question by describing several psycho-

logical processes that act to minimize the occurrence, or in some cases just

the perceived occurrence, of gender stereotype violation. Specifically, we

argue that people fail to revise their gender stereotypes because (a) they

witness very few blatant violations of these stereotypes; (b) they fail to per-

ceive as a violation most of the behavior they do witness; and (c) they

devalue, and thereby marginalize, people whom they perceive to violate

gender stereotypes. As a result, counterstereotypical behavior does not

provide a strong impetus for stereotype change, a conclusion that applies

to all stereotypes, but much more strongly to stereotypes based on gender.

We begin by describing the properties of gender stereotypes that distin-

guish them from stereotypes of other social groups and make them espe-

cially resistant to disconfirmation.

CONTENTS OF GENDER STEREOTYPES

Gender stereotypes, like other social norms, include both prescriptive and

descriptive content (see Burgess & Borgida, 1999 for a review). Their pre-

scriptive content is beliefs about attributes of the ideal man and woman—

those attributes that men and women should demonstrate. Examples

include the beliefs that men should be assertive and women should be sen-

sitive to the needs of others. Their descriptive content is beliefs about attri-

butes of the typical man and woman—those attributes that men and women

actually do demonstrate. Examples include the beliefs that men are typically

arrogant and women are typically moody.

The distinction between prescriptive and descriptive components has

gained prominence in discussions of gender stereotyping because it high-

lights one of the unusual features of gender stereotypes: their highly pre-

scriptive nature (see Fiske, 1998; Fiske et al., 1991; Fiske & Stevens, 1993;

Glick & Fiske, 1999). All categorical stereotypes, including those based on

gender, contain (presumably) descriptive information about category mem-

bers. Stereotypes of African Americans, Asian Americans, Jews, Muslims,

college athletes, science majors, and so on specify which attributes suppos-

edly characterize members of these various groups. Most do not specify

which attributes should characterize members of the groups. By contrast,

gender stereotypes do. They include information both about attributes that

are likely to characterize women and men and attributes that are supposed

to characterize them. Women are not just likely to be warm and caring, for

example; they are supposed to be warm and caring. Men are not just likely

to be strong and ambitious; they are supposed to be strong and ambitious.
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Gender stereotypes, unlike racial, ethnic, or other group stereotypes, pro-

vide images to live up to as well as images to live down.

What are those images? Numerous studies have documented the con-

tents of gender stereotypes (for reviews, see Deaux & Kite, 1993; Fiske,

1998). Some of these studies have examined prescriptive stereotypes, by

asking participants to rate the desirability for men and women of each of a

set of attributes or activities (e.g., Auster & Ohm, 2000; Bem, 1974; Holt &

Ellis, 1998). Others have examined descriptive stereotypes, by asking partic-

ipants to rate the typical man and woman on each of a set of attributes (e.g.,

Spence & Buckner, 2000), the likelihood or probability that a man or woman

possesses each of a set of attributes (e.g., Deaux & Lewis, 1984; Diekman &

Eagly, 2000), or the percentage of men and women who possess each of a

set of attributes (e.g., Cota, Reid, & Dion, 1991; Martin, 1987). In some cases,

participants have indicated their own beliefs (e.g., Diekman & Eagly, 2000);

in others, they have acted as spokespeople for society in general (e.g.,

Auster & Ohm, 2000). Virtually all of these studies have documented the

persistence of traditional gender stereotypes, whereby women are expres-

sive and emotional, and men are agentic and instrumental. Although there

is considerable debate about the extremity of these stereotypes and the ex-

tent and rate of change over time (see, e.g., Auster & Ohm, 2000; Diekman &

Eagly, 2000; Spence & Buckner, 2000; Twenge, 1997), there is general agree-

ment on a considerable degree of stability.

Our own research on the contents of gender stereotypes illustrates this

stability (Prentice & Carranza, 2002). We examined the prescriptive and de-

scriptive contents of these stereotypes by asking participants to rate each

of 100 attributes in terms of its desirability (in reference to American soci-

ety) for a woman; desirability (in reference to American society) for a man;

general desirability (in reference to American society); typicality for a

woman; and typicality for a man. We used the desirability ratings to identify

four types of attributes for each gender: gender-intensified prescriptions,

gender-relaxed prescriptions, gender-intensified proscriptions, and gender-

relaxed proscriptions. Gender-intensified and gender-relaxed prescriptions

were both generally desirable. Gender-intensified prescriptions were attri-

butes higher in desirability for the target gender than for the other gender

and people in general—qualities to strive for. These replicated traditional

prescriptive gender stereotypes. Women were supposed to be warm and

kind, cooperative, sensitive to the needs of others, interested in children,

excitable, polite, wholesome, friendly, cheerful, and patient, among other

similar qualities. Men were supposed to be assertive, self-reliant, high in

self-esteem, decisive, competitive, disciplined, willing to take risks, rational,

high in leadership ability, athletic, and ambitious, among other similar qual-

ities. Many of these attributes were gender-relaxed prescriptions for the

other gender—that is, they were rated lower in desirability for that gender
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than for people in general. In addition, many other attributes were gender-

relaxed prescriptions, especially for women. Thus, it was only moderately

desirable that women be efficient, rational, intelligent, mature, worldly,

principled, and concerned for the future, that they defend their beliefs, and

that they have common sense. These are all very socially desirable attri-

butes, highly valued in men and in people in general. They are valued also

in women—just somewhat less so.

Gender-intensified and gender-relaxed proscriptions were both generally

undesirable. Gender-intensified proscriptions were attributes lower in desir-

ability for the target gender than for the other gender and people in general—

qualities to avoid at all costs. For women, these included being sexually pro-

miscuous, rebellious, cynical, arrogant, controlling, and stubborn. For men,

they included being melodramatic, approval seeking, impressionable, shy,

naive, superstitious, weak, yielding, moody, childlike, emotional, and gullible.

Most of these attributes were gender-relaxed proscriptions for the other gen-

der. Gender-relaxed proscriptions were rated as more desirable in the target

gender than in general, and represent socially undesirable qualities that are

more tolerated in men or in women by virtue of their gender.

We used typicality ratings to assess whether these four types of gen-

dered attributes—gender-intensified prescriptions, gender-relaxed prescrip-

tions, gender-intensified proscriptions, and gender-relaxed proscriptions—

corresponded to perceived differences between women and men. In almost

all cases, they did, though the exceptions were quite interesting. Both

women and men fell short on a couple of prescribed attributes: Women

were not perceived to be more playful, loyal, and flirtatious than men; and

men were not perceived to be more clever, dependable, and disciplined

than women. But by far the most exceptions to the correspondence be-

tween the desirable and the typical came for attributes that were gender-

relaxed prescriptions for women. Even though being clever, disciplined,

principled, efficient, mature, worldly, concerned about the future, intelli-

gent, and filled with common sense were only moderately desirable quali-

ties for women—significantly less desirable than for men or people in gen-

eral—women were perceived to have these qualities at least as much as,

and in some cases more than, men. Note that these deviations do not con-

stitute violations of gender-intensified prescriptions. Although it may be

less desirable for women to have these attributes, it is certainly not unde-

sirable. Thus, women who are highly intelligent, clever, mature, and world-

ly are not violating what they are supposed to be; they are overachieving it.

It is interesting that men were not perceived as overachieving their gender-

relaxed prescriptions: Differences in the desirability of warmth, compas-

sion, optimism, sensitivity, and so on were all mirrored by perceived differ-

ences in their typicality. We suspect that this asymmetry reflects an asym-

metry in the extent to which women and men are taking on nontraditional
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roles (see Diekman & Eagly, 2000; also Prentice & Carranza, 2002, for further

discussion). Virtually all of the attributes that were gender-intensified pro-

scriptions for one gender or the other showed typicality differences, the

only exception being child-like. Thus, on the whole, people perceive viola-

tions of gender-intensified prescriptions and gender-intensified proscrip-

tions to be the exception to the rule.

These results reveal the multifaceted nature of normative gender beliefs.

These beliefs include not only what researchers have referred to as pre-

scriptive stereotypes: beliefs about the attributes that women and men

should and should not have (gender-intensified prescriptions and proscrip-

tions, which we refer to collectively as gender prescriptions throughout

this chapter). They also include beliefs about the attributes that women

and men can have and do not have to have. This latter set of attributes—the

gender-relaxed prescriptions and proscriptions—do not qualify as gender

prescriptions in the strictest sense, because they are not societally man-

dated nor socially enforced. They are, instead, domains in which societal

standards are a bit lower, and perfection is not required.

It is interesting to speculate on why gender stereotypes include pre-

scriptive content. Most recent accounts of the contents of gender stereo-

types trace them to the social roles of men and women, whether they see

these roles as biologically based (e.g., Sidanius & Pratto, 1999) or simply

as social facts (e.g., Eagly & Steffen, 1984; Hoffman & Hurst, 1990; Jost &

Banaji, 1994). The accounts differ in the psychological processes that lead

from roles to stereotypes. Some argue that stereotypes are simply infer-

ences drawn from the observation of role-constrained behavior (Eagly &

Steffen, 1984). Others propose a motivated link, focusing on the role of ste-

reotypes in explaining and defending the status quo (Hoffman & Hurst,

1990; Jost & Banaji, 1994; Sidanius & Pratto, 1999). The latter accounts

trace the prescriptiveness of gender stereotypes to the investment people

have in the existing social order. But they cannot explain why gender ste-

reotypes are more strongly prescriptive than are stereotypes of other so-

cial groups. That is, why would the role relations of men and women be es-

pecially in need of psychological justification?

An answer to this question comes from Glick and Fiske’s (1999) analysis

of the “exploitative interdependence” that exists between men and women.

They described the relationship of exploitative interdependence as one

marked by the reliance of the dominant group on the subordinate group for

some commodities, and an equal reliance of the subordinate group on the

dominant group for others. In the case of men and women in American soci-

ety, women depend on men for financial stability and participation in inter-

personal relationships, whereas men depend on women for the same inter-

personal prospects as well as family and household maintenance. Men and

women, when they demonstrate many of the attributes associated with tra-
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ditional roles (the role of the primary provider for men and the roles of wife

and mother for women), act in cooperation with each other such that the

needs of each group are met. Dominance in the interdependent relationship

is determined by status; in the case of men and women, this position is held

by men. Prescriptive stereotypes of both groups arise and are sustained be-

cause they preserve the status relationship. The greater the interdepen-

dence, the more investment both groups have in the status quo, and the

more strongly prescriptive the resulting stereotypes.

According to Glick and Fiske (1999), the contents of the stereotypes like-

wise follow from the relationship between the groups. In relationships of ex-

ploitative interdependence, stereotypes categorize groups along two di-

mensions: competence and likability. The dominant group is held to high

standards of competence, whereas the subordinate group is held to high

standards of friendliness and likability. In contrast, in relationships of com-

petition, stereotypes are more descriptive than prescriptive and more often

include characteristics that are difficult to like or admire.

Comparisons of the societal stereotypes of African Americans and women

illustrate the sensitivity of stereotypes to the relationship between groups

(see Glick & Fiske, 1999). Fifty years ago, both African Americans and women

were in relationships of exploitative interdependence with the dominant

group (European American men), and both were stereotyped as not very

competent but highly likable. As social changes shifted the relationship be-

tween European Americans and African Americans from one of interdepen-

dence to one of competition, the stereotype of African Americans became

less prescriptive and more descriptive. Moreover, the descriptive attributes

that now comprise this stereotype are highly unlikable—attributes such as

hostile and criminal—whereas the prescriptive stereotype of old depicted a

likable (albeit incompetent) group of individuals. In contrast, gender stereo-

types have remained highly stable, despite structural changes within the gov-

ernment and the workplace, and despite increased opportunities for women

in both occupational and educational domains.

In short, Glick and Fiske (1999) offered a compelling explanation of the

contents of gender stereotypes that trace them to structural interdepen-

dence between women and men. This explanation can account for the per-

sistence of gender stereotypes in the face of considerable structural

changes in the social roles of men women, for despite these structural

changes, the two groups remain interdependent and unequal in status. It

can account for the prescriptive nature of these stereotypes, given the high

investment that both groups have in the status quo. In addition, it is consis-

tent with one final observation from our own studies (Prentice & Carranza,

2002). Perusal of the list of attributes we identified as gender-intensified pre-

scriptions and gender-relaxed proscriptions for men and women suggests a

negative relation between the two: Negative attributes that are relaxed pro-
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scriptions for one gender are offset by the gender-intensified prescriptions

of the other. Relaxed proscriptions for men—being controlling, stubborn, ar-

rogant, and sexually promiscuous—are offset by intensified prescriptions

for women—being sensitive to the needs of others, yielding, polite, and

loyal. Similarly, relaxed proscriptions for women—being melodramatic, su-

perstitious, impressionable, and weak—are offset by intensified prescrip-

tions for men—being consistent, rational, decisive, and strong in personal-

ity. We believe that this interdependence of content is unique to gender

stereotypes and perhaps stereotypes of other groups in relationships of ex-

ploitative interdependence.

In summary, we have argued that gender stereotypes have a dual na-

ture: They contain both descriptions of the attributes that (supposedly)

characterize women and men, and prescriptions of the attributes that

should characterize them. Although few stereotypes have this dual na-

ture, many other kinds of cultural beliefs do. In particular, social norms of-

ten both describe a group’s typical behaviors or attributes, and prescribe

what those behaviors and attributes should be (see Cialdini, Reno, &

Kallgren, 1990; Miller & Prentice, 1996). The research literature on social

norms has much to say about the psychological processes involved in re-

actions to violations of norms that contain both descriptive and prescrip-

tive content. We draw heavily on this literature in our analysis of the viola-

tion of gender stereotypes.

STEREOTYPE VIOLATION

As we noted at the outset of this chapter, changes in social roles over the

past few decades have created a disjunction between traditional gender

stereotypes and the occupations and activities in which men and women

are currently engaged. This is an unusual, although not completely novel,

state of affairs. In the more typical case, roles and stereotypes support one

another: Roles constrain behavior to be consistent with stereotypes, and

stereotypes shape expectations to determine role assignments. Neverthe-

less, the tendency for cultural beliefs to lag behind social change—the so-

called conservative lag—is quite familiar to social science researchers. For

example, this dynamic characterized cultural norms regarding racial segre-

gation in the wake of the civil rights movement (Fields & Schuman, 1976;

O’Gorman, 1975; O’Gorman & Garry, 1976).

For traditional gender stereotypes to persist even as the social roles oc-

cupied by men and women change requires that people have some way of

minimizing the occurrence and/or impact of stereotype violation. In fact

they have several ways: They avoid violating gender prescriptions, under-

perceive violations they witness, and punish any violations they do per-

ceive. We consider each of these processes in turn.
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Violations of Prescriptive Stereotypes Are Rare

First and foremost, people do not often violate gender stereotypic expecta-

tions, especially those imbued with prescriptive, as well as descriptive, sig-

nificance. A fundamental lesson of the literature on social influence is that

people conform to social norms and that they do so for two reasons. First,

the descriptive component of norms—evidence of what other people do—

provides useful information about what actions are likely to be appropriate

and effective. Second, the prescriptive component of norms—evidence of

what other people think is right and wrong—signals what actions are likely

to be socially acceptable and unacceptable (see Cialdini & Trost, 1998;

Turner, 1991). Gender stereotypes also have both of these properties and

therefore elicit a high degree of conformity.

This is especially true for the prescriptive content of these stereotypes.

Because social approval is a powerful incentive (and social disapproval an

even more powerful disincentive), violations of gender prescriptions are ex-

ceedingly rare. In contrast, violations of stereotypic expectations that do

not have prescriptive force are much more common, especially when the

behaviors in question are prescribed by another social role. For example,

women in traditionally male occupations often act in highly assertive, com-

petitive, and decisive ways in line with their occupational role, thereby vio-

lating what is expected of women, but not what is prescribed. Gender pre-

scriptions simply require that they avoid being perceived as aggressive,

ruthless, and stubborn and that they remain compassionate, cheerful, and

well groomed. Similarly, men in traditionally female occupations may act

highly cooperative, warm, and sensitive to the needs of others, thereby vio-

lating what is expected of men, but again, not what is prescribed. As long as

they avoid being perceived as yielding, emotional, and approval seeking

and remain self-reliant, rational, and strong in personality, they will fall

within the bounds of what is prescribed of men.

In short, when men and women take on nontraditional roles, they are

likely to do so in ways that preserve their conformity to gender prescrip-

tions. The research literature contains various empirical findings that sup-

port this claim, at least on the female side. For example, women smile more

than men do, even when they are in a high-power, interviewer role

(Deutsch, 1990). They are modest in their academic predictions, especially

when interacting with a low-performing peer (Heatherington et al., 1993).

And they behave communally, whether they are interacting with a superior

or a subordinate (Moskowitz, Suh, & Desaulniers, 1994). Additional evi-

dence that women adhere to feminine prescriptions, even when they oc-

cupy masculine roles, comes from research in the organizational domain.

For example, Lauterbach and Weinter (1996) found that female and male

middle managers use very different strategies when trying to influence
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their superiors. Women are more likely to act in the best interest of the or-

ganization, consider others’ viewpoints, involve others in planning, and

take account of interpersonal dynamics in their attempts to influence their

superiors. Men are more likely to act in their own interest, disregard others’

feelings, plan alone, and focus exclusively on the task at hand. Similarly, in

a recent meta-analysis, Eagly and Johnson (1992) found that women in lead-

ership roles tend to adopt a more democratic and less autocratic style than

do men in similar roles. That is, women are more likely to allow and even to

encourage subordinates to participate in decision making than are men.

These various strands of research suggest that women tend to adhere to

the prescriptions of their gender, even when they are in positions that re-

quire a very different set of qualities.

Thus, we maintain that gender prescriptions are rarely violated, even

among occupants of nontraditional roles. Instead, stereotype violation

most commonly involves attributes that are not prescribed—those that are

considered optional or simply less prevalent in one gender than the other.

This kind of stereotype violation may have resulted in some degree of

change in descriptive aspects of the female stereotype (Diekman & Eagly,

2000; Prentice & Carranza, 2002); nevertheless, most traditional stereotypic

expectations for women and men remain intact. This brings us to a second

set of psychological processes that sustain gender stereotypes in the face

of their violation.

Descriptive Stereotype Violation Is Underperceived

People show a tendency to assimilate what they observe to their stereo-

types (Olson, Roese, & Zanna, 1996). As a result, many violations of gender

stereotypes—especially when they do not involve gender-intensified pre-

scriptions or proscriptions—may go unnoticed. Although assimilation to the

stereotype is strongest in the absence of additional, individuating informa-

tion about the target, it can occur even in the presence of additional infor-

mation (see Jussim, 1991; Kunda & Thagard, 1996; Madon et al., 1998).

Indirect evidence for the role of assimilation in the underperception of

stereotype violation comes from a study by Jacobs and Eccles (1992). These

investigators examined the impact of mothers’ gender stereotypical beliefs

on their perceptions of their children’s abilities. They asked mothers to es-

timate the distribution of ability and the relative value of that ability across

males and females in each of three domains: math ability (stereotypically

male), sports ability (stereotypically male), and social ability (stereo-

typically female). In all three domains, mothers’ stereotypes interacted with

the sex of their child to predict perceptions of the children, even after ac-

counting for the children’s previous performance in the domain. In other

words, mothers saw their own children’s behavior as confirming their ste-
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reotypic expectations to a significantly greater extent than it in fact did.

Moreover, these stereotype-tinged perceptions were a strong predictor of

the beliefs children themselves held about their abilities.

More direct evidence that assimilation leads people to overlook viola-

tions of gender stereotypes, and thereby devalue women’s performance on

traditionally male tasks, comes from studies that have held constant the in-

formation provided about a target and simply varied whether it was a

woman or a man. For example, numerous studies have revealed that a re-

search paper attributed to a woman receives more negative evaluations

than the identical paper attributed to a man (see Swim, Borgida, Maruyama,

& Myers, 1989, for a meta-analysis). The same holds for resumés attributed

to a woman or a man (see Olian, Schwab, & Haberfeld, 1988, for a meta-

analysis). The fact that women are evaluated more negatively than men on

these tasks must result from assimilation of their performance to stereotyp-

ic expectations, for there is no difference in the objective information pro-

vided about male and female targets in these studies.

Ironically, when violations of descriptive stereotypes are not over-

looked, they often exert a disproportionate impact on perceptions and eval-

uations of the target. Whether that impact is positive or negative depends

on the violation in question. For example, Jussim, Coleman, and Lerch

(1987) found that black targets with an unexpected positive trait received

higher ratings on measures of competence, hirability, and likability than did

white applicants who demonstrated the same trait. Bettencourt, Dill, Great-

house, Charlton, and Mulholland (1997) confirmed that the direction of in-

fluence depends on the valence of the trait demonstrated. Stereotype viola-

tors who unexpectedly displayed a positive quality (e.g., eloquent football

players) received more positive evaluations than their stereotypical coun-

terparts, whereas stereotype violators who unexpectedly displayed a nega-

tive quality (e.g., inarticulate speech team members) received more nega-

tive evaluations. In the gender domain, these investigators also showed

that gender-atypical targets (female sports writers and male fashion writ-

ers) received more positive evaluations than their stereotype-conforming

counterparts (male sports writers and female fashion writers; see Betten-

court et al., 1997).

In our own research, we have examined the role of the assimilation

process in producing positive effects of stereotype violation (Prentice &

Carranza, 2001). Specifically, we reasoned that stereotype violators may get

more credit for their positive but gender-atypical qualities because they are

assumed also to have the positive stereotypical qualities associated with

their gender. As an illustration of this logic, consider the Bettencourt et al.

example of the male fashion writer. The prototypical fashion writer is a

woman, who has all of a woman’s positive and negative stereotypical quali-

ties. She is aesthetic, creative, and, of course, impeccably groomed, but she
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is also materialistic, melodramatic, and perhaps a bit frivolous. In contrast,

a male fashion writer must also be aesthetic, creative, and impeccably

groomed, as his role requires. But as a man, he is likely to be more consis-

tent, rational, and grounded than his female counterpart. In other words,

because he is a fashion writer, he is assumed to have positive feminine

qualities (and lack negative masculine qualities), and because he is a man,

he is assumed to have positive masculine qualities (and lack negative femi-

nine qualities). As a result, he should receive more positive evaluations

than his stereotype-congruent female counterpart.

To test this claim, we asked participants to evaluate supposed appli-

cants for admission to their university on the basis of personal essays. We

wrote essays, each of which expressed either a positive masculine trait or a

positive feminine trait. We then presented those essays as coming from ei-

ther a male or a female applicant, and asked participants to indicate their

perceptions and evaluations of the applicant. For example, one of our mas-

culine essays depicted the applicant taking a leadership role:

In the first semester of my junior year, I led my friends on a very risky ven-

ture.

Early that year, a fellow student was implicated in a cheating scandal. I was

sure that he was innocent. He was popular, but not a heavy partier. His aca-

demic record was impeccable. And he’d earned a high rank on our track

team. He was, quite simply, a model student. The high school administration

decided to have him expelled.

He had gotten into some trouble with the administration before, for partici-

pating in a rather harmless prank. The administrators took it rather person-

ally, but had little to go on other than rumors of his involvement. With evi-

dence—as spurious as it was—that he could have been involved in the

cheating scandal, they took the opportunity to nail him—an opportunity af-

forded mainly because our school had no established procedure for deciding

serious disciplinary cases. They were thus free to punish him in whatever

way they saw fit, and so chose to make an example of him even while lacking

secure evidence that he was the culprit.

Students’ reactions ranged from confused to incensed. His teachers hadn’t

even been allowed to speak on his behalf. Within various circles of students

were talks of an uprising; these students looked to me, then, for direction. I’ve

always been a natural leader. I have a remarkable talent for motivating others

towards a goal. People just find me inspiring—they trust my instincts, and re-

spond to my conviction. And I have an innate ability to delegate tasks, give or-

ders, and make final decisions in a way that makes them feel comfortable hav-

ing me in charge. With a three-year tenure as student council president, I had

already initiated my fair share of student movements—but this time we

needed something really innovative. I came up with a plan.

For two weeks after the initial scandal, I had a few of my better friends lis-

ten during school for well-stated opinions about the ruling, from students and
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teachers alike. At the end of the second week, when I left for the day, I used a

twig to prop open a rarely-used back door. At three a.m., when the janitors

had surely left, we snuck out of our respective houses and met behind the

school. I was armed with a stack of banners, and twenty rolls of masking tape.

We spent two hours, working as swiftly as possible, adorning the lobby with

quotes from disgruntled teachers and many of the more eloquent students, as

well as pictures of our friend from the track team, National Honors Society,

and Key Club, all blown up to nearly life-size. On the statue of Horace Mann,

the father of education who stands, book open, in our main entryway, we

hung a scroll with a message I had written in large black letters:

“We, the students of Horace Mann High, feel we have not been heard. While

we do not ask that transgressions of academic integrity be ignored, we do ask

that suspects be treated in accord with the spirit of our nation’s laws. We

wish for rulings of innocence until proven guilty, beyond a reasonable doubt.

And we wish for fair trial in all investigations, with outlined procedures that

do not deviate across cases.” Our crowning touch was an anonymous call to

the Town Gazette, which arrived promptly at eight that very morning.

With a little more pressing from parents and teachers—inspired by our

handy-work—our request was granted. Our friend was re-admitted after a

proper trial. The entire ordeal, from start to finish, had quite an impact on me.

More than anything, it reinforced my self-confidence as a leader, able to effect

change in the laws that govern my community using my ability to supervise a

movement, my willingness to take risks, and my unique and innovative style.

Participants who read this essay agreed with us that the applicant who

wrote it was masculine, whether male or female. But they perceived and eval-

uated the applicant differently depending on gender. The female leader was

seen as more sensitive, cheerful, likable, cooperative, and warm and kind

than the male leader, in line with traditional stereotypes. Similarly, the male

leader was seen as higher in self-esteem, as well as more arrogant, competi-

tive, self-righteous, controlling, domineering, stubborn, self-serving, ruthless,

cynical, and insensitive, again in line with traditional stereotypes. Evaluations

of the two applicants reflected this difference in the valence of the traits as-

cribed to them. Participants rated the female applicant as higher in social

skills, were more interested in spending time with her, and endorsed her

more highly for admission than they did her male counterpart.

To ensure that this positive effect of stereotype deviance was not unique

to strong women, we wrote another version of this essay, in which we re-

placed the protagonist’s masculine, leadership skills with more feminine,

cooperative skills. In particular, the fourth paragraph of the essay read as

follows:

Students’ reactions ranged from confused to incensed. His teachers hadn’t

even been allowed to speak on his behalf. Within various circles of students

were talks of an uprising, but nobody seemed prepared to make a move. I my-

self am not really the leader type—though I’m an active and intelligent person
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in general. I just prefer not to take on a role that involves delegating tasks, giv-

ing orders or making final decisions. And inspiring crowds to take action

doesn’t come naturally to me. But I am always happy to be part of the move-

ment. I enjoy acting as part of the collective—lobbying, protesting or petition-

ing—doing whatever I can to advance the cause. I relish the frenzied excite-

ment that accompanies working closely with others in order to achieve a

common goal. Our student council president came up with a plan, and I

quickly agreed to participate.

The essay concluded in a similar vein:

With a little more pressing from parents and teachers—inspired by our handy-

work—our request was granted. Our friend was re-admitted after a proper trial.

The entire ordeal, from start to finish, had quite an impact on me. More than

anything, it reinforced my view of myself as a citizen, able to help effect change

in the laws that govern my community with my willingness to contribute my en-

ergy and resources in order to further the cause.

This time, participants agreed with us that the applicant was feminine,

whether male or female, and again, they perceived and evaluated the appli-

cant in line with traditional stereotypes. The male applicant was seen as

more assertive and extroverted, with higher self-esteem and a stronger per-

sonality than his female counterpart. He was also seen as more stubborn,

ruthless, and insensitive than the female, although he showed much less of

these qualities than is typical for men. The female applicant was seen as

more yielding and insecure than the male, and as especially low in self-

righteousness and sense of humor. Evaluations of the two applicants again

reflected the difference in the valence of the traits ascribed to them. Partici-

pants rated the male applicant as higher in social skills, were more inter-

ested in spending time with him, and endorsed him more highly for admis-

sion than they did his female counterpart.

These results illustrate that violations of stereotypes are often proc-

essed in a way that minimizes the perceived extent of the violation. Appli-

cants were assimilated to gender stereotypes, even when they were recog-

nized as manifesting qualities atypical for their gender. It is a misnomer to

characterize these applicants as stereotype deviants because they were

not, in fact, perceived as such. They were seen as androgynous—as mani-

festing the positive qualities of both genders—and were evaluated more

positively as a result.

Prescriptive Stereotype Violators Are Punished

In those rare cases in which a person is perceived to violate gender pre-

scriptions, the likely outcome is some form of social punishment (Fiske &

Stevens, 1993; Glick & Fiske, 1999; see also Burgess & Borgida, 1999; Rudman
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& Glick, 1999). Thus, when women fail to be warm, friendly, and well

groomed, or worse, show signs of being aggressive, forceful, and arrogant,

they receive social censure. Similarly, when men fail to be self-reliant, deci-

sive, and rational, or worse, manifest signs of being melodramatic, naive,

and superstitious, they too are punished. As we have argued, overachieving

relaxed prescriptions for one’s gender or underachieving relaxed proscrip-

tions for one’s gender do not draw this kind of negative reaction. Only

gender-intensified prescriptions and proscriptions are socially enforced

(Prentice & Carranza, 2001).

Social punishment can take many forms. Consider, for example, the reac-

tions of Stanley Schachter’s (1951) participants in his classic study of reac-

tions to deviance. Schachter asked groups of participants to read a short

history of a juvenile delinquent, Johnny, and discuss appropriate means of

handling his case. Most naive group members advocated a combination of

compassion and discipline. Schachter instructed a confederate to act as a

deviant by consistently advocating the harshest punishment possible, de-

spite emerging group norms that prescribed a more judicious treatment. In

the face of the deviant’s behavior, naive participants reacted in three ways:

First, they turned their attentions to the deviant and attempted to convince

him of their logic. After failed attempts to bring the deviant back into the

fold, they ostracized him. And, at the close of the meeting, on confidential

ratings tasks, participants delegated menial tasks to the deviant for future

possible meetings, and, should the group meet again with fewer members,

voted him out.

Reactions to gender deviants can also involve explicit attempts to mod-

ify the offending behavior. For example, Boggiano and Barrett (1991) found

that participants asked to choose strategies for coping with children who

were struggling with an academic-type task prescribed differential treat-

ment according to whether the child was handling the failure in a gender

stereotypical or counterstereotypical manner. Participants prescribed sup-

portive strategies (e.g., encouragement) more than coercive strategies for

stereotype-congruent children, and coercive strategies (e.g., threat of pun-

ishment) more than supportive strategies for children who violated gender

stereotypes. Similarly, Butler and Geis (1990) examined reactions to devi-

ance among groups of participants engaged in a group judgment task. Each

group included either a male or female confederate who, through the

course of the discussion, took a leadership role. The researchers observed

nonverbal affective responses to these leaders from behind a one-way mir-

ror. The results showed that female leaders received more negative affec-

tive responses (e.g., head shakes and frowns) to their comments and sug-

gestions than did their male counterparts.

In addition, gender deviants are punished by being evaluated negatively,

especially on dimensions of popularity or social likability. For example,
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Costrich, Feinstein, Kidder, Marecek, and Pascal (1975) found that competi-

tive-aggressive women and passive-dependent men were rated lower in

popularity and psychological adjustment than their stereotype-conforming

counterparts. Similarly, Tepper, Brown, and Hunt (1993) found that men

and women in an organizational setting were expected to maneuver in pre-

scriptively stereotypical ways, with women using helpfulness and men us-

ing confident, “take-control” strategies. Violations of these expectations by

either men or women led to lower performance ratings and lower access to

mentoring opportunities. Rudman (1998; Rudman & Glick, 1999) docu-

mented what she called a backlash effect against agentic women, whereby

women who self-promote enjoy enhanced ratings of competence but suffer

decreases in ratings of social likability, from male and female perceivers

alike. Rudman argues that the backlash effect provides an example of the

punishment of prescriptive stereotype violators—that agentic women, be-

cause they violate prescriptions for feminine niceness, are perceived to be

less likable. Of course, if they conform to these prescriptions, they are as-

similated to the feminine stereotype and are thereby perceived to be less

competent. Thus, women in traditionally male contexts are in a double

bind: They are devalued whether they conform to or violate the female ste-

reotype.

Real-world cases of reactions to working women provide evidence for all

of these forms of punishment. Women who are perceived as violating femi-

nine prescriptions receive more unfavorable evaluations in management re-

views than do their male counterparts (Eagly et al., 1992; Nieva & Gutek,

1980; Ruble & Ruble, 1982). They are also less readily accepted in leadership

positions (Eagly & Karau, 2001), less likely to receive promotions (Fiske et

al., 1991), and more likely to be the targets of sexual harassment (Burgess &

Borgida, 1999). Men who are perceived as violating masculine prescriptions

almost certainly receive similar forms of social censure (Atkinson & Ends-

ley, 1976; Coates & Person, 1985; Green, 1976; Fagot, 1977, 1985).

In our own research, we have examined the punishment of gender-

stereotype deviants using our college application paradigm. We wrote es-

says very similar to those that produced positive effects of deviance, but

this time included evidence that the applicant manifested some negative

qualities. Specifically, these qualities were ones that were gender-relaxed

proscriptions for the stereotypic gender and gender-intensified proscrip-

tions for the deviant. Consider, for example, an essay in which the applicant

behaved in a cooperative, team-oriented way in a group context, like the es-

say we described earlier, but this time also showed signs of weakness and

uncertainty:

I attend a small high school that, up until recently, did not have a student

body government. But with a recent increase in enrollment, the school board
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decided last year that it was time that one was established. Mr. Simmons, our

government teacher, came up with a plan: We, in his class, were to form

teams in which we would study governments—both foreign and domestic—

and develop a proposal for the organization of the new student government,

its platform, and its activities. We were then to support our proposal in a term

paper using arguments based on our research. The school board would use

the term papers to choose the three best proposals. These three teams would

then present their proposal to the school, and follow it with a week-long politi-

cal campaign. After the campaign, the school would vote, and the winning

program would be implemented.

Within my team, Mr. Simmons assigned me the role of directing our strate-

gies, assessing our progress, and choosing deadlines. At first I was a little up-

set. This was an important project, and I don’t always feel comfortable dele-

gating tasks, giving orders, or making final decisions. But as it turns out, we

made most of the important decisions as a group. First, we each chose two

chapters from our government textbook to read and outline. Then, after a

month of hammering out our proposal, each of us wrote one section of our

term paper. Our finished product must have been good, as our team’s pro-

posal was chosen as one of the top three. But then, of course, we had a whole

new set of challenges to face—including the presentation we would be making

in front of the whole school. To that end, we organized a Thursday night so-

cial hour where the team would gather at one of our houses each week to eat

dinner, practice our presentation and assess its strengths and weaknesses.

On my own time, I practiced even more. I’m not as good as some people are at

speaking in front of large groups. My part of the presentation ran smoothly,

though, and my teammates did exceptionally well. The next day we launched

right into our campaign. For our campaign, we decided to use a multimedia

approach. The two more artistic members of the team designed posters and

buttons, we took turns making ourselves available each day to field ques-

tions, and we managed to put together a web site with information about our

proposal. The campaign was an apparent success—our proposal was voted in

by a large margin.

When I reflect upon last year’s contest, I think about the time and effort

that I put into leading our team. In the end, I guess I did a pretty good job, but

I was also lucky to have an intelligent and hard working team. I never felt as if

I was working alone, or against anyone. Our teacher loved our paper, and

each of us put a lot of effort into both the presentation and the campaign.

Overall, it was a very rewarding experience.

I learned a lot in that one semester. In particular, I learned a number of les-

sons about leadership that are, I believe, applicable to leadership positions of

all kinds and will follow me throughout my academic career. A good leader

must try to perform competently under pressure and in situations of all kinds.

But really, it is the group as a whole that will determine whether or not a goal

is achieved. At each stage of the project, I was depending on my teammates

as much as they were depending on me. So even though I didn’t always feel

perfectly suited for the role, because my team worked so well together, I was

able to rise to the occasion.
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Participants were no longer favorably impressed with the male stereo-

type deviant. Those who read this essay from a male applicant saw him as

highly yielding, shy, and insecure, as well as unusually lacking in maturity

and sense of humor. In other words, he was seen as violating gender-

intensified prescriptions and proscriptions for males and was punished ac-

cordingly: Participants rated him lower in social abilities, were less inter-

ested in spending time with him, and gave him a lower endorsement for ad-

mission than they did his female counterpart. These results are striking in

conjunction with our earlier example of the positive reception that a coop-

erative and non-self-promoting male can receive. The key difference is that

the male applicant who was rewarded for his feminine behavior did not ap-

pear to violate gender prescriptions, whereas the male applicant who was

punished did. The former was androgynous, the latter deviant. There is a

world of difference between the two.

STEREOTYPE CHANGE

We began this chapter with a paradox: the persistence of gender stereo-

types in the face of widespread social change. Having documented a num-

ber of psychological processes that sustain these stereotypes in the face of

their violation, we now consider the implications of this analysis for stereo-

type change. The assessment of change in gender stereotypes has proven

to be a complicated business, with some studies showing very little change

in descriptive and prescriptive content (Harris, 1994; Spence & Buckner,

2000), and others suggesting a significant reduction in the extremity of

these stereotypes (Auster & Ohm, 2000; Diekman & Eagly, 2000; Holt & Ellis,

1998). The most consistent evidence points to a reduction in stereotypic dif-

ferences in masculine qualities as a result of increases in the desirability

and typicality of these qualities for women (Auster & Ohm, 2000; Diekman &

Eagly, 2000). Our own findings are consistent with this evidence, in that

they show no differences in the typicality for men and women of a number

of positive, traditionally masculine qualities (Prentice & Carranza, 2002).

However, they also show that these qualities are still not quite as desirable

for women as they are for men and for people in general. Thus, we believe

that changes in social roles are having an impact on the descriptive content

of the female gender stereotype: It is becoming more androgynous. How-

ever, gender-intensified prescriptions and proscriptions appear to remain

largely insulated from the impact of social change.

The reasons for this insulation follow from the foregoing discussion. Of

primary importance, people do not often violate gender prescriptions. In

fact, on the contrary, they try very hard, consciously or unconsciously, to

live up to them. Women try to be nice, and men try to be strong. Such is the
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nature of cultural prescriptions that they are internalized by a culture’s

members. This is not to say that people do not, at the same time, find them

constraining. Nobody wants to have to be nice or strong all of the time.

Moreover, fear of the social consequences that result if one shows signs of

ill-temper or weakness is grounded in reality. As we documented, violations

of these proscriptions receive various forms of social punishment. Thus,

having to live up to cultural prescriptions can be a source of considerable

discomfort and stress.

An additional source of stress of a very different sort may come from not

having to live up to the other gender’s intensified prescriptions. Consider

the psychology of gender-relaxed prescriptions—those qualities that are

generally desirable but somewhat less desirable for one’s gender. It might

seem that the freedom to demonstrate these qualities, combined with the

low pressure to do so, would be liberating. In fact, we suspect that the

opposite is true, especially when the optional attributes in question are re-

quired for success in a valued domain. For example, we conducted a sec-

ond study of the contents of prescriptive and descriptive gender stereo-

types, this time within a very masculine context (Prentice & Carranza,

2002). Specifically, we asked Princeton University students to rate each of a

set of attributes in terms of its desirability and typicality for male and fe-

male Princeton undergraduates. Consistent with our view of the context as

masculine, the results revealed almost perfect overlap between what was

desirable for male undergraduates and what was generally desirable at

Princeton. The two differed on only a handful of feminine attributes, some

of them gender-relaxed prescriptions for men and others gender-intensified

proscriptions. The results for the female stereotype replicated, more or

less, the findings of our study of global stereotypes. In particular, they re-

vealed a long list of gender-relaxed prescriptions for women. This list in-

cluded being intelligent, rational, competent, overachieving, articulate, out-

spoken, confident, and goal oriented—in other words, all of the qualities

most important for success at Princeton. These qualities are not as desir-

able for women at Princeton as they are for men or students in general.

Women are free to manifest these qualities, of course, and do, at least as

suggested by the typicality ratings. But the standards to which they are

held are somewhat lower than the standards for men. This cannot be a pos-

itive experience for women at Princeton (Prentice & Carranza, 2002).

Even though violations of gender prescriptions are rare, our results and

those of other investigators suggest that violations of the descriptive con-

tent of these stereotypes, and especially gender-relaxed attributes, are

much more common. One might expect these violations—the ones most ob-

viously produced by changes in social roles—to have spillover effects on

gender prescriptions. There is no evidence that they do, unless the behav-

ior itself spills over. For example, a woman who shows leadership ability—
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an attribute that is atypical and a gender-relaxed prescription for women—

is not seen as violating gender-intensified prescriptions or proscriptions, as

long as she does not abandon her feminine attributes in the process. At the

same time, she is no less accountable to gender-intensified prescriptions by

virtue of her gender-atypical behavior (Rudman & Glick, 1999). Similarly, a

man who shows interest in children is not seen as violating any ideals or

oughts, so long as he does so in a masculine way. These stereotype viola-

tions may be overlooked or may reflect positively on the person who en-

acts them. Indeed, they may even have the potential to produce changes in

the descriptive content of gender stereotypes. But they do not change what

is prescribed for men and women.

In short, gender prescriptions are impervious to empirical disconfirma-

tion. They are not empirical facts, based on behavioral evidence, but social

ideals, rooted in the relationship of exploitative interdependence between

women and men (Glick & Fiske, 1999). Thus, they direct behavior, rather than

follow from it. The overlap between these prescriptions and the descriptive

content of gender stereotypes results primarily from people’s successful at-

tempts to conform to what society requires of them. Because they have nor-

mative force, gender prescriptions limit the degree of change possible in de-

scriptive stereotypes. They also limit the degree of change possible in social

role assignments by making it difficult for men and women to abandon tradi-

tional roles and by restricting the ways in which they are allowed to perform

the nontraditional roles they take on. In so doing, gender prescriptions func-

tion to preserve the existing social order, and perpetuate themselves in the

process. They are a very powerful enemy of social change.

We have emphasized that the prescriptive nature of gender stereotypes

distinguishes them from stereotypes of other social groups; we should note,

in closing, that it does not distinguish them from other cultural beliefs and

norms, many of which have prescriptive force. Our analysis of the psycholog-

ical processes that sustain gender stereotypes thus applies to cultural pre-

scriptions more broadly, whether those prescriptions concern the attributes

men and women should manifest, the attitudes college students should hold

(Prentice & Miller, 1993), the behaviors sorority members should engage in

(Crandall, 1988), or the way Southern males should react to threat (Vandello

& Cohen, chap. 12, this volume). These and other cultural prescriptions are

held in place by a combination of internalization, assimilation, and social en-

forcement. The conditions under which they change, and the psychological

processes implicated in that change, remain to be documented.
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In general, many cultural norms develop because they are functional (that

is, they help members of the culture adapt to their environment). However,

norms may be perpetuated and sustained long after they cease to be useful

and even when they may be maladaptive. Superstitions and norms involv-

ing contagion and magical thinking persist long after they are shown to be

irrational and untrue (Rozin, Millman, & Nemeroff, 1986; Rozin & Nemeroff,

1999). Regions and groups remain loyal to political parties that no longer

are aligned with their interests and values. Societies fail to govern effec-

tively even after new institutions are put in place, because old patterns of

distrust and hierarchy persist (Putnam, 1993). Groups that move to new

land sometimes continue old ways of farming that are far from optimal in

the new environment (Edgerton, 2000). Fertility customs that were adaptive

in agricultural societies persist after societies have become urbanized and

overcrowded (Triandis, 1994). Environmental norms and frontier attitudes

outlast the frontier that gave rise to them. Old hatreds and prejudices sur-

vive even after contested resources have expanded, disappeared com-

pletely, or could be more profitably acquired through alliances formed

against new outgroups. And so on.

Such situations reflect what Triandis (1994) refers to as “cultural lag.”

Cultural adaptations that may have been functional at some point persist

even when the conditions that gave rise to them are gone. There are a num-

ber of explanations for why cultural lag occurs, including some that empha-

size innate human cognitive shortcomings (Edgerton, 2000). But other ex-
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planations emphasize the more social processes that keep a culture strong,

despite environmental or economic changes.

In this chapter, we attempt to describe some social psychological proc-

esses that might contribute to instances of cultural perpetuation and lag.

We present a general hypothetical model describing one way that culture

can develop and perpetuate social norms through a series of transition

stages. We focus specifically on the latter stages in this model of cultural

transition, describing psychological processes that may keep cultural tradi-

tions in place despite external forces that press for change. Much of the

chapter focuses on our recent research on one such case of possible cul-

tural lag in present-day America—the culture of honor among Whites in the

U.S. South that has persisted despite great economic, demographic, and so-

cial changes in the region.

ONE MODEL OF CULTURAL EVOLUTION
AND PERPETUATION

The goal of this chapter is to consider how social psychological processes

may be responsible for seemingly stubborn patterns of cultural persis-

tence. These processes are part of a more general model of one possible

trajectory of cultural evolution and persistence. We begin by briefly intro-

ducing a four-stage model for some hypothetical transition stages in cul-

tural evolution. The majority of the chapter is devoted to considering the

latter stages of the model, dealing with the persistence of outmoded or

maladaptive cultural norms. We return to and elaborate on the model at the

end the chapter; we introduce it here to frame the examples provided

throughout. We should note from the onset that this model is speculative,

stylized, and undoubtedly not applicable to many instances of cultural per-

petuation or change. Nevertheless, we think it provides a helpful way to

think about social processes behind at least some patterns of cultural per-

petuation in the face of environmental change.

Figure 12.1 illustrates our hypothetical model of transitional stages of

cultural evolution and persistence. The arrow going into the first box repre-

sents the idea that all cultures bring a history to their present circum-

stances that affects the new patterns that emerge. The first box, “the behav-

ioral stage,” represents a continuity with these old patterns and also a

break from them in that people develop new behavioral adaptations as

they respond to changes in their environments.

At the first stage, new behavior patterns emerge as adaptations to the

environment. (The environment here refers to both the physical and social

environment that makes a given pattern of behavior functional). For exam-

ple, consider two groups that settle the same region. Because these groups
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must compete for the same resources (land, water, grazing areas, fuel,

food), conflict and hostilities might naturally arise between the groups. In-

deed, classic theories of intergroup conflict such as Sherif’s realistic group

conflict theory (Sherif & Sherif, 1953) posit that such competition for valu-

able shared resources is the basis for intergroup hostilities. Zero-sum (win–

lose) situations breed competitive behavior patterns.

At the second stage (the “meaning stage”), cultural norms develop in

support of the functional behavior patterns. Through socialization proc-

esses, the patterns become culturally meaningful in addition to being adap-

tive at this stage, with self and social definitions incorporating these cul-

tural norms. For example, children may be taught not to trust out-group

members, and they may learn that the out-groups are fundamentally differ-

ent than themselves, defining themselves against the out-group. Cultural

norms, meanings, and identities support the new patterns of behavior that

emerged originally.

At the third stage of the model (the “internalized stage”), behaviors may

lose their adaptive value (perhaps because of ecological, economic, or de-

mographic changes in the culture), but the norms continue to persist be-

cause they have become internalized into people’s scripts and patterns of

thought. As has been replayed countless times throughout history, contin-

ued ongoing intergroup hostilities may lose any adaptive benefit they once

held—as evidenced in the high prices paid in terms of lives lost, valuable re-

sources redirected to finance wars, and the psychological burdens of living

in fear and hate. However, norms continue to be socialized and reinforced,
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becoming internalized scripts that are rarely consciously noted or ques-

tioned. At this stage, such cultural norms may become functionally autono-

mous from the original circumstances that gave rise to them.

In the fourth hypothetical stage (the “compliance stage”), internalization

also eventually fades (Cohen & Vandello, 2001). Groups engaged in long-

standing hostilities may cease to understand the value of continuing aggres-

sion, and individuals may privately question the persistence of intergroup

hostilities (without actively publicly refuting them). They may have per-

sonal friendships with members of the outgroup, or they may have deep

feelings of resentment over acting out their ingroup’s prejudices. In this

case, the norms are neither adaptive nor internalized, but they persist be-

cause either (a) people think others follow these norms or (b) people think

others expect them to follow such norms.

The latter two stages in our rough model describe processes that may

contribute to cultural persistence and lag. Cultural norms that at one time

may have been adaptive continue long after they lose their adaptive value.

We next present some evidence for such processes of cultural lag in the

Southern U.S. culture of honor.

THE CULTURE OF HONOR IN THE U.S. SOUTH

Throughout the history of the South, violence played a very visible role

with the region’s reputation for fighting, dueling, feuding, bushwhacking,

lynching, and so on. Scholars began documenting an elevated rate of vio-

lence in the South early on. In one of the earliest studies, Redfield (1880) es-

timated that murder rates in the South in the 1870s were over 10 times

those in the North. Sociologist H. C. Brearley (1932) found that homicide

rates in Southern states were over two and a half times higher than the rest

of the country during the early 1920s. This homicide difference between

North and South was also documented during the middle part of the 20th

century (Gastil, 1971; Hackney, 1969) and has continued into the later part.

Richard Nisbett, Andy Reaves, and colleagues looked at homicide rates

from 1976 to 1983 among non-Hispanic Whites (Nisbett, 1993; Nisbett & Co-

hen, 1996, chap. 2; Reaves, 1998) and found that rural Southern counties had

homicide rates four times as large as rural midwestern counties.

In addition to regional homicide differences, greater violence in the

South has taken other forms as well, including greater support for wars,

more corporal punishment of children, and greater participation in violent

pastimes and recreation (Baron & Straus, 1989; Cohen, 1998; Gorn, 1985).

Laws and social policies in the South also tend to be more supportive of the

use of violence for self-protection or for social control (cf. Cohen, 1996;

Grantham, 1993, pp. 319–322). Even geographical locations and businesses
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in the South are more likely to have names with some connotations of vio-

lence (Kelly, 1999).

One theory proposed to account for greater southern violence that has

received recent empirical support is that the South is home to a “culture of

honor” (Nisbett & Cohen, 1996). According to this account, early historic,

economic, and ecological conditions in the South made a vigilant, aggres-

sive stance adaptive. Defending one’s honor in this sense had to do with

reputation, precedence, and self-preservation. The South, for much longer

than the North, was a frontier region with a weak state. Law enforcement

was often inadequate or nonexistent across much of the early South, and in-

dividuals and families had to fend for themselves. Honor norms developed

as people needed to deter others threatening family, home, and property.

Men had to be willing to use violence and let it be known that they were not

to be trifled with even on small matters, or they could become vulnerable

to theft or attack by others when stakes were much larger. Such cultures of

honor often develop in places with weak state mechanisms to redress griev-

ances (see, e.g., Peristiany, 1965; Schneider, 1971).

In addition to the frontier heritage of the South, settlers from the border-

lands of Britain who pioneered much of the Southern backcountry brought

with them a tradition of herding that became an important part of the econ-

omy of the early South (Fischer, 1989; McDonald & McWhiney, 1975).

Herding cultures also often develop norms for honor and vigilance to pro-

tect their portable wealth from rivals. Herding economies the world over

tend to be characterized by toughness, violence, and warfare, much more

so than similar crop-farming cultures, where wealth is not as susceptible to

theft and cooperation is required (Schneider, 1971).

A good deal of evidence has been found to support this culture of honor

interpretation of southern violence (for reviews, see Cohen, Vandello, &

Rantilla, 1998; Nisbett & Cohen, 1996). Archival analyses of homicides show

that the South’s greater incidence of murders is due largely to higher rates

of argument-related and brawl-related homicides in the South (the types as-

sociated with honor issues), as opposed to felony-related homicides (e.g.,

those associated with robberies or burglaries; Nisbett, 1993; Nisbett, Polly,

& Lang, 1995). In laboratory experiments using male students from the

North and South, Southerners responded more aggressively in response to

insults issued by an experimental confederate (Cohen, Nisbett, Bowdle, &

Schwarz, 1996; Cohen, Vandello, Puente, & Rantilla, 1999). Survey data re-

vealed regional differences in attitudes toward violence for personal honor

or protection (Cohen & Nisbett, 1994). And evidence from field experiments

showed that Southern employers and newspapers responded more sympa-

thetically to individuals who committed honor-related violent acts (Cohen

& Nisbett, 1997).
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It is easy to see how the early herding and frontier conditions of the

South could give rise to a culture of honor and violence. However, these

conditions have largely disappeared or been supplanted (see also Vandello

& Cohen, 1999). What is less clear is why honor traditions and accompany-

ing high rates of violence still exist in the South. Our central argument is

that sociopsychological forces can keep cultural norms about honor and vi-

olence in place long past the point of being functional for an individual. A

number of forces are undoubtedly behind this perpetuation (see Cohen,

1998; Cohen, Vandello, & Rantilla, 1998; Cohen, Vandello, Puente, & Rantilla,

1999). Specifically, however, the main thesis of this chapter is that wide-

spread pluralistic ignorance about cultural values is at least partly respon-

sible for sustaining a culture of honor.

PLURALISTIC IGNORANCE AND NORMS
ABOUT VIOLENCE

In order to understand how cultural norms of honor are perpetuated, we

may begin by emphasizing a couple of crucial features about aggression:

First, male-on-male violence is generally public behavior with consequences

for one’s reputation; second, people do not always have access to others’

private attitudes about aggression in the same way that they do to public

behaviors. Because of these two points, it might be easy for an individual to

assume people’s private attitudes match their public behaviors regarding

violence (see, for example, research on the fundamental attribution error;

Ross, 1977). A man’s fighting might be evidence of internal aggressive atti-

tudes, but sometimes he may also fight simply because he thinks it is ex-

pected of him by others or is inevitable. Or, as John Reed (1972) put it when

discussing Southern culture:

Sometimes people are violent because they want to be and there is nothing to

stop them. But sometimes people are violent, even when they don’t want to

be, because there will be penalties (disgrace is a very effective one) for not

being violent. (p. 147)

This suggests one mechanism by which cultural norms supporting vio-

lence may be perpetuated in the South and elsewhere. That is, individuals

may mistakenly believe that others value violence more than they do

themselves, and they may publicly hide their disagreement with this per-

ceived public norm out of embarrassment or fear of stigma. Thus, publicly

many people appear to endorse a norm for violence more than they do in

private. This mutual misperception about the beliefs and attitudes of

members of the collective has been referred to as pluralistic ignorance
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(Allport, 1924; Miller & McFarland, 1987, 1991; Miller & Prentice, 1994;

Prentice & Miller, 1996).

Because instances of violence are quite salient, and because a reputation

for toughness and strength is at least somewhat valued as a core compo-

nent of masculinity (Gilmore, 1990), norms about violence might be particu-

larly susceptible to such pluralistic ignorance. Unless people are willing to

publicly speak out against violence and therefore expose their true atti-

tudes, silence coupled with visible and salient instances of aggression can

give the false impression that the culture condones, or at least excuses,

such activity.

We have conducted some recent research that suggests that pluralistic

ignorance might indeed be operating in the South, at least among a sub-

population of southern male college students. Of course, we are not arguing

that pluralistic ignorance is the only mechanism perpetuating norms about

honor and violence (Cohen et al., 1998). Honor norms are likely internalized

to some extent; recent evidence suggests that honor cultures and nonhonor

cultures do differ in their attitudes and values with respect to honor (see

Cohen & Nisbett, 1994; Vandello & Cohen, in press). But pluralistic ignorance

may play an important additional role that helps to perpetuate norms.

Beliefs About the Self and Beliefs About Others

Mistaken Beliefs About the Other. In an initial study by Cohen and col-

leagues (Cohen et al., 1996, Experiment 3), White male college students

from the North and the South
1

were selected for a laboratory experiment.

At one point in the study, the subjects were asked to take a questionnaire

to a table at the end of a long narrow hall. As they walked down the hall,

they were rudely bumped into and called an “asshole” by a confederate as

he passed. A second confederate bystander looked on while this happened

and later met the subjects. When subjects were asked to guess what this

observer really thought of them, Southerners believed that their masculine

reputation was diminished in the eyes of the onlooker who witnessed the

insult. They thought that the person who saw the event would rate them as

less masculine (manly, courageous, tough, and so on) than if they had not
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TX, WV, VA). In addition, we consider Missouri and the southern part of Illinois as the South, be-

cause of their historical settlement patterns. Where the South actually begins and ends is a diffi-

cult question, but the definition employed here tends to agree with important distinctions made

by demographers, political scientists, sociologists, anthropologists, and cultural geographers

(see review in Cohen et al., 1999). Again, in this chapter, when referring to Southerners, we gen-

erally are referring only to non-Hispanic White Southerners, because regional differences in the

culture of honor apply most directly to this group.
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been insulted. This was not the case for insulted Northerners, who did not

believe their reputation had been tarnished.

If observers really would think less of a man for not answering an insult,

an aggressive response can be a rational behavior that may successfully re-

establish lost status and help to avoid social stigma. However, if observers

would not think less of them and are not particularly aggressive them-

selves, this might be evidence of a cultural norm being perpetuated at least

in part by pluralistic ignorance. Public behavior and beliefs about others’

expectations can then cyclically reinforce each other. If everyone believes

others hold to an aggressive stance, the people in the culture may continu-

ally reinforce this belief by acting out culturally “appropriate” aggressive

scripts. This in turn strengthens the belief that the public norm supports

aggression, even as there may be little private support for it in fact.

In a second study (Vandello & Cohen, 1998), we showed Northern and

Southern students videotapes of a person being insulted in a procedure

similar to the Cohen et al. (1996) “asshole” study. In the videotapes, the in-

sulted subject either responded aggressively or basically shrugged off the

incident and kept walking. Although Southern subjects were much more

likely to fear diminishment in the eyes of observers in the Cohen et al.

(1996) experiment when they did not retaliate after an insult, observers

(both Northern and Southern) who watched the videotapes actually pre-

ferred the less aggressive male. The diminishment in the eyes of the observ-

ers that insulted Southerners expected in Cohen et al. (1996) seemed to be

more imagined than real, when actual observers were queried. Taken to-

gether, these two studies imply that Southerners envision their fellow stu-

dents as holding to stronger honor norms that at least these data suggest

they do.

Perceived Self–Other Discrepancies. If pluralistic ignorance is operat-

ing among Southerners, one should also be able to find discrepancies be-

tween the degree to which Southerners themselves value violence and the

degree to which they believe others value violence. To attempt to address

this issue, we designed a short questionnaire and distributed it to White

male college students on campuses in the North and South (Vandello & Co-

hen, 2002). The questionnaire asked men about their own attitudes regard-

ing violence and their beliefs about other men on campus. We predicted

that, in general, men would think that they themselves were less aggressive

than their peers. But, importantly, we also predicted that this would be es-

pecially the case for Southerners.

Respondents were given short scenarios in which a male character was

insulted in some way and then responded by punching his antagonist. For

example, one scenario read: “Bill is in line at the movies, when a man cuts

in front of him in line. When Bill says something to the man, the man says,
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‘Back off, creep.’ Bill punches him.” After each such scenario, respondents

were asked to guess how likely it would be (0 to 100%) that they would

have punched the person if they were in the same situation, and they

were also asked to estimate the percentage of men on their campus that

would have punched the person. We found that on average, subjects gave

much lower estimates for themselves than for other men (a difference of

over 16%). More interestingly, although Southern and Northern males did

not differ in their self-reports of the likelihood that they would act aggres-

sively, Southerners gave larger guesses for their peers. The self–other dis-

crepancy was significantly larger for southerners than for northerners

(19% and 13.5%, respectively).

Enforcement and Perceived Enforcement of Norms

One possibility following from these studies is that mistaken beliefs may

lead southerners to enforce aggressive norms on their peers, even when

they do not in fact believe them. Even if they are reluctant to fight them-

selves, people who believe others value violence might publicly endorse

and encourage violence among others. Fighting is risky business, but one

may be able to achieve the desired effect of appearing tough or appearing

to favor aggressive norms by enforcing these norms upon others, and at

much less personal cost.

Enforcement of aggression by bystanders is sometimes in fact an impor-

tant contributor to incidences of violence and homicide. Criminologist Da-

vid Luckenbill (1977) suggested that whether or not a conflict will erupt into

violence depends in part on the actions of the audience present. By-

standers can intervene to break up an escalating conflict, or they can en-

courage parties in dispute to act violently through taunts, encouragement,

and “cheerleading.” Witnesses to an event help resolve what Horowitz and

Schwartz (1974, pp. 242–243) described as the “normative ambiguity” in-

volved in deciding whether something is an affront calling for retaliation or

not. Further, Martin Daly and Margo Wilson (1988) referred to violence that

is derived from “escalated showing off contests” between men (p. 176). Im-

plicit in this is the notion that the audience one is showing off for is approv-

ing of the action.

Enforcement of aggression by bystanders is also important in that it may

be one major means by which women help to perpetuate norms of male

honor, even if they do not participate in nearly as much violence them-

selves. Miller’s (1990, 1993) studies of Saga Iceland are illustrative. Although

Saga men are mythologized as some of the most feared, tough, and brutal

fighters in history, they too might not have internalized these values to the

extent that the public cultural norms prescribed. As Miller (1990) noted, it

sometimes took the goading of womenfolk to shame men into fighting:
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The saga woman provoked her reluctant men to action by impugning their

manhood. They were no better than women, they would better have been their

father’s daughters, they have the memories of pigs, or they are merely con-

temptible. (p. 212)

And even the Saga women themselves might have been doing this coaxing

more because of public expectations than enthusiastic internalization of

honor norms: “People expected a woman to play the role of the inciter and

when she did not, there was a minor upset in the order of things that mer-

ited comment” (Miller, 1990, p. 213).

Following cultural norms of honor by fighting can be risky, and public

enforcement by bystanders might represent one important means of giv-

ing actors the push they need to engage in action. Miller (1993) suggested

that third-party enforcement of honor norms might represent one of “the

elaborate cultural mechanisms and work needed for men to maintain the

point of honor in the face of their own reluctance to expose themselves to

risk” (p. 209).

Do Southerners Enforce Norms of Aggression
on Others?

We conducted a laboratory experiment to test whether Southerners would

be particularly likely to goad others into violence in order to uphold norms

of honor. In this study (Vandello & Cohen, 2002), we set up a situation to

measure the extent to which subjects would encourage or discourage ag-

gressive behavior in other people. The study was designed such that sub-

jects (from the North and the South) would witness an ostensibly spontane-

ous threatening conflict unfold between two males.

Subjects were invited to a laboratory and asked to wait in a room until

their experimenter arrived. Groups of four people entered the room and

waited in chairs lined along a wall. Of the four participants, three were ex-

perimental accomplices and one was a naive subject. While they waited,

one male accomplice announced that he had to use the rest room. As he

got up to leave, he stepped on an eyeglass case that belonged to the person

next to him (another male accomplice). Stepping on the glasses produced a

loud crunching noise (simulated by dry rigatoni pasta positioned in the eye-

glass case). The male “victim” opened his case and discovered that his

glasses were broken and cracked. Rather than apologizing, the perpetrator

acted rude and flippantly suggested that the victim should not have left his

glasses on the floor. The two exchanged increasingly challenging words be-

fore the perpetrator left to use the restroom. With the victim left sitting in

290 VANDELLO AND COHEN

TLFeBOOK



the room insulted and holding a pair of broken glasses, the issue was, what

type of prodding or advice would naive subjects give him? For half the par-

ticipants, the confederate probed the subject with either aggressive probes

(“He was being an asshole, don’t you think?” “I’m definitely going in there

and kicking his ass”), and for the other half, he probed them with apolo-

getic probes (“Do you think I should go in and apologize before this gets

out of hand?” “I’m going to apologize before this gets out of hand.”)

We recorded the confederate’s interaction with the naive subjects, coding

for whether the subjects seemed to be encouraging the victim to stand up for

himself and use aggression or force. The procedure was effective in eliciting

a wide range of responses. Perhaps not surprisingly, males were more en-

couraging of aggression than females. However, we found no evidence that

Southern subjects were more encouraging of aggression than Northern sub-

jects were. At least in this study, the hypothesis that Southern cultural norms

of honor are perpetuated by direct enforcement was not supported.

Perceived Enforcement of Norms

Even when there is not actual evidence of norm enforcement, however,

there may be crucial differences in whether Southern and Northern Whites

perceive norms to be enforced. This seems especially crucial when one con-

siders the issue of ambiguous signaling. If others are silent while an event

occurs, does it mean they are approving or disapproving of it? Do ambigu-

ous comments or ambivalent actions communicate disapproval or a “sly

wink” of encouragement? In the case of cultures with aggressive public

norms, individuals may expect others to enforce such norms and thus may

read ambiguous cues as encouraging aggression. Thus, the same behavior

that is seen as neutral in one culture may be interpreted as goading on ag-

gression in another culture. In this way, the public norms shape people’s in-

terpersonal perceptions.

In our “broken glasses” experiment, subjects’ reactions to the conflict

were videotaped, and in a follow-up study, we asked Northern and Southern

subjects to watch tapes from these experimental sessions. In this follow-up,

we showed participants a variety of subject reactions. In two of these tapes,

the subjects seemed to be sending clear messages (on one tape, the subject

told the confederate, “Don’t go fight,” and on the other, the subject told the

confederate on three separate occasions to “kick [the other man’s] ass.”).

Importantly, three of the other tapes had much more ambiguous or ambiva-

lent signaling. On one tape, a subject told a confederate who asked if he

should apologize, “No, probably not” and then said “up to you” when the

confederate said he would apologize. On another tape, the subject re-
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sponded “Yeah, probably” when the confederate asked whether he had

“pissed [the other man] off,” but then when asked if he should go apologize,

the subject told the confederate, “he could have been a little more apolo-

getic himself.” On a third tape, the subject gave little response except to

nod after the confederate’s probes.

We asked Northern and Southern subjects to watch these videotapes

and rate the extent to which they believed that the stimulus targets were

encouraging a violent or peaceful resolution to the conflict. As predicted,

Southerners perceived significantly more enforcement of aggression than

Northerners did, particularly when the subjects gave more ambiguous or

ambivalent signals. As they watched the very same videotapes, Southern

subjects perceived more enforcement of aggression on every tape, with the

North–South difference being especially large for the more ambiguous tapes.

Thus, not only are Southerners particularly likely to believe other men

are more aggressive than themselves, but also there is some evidence that

they actually perceive that aggressive norms are enforced more so than do

Northerners who watch the same interactions unfold. Just as Southerners

expected the “generalized other” to stigmatize their passive reaction in the

Cohen et al. (1996) study and just as they expected other men to be more vi-

olent than themselves when asked about various scenarios, Southerners

also projected onto the “generalized other” signals that this other was en-

couraging aggression and enforcing violent norms.

In a study of teenage male delinquents, Jussim and Osgood (1989) distin-

guished between the subjective influence of others (influence based on

one’s perceptions of significant others) and objective influence (influence

based on significant others’ actual attitudes and values). They found that

objective influence mattered little, whereas subjective influence was quite

predictive. Mapping this on to the regional differences found earlier, we can

see the importance of Southerners’ subjective experience of the “general-

ized other” from their peer group. Pluralistic ignorance could lead to South-

erners following aggressive norms that they think others hold to, even

when few of their peers are deeply committed to such norms in fact.

Of course, all pluralistic ignorance claims are necessarily tenuous if one

does not have an appropriate sample to determine what the “true” senti-

ment in a population is. However, in the North–South studies just de-

scribed, the sample giving the signals (in the broken glasses study) and the

sample reading those signals (in the videotape study) were drawn from the

same population. Although Northerners and Southerners did not differ in

the signals they sent, they did differ in the signals they read. In the absence

of a “gold standard,” an alternative interpretation is that it is the Northern-

ers who were not seeing the true aggressiveness of our participants. How-

ever, although this may be true, the general convergence of evidence sug-
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gests the reverse—that people overestimate the aggressiveness of their

peers and that Southerners are particularly prone to do so.

NORMS, EXPECTATIONS, AND VIOLENCE

Given that Southerners think that violence in at least some circumstances

is normative, this can lead to violent behavior in a number of ways. First, to

the extent that Southerners believe that others disapprove of passivity and

thus regard honor-related violence as a perceived prescriptive norm, they

should be more likely to engage in violence to gain social approval—or at

least to avoid disapproval. (Anderson [1994, p. 82] noted that respect is an

entity often “hard-won but easily lost.”) And second, to the extent that

Southerners believe others will act aggressively and regard honor-related

violence as a descriptive norm, Southerners should be more likely to engage

in aggression themselves as an act of “self-defense.”

Perceived Prescriptive Norms

One possibility is that men might behave aggressively in public in order not

to lose status in front of others (see Cialdini, Kallgren, & Reno, 1991, on in-

junctive norms, and McAdams, 1997, summarizing an esteem theory of

norms). This would be consistent with an impression management account

of aggression (Felson, 1978, 1982). According to this view, retaliatory aggres-

sion may often be an attempt to reinstate a favorable situational identity

when one has been attacked or challenged. This may partially help explain

why insulted individuals are more likely to aggress when an audience is

present, especially males in front of males (Borden, 1975; Felson, 1982;

Luckenbill, 1977).

A suggestive study by Richard Felson and his colleagues (Felson, Liska,

South, & McNulty, 1994) demonstrated how aggression and violence might

be driven more by group norms than by internalized individual values pro-

moting violence. Using questionnaire data from boys from 87 different high

schools, they found that the school culture played a large role in predicting

boys’ violent actions. Even after controlling for a boy’s own values, the val-

ues of his schoolmates (i.e., the group norm) predicted his aggressive be-

havior. Earlier, Short and Strodtbeck (1965) studied delinquent youths in

gangs and found discrepancies there between public norms and the youths’

private attitudes. Working-class delinquent youths endorsed middle-class

values in private but not in front of their peers. The delinquency and vio-

lence of these males may partially reflect their misconceptions about the

values of their peers. Thus, much of the aggressive bravado enacted by de-
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linquent youths might be misguided attempts to impress others who are

mistakenly believed to value such behavior.

Descriptive Norms, Expectations, and Defense

In terms of perceiving violence as a descriptive norm, the belief that others

hold to violent norms can also lead to violence because it changes one’s be-

liefs about what other people’s actions mean and how likely violence is to

ensue. Given that both parties know insults will be answered with violence,

in some honor cultures, hostile attributions will be made for violations. In

these cultures, the threshold for judging what is a threatening situation that

must be answered with hostility may be lowered (cf. Cohen, 2001; Cohen &

Vandello, 2001; Cohen et al., 1999). In writing about such thresholds in the

inner city, for example, Anderson (1994) noted that “many of the forms that

dissing [disrespecting] can take seem petty to middle-class people (main-

taining eye contact for too long, for example), but to those invested in the

street code, these actions become serious indications of the other person’s

intentions. Consequently, such people become very sensitive to advances

and slights, which could well serve as warnings of imminent physical con-

frontation” (p. 82; see also Horowitz & Schwartz, 1974, pp. 240–241).

Dodge, Crick, and colleagues have described how aggressive youths of-

ten hold attribution biases, such that they interpret others’ actions as ag-

gressive and hostile (Crick & Dodge, 1994; Dodge, 1985; Dodge, Bates, &

Pettit, 1990; Dodge & Coie, 1987; Dodge & Crick, 1990; Dodge & Schwartz,

1997). We suggest that in some cultures of honor these tendencies are more

prevalent because in some social environments these potentially offensive

actions are reliable cues to future aggression. But here, too, the issue is one

of self-reinforcing cycles of action. Believing that action X by person A is a

cue to A’s hostile intentions, person B will react with hostility, and A will

probably counter that hostility with aggression of his own. Thus, action X

will seem to be a reliable cue that A will act in a hostile way, but this may be

only because it has become so through B’s expectations. Action X may or

may not have been a reliable cue to A’s original intentions; but because of a

self-fulfilling prophecy, it can seem to be a reliable cue to his ultimate ac-

tions.

The belief that others are ready to use violence can lead to a self-

fulfilling prophecy either (a) when one is trying to decode the ambiguous

actions of others (was it an indication of hostility or an honest mistake?) or

(b) when it is plain that a bona fide conflict has arisen. In terms of the latter

case, once the conflict is out on the table, two parties may race to the first

blow as a matter of self-defense. Southern historian Grady McWhiney

(1988), for example, recounted how a cycle of deadly violence perpetuated

itself among those in the Old South who had ready access to guns:
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As one observer of the South noted, enemies would meet, exchange insults,

and one would shoot the other down, professing that he had acted in self-

defense because he believed the victim was armed. When such a story was

told in court, “in a community where it is not a strange thing for men to carry

about their person deadly weapons, [each member of the jury] feels that he

would have done the same thing under similar circumstances so that in con-

demning him they would but condemn themselves.” Consequently, they free

the slayer, “and a hundred others, our sons and half grown lads amongst

them, resolve in their hearts, that since every man may go armed and every-

one is therefore justifiable in slaying his enemy, they will do likewise.” (p. 163;

quotations from J. A. Lyon, in Columbus [Mississippi] Eagle, June 1, 1855)

In terms of the present-day inner city, Anderson (1994) also noted that in-

ner-city youths who do not subscribe to the “code of the streets” (code of

honor) still must follow it as a defensive strategy. Anderson argued that the

vast majority of inner-city residents have not internalized the “code of the

streets.” Yet in many situations, it is necessary for them to play by its rules

merely because others, making similar calculations, also find it necessary

to play by the code. As Anderson wrote, “Knowledge of the code is largely

defensive; it is literally necessary for operating in public. Therefore, even

though families with a decency orientation are usually opposed to the val-

ues of the code, they often reluctantly encourage their children’s familiarity

with it to enable them to negotiate the inner city environment” (p. 82). Indi-

viduals may follow the code merely because they expect others to do the

same; as Axelrod and Hamilton (1981) and Putnam (1993) showed, such en-

vironments in which people distrust their neighbors and thus act unco-

operatively or aggressively can be remarkably stable and persistent over

time (see also Axelrod, 1984, on the potential stability of both uncoopera-

tive social strategies and reciprocity).

CULTURAL RESISTANCE AND CULTURAL
CHANGE

It might seem that an outdated social norm that no longer has adaptive

value is a fragile and unstable thing that should be easy to overturn. But as

the examples at the beginning of the chapter make clear, outdated cultural

norms and practices can have surprisingly long lives. In the case of long-

standing historical honor norms, how have these norms had such staying

power? As described earlier, situations in which people expect that insults

will lead to violence can result in situations where insults (or in some cases,

things that only potentially look like insults) really do lead to violence. For

a cultural norm to change, not only do individual values need to change,

but often there needs to be a shared public recognition of this change.
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Despite surprising cultural inertia in the South, there is reason for hope.

Cultural norms are also susceptible to unpredictable and rapid shifts, and

groups of cooperating actors can band together to form subcultures that

can gradually or rapidly expand. The example of ending the long-standing

practice of footbinding young girls in China provides an illustration of a

norm that was rapidly changed. The thousand-year-old practice of foot-

binding died in just over a generation in some regions of China after a num-

ber of families got together to form anti-footbinding societies and pledged

not to let their sons marry women whose feet had been bound (Mackie,

1996; Rosen, 1997, p. 178). This was an effective strategy perhaps because it

gave people opposed to the practice an opportunity to find each other and

form interacting networks with the opposite norm. (For another modeling

of how small numbers of cooperating individuals can band together, find re-

ciprocating partners, and dramatically expand their presence in a popula-

tion, see also Axelrod’s [1984] Evolution of Cooperation, pp. 63–69.) Relatedly,

the anti-footbinding societies were perhaps also effective because they

broke down a more widespread pluralistic ignorance regarding how people

privately felt about the practice of binding women’s feet.

In the laboratory, social psychologists have demonstrated how much

power a small minority can have in challenging a norm. Asch’s (1955) clas-

sic conformity studies demonstrated how conformity effects could be

wiped out by breaking the perceived consensus of the group. When even a

single dissenter was present among an otherwise unanimous (but incorrect

and privately wary) majority, subjects’ conformity was greatly diminished.

Extrapolating a bit, the same processes might be involved in creating cul-

tural change. A public cultural norm might be presumed to reflect consen-

sus, even as private dissent festers below the surface. However, even a

small minority can be enough to disrupt this perceived consensus and al-

low people to break ranks and eventually overturn the public norm.

Given that attitudes endorsing culture of honor values are not as

strongly internalized among some southerners as they might first appear,

one key to changing these public norms would be to signal that a perceived

consensus is illusory. Of course, there are reasons one might not want to

change these norms, and these are discussed more fully in Cohen et al.

(1998) and Cohen et al. (1999). But if there were to be purposeful actions to

alter the norms, there are several potential approaches at various levels of

intervention.

At a broad level, laws and social policies may serve to shape cultural

norms. Recently, legal scholars have begun a movement to explore how

laws might be used to shape cultural meanings and customs (Kahan, 1998;

Lessig, 1995, 1998). Laws are typically seen as influencing behavior directly,

through their power to create compliance, but laws can influence behavior

indirectly and nonlegally as well, by influencing social norms. For instance,
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McAdams (1997, 2000) talked about an expressive function of laws. That is,

laws symbolize societal values and express a culture’s standards. By mak-

ing policy that expresses a culture’s condemnation of violence, law can be

used to overturn norms perpetuated through pluralistic ignorance. In other

words, laws can shape values; further, to the extent that there are pub-

lic–private discrepancies in people’s attitudes, laws can also publicize a so-

cietal consensus that might otherwise have remained hidden in people’s

private beliefs.

Cooter (1997) provided a colorful example of the way expressive laws or

formal enforcement of standards can also catalyze informal, private en-

forcement. He gave the example of “pooper scooper” laws requiring owners

to clean up after their dogs. Given the social awkwardness of taking some-

one to task for not cleaning up after their pet, pluralistic ignorance might

develop regarding general attitudes toward tolerance for messy public

spaces. However, formal “pooper scooper” laws can make it easier for peo-

ple to enforce informal norms regarding the same behavior. “No smoking”

laws may work similarly: It is easier and much less awkward to remind

someone of the law or simply point to a “No Smoking” sign than it is to de-

liver a stern moral lecture on the evils of secondhand smoke or the (literal)

tragedy of the commons that will result from promiscuous pooping. By giv-

ing people a channel or an easy, legitimate way to correct norm violators,

expressive laws can increase the private enforcement of norms. Thus, ex-

pressive law can both clarify and publicize a social consensus and make it

easier for people to enforce the norms against those who would violate

these consensual standards.

At a more micro level, intervention programs aimed at exposing pluralis-

tic ignorance may prove effective in changing cultural norms. Indeed, there

is some evidence that this can be a very effective tactic. Schroeder and

Prentice (1998) were able to effectively reduce alcohol use among college

students by implementing a program to expose pluralistic ignorance. Stu-

dents participated in peer-oriented discussion groups in which data were

presented that showed students’ misperceptions about drinking attitudes

on campus. These students later reported less drinking than a control

group who had gone through a more standard individual-oriented program.

Perhaps a similar approach could be used to change cultural norms regard-

ing violence among strong honor subcultures. Such an approach is more

micro in scope than attempting to create laws and social policies to shape

broad cultural norms, but perhaps such modest changes would be enough

to create momentum among cultural members and expose unpopular or

outdated cultural norms on a larger scale (see, e.g., Schelling, 1978; see also

Gladwell, 1996). As discussed in this volume, recent modeling research by

Latané and colleagues (Huguet & Latané, 1996; Latané, 1997, 2000; Schaller &

Latané, 1996) also demonstrated how changes in local norms can rapidly
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spread through dynamic social impact processes to create larger clusters

of social representations.

CONCLUSIONS

One popular explanation in sociology for cultural differences in violence

has been the subculture of violence thesis (Wolfgang & Ferracuti, 1967). This

theory proposes that cultures affect individual behavior by shaping the val-

ues (for instance, courage, honor, toughness) of the members of the subcul-

ture. These values, in turn, lead to differences in the acceptability of vio-

lence. However, the research we reported in this chapter suggests that

culture might also have a very large part of its influence on violence not

through shaping individuals’ values, but through establishing shared public

norms.

The processes contributing to cultural persistence discussed in this

chapter are part of a more general model for some hypothetical transition

stages in cultural evolution (see Fig. 12.1). At the first stage (“the behavioral

stage”), behavioral patterns arise as functional adaptations to the environ-

ment. That is, the patterns are adaptive (even if not optimally adaptive) for

individuals. At this stage, they are not necessarily internalized, and they are

not necessarily normative. Various ecological, economic, and historical cir-

cumstances provide a reasonable explanation for why a rational behavior

pattern of vigilance and violence in response to threats or challenges may

have developed in the South. The region was originally a frontier area with

a large herding economy (McWhiney, 1988). There was little law enforce-

ment, and the South remained a frontier region relatively late into its devel-

opment. Being able to defend oneself, one’s possessions, and one’s family

had obvious survival value that did not necessarily need to be buffered by

an elaborate cultural ideology or system of meanings.

At the second stage (the “meaning stage”), cultural norms spring up to

support the functional behavior patterns. At this stage, the patterns be-

come more than simply adaptive; they also become culturally meaningful.

Norms about honor, toughness, and masculinity become embedded into ap-

propriate gender roles, scripts, expectations, and cultural definitions of

personhood. Children are socialized to incorporate the cultural values and

behaviors associated with the shared norm. In his book, Manhood in the

Making, David Gilmore (1990) discussed this stage of the cultural process

when he talked about what it takes to be a man:

To be a man, most of all, they must accept the fact that they are expendable.

This acceptance of expendability constitutes the basis of the manly pose ev-

erywhere it is encountered; yet simple acquiescence will not do. To be socially
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meaningful, the decision for manhood must be characterized by enthusiasm com-

bined with stoic resolve or perhaps “grace.” It must show a public demonstration

of positive choice, of jubilation even in pain, for it represents a moral commitment

to defend the society and its core values against all odds. (pp. 223–224, emphasis

added)

Thus, at this stage, the norms can become deeply incorporated into self

and social definitions.

At the third hypothetical stage (the “internalized stage”), behaviors may

lose their adaptive value (perhaps because of ecological, economic, or de-

mographic changes in the culture), but the norms continue to persist be-

cause they have become internalized into people’s scripts and patterns of

thought. In the case of honor norms, they are part of what it means “to be a

man.” Honor norms continue to be socialized into children, reinforced by

strong communities, enshrined in social policy, and buffered by religion

(Cohen, 1998; Cohen et al., 1998; Ellison, 1991; Ellison & Sherkat, 1993). Such

cultural transmission can involve explicit instruction and implicit as well

(Cohen, 1997). John Reed (1981) described the means by which norms

about violence are learned:

Like the words to “Blessed Assurance,” the technique of the yo-yo or the con-

viction that okra is edible, [honor norms are] absorbed pretty much without

reflection, in childhood. Southerners learn, as they grow up, that some dis-

putes are supposed to be settled privately, violently sometimes, without call-

ing in “the authorities.” . . . If you were called out for some offense, you fought.

I guess you could have appealed to the teacher, but that just—wasn’t done.

And that phrase speaks volumes. (p. 13)

Edgerton (2000) has described the way cognitive limitations and habits

of cognitive miserliness can keep cultural patterns in place. (See also Chiu,

Morris, Hong, & Menon, 2000, on how the need for closure promotes reli-

ance on the most salient and prominent cultural theories.) Cultural patterns

become internalized scripts and habits that are rarely consciously noted; if

noted, rarely questioned; and if questioned, rarely energetically refuted

(Cohen, 1997; Triandis, 1994). In Lessig’s (1998) terms, such norms may

sometimes be both primarily backgrounded and uncontested. At this stage,

both explicit and implicit norms, scripts, and cultural practices may have

become internalized and be functionally autonomous from the original cir-

cumstances that gave rise to them. The various social mechanisms that

then explicitly and implicitly perpetuate a culture at this point may be par-

ticularly ripe for analysis by psychologists (Cohen et al., 1999).

In the fourth hypothetical stage (the “compliance stage”), the internaliza-

tion can also eventually fade (Cohen & Vandello, 2001). In this case, the

norms are not necessarily adaptive, nor are they internalized, but they per-
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sist because either (a) people think others follow these norms or (b) people

think others expect them to follow such norms. The norms may or may not

be foregrounded in people’s private psyches, but they remain relatively un-

contested in the public domain (Lessig, 1998). People’s continued compli-

ance and their beliefs that others expect it of them reinforce each other in

ways we have described in this chapter. Such processes may keep outdated

cultural norms in place for generations in a type of cultural lag or conserva-

tive lag (Miller & Prentice, 1994; Triandis, 1994; see also Cohen, 1998, 2001,

for more discussion of cultural change).

This single model of cultural persistence and evolution is clearly stylized

and often inaccurate or inapplicable. The boundaries between transition

stages are often, of necessity, blurry. Many cases will be found where

norms disappear rapidly after they are no longer functional (thus bypass-

ing stages 3 and 4). Cases will be found where the processes of internaliza-

tion did not take hold. Importantly, in many instances, the “behavioral” and

“meaning” stages will have emerged together. And certainly it is true that

the preexisting meanings of a culture will shape what becomes an accept-

able behavioral solution (Kluckhohn, 1965, pp. 42–70; see also Cohen, 2001,

on the intracultural niche in which cultural traits emerge). Nevertheless,

this stylized, hypothetical model might prove useful in thinking about some

of the issues discussed with respect to adaptive explanations, public and

private attitudes, functional autonomy, and the multiple equilibria that

arise from social interdependence (Cohen, 2001; Cohen & Vandello, 2001). It

might be one useful model among the multiple models needed for develop-

ing what Sperber (1985, 1990) has called an “epidemiology of beliefs” or “ep-

idemiology of representations.”

In terms of the phenomena described in this chapter on violence, these

hypothetical transition stages of cultural persistence and evolution may

help to explain why although conditions have changed considerably in the

South, vestiges of a culture of honor tradition remain. Returning to the stud-

ies reviewed here, for at least some populations of the region, the collective

public norm persists despite changes in the attitudes of the individual

members of the culture. In Miller and Prentice’s (1994) terms, the “collec-

tive norm” may continue to favor honor-related values, even though the

“aggregate norm” does not. This is not to say that Southerners have not in-

ternalized culture of honor norms to some extent. Indeed, survey evidence

indicates that there are some consistent regional differences when consid-

ering honor-related issues (Cohen & Nisbett, 1994). However, public South-

ern honor norms and public behavior may tend to show far stronger re-

gional differences than more private attitudes do.

We have focused our analysis on the specific case of violence, particu-

larly violence in the U.S. South. However, many of the processes described

in this chapter are also applicable to other issues involving cultural perpet-
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uation. We suspect that some of the most important questions in our rap-

idly changing world will relate to the issues of how persistent various cul-

tural patterns will be and how these various patterns maintain themselves

(or change) in the face of changing circumstances. To explore these ques-

tions, much attention is needed to the social processes that occur as indi-

viduals and cultures “make each other up” (Kitayama & Markus, 1999;

Shweder, 1990). We expect that psychologists will have a lot to contribute

to this interdisciplinary discussion.
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The ever-growing body of research on acculturation is in agreement on at

least one issue: Moving to a new culture involves psychological adjustment.

This adjustment occurs over a wide variety of domains, including acquiring

a new language, learning new interpersonal and social behaviors, becoming

accustomed to new values, adapting to a new diet, and becoming a member

of a minority group (e.g., Berry & Kim, 1988; Church, 1982; Dornic, 1985;

Feldman, Mont-Reynaud, & Rosenthal, 1992; Furnham & Bochner, 1986; La-

Fromboise, Coleman, & Gerton, 1993; Pasquali, 1985; Schwarzer, Bowler, &

Rauch, 1985). More pertinent to self-researchers, however, is research on

the adjustment of the self-concept in the acculturation process.

METHODOLOGICAL APPROACHES FOR THE
STUDY OF CULTURE AND PSYCHOLOGY

Cultural psychology maintains that culture and self are mutually consti-

tuted (e.g., Markus, Mullally, & Kitayama, 1997; Shweder, 1990). That is, indi-

viduals seize meanings and resources from their culture in the construction

of their selves, and likewise, the collective sharing of meaning and re-

sources among individuals shapes the cultural environment. Despite the

straightforwardness of this theoretical view, empirical evidence for the cul-

tural foundation of the self-concept is not immediately obvious, nor is its as-

sessment a simple task. For example, it is extraordinarily difficult for a cul-
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tural insider to observe the cultural foundation of the self-concept without

another culture with which to make comparisons. Culture is largely invisi-

ble to members of it, because what is unique to the culture cannot be distin-

guished from what people understand to be human nature (Heine, Lehman,

Peng, & Greenholtz, 2002).

There have been two primary methodological approaches to studying

cultural influences on the self-concept. A typical approach utilized by cul-

tural psychologists is to explore a single culture outside of their own, thus

providing researchers with a more objective vantage point. The culture un-

der study is contrasted with that of the researcher’s own either implicitly,

by focusing on those cultural aspects that appear novel, or explicitly with

cross-cultural data. Any differences that are identified between the two cul-

tures serve to illuminate the role of culture by inviting a cultural psycholog-

ical explanation to account for them (Greenfield, 1997; Miller, 1999). Be-

cause cultural psychologists are interested in the exploration of cultural

artifacts in the self-concept, it is incumbent on them to have a detailed

knowledge of the culture under study. This approach assumes that only

through a rich understanding of the culture will a rich understanding of the

self-concept be achieved. Thus, a common strategy for cultural psycholo-

gists is to focus their research on a single culture, perhaps living there,

learning the language, reading much about the culture, and collaborating

with members of that culture (Greenfield, 1997).

However, the cultural psychological approach is not without its limita-

tions. Any differences that are identified between two cultures on a particu-

lar psychological process might tell us something about how one culture

appears relative to the other, but they do not tell us much about that cul-

ture relative to the rest of the world. Frequently it seems that much of cul-

tural psychology is conducted from the perspective of North Americans (at

least those north of the Mason–Dixon line). Any cultural differences that

are found in comparison to North Americans are typically interpreted as

telling us something about how culture has shaped the “other” group. How-

ever, the peculiar cultural phenomenon in need of explanation may instead

be the North American case (e.g., Lipset, 1996). That is, in many respects

the more unusual finding, for example, is not that much of the world is

collectivistic but that Westerners are individualistic (Geertz, 1974/1983;

Markus & Kitayama, 1991); not that Southerners participate in a “culture of

honor” but that Northerners lack concern with honor (Nisbett & Cohen,

1996; Vandello & Cohen, chap. 12, this volume); not that Indians focus on be-

neficence obligations but that Americans focus on justice obligations

(Miller & Bersoff, 1992); not that Japanese are self-critical but that Canadi-

ans and Americans are self-enhancing (Heine, Lehman, Markus, & Kitayama,

1999); or not that East Asians reason holistically but that Americans reason

analytically (Nisbett, Peng, Choi, & Norenzayan, 2001). Binary comparisons
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render explanations relative to the comparison culture (usually North

American); however, if our goal is to investigate human nature, absolute as-

sessments of cultural phenomena (or at least assessments relative to the

world as a whole) would seem to be of greater utility.

Likewise, if a psychological process under study is compared across cul-

tures that are hypothesized to differ in terms of a dimension such as indi-

vidualism/collectivism and a cultural difference is found, we cannot say

with confidence whether individualism fosters the psychological process,

or whether collectivism inhibits the process, or both. Moreover, cultures

are of course far too complex to be reduced meaningfully to any single di-

mension. Any cultural differences that are identified may be due to other di-

mensions of culture on which the two groups differ that are concealed by a

reliance on two-culture comparisons.

Examining a multitude of cultures at once, the prototypical strategy of

cross-cultural psychology (e.g., Diener & Diener, 1995; Hofstede, 1980;

Schwartz & Bilsky, 1990) is an approach that mitigates some of these diffi-

culties. Large-scale multinational comparisons allow us to see how each cul-

ture compares not just to a single cultural target, but to the larger matrix of

other cultures in the study. This approach strives to map out the world in

terms of a number of cultural dimensions. However, this method also has

its shortcomings. First, as no individual is particularly knowledgeable about

all cultures under study, cross-cultural psychologists face the problem of

having limited knowledge about their objects of study. This approach does

not allow one to explore how culture shapes the psychological process, as

the researchers do not have access to information regarding the makeup of

those cultures beyond their psychometric measures. Moreover, as there

are serious validity concerns with cross-cultural comparisons of many

kinds of psychometric measures (e.g., Heine et al., 2001; Heine et al., 2002;

Peng, Nisbett, & Wong, 1997), accepting the data from large multinational

comparisons at face value would seem to require a leap of faith. Both of the

conventional approaches to studying culture and psychology thus have

their strengths and weaknesses.

A third possible approach for investigating the role of culture on the self

is to examine the acculturating individual. In many cases of migration, indi-

viduals’ culturally constructed selves are at odds with the cultural meaning

system of the new culture to which they have moved. The study of accultur-

ation makes it possible to identify changes in the self-concept that individu-

als experience when encountering a new culture. Investigations of the

acculturating individual allow researchers to assess the effects of a meas-

ured degree of exposure to a particular cultural environment on individu-

als’ self-concepts. This approach has been rarely employed in the past (e.g.,

Cross, 1992; Minoura, 1992), but it can provide us with a perspective on cul-

tural influences different from those provided from cultural or cross-cul-
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tural psychological approaches. We utilized this approach in the studies de-

scribed next.

CULTURE AND HUMAN NATURE

Cultural psychology recognizes that the development of the individual is

bound up within the process of socialization, that is, the process of the indi-

vidual orienting him or herself within a system of meaning (Shweder et al.,

1998). Humans have the longest period of socialization of any species,

which reflects our great dependency on acquiring cultural sources of mean-

ing. Geertz (1973) argued that humans are born into an “information gap”—

that is, there is a pronounced discrepancy between the amount of instinc-

tual information that is hard-wired into us at birth and the amount of infor-

mation that we need to survive. Survival depends on the individual’s ability

to successfully learn the language, technology, and customs of his or her

surrounding cultural environment. Thus, humans must come into the world

prepared to attend to and seize cultural meanings from around them. In

fact, humans are unique in their tendencies to imitate and mimic novel be-

haviors of social models (Boyd & Silk, 1997; Tomasello, 2001). Humans ap-

pear to be biologically programmed to seize, make use of, and depend on

cultural meanings.

Indeed, culture itself may have played an integral role in the evolution of

our meaning-seizing capacities. Geertz (1973) maintained that the evolution

of culture did not follow human evolution, as has traditionally been as-

sumed, but that the two evolved simultaneously. Our abilities to make use

of cultural information, such as our ability to learn technologies to procure

food, to communicate our needs to our caretakers, to make ourselves at-

tractive to potential mates, and to marshal political support for our causes

were likely selected throughout our evolution. That is, the development of

culture did not begin after we passed some magical threshold to modern

Homo sapiens, but was a selective force itself in the evolution of our capaci-

ties to make use of cultural meanings. In this way, culture was “ingredient”

to our evolution, not just a product of it (Geertz, 1973, p. 47). Importantly, it

was not the ability to make use of specific forms of cultural information that

was selected throughout our evolution, but general forms of it. For example,

the ability to master antelope hunting in the African savanna would only be

an evolutionary cost as soon as our ancestors expanded into new environ-

ments that contained no antelopes. Rather, the ability to seize meaning

from whatever cultural environment that we were born into would maxi-

mize our likelihood of survival. Our common evolutionary heritage has pro-

vided us with a universal mind, although it emerges in one of manifold men-
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talities through our participation in particular cultural worlds (Shweder et

al., 1998). As Geertz (1973) famously asserted, “we all begin with the natural

equipment to live a thousand kinds of life but end in the end having lived

only one” (p. 45).

According to this view, our nature is ultimately that of a cultural being. It

is difficult to conceive of a “cultureless” human, as the process of becoming

human is contingent on the orientation of oneself within, and the seizing of

meanings from, a particular cultural environment—any cultural environ-

ment. An individual that was somehow raised in isolation from a culture

thus would lack some of the very characteristics that we often consider in-

tegral to “human nature.”1 The process of normal human development can

thus be seen to hinge on being socialized into a particular cultural meaning

system. The question that this chapter concerns itself with is, what hap-

pens to individuals who are socialized into more than one cultural meaning

system?

A SENSITIVE PERIOD FOR ACQUIRING
A CULTURAL MEANING SYSTEM

To the extent that humans evolved as cultural beings, we should see evi-

dence for our brains being preprogrammed to learn a cultural meaning sys-

tem. One such source of evidence would be an indication that there is a

sensitive period for being enculturated. Typically, behavioral skills do not

worsen with age; rather they increase. In contrast, some developmental do-

mains have a sensitive period in which the ability to learn reaches a peak

(typically early in life) and quickly drops off. The existence of a sensitive pe-

riod suggests that the acquisition of skills occurs by virtue of a set of innate

constraints that are present during the sensitive period but weaken with

maturation (Newport, 1991). Computer modeling has revealed that to the

extent that the degree of mastery of certain skills confers a survival advan-

tage throughout the individual’s lifespan, a sensitive acquisition period

should be evident (Hurford, 1991).
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There is considerable evidence that there is a sensitive period for the ac-

quisition of language (e.g., Hurford, 1991; Lenneberg, 1967; Newport, 1991;

but see Singleton, 1989 for a contrary view). Early in life (before puberty),

humans have a superior capacity for acquiring and mastering languages

(both first and second languages, although adults may initially outstrip chil-

dren when they begin to learn a second language; Johnson & Newport,

1989), but this capacity declines with maturation (Lenneberg, 1967; New-

port, 1991). That we learn a language in a particular stage of development,

and do not simply acquire one at any point in our lives, is evidence that our

capacity for learning language is, as Chomsky (1982) put it, “highly useful

and very valuable for the perpetuation of the species and so on, a capacity

that has obvious selectional value” (pp. 18–19). We have a biological predis-

position to learn a language in this sensitive period.

Learning a language is a necessary aspect of being socialized in a partic-

ular culture. Edward Sapir stated “Language is a great force of socialization,

probably the greatest that exists” (Mandelbaum, 1951, p. 15). In this respect,

we should expect that language acquisition parallels cultural acquisition,

and to the extent that our ability to seize cultural meanings was a selective

force, a sensitive period for cultural learning should also be evident.

The measurement of the acquisition of culture, however, is much less

straightforward than the measurement of the acquisition of language. Cul-

tures do not have as tangible and measurable a grammar, accent, morphol-

ogy, or vocabulary. Despite these methodological challenges, Minoura

(1992) launched a large-scale investigation of a sensitive period for learning

culture. She developed an elaborate coding system which assessed the cul-

tural acquisition of cognitive, behavioral, and emotional domains of culture.

Minoura interviewed Japanese-born children who had moved to the United

States at various different ages. Her results suggest that people appear to

be internalizing cultural meaning systems from birth; however, after 9 years

of age some permanence in the retention of learned cultural meanings

emerges. That is, those participants who moved to the United States before

the age of 9 reported becoming largely “Americanized,” and felt relatively

distant from their Japanese heritage. Those who moved to the United

States between the ages of 9 and 15 still retained some Japanese cultural

sensibilities but also felt reasonably comfortable with American ways.

Those who moved to the United States after the age of 15, however, were

never able to fully embrace American culture, particularly with respect to

their emotional experience. They continued to see the world through Japa-

nese cultural lenses. Just as older second-language learners often maintain

an indelible accent from their mother tongue, older second-culture learners

often preserve an echo of the emotional repertoire of their mother culture.

The developmental sequence of culture-learning identified by Minoura

nicely coincides with that found in second language acquisition (Johnson &
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Newport, 1989). Moreover, the variable that correlated most strongly with

American cultural mastery in Minoura’s study was English language ability.

Cultural meaning system acquisition and language acquisition may be inex-

tricably intertwined as they both involve efforts to extract meaning from

the social environment. Thus far, Minoura’s study is the only one to provide

empirical data regarding a sensitive period for the acquisition of culture,

and although any single study is limited in the extent of its explanatory

power, the parallels of her findings with those from studies of language ac-

quisition are compelling.

LIVING IN TWO CULTURAL WORLDS

Most cross-cultural studies have contrasted people from two or more dis-

tinct cultures, but some of this research has also included samples of

biculturals that are intermediate to the two cultures under study. For exam-

ple, Asian Americans comprise a group that have exposure to both main-

stream European American culture and their family’s traditional Asian cul-

ture. It follows that such individuals should evince ways of thinking

intermediate to that of European American and Asian samples. In general,

studies that have investigated these three cultural groups, on a wide vari-

ety of measures relevant to the self, have found evidence consistent with

this pattern (e.g., Heine et al., 2001; Heine & Lehman, 1997a, 1999; Iyengar,

Lepper, & Ross, 1999; Kitayama, Markus, Matsumoto, & Norasakkunkit, 1997;

Norenzayan, Choi, & Nisbett, 2002). These results are consistent with the

notion that Asian-Americans come to embrace a view of self in between that

of European-Americans and Asians.

However, it is not necessarily the case that the self-concept of accul-

turating groups is the product of some kind of blending of the two self-

concepts from their host and home cultures. Another possibility is that

acculturating individuals have access to two cultural meaning systems, and

they oscillate between the two of them (e.g., Anderson, 1999; DuBois, 1903/

1989; LaFromboise et al., 1993). The intermediate results obtained in past re-

search with Asian Americans might thus reflect that at the time of the stud-

ies some Asian-Americans were operating in “European American mode,”

whereas others were operating in “Asian mode.” Indeed, a number of re-

searchers have argued that culture is akin to a meta-schema, and that we

can have potential access to multiple meta-schemas at once (Hong, Morris,

Chiu, & Benet-Martinez, 2000; Lee, Aaker, & Gardner, 2000; Trafimow, Tri-

andis, & Goto, 1991). Research consistently reveals that those cultural

schemas that are currently activated guide thoughts and behavior. For ex-

ample, when primed with thoughts associated with interdependence, indi-

viduals from various cultural backgrounds are more likely to make situa-

13. ACCULTURATION OF THE SELF-CONCEPT 311

TLFeBOOK



tional attributions (Hong et al., 2000), opt for risky investment decisions

(Mandel, 2000), adopt a prevention focus (Lee et al., 2000), or place more

emphasis on attending to social norms (Ybarra & Trafimow, 1998). In this

regard, moving to a new cultural context involves the socialization of a new

cultural meaning system that exists parallel to the system of the individ-

ual’s original culture. The notion that there is a sensitive period for cultural

acquisition suggests that the chronic accessibility of a cultural meta-sche-

ma is more likely if it is acquired before puberty.

ACCULTURATION OF SELF-ESTEEM

Self-esteem is the most researched construct related to the self-concept;

over 18,000 studies investigating it have been published over the past 35

years (this is a rate of more than 1 publication per day!). Since many of

these studies were conducted across cultures we have an empirical base

with which to evaluate cultural influences on self-esteem. To the extent that

we can identify a clear pattern of cultural differences on self-esteem, we can

explore acculturative changes of self-esteem when individuals from one cul-

ture migrate to a culture that sustains different levels of self-esteem.

Much research suggests that values associated with individualism and

independence are associated with higher self-esteem (e.g., Heine, in press).

A cultural orientation that views individuals as the basic social unit will also

tend to encourage people to believe in their own integrity qua individuals.

In North America, for example, where individualism is prized, the culture

urges individuals to view themselves as independently functioning agents

(e.g., Bellah, Madsen, Sullivan, Swindler, & Tipton, 1985; Sampson, 1977).

People who embrace an independent view of self tend to have a sense of

identity that is anchored in its internal attributes and is viewed as the

source of action and the center of control (Markus & Kitayama, 1991). Main-

taining this autonomous sense of agency and identity is fostered by identi-

fying and affirming these inner attributes (Heine, in press). A habitual posi-

tive self-view confirms for the individual that they possess the requisite

characteristics to fulfill cultural tasks associated with independence, self-

sufficiency, and autonomy (Heine et al., 1999).

It follows then that the more autonomous and self-sufficient individuals

perceive themselves, the more positively they should feel. Evidence for

these relations are found in correlational studies of self-esteem and inde-

pendent views of self: Regardless of the culture within which the study is

conducted, people who have a more independent view of self also report

higher self-esteem (correlations range from .33 to .52 within cultures; Heine

et al., 1999; Singelis, Bond, Lai, & Sharkey, 1999; comparable correlations

have been identified between independence and self-enhancement; Heine &
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Renshaw, 2002). There is thus a considerable degree of overlap between the

concepts of independence and positive self-views.

A Confucian framework of interdependence, which is at the core of the

self in many East Asian cultures, including Japan (e.g., Heine, 2001; Markus

& Kitayama, 1991; Su et al., 1999), provides an alternative conception of self.

This view of self brings with it cultural goals that conflict with desires to be

self-sufficient and autonomous. Individuals are connected to each other via

relationships and with respect to the roles that are inherent in those rela-

tionships. These various relationships constitute a coherent hierarchy with-

in which the individual has a place defined by a clear set of obligations and

duties towards other members of their groups. Inadequate performance of

the duties associated with one’s roles indicates that the individual is not do-

ing his or her part in contributing to the group’s success and is thus not ful-

filling important cultural obligations associated with interdependence. Indi-

viduals’ commitments to in-group members render them obligated to live

up to the standards associated with their roles—standards that are impor-

tantly not determined by the individuals themselves but consensually by

others in the hierarchy, and to a certain extent by society as a whole (Heine

et al., 2001; Kitayama et al., 1997). Individuals thus must be sensitive to ways

that they might fall short of these standards, thereby failing to live up to the

obligations that they have, and communicating to others that one is not do-

ing their part towards the group’s success. They must be vigilant to any

shortcomings indicating where they need to make greater efforts to better

fulfill their roles. This orientation, in contrast to self-enhancement, is

termed self-criticism (Heine et al., 1999).

This reasoning suggests that interdependence is not associated with en-

hanced positive self-views, and may even be linked with more self-critical

views. Correlational studies conducted with a variety of measures of inter-

dependence and positive self-views reveal that, regardless of the culture in

which the study was conducted, individuals higher in interdependence do

not have higher self-esteem or show evidence of greater self-enhancement

(r values range from �.01 to �.44 within cultures; Heine et al., 1999; Heine &

Renshaw, 2002; Kiuchi, 1996; Singelis et al., 1999; Yamaguchi, 1994). Interde-

pendence is orthogonal, or even antagonistic, to positive self-views, within

North American and East Asian cultures.

This difference in the relations between independence and interdepend-

ence and self-esteem within cultures, suggests that there should be corre-

sponding differences in self-esteem between cultures that differ in terms of

their independence and interdependence. Much evidence from a variety of

disciplines has suggested that values associated with independence are

most closely associated with North Americans (Bellah et al., 1985; Lipset,

1996; Markus & Kitayama, 1991; Sampson, 1977; Triandis, 1989) whereas

those associated with interdependence are more strongly embraced by
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East Asians, particularly Japanese (Bachnik & Quinn, 1994; Hamaguchi,

1985; Lebra, 1976; Markus & Kitayama, 1991; Triandis, 1989; but note the lack

of supportive psychometric evidence on trait measures for this cultural dif-

ference, Matsumoto, 1999, and Takano & Osaka, 1999; and explanations for

this lack of support, Heine et al., 2002, and Peng et al., 1997). Thus, evidence

of high self-esteem should be less evident in East Asian cultures such as Ja-

pan than it is in North America.

EVIDENCE OF CULTURAL DIFFERENCES
IN SELF-ESTEEM BETWEEN JAPANESE
AND NORTH AMERICANS

Empirical research on positive self-views can be roughly divided into three

categories: possessing, enhancing, and maintaining positive self-views. A re-

view of the evidence in each domain among North American and Japanese

samples reveals pronounced cultural differences.

Possessing a Positive Self-View

In a review of the Western self-esteem literature, Baumeister, Tice, and

Hutton (1989) observed that, without exception, the mean and/or median

self-esteem scores were higher than the conceptual midpoints of the scales,

regardless of the measures used. Thus, the distributions of self-esteem

scores are heavily skewed such that the vast majority of North Americans

report having high self-esteem. The characteristic self-evaluation for those

living in a culture characterized by independence and individualism, name-

ly North America, is unambiguously positive. North Americans who do not

tend to endorse items about their value as an individual (i.e., who score be-

low the theoretical midpoint on self-esteem inventories) are relatively rare

(less than 7% of one large European Canadian sample; Heine et al., 1999).

Such positive views of self are not as common among Japanese. Kashi-

wagi (1986) suggested that a “negative evaluation of the self, or strong

awareness of weaker aspects of self, is sometimes pointed to as one of the

general characteristics of self-concept among the Japanese” (p. 180). This

self-critical orientation is reflected in their self-esteem scores. Japanese

consistently have exhibited lower self-esteem scores than North Americans

(e.g., Bond & Cheung, 1983; Yeh, 1995; similar cultural differences have also

been noted for subjective well-being, Diener & Diener, 1995), and in contrast

to the heavily skewed distributions found in North American studies of self-

esteem, Japanese’ mean self-esteem scores are roughly normally distrib-

uted around the theoretical midpoint of the scale (Heine et al., 1999).
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Self-critical views among Japanese are also evident in measures of ac-

tual–ideal self-discrepancies. These discrepancies indicate feelings of dis-

satisfaction with one’s current self, a proxy for self-criticism. Japanese ex-

hibited larger actual–ideal and actual–ought self-discrepancies than North

Americans (Heine & Lehman, 1999; Meijer, Heine, & Yamagami, 1999), and,

importantly, these self-critical views appear to be associated with fewer

negative consequences, such as depression, for Japanese compared with

North Americans (Heine & Lehman, 1999).

Enhancing the Positivity of One’s Self-View

The importance of a positive self-view in North American culture is further

documented in research on self-enhancing biases. Reviews of this literature

(e.g., Greenwald, 1980; Miller & Ross, 1975; Taylor & Brown, 1988) indicate

that North Americans’ self-perceptions tend to be systematically biased to-

ward an overly positive view of the self.

There is much less evidence for self-enhancement among Japanese than

North Americans. Cross-cultural studies reveal that the better-than-average

effect (Heine & Lehman, 1997a; Markus & Kitayama, 1991), self-peer biases

(Heine & Renshaw, 2002), unrealistic optimism (Heine & Lehman, 1995), and

self-serving attributional biases (e.g., Kitayama, Takagi, & Matsumoto, 1995)

are less pronounced among Japanese compared with North Americans. Ev-

eryday situations in Japan are seen more in terms of opportunities for self-

criticism, in contrast to the clear self-enhancing opportunities perceived by

North Americans (Kitayama et al., 1997). The literature indicates that self-

enhancement is not as strong a motivation among Japanese.

Maintaining a Positive Self-View

Further testimony to the importance of positive self-views in Western cul-

ture is found in the ever-growing body of research on self-evaluation main-

tenance. This literature documents the variety of compensatory self-

protective responses that are elicited when people encounter threats to

their self-esteem. Such strategies include: self-evaluation maintenance (e.g.,

Tesser, 1988), self-affirmation and dissonance reduction (e.g., Steele, 1988),

compensatory self-enhancement (e.g., Baumeister & Jones, 1978), down-

ward social comparison (e.g., Wills, 1981), motivated reasoning (e.g., Kunda,

1990), and self-handicapping (e.g., Tice, 1991). That such a wide variety of

self-esteem maintenance tactics exists highlights the importance of main-

taining a positive self-evaluation, at least within North American culture.

In contrast, few clear demonstrations of any of the aforementioned self-

esteem maintenance strategies have been found with East Asian samples

(e.g., Cross, Liao, & Josephs, 1992). A cross-cultural laboratory study with
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Canadians and Japanese failed to find evidence for dissonance reduction or

self-affirmation among Japanese in contrast to the pronounced effects

among Canadians (Heine & Lehman, 1997b). Japanese have been found to

demonstrate a reverse compensatory self-enhancement effect, in which they

respond to negative self-relevant feedback by decreasing their self-evalu-

ations in other unrelated domains (Heine, Kitayama, & Lehman, 2001). A re-

cent cross-cultural exploration of motivated reasoning biases found that

Americans were more inclined to believe ostensible scientific arguments

that cell phone use leads to hearing loss if they didn’t use a cell phone regu-

larly, whereas Japanese agreement was unaffected by their own cell phone

use (Heine, 2002).

Other research provides striking evidence of self-critical tendencies

among Japanese. For example, Japanese are more likely to attend to and re-

call negative than positive information, whereas Americans demonstrate

the opposite tendency (Meijer et al., 1999). Canadians tend to be more eas-

ily convinced of their successes than their failures, whereas Japanese are

quicker to conclude that they have failed than succeeded (Heine, Takata, &

Lehman, 2000). Moreover, this vigilance for information indicating weak-

nesses appears to serve an important function for Japanese: It highlights

where they need to direct efforts for self-improvement. A series of cross-

cultural laboratory studies on intrinsic motivation revealed that Japanese

persisted longer when they discovered a shortcoming in their performance,

whereas North Americans persisted longer when they discovered a

strength (Heine et al., 2001). Self-criticism in Japan thus appears to serve a

similar purpose to self-enhancement in North America: it enables people to

perform at their best.

Much convergent evidence thus indicates that tendencies to possess, en-

hance, and maintain positive self-views are less evident among Japanese

than among North Americans. These differences are also evident for those

aspects of their selves that Japanese view as most important to them

(Heine et al., 2001; Heine & Lehman, 1999; Heine & Renshaw, 2002; but see

Ito, 1999, for evidence of the opposite pattern among Japanese), and in stud-

ies conducted with hidden or behavioral measures (see Heine et al., 1999,

for a review), and thus cannot be interpreted as solely due to cultural differ-

ences in self-presentation norms. Motivations to maintain a positive self-

view, as it is typically operationalized in the literature, are less evident

among Japanese compared with North Americans (although Japanese

surely have other important self-relevant motivations, such as a desire to

maintain face; Heine et al., 1999).

To the extent that habitual positive evaluations of the self (i.e., self-

esteem) are fostered by cultural experiences that emphasize the independ-

ence and autonomy of the individual, time spent in a Western cultural envi-

ronment should be associated with exposure to a dialogue that stresses the
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value of possessing positive self-views. That is, with exposure to the cul-

tural values, scripts, practices, customs, and institutions that are hypothe-

sized to encourage self-enhancement (see Heine et al., 1999, for a review) it

would seem that individuals would respond to these cultural meanings and

become sensitive to detecting positive features within themselves. In short,

exposure to Western culture should be associated with positive self-views.

The process of acculturation provides us with a unique window through

which to investigate such effects of culture. When an individual moves to a

new culture, he or she will likely undergo some kind of “psychological ac-

culturation” (Graves, 1967), learning how to interact within his or her new

cultural environment. With increasing time spent in the host culture, it is

likely that the host culture’s influence on the individual’s self-concept and

ways of thinking will also increase. Experiences in a new cultural environ-

ment may thus lead individuals to adopt ways of viewing themselves that

are normative within the host cultural environment. One way of investigat-

ing the relation between self-esteem and Western cultural values is to ana-

lyze acculturating individuals’ self-esteem scores at various points in the ac-

culturation process.

STUDY 1

Method and Results

We sought to investigate whether there are differences in self-esteem among

individuals who differ in their exposure to Western culture. We included

the Rosenberg Self-Esteem Scale (Rosenberg, 1965) in a large number of

questionnaire studies that were conducted with students from universities

in Vancouver, Canada, and in a variety of cities in Japan. We created a large

file that included participants’ self-esteem responses and some demo-

graphic variables (a total of over 5,000 participants). The participants came

from the University of British Columbia and Simon Fraser University in Can-

ada, and from Aichi Gakuin, Doshisha University, Kansai Gaikokugo Univer-

sity, Kyoto University, Nagasaki University, Nara University, Ritsumeikan

University, and Toyama University in Japan. Japanese participants com-

pleted the scale in Japanese and Canadian participants completed the scale

in English. The original Rosenberg Scale was translated into Japanese, back-

translated into English, and any discrepancies between the two versions

were discussed among three translators.

As a large proportion of university students in the two Canadian univer-

sities are of Asian descent, from a variety of different countries with the

most common ethnic heritage being Chinese (self-criticism is also evident

among Chinese; e.g., Yik, Bond, & Paulhus, 1998), and as a significant num-
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ber of the Japanese students had spent time in a Western country, we were

able to analyze the data with respect to how much time participants had

been exposed to Western culture.2 A continuum of increasing exposure to

Western culture was created by classifying participants into the following

groups:

1. Japanese who had never been outside of Japan (n = 1657).

2. Japanese who had spent some time in a Western country (n = 577).

3. Recent Asian immigrants to Canada (n = 244).

4. Long-term Asian immigrants to Canada (n = 289).

5. Second-generation Asian Canadians (n = 431).

6. Third-generation Asian Canadians (n = 38).

7. European Canadians (n = 1466).

A total of 388 participants from a variety of ethnic backgrounds did not fit

any of these categories and were not included in the analyses.

We conducted a culture by sex analysis of variance (ANOVA) on self-

esteem for the entire sample. A pronounced difference for culture emerged,

F(6, 4690) = 244.86, p � .001, which is depicted in Fig. 13.1. Replicating past

research, European Canadians scored higher on self-esteem than did Japa-

nese (they scored higher on 9 of the 10 items; the item “I certainly feel use-

less at times” showed no cultural difference). The other cultural groups

formed a remarkably monotonically increasing pattern between these two

extremes. Self-esteem rose among people of Asian descent with exposure to

Western culture to the point that third-generation Asian Canadians had self-

esteem scores that approximated those of European Canadians. The more

exposure individuals had to cultural situations, scripts, and institutions as-

sociated with higher self-esteem, the more positively they viewed them-

selves. The small size of the third-generation Asian Canadian sample war-

rants caution in interpreting the results, but if we assume it is reliable, this

suggests that three generations is enough for people of Asian descent to

fully acculturate to Canadian culture in terms of their self-esteem.3
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collected more data than is included in the present analyses.

3
3Surprisingly, there was no main effect for sex despite the massive size of this sample, F(1,

4690) = 1.83, ns. However, the results are qualified by a small culture by sex interaction, F(6,
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males in the “Never Been Abroad Japanese,” “Recent Asian Canadians,” and “Third-Generation

Asian Canadian” samples. We are at a loss for making sense of this pattern of sex differences.
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Cross-sectional studies such as this have some interpretative limitations.

For example, there may be cohort effects distinguishing the different cul-

tural groups in terms of a number of demographic variables, such as their

reasons for migrating to Canada, their past education history, or their per-

formance at school, which may relate to their self-esteem scores. We felt it

was imperative to replicate this basic finding employing a controlled longi-

tudinal design in order to avoid these interpretive ambiguities. Three sepa-

rate longitudinal studies were conducted in which individuals’ self-esteem

was measured at two points in time: (a) before leaving one’s home culture
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(or just after arriving in the host culture) and (b) 7 months after having

lived in the host culture.

STUDY 2A

Method and Results

Two days after arriving in Vancouver to begin an 8-month exchange pro-

gram, 84 students from Ritsumeikan University (out of 99 who were enrolled

in the program) agreed to participate in a questionnaire study. One of the

measures in the questionnaire was Rosenberg’s (1965) Self-Esteem Scale.

Approximately 7 months later, in one of their classes, the students were in-

vited to attend an evening lecture during which a second questionnaire,

which also included the Rosenberg Scale, was distributed. Participants

completed Japanese versions of the scale at both points in time.

Unfortunately, because many students were not in class when the an-

nouncement was made, only 35 students attended the lecture and partici-

pated in Wave 2 of the study.4 A repeated-measures ANOVA was conducted

on the 35 students who participated in both waves of the questionnaire.

Participants showed higher self-esteem at Wave 2, M = 38.5, than at Wave 1,

M = 36.7; F(1, 33) = 4.04, p = .052 (see Fig. 13.2). Hence, Japanese exchange

students exhibited an increase in their self-esteem after living in Canada for

7 months.

STUDY 2B

A potential confound of Study 2a is that acculturation experiences per se

might have led to the self-esteem increases of the Japanese sample. Per-

haps anyone who moves to a new cultural environment, regardless of their

cultural background or destination, experiences increases in self-esteem

due to their expanding horizons and feelings of competence associated

with being able to survive in a foreign environment. To the extent that it is
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4
4The considerable attrition of this sample necessitates caution in interpreting the results. In

an effort to determine the impact of the sample’s attrition on the results, we conducted an analy-

sis of variance (ANOVA) comparing the self-esteem scores at Wave 1 of those who only com-

pleted the questionnaire at Wave 1 and those who completed them for both waves. The two

groups did not differ in their self-esteem at Wave 1, F � 1, suggesting that participation in the sec-

ond lecture is not related to the student’s initial level of self-esteem. Moreover, it is difficult to

conceive how those who came to the lecture should differ from those who did not in the extent

of their self-esteem change. This suggests that the attrition of the sample did not unduly influ-

ence our measurement of self-esteem change across waves 1 and 2.
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experiences in North American culture that are associated with self-en-

hancement (or experiences in Japanese culture that are associated with

self-criticism; Heine et al., 1999; Kitayama et al., 1997), and not acculturation

experiences per se, we should expect to see self-esteem decreases among

North Americans moving to Japan. Study 2b investigated this possibility.

Method and Results

Shortly before leaving Canada, 73 Canadian English teachers who were

heading to Japan to participate in the Japan Exchange and Teaching (JET)

program completed a questionnaire packet including Rosenberg’s Self-

Esteem Scale. Seven months later the teachers were mailed a second ques-

tionnaire that also included the Rosenberg Scale. Sixty-nine of the teachers

completed the second wave of the study. A repeated-measures ANOVA re-

veals that the teachers’ self-esteem was lower at Wave 2, M = 42.16, than at

Wave 1, M = 43.15; F(1, 67) = 4.93, p � .03. Canadian English teachers thus dis-

played a decrease in their self-esteem after living in Japan for 7 months. Ac-

culturation experiences per se are not associated with increasing levels of

self-esteem. Canadians who were removed from a cultural environment that

13. ACCULTURATION OF THE SELF-CONCEPT 321

FIG. 13.2. Longitudinal comparisons of self-esteem.

TLFeBOOK



bolsters self-esteem and placed in an environment characterized by various

practices associated with self-criticism (e.g., Heine et al., 1999; Lewis, 1995)

appeared to become more self-critical after 7 months.

STUDY 2C

Study 2c sought to replicate the self-esteem increase among Japanese stu-

dents in Study 2a, and to explore whether acculturation attitudes moder-

ated the relation between mere exposure to Western culture and the inter-

nalization of Western cultural norms.

Method and Results

One month prior to leaving Japan, 82 Ritsumeikan University students (out

of 93 who were enrolled in the program) who were heading to Vancouver as

exchange students were given a questionnaire packet including Rosen-

berg’s Self-Esteem Scale. Seven months after arriving in Canada, 74 students

completed a second questionnaire as part of a class project, which also in-

cluded Rosenberg’s Self-Esteem Scale as well as John Berry and colleagues’

Acculturation Attitudes Scale (Berry, Kim, Power, Young, & Bujaki, 1989),

which was modified specifically for Japanese exchange students coming to

Canada (Davis, 1995). This scale assesses the positivity of students’ atti-

tudes towards Canada and Japan, and this scale was included to investigate

whether individual differences in attitudes towards Canada relate to self-

esteem change.

A repeated measures ANOVA revealed that students’ self-esteem scores

were nominally, although not significantly, higher at Wave 2 (M = 34.5) than

at Wave 1 (M = 34.2; F � 1). Hence, we failed to replicate the significant in-

crease in self-esteem among Japanese exchange students living in Canada

that was demonstrated in Study 1.

An overall composite of subjects’ acculturation attitudes was formed by

summing all the items expressing positive attitudes towards Canada (As-

similation and Integration subscales) and subtracting the items expressing

negative attitudes towards Canada (Separation and Marginal subscales).

This total value reflects how positive students’ attitudes were towards Ca-

nadian culture, and is a proxy for how much students made efforts to “be-

come Canadian” while on the exchange program. This total acculturation

score was then correlated with participants’ self-esteem change scores. This

analysis revealed a positive relation between how positive participants’ at-

titudes were toward Canadian lifestyles and how much their self-esteem in-

creased, r = .32, p � .01. That is, the more participants were open to Cana-

dian culture (and theoretically the more they were influenced by Canadian
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cultural values), the more their self-esteem increased during their stay in

Canada. This provides another source of evidence to suggest that the self-

concepts of those who were participating in Canadian culture were influ-

enced by the cultural environment.

GENERAL DISCUSSION

The investigation of the ways in which culture affects the self-concept is

fraught with methodological obstacles. For example, there are no appropri-

ate control groups of “cultureless” humans with which to compare the dif-

ferent varieties of “cultured” ones, there are no direct measures of cultural

grammars, and people cannot be randomly assigned to different cultural

environments. One quasi-experimental approach, however, which rarely

has been pursued, investigates changes in the self-concept that occur dur-

ing sojourns to new cultures.

We investigated acculturative effects on an evaluative component of the

self-concept: global self-esteem. Much research has maintained that self-

esteem, as it has traditionally been operationalized within Western psychol-

ogy, is a construct that is enhanced by participation in North American cul-

ture (e.g., Heine, in press; Heine et al., 1999; Kitayama et al., 1997; Markus &

Kitayama, 1991). The results of the present studies provide further evidence

that self-esteem is intimately related with Western cultural values. Study 1

revealed a clear relation between self-esteem and exposure to North Ameri-

can culture in a large-scale cross-sectional study. Study 2a demonstrated

that time spent in Canada led to an increase in self-esteem for Japanese stu-

dents, whereas Study 2b revealed that time spent in Japan led to a decrease

in self-esteem for Canadians. Exposure to new cultural environments seems

to have been associated with movement in sojourners’ self-esteem towards

levels that are normative of their host cultures. Study 2c failed to replicate

the significant self-esteem increase found in Study 2a, but demonstrated

that those Japanese most receptive to Canadian cultural values displayed a

greater increase in self-esteem than those who resisted the host culture.

This relation is also consistent with the notion that greater exposure to

Western culture leads to higher self-esteem. Taken together, these four

studies are suggestive of a significant Western cultural component in the

construct of self-esteem. One interpretation of these results, consistent with

past research with biculturals (e.g., Hong et al., 2000), is that the longer one

is in a culture the more likely it is that the metaschema of thoughts and feel-

ings that is activated in them is associated with the host culture.

Cultural differences in self-esteem between Japanese and North Ameri-

cans appear to yield some of the largest effect sizes between cultures of any

of the aspects of the self-concept investigated thus far (the effect size in

13. ACCULTURATION OF THE SELF-CONCEPT 323

TLFeBOOK



Study 1 between the European Canadians and Japanese who had never

been abroad was 1.35), and there is much theoretical reasoning consistent

with these cultural differences (e.g., Heine, in press; Heine et al., 2001; Heine

et al., 1999; Kitayama et al., 1997; Markus & Kitayama, 1991). In these re-

spects, self-esteem is an especially useful tool for identifying acculturative

effects on the self-concept. However, self-esteem is likely also confounded

by experiences of success and failure that are part and parcel of the accul-

turation experience, and thus the self-esteem assessments obtained here

are unlikely to be pure measures of acculturation. Future research investi-

gating other aspects of the self-concept known to be influenced by cul-

ture, such as tendencies to make situational attributions (Hong et al., 2000),

perceptions of agency (Morling, Kitayama, & Miyamoto, in press), self-

improving motivations (Heine et al., 2001) or feelings of independence

(Singelis, 1994) could move the field forward.

In the present studies we compared mean scores on subjective Likert

scale attitude measures across cultural groups. Such comparisons can po-

tentially be undermined by reference-group effects (Heine et al., 2002). That

is, people evaluate themselves by implicitly comparing themselves to those

around them. What makes this problematic for cross-cultural comparisons

is that people from different cultures are comparing themselves to different

referents (Biernat & Manis, 1994; Heine et al., 2002; Heine et al., 2001; Peng et

al., 1997). However, that we found evidence for Japanese self-esteem in-

creasing when surrounded by higher self-esteem Canadians, and for Cana-

dian self-esteem decreasing when surrounded by lower self-esteem Japa-

nese is not consistent with the notion that the findings are due to the

different reference groups of the samples.

Much past research on acculturation has assumed that the lower self-

esteem scores among sojourners and immigrants reflects the psychological

distress inherent in difficulties in the acculturation experience (e.g.,

Furnham & Bochner, 1986; Taft, 1977). Although it is possible that negative

experiences associated with “culture shock” lead to lower self-esteem, the

present findings suggest that this is not the best explanation to account for

the relatively low self-esteem of immigrating Asians. Japanese have the low-

est self-esteem scores before they have left their country, and the self-

esteem scores of Asian immigrants in North America are only low relative

to those of European-descent North Americans or second- and third-gen-

eration Asian-descent North Americans. In comparison to their compatriots

in their home cultures, the self-esteem scores of Asian sojourners and immi-

grants are relatively high.

That we observed changes in self-esteem in sojourns as brief as 7 months

provides testimony to the influences culture has on the self-concept. More-

over, that these differences were found with young adults suggests that
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people continue to seek cultural meaning systems even after they have

been socialized in a different culture. To the extent that there is a sensitive

period for acquiring a cultural meaning system before puberty (e.g., Mi-

noura, 1992), we assume that the changes in self-esteem observed in the

present studies would have been larger had we conducted the study with

prepubescent children. The clearest evidence of acculturative effects on

the self-concept should be observable among children, whose more plastic

minds are still adjusting to the cultural meanings with which they interact.

MOVE THE BODY, CHANGE THE CULTURE?

The acculturating individual provides one perspective by which to view the

mutual constitution of self and culture. When individuals participate in a

novel cultural environment, their self-concept appears to change accord-

ingly. The self is shaped by cultural experiences.

However, cultural influences on the self-concept represent only one side

of the relations between self and culture hypothesized by cultural psychol-

ogists (e.g., Markus & Kitayama, 1991; Shweder, 1990). Cultures arise from

the interaction of the individual selves that make them up. As new individu-

als move into a culture, changing the composition of the culture’s member-

ship, it follows that the culture should change as well. Cultures are shaped

by individual selves. How are cultures affected by the incorporation of new

members from different cultural backgrounds?

The impact of immigrating selves on a culture would appear to hinge on

the model of cultural integration that is dominant. It seems that there are at

least two models by which cultures incorporate new members. One poten-

tial model is sometimes referred to as a “melting pot” (e.g., Sidanius, Fesch-

bach, Levin, & Pratto, 1997). New cultural members assimilate themselves

to fit into a single, dominant cultural framework, regardless of the individu-

als’ original cultural backgrounds. The incongruities of the individual’s heri-

tage culture and the host culture are resolved by the individuals “melting”

away the cultural idiosyncracies from their heritage culture. In this model,

it would appear that the host culture does little to accommodate the new

selves. The adjustment largely occurs in the immigrants’ selves, whereas

the dominant culture would continue to persist, largely unchanged.

That aspects of cultures often are relatively stable, despite the great in-

flux of new members, provides support for the notion that sometimes

acculturating individuals are assimilating into, rather than changing, the

cultures. For example, Vandello and Cohen (chap. 12, this volume) provide

compelling evidence that a culture of honor persists in the Southern United

States, despite the fact that the original basis of this aspect of the culture (a
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herding-based economy) is no longer dominant. It appears that people who

migrate to the U.S. South, whether they are from other states or other coun-

tries, are socialized to believe that defending one’s honor is an important

way to earn others’ respect. Even if every individual member of the culture

is ultimately replaced by subsequent individuals who join the culture either

by birth or migration, each of the new individuals must adjust to the pre-

vailing cultural worldview and adopt thoughts and behaviors that are asso-

ciated with perceived greater rewards in that worldview. Such cultural per-

sistence would seem to be more prevalent in cultures in which a clear

dominant model is identifiable, tangible, and desirable to the acculturating

individuals.

A second way by which cultures integrate new members can be de-

scribed as an “ethnic pluralism” model, which is sometimes referred to as a

“salad bowl” (e.g., Sidanius et al., 1997). This model refers to the coexis-

tence of a number of ethnic subgroups within a society, each preserving

their own distinctive cultural heritages. Although acculturating individuals

tend to learn the ways of the host culture, they do not shed their cultural

backgrounds. In such a model, a dominant cultural framework would ap-

pear to be somewhat weak and intangible; the culture consists of the collec-

tive sum of the individual subcultural elements.

For individuals acculturating into an ethnically pluralistic culture charac-

terized, in contrast to those acculturating into a melting pot, the impact of

the migration would appear to be considerably greater on the culture. To

the extent that a dominant cultural model is not as tangible or stable in plu-

ralistic societies, there would appear to be less pressure for individuals to

assimilate. Rather, the host culture itself must change to accommodate

these new individuals. Ethnically pluralistic societies would appear to have

less persistence of cultural ways, as the influx of people with different cul-

tural backgrounds would change the perception of what thoughts and be-

haviors are normative, or are associated with benefits and costs.

In the concrete example of self-esteem change among acculturating indi-

viduals, it would seem that self-esteem change should be more pronounced

to the extent that a melting pot model is in operation. Low self-esteem indi-

viduals moving to a culture characterized by higher self-esteem, for exam-

ple, would tend to learn a culturally-congruent form of self, and their self-

esteem would subsequently increase to that of the cultural norm, leaving

the cultures’ perceived norm for largely intact. In contrast, low self-esteem

individuals acculturating into an ethnically pluralistic society would likely

assimilate less, as their self-concept is not divergent from their subculture’s

dominant view of self. Ethnically pluralistic societies should be more likely

to preserve the self-concept of immigrating individuals, and the overarch-

ing culture would adjust in response to the change in the proportions of the

various subcultures.
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CONCLUSION

In this age of globalization, a growing number of bodies are moving back

and forth across cultural boundaries. Such migrations are likely to leave

their tracks both on the selves of the individuals that are acculturating, and

on the cultures that are exchanging the selves. Individual selves need to as-

similate to new cultural environments, and cultures need to accommodate

the new selves. The effects of this self-concept assimilation and cultural ac-

commodation are only beginning to be examined. A number of questions

have appeared in the literature, but thus far scant research has explored

them. Is there a sensitive period for the acquisition of a cultural meaning

system (e.g., Minoura, 1992) as there appears to be with language acquisi-

tion (e.g., Newport, 1991)? Do multicultural individuals consistently main-

tain multiple selves (e.g., Hong et al., 2000), or is there an inevitable blend-

ing at some point? Do all aspects of the self-concept assimilate in the same

ways that we observed in the acculturation of self-esteem? Questions re-

garding how cultures accommodate new members and new ideas are le-

gion, and this volume sets the stage for much future work.

Finding the culture in the self is a pursuit compromised by many meth-

odological challenges. Conventional cross-cultural and cultural psychologi-

cal methodologies each have their own strengths and weaknesses, and we

suggest that research on acculturative effects on the self-concept provides

another tool with which to identify the cultural components of human na-

ture. To the extent that evidence from these different approaches con-

verges, the cultural foundation of the self will come into fuller view.
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The chapters in this volume mark an important shift in the study of culture

and psychology. Instead of psychological phenomena investigated in differ-

ent “cultures,” psychologists are increasingly taking the phenomenon of cul-

ture, itself, as a suitable topic focus of study. With this change in focus

comes an obligation to devote greater theoretical attention to the concept

of culture than has been typical in social psychology. After the excellent be-

ginning provided by contributions to this volume, it may be helpful to

pause and reconsider what we think culture is before embarking too far on

a project to articulate its psychological foundations. We take this as our

task for the conclusion chapter.

CULTURE: WHAT IS IT?

Psychologists have often been reluctant to define culture explicitly

(Jahoda, 1984; Segall, 1984). On one hand, this reluctance reflects the diffi-

culty of the exercise. As the editors of this volume note in their introduction

chapter, culture gets used in many different ways by many different people,

and it is probably impossible to find a definition upon which most people

would agree.

On the other hand, the reluctance to define culture reflects a perspective

that this book is trying to transcend. Studies in social psychology usually

do not consider culture directly, as a psychological phenomenon in its own
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right, but only indirectly, as a source of group-based variation in other psy-

chological phenomena. In other words, the focus of most research is not

necessarily culture, but instead the extent to which more standard psycho-

logical phenomena—like perception, cognition, emotion, motivation, self, at-

tribution, conformity, or dissonance—vary “across cultures.” Given this fo-

cus, it is not really necessary to define culture (Segall, 1984). Instead,

“culture” is simply shorthand for a grouping variable of secondary interest.

When theoretical interest shifts from cultural variation to culture per se,

questions of definition rise to the fore. It may be unnecessary to develop a

conception of culture that has universal approval (Schaller, Conway, &

Crandall, chap. 1, this volume); however, it is important to recognize that

“what’s in a name” or definition has important implications for theory and

research (Shweder, 1990; Veroff & Goldberger, 1995). With this in mind, we

turn the discussion to the concept of culture. The purpose of this discus-

sion is not to propose the “definitive” or ultimate definition (although we do

suggest a definition that we think is useful). Instead, our purpose is to trace

the implications of two, broad conceptions.

THE “CULTURE DEBATE” IN CULTURAL
ANTHROPOLOGY

It is somewhat ironic that, at a time when there has been renewed interest

in culture within the field of psychology, there has been increasing doubt

about the usefulness of the concept in cultural anthropology, a field in

which culture is a defining concept (Appadurai, 1996; Hannerz, 1992; Meyer

& Geschiere, 1999). Space does not permit an extended discussion of this

“crisis” (see instead Shweder, 2001), but a key theme concerns the issue of

cultural dynamics.

Subjectivity

One way the issue of cultural dynamics arises is in the question of subjec-

tivity. Classic ethnographic accounts tend to portray culture as a totalizing

system that exerts deterministic influence on more-or-less passive recipi-

ents. In contrast, recent analyses have emphasized that people do not ab-

sorb cultural elements in a direct, faxlike manner or respond to cultural dic-

tates in automatic, robotlike fashion (Comaroff & Comaroff, 1993; Holland,

Lachicotte, Skinner, & Cain, 1998; Strauss, 1992). Instead, people often dem-

onstrate subjectivity by selectively appropriating cultural elements and ac-

tively resisting cultural dictates. Accordingly, recent ethnographic analyses

have devoted greater attention to individual subjectivity (and even per-

sonal agency) than one might imagine, given disciplinary stereotypes that
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define anthropology as the study of collectives and psychology as the study

of individuals.

Reification

Another way the issue of cultural dynamics arises is the problem of reifica-

tion: turning dynamic, flowing patterns into static, fixed “cultures” (Han-

nerz, 1992; Hermans & Kempen, 1998). One form the reification of culture

takes is the construction of the other (Said, 1978). This phrase refers to the

tendency for scientific description to present the object of observation as a

homogenous out-group, defined less by its objectively observable features

than by perceived differences from the observer’s ingroup. A second form

the reification of culture takes is the invention of tradition (Hobsbawm &

Ranger, 1983). This phrase typically refers to the tendency for political play-

ers to claim legitimacy by associating themselves with a carefully con-

structed (which is not the same as false) past. However, one can extend the

idea to refer to the tendency of scientific description to turn historically

contingent patterns into timeless, “traditional” customs. A third form the

reification of culture takes is the fixing of identity (Meyer & Geschiere, 1999):

the closure or solidifying of identity boundaries and associated ways of be-

ing that were previously more permeable and flowing (Appiah, 1992; Appa-

durai, 1996).

Culture in the Context of “Globalization”

The need for a less reifying conception of culture has become particularly

clear in the context of globalization (Hannerz, 1992; Hermans & Kempen,

1998). As Meyer and Geschiere (1999) noted in the introduction to their vol-

ume Globalization and Identity, the phenomenon of globalization has served

to highlight both the fluid nature of cultural influence and the need for a con-

ception of culture that can capture this fluidity. In particular, it requires that

scientists discard what we refer to as an entity conception of culture:

the classic view—propagated by anthropology, but internalized by social

scientists in general and by the people concerned—of the world as a conglom-

erate of separate and internally homogenous cultures, each with its own

essence, so that intercultural contacts are understood in terms of loss of au-

thenticity. (Meyer & Geschiere, 1999, p. 4)

CONTRASTING CONCEPTIONS OF CULTURE
IN SOCIAL PSYCHOLOGY

How is this debate about culture relevant for the discussion of psychologi-

cal foundations? First, scholars note a similar tendency toward the reifica-

tion of culture in the discipline of psychology: “People turn names into

14. TOWARD A SUITABLE CONCEPTION OF CULTURE 337

TLFeBOOK



things and endow nations, societies, and cultures with the qualities of inter-

nally homogenous and externally distinctive objects” (Hermans & Kempen,

1998; p. 1113; cf. Adams & Markus, 2001; Hong, Morris, Chiu, & Benet-Marti-

nez, 2000). A discussion of psychological foundations would do well to rec-

ognize and avoid this problematic conception of culture from the outset.

Second, and more important, this debate suggests a place for psychol-

ogy in the study of culture. Part of the “emerging consensus” (Kashima,

2000) in the psychological study of culture is that cultural and psychologi-

cal are linked in a dialectical, mutually constituting relationship: in other

words, that culture and psyche “make each other up” (Shweder, 1990, p.24).

Previous research has emphasized one side of this dialectic, the impor-

tance of “cultural” for the study of “psychological.” Although this research

has served as a necessary corrective to the historical neglect of cultural

grounding in the discipline of psychology (Segall, Lonner, & Berry, 1998), an

exclusive emphasis on this side of the mutual constitution dialectic affords

an “oversocialized” (Wrong, 1961) conception of cultural influence as a

static, monolithic force. It tends to understate the multiple, flowing nature

of cultural influence, and it neglects the role of individual agency in actively

appropriating cultural patterns and reproducing cultural realities (Adams &

Markus, 2001; Hermans & Kempen, 1998; Kashima, 2000).

In contrast, the “flip side” of the mutual constitution dialectic emphasizes

that cultural worlds are not miraculously conceived apart from human activ-

ity nor completely prescribed by structural forces apart from human inter-

pretation (cf. Ross & Nisbett, 1991). Instead, these worlds are themselves psy-

chological products: produced, re-produced and sometimes changed in the

course of everyday activity (Berger & Luckmann, 1966; Cole, 1996; Rogoff,

1992). Herein lies the potential contribution of social psychology to the study

of culture: to provide an account of this dynamic, constructive agency that,

although itself culturally grounded, reveals the role of the psychological sub-

ject in reproducing cultural worlds (more on this point later).

Culture as Group Entity: The Prevailing Conception

The Merriam-Webster OnLine dictionary (2002) offers six definitions of culture.

The first definition—“cultivation, tillage”—makes explicit the etymological

roots that culture shares with words like cultivate or agriculture. Subsequent

definitions build upon these etymological roots and imply a conception of

culture that resonates with the concerns of developmental psychology. On

one hand, these roots refer to the process of nurturing an organism. On the

other hand, they refer to the dynamic, flowing medium that allows an organ-

ism to flourish (as in “bacteria culture”). It is not surprise, then, that con-

ceptions of culture as dynamic process or flowing medium are relatively
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common among developmental psychologists (Cole, 1996; Greenfield, 1997;

Rogoff, 1992; Tomasello, 1999).

In contrast, social psychologists are more likely cite definitions of culture

like definition 5b of the Merriam-Webster OnLine dictionary (2002): “the cus-

tomary beliefs, social forms, and material traits of a racial, religious, or so-

cial group” (Lau, Chiu, & Lee, 2001; Richter & Kruglanski, chap. 5, this vol-

ume). There are two noteworthy features of this definition. First, it implies a

conception of culture as a relatively “fixed” system of “customary beliefs,

social forms and material traits.” Second, it associates this system with a

readily identifiable, “racial, religious, or social group.”

The relative popularity of this definition is a reflection of the underlying,

entity conception of culture that prevails in social psychology. This concep-

tion of culture is evident in phrases like “members of culture X” and in the

practice of using culture synonymously with society, nation, or ethnicity. It is

evident in methodological practice, especially the sort of “cross-cultural”

research where investigators operationalize culture as membership in na-

tional or ethnic groups and then treat these groups as discrete categories

in a factorial design (Betancourt & Lopez, 1993; Greenfield, 1997; Hermans &

Kempen, 1998; Phinney, 1996). Finally, an entity conception of culture is im-

plicit in notions like multicultural—membership in two or more entitylike

groups—that, somewhat ironically, are often used to discuss shortcomings

of an entity conception of culture (e.g., Hermans & Kempen, 1998; Hong et

al., 2000).

Although it is beyond the scope of this chapter to consider why an entity

conception of culture is prominent among social psychologists, a couple of

possibilities stand out. One possibility is the historical importance of the

group concept in social psychology. Another possibility is the emphasis on

experimental methodology and resulting use of categorical, independent

variables. Whatever the case, this entity conception of culture has several

undesirable consequences.

Stereotyping. One undesirable consequence of an entity conception of

culture is to promote a stereotype-prone account of cultural difference

(Matsumoto, 1999; Takano & Osaka, 1999). Just as an implicit, “entity” the-

ory leads perceivers to interpret social events with reference to categorical

stereotypes (Levy, Plaks, Hong, Chiu, & Dweck, 2001), so may an entity con-

ception of culture promote interpretation of cultural difference in terms of

categorical types. In other words, an entity conception of culture turns de-

scriptions of loosely bounded, continuous patterns into properties of

tightly bounded, discrete groups. It turns statements like “an interdepend-

ent construction of self is more prominent in East Asian settings than North

American settings” into statements like “an interdependent construction of
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self is more prominent in the East Asian group than the North American

group.”

Homogenizing. Closely related to the problem of stereotyping is that of

homogenizing. Just as an implicit, “entity” theory leads perceivers to exag-

gerate within-group similarity and between-group difference (Levy et al.,

2001), so may an entity conception of culture promote an experience of

“cultures” as “internally homogenous, externally distinctive objects” (Her-

mans & Kempen, 1998, p. 1113). In other words, it turns statements like “an

interdependent construction of self is more prominent in East Asian set-

tings than North American settings” into statements like “an interdepend-

ent construction of self is true of East Asians and not of North Americans.”

Not only are descriptions of modal patterns interpreted as properties of

categorical groups; in addition, these properties are taken to apply to all

members of the group—past, present, and future.

Essentializing. A third consequence of an entity conception of culture is

to promote essentialism. Just as perceiving a collection of people as a group

entity promotes the sense that the collection of people share some group-

related essence (Yzerbyt, Corneille, & Estrada, 2001), so may an entity con-

ception of culture promote the sense that people in a setting share some

cultural essence. Thus, not only are descriptions of modal patterns inter-

preted as properties of a homogenous category; in addition, these proper-

ties are treated as if they were inherent in the group—either in the members

or in the category—rather than the product of circumstances associated

with the group (Holland et al., 1998). In other words, an entity conception

turns external patterns (e.g., “an interdependent construction of self is

prominent in East Asian settings”) into internal dispositions (e.g., “East

Asian people are inherently interdependent”).

Reifying. A fourth consequence of an entity conception of culture is to

promote reification. As noted above, an entity conception turns diffuse com-

munities of people who share cultural patterns into solid group entities who

share cultural essence. The point here is not about the source of cultural ten-

dencies (shared patterns versus shared essence), but instead the ontological

status of the collectivities with which these tendencies are associated. By as-

sociating loosely bounded patterns with discrete, categorical groups, an en-

tity conception of culture contributes to the reality of these groups, gives

them a more solid ontological status than they would otherwise have. That

is, it turns statements like “an interdependent construction of self is a promi-

nent pattern in East Asian settings” into statements like “an interdependent

construction of self is a defining feature of East Asian culture.”
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To summarize, an entity conception of culture has several negative con-

sequences. It takes dynamic, flowing patterns and freezes them into fixed

traditions or inherent properties of rigid, homogenous “groups.” More im-

portant for present purposes, though, is that an entity conception of culture

obscures the role of psychology in the study of culture. On one hand, it

treats cultural tendencies as ascribed, essential features rather than dy-

namic appropriations. On the other hand, it treats cultural-group categories

as natural or inevitable rather than collective, psychological products.

Culture as Patterns

In contrast to this stereotype- and reification-prone conception of culture as

group entity, we borrow from a classic definition and advocate a concep-

tion of culture as patterns:

Culture consists of explicit and implicit patterns of historically derived and se-

lected ideas and their embodiment in institutions, practices, and artifacts; cul-

tural patterns may, on one hand, be considered as products of action, and on

the other as conditioning elements of further action. (based on Kroeber &

Kluckhohn, 1952, p. 357)

This definition makes clear that culture resides, not in group membership,

but instead in the patterned worlds that are sometimes—although not al-

ways—associated with group membership. Besides this location of culture

in patterns, there are several other features of this definition that are wor-

thy of elaboration.

Explicit and Implicit. The first noteworthy feature of this definition is

that culture consists of both explicit and implicit patterns. Discussions of

culture in social psychology have typically referred to patterns—like value

orientations, ideologies, and norms—that are more or less consciously con-

sidered and explicitly associated with a readily identified, “cultural” entity.

However, cultural influence does not just happen through explicit patterns.

Nor are all cultural patterns associated with an explicit, reified entity. In-

stead, culture is also mediated by implicit, unrecognized patterns that are

embedded in the structure of everyday life and need not coincide with ex-

plicit, cultural-group boundaries (Morris, Menon, & Ames, 2001).

Historically Derived and Selected. A second noteworthy feature of

above definition is that cultural patterns are “historically derived and se-

lected.” The “derived” portion of this phrase emphasizes that cultural pat-

terns are an accumulated product from a history of human activity. This

gives cultural influence a slightly different flavor than it has in contempo-

rary social psychology. Given the prevailing conception of culture as group
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entity, social influence becomes cultural by taking on collective dimension:

extending beyond interpersonal or small-group interactions to the whole of

a nation or society. In the conception of culture proposed by the preceding

definition, social influence becomes cultural by taking on a temporal dimen-

sion: extending beyond interpersonal interaction to the worlds inherited by

subsequent actors.

The “selected” portion of this phrase suggests the extent to which cul-

ture is an evolutionary process. In this way, it resonates with evolutionary

approaches to culture. (However, the present perspective requires greater

appreciation than most evolutionary approaches concede for the extent to

which the emergence of culture constituted a selective pressure on the

emergence of psyche; see later discussion.) Just as environmental forces

exert selective pressure on the genetic stuff that persists across genera-

tions of organisms, so too may environmental forces exert selective pres-

sure on the cultural stuff that persists across generations of cultural activ-

ity. There are certainly cases where cultural patterns “lag” and cease to be

adaptive in the face of changing environmental circumstances (Prentice &

Carranza, chap. 11, this volume; Vandello & Cohen, chap. 12, this volume).

In general, though, patterns that persist into the present are likely to have

conferred some adaptive advantage and represent some measure of time-

tested wisdom about local realities.

As contributors to this volume note, environmental forces are not the

only source of selective pressure on cultural patterns; in addition, psycho-

logical forces also serve as a source of selective pressure. Everyday action

creates a multitude of potentially cultural patterns. Features of human psy-

chology—particularly, memory processes (Norenzayan & Atran, chap. 7,

this volume), communication processes (Lau, Lee, & Chiu, chap. 4, this vol-

ume; McIntyre, Lyons, Clark, & Kashima, chap. 10, this volume) and even

self-interest (Crandall & Schaller, chap. 9, this volume)—play an important

role in determining which patterns “catch” and become cultural: that is, ap-

propriated by others, reproduced, and thereby perpetuated (Sperber,

1984).

Mental and Material. A third noteworthy feature of this definition is

that cultural patterns consist of both mental and material elements. Cul-

tural patterns are more than just sets of ideas. Instead, they include the

manifestations of these ideas in structures, institutions, practices, and arti-

facts (cf. Moscovici, 1984; Sperber, 1984). By explicitly linking mental and

material aspects of cultural patterns, the above definition provides a con-

ceptual tool that helps bridge across a number of problematic dualisms: the

debate about whether culture is primarily material or ideational (Kashima,

2000; Rohner, 1984); the debate about whether the study of culture should
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concern itself with behaviors or meanings (Shweder, 2001); and the distinc-

tion between culture and structure (see later discussion).

The field of social psychology has been deeply influenced by Triandis’s

(1972) emphasis on subjective aspects of culture—attitudes, beliefs, norms,

and especially values—rather than material manifestations of culture. The

benefit of this emphasis has been to render the topic of culture amenable to

psychological study. Culture is not limited to “man-made features of the en-

vironment” (Herskovits, 1948, p. 17), but resides in the kind of stuff that is of

interest to psychologists.

However, an exclusive focus on “subjective” aspects of culture has also

promoted what Bruner (1990) referred to as an “overlay” conception of cul-

tural influence. It tends to limit cultural influence to value orientations, re-

sponse norms, and superficial ideologies that color interpretation of a more

basic, precultural reality. Rather than something that happens “after” or

“on top of” basic experience, the present definition emphasizes that culture

resides in the everyday worlds that condition basic experience in the first

place. Cultural influence is not limited to values, beliefs, or ideas about real-

ity, but includes differences in reality itself. From this perspective, there is

no such thing as a general, acultural world; instead, people inhabit worlds

that come culturally patterned.

This is a point that is worth repeating, so we will do so with examples

from our own research. Given an exclusive emphasis on “subjective cul-

ture”, there is a tendency to interpret cultural patterns like independent

and interdependent construals of self (Markus & Kitayama, 1991) as differ-

ences in subjective beliefs. Instead these concepts refer to different con-

structions: beliefs built into the physical patterns of everyday life. The inde-

pendent constructions of self and relationship that are prominent in

mainstream American settings are not merely beliefs about separation. In-

stead, they are linked to a reality of separation that is built into structures

of everyday life like dating practices, residence in apartment units, and indi-

vidual ownership. Similarly, the more relational or interdependent con-

structions of self and relationship that are prominent cultural patterns in

many West African settings are not merely beliefs about connection. In-

stead, they are linked to a reality of connection that is built into structures

of everyday life like arranged marriage, residence in lineage compounds,

and the practice of eating meals from a communal bowl.

Mutual Constitution of Culture and Psyche. Finally, this definition ex-

plicitly links cultural patterns and psychological activity in a dialectical re-

lationship of mutual constitution. “Products of action” at one moment, cul-

tural patterns constitute the stimulus world that serves as a “conditioning

element of further action” in the next.
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Kashima (2000) aptly noted that scholars who discuss the mutual consti-

tution process typically have more to say about the cultural grounding side

of the dialectic (“culture shapes psyche”) than the dynamic construction

side (“psyche shapes culture”). Earlier, we suggested one source of this lop-

sided emphasis. Given the historical neglect of culture in the field of social

psychology, the primary task of the “first wave” of research has been to

highlight the cultural grounding of psychological functioning. Here we sug-

gest another source of this lopsided emphasis. Discussion of the “flip side”

of the mutual constitution dialectic—the dynamic construction of cultural

realities—has been hindered by an overly reified conception of culture.

Given a conception of culture as group entity, discussion of the process by

which “psyche creates culture” requires an unlikely account of how an aggre-

gation of individual, psychological activity generates a macrolevel system.

The present approach to culture makes this task a more reasonable under-

taking via two means. First, a conception of culture as flowing patterns

changes the nature of the explanatory task. Rather than creation of cultural

entities, one must explain the reproduction, maintenance, and modification

of cultural patterns. The phenomenon under consideration becomes the redi-

rection of cultural flow rather than outright creation of that flow.

Second, a conception of culture as patterns locates the unit of culture at

a “micro” level of analysis. From this perspective, research like that de-

scribed in this volume (e.g., chapters in this volume by Arrow & Burns,

Harton & Bourgeois, Lau et al., and McIntyre et al.) already qualifies as an

account of the dynamic construction of cultural reality. Although an inter-

esting topic for research, it is not necessary to extend such accounts from

microlevel patterns to macrolevel “cultures” before one can refer to the

process as “cultural.”

Contrasting Implications

Some aspects of the preceding discussion may appear to suggest that the

distinction between entity and patterns approaches to culture is primarily a

difference in degree rather than a difference in kind. Perhaps cultural pat-

terns and cultural groups are both forms of cultural entities, but differ in

level (micro vs. macro), degree of boundedness (diffuse and flowing vs.

contained or fixed), or perceived entitativity (low vs. high). If so, it may be

possible to reconcile the two conceptions. That is, if one relaxes the unit of

culture to include not only high-entitativity groups (e.g., citizens of a partic-

ular nation), but also low-entitativity sets (e.g., people who have attended

college), then perhaps an entity conception of culture can accommodate

the patterns conception.

Such a move to extend the concept of culture from bounded, fixed,

macrolevel groups to diffuse, flowing, microlevel patterns is certainly con-
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sistent with the spirit of this chapter. However, the difference between a

conception of culture as patterns and the more typical conception of cul-

ture as group is more than a difference in perceived entitativity. In addition,

these two conceptions also differ in their conception of cultural involve-

ment. A conception of culture as group implies a framing of cultural involve-

ment as membership; that is, the influence of culture happens by being a

member of the associated cultural group. In contrast, a conception of cul-

ture as patterns emphasizes that one need not be a member of some cul-

tural group (e.g., “mainstream Americans”) to engage and be shaped by cul-

tural patterns (e.g., those associated with mainstream American settings).

This is partly a statement about perceived entitativity and the extent to

which cultural engagement is conscious and explicit. For example, one

need not consider oneself a member of a group of city dwellers to be

shaped by patterns that arise as a byproduct of being a city-dweller. One

can be shaped by this “group” experience, even if one did not think about

the experience in group membership terms.

More important, though, this statement entails a recognition that one

can be shaped by cultural patterns associated with entities in which one

has never been, is not now, nor ever will be a member. For example, con-

sider the cultural force of Protestantism. Although an entity conception of

culture would seem to limit Protestantism’s influence to members of a

Protestant group, the more pervasive and enduring source of Protestant-

ism’s power is as a cultural pattern. It is an often implicit, unrecognized part

of the institutions, practices, and artifacts that constitute everyday reality

in widely scattered cultural settings. For example, the legacy of Protestant-

ism persists in contemporary, mainstream American settings in the idea

that success is the result of self-discipline and hard work, in the relation-

ship of control feelings and internal attributions to happiness and well-

being, or in the relationship of self-control ideology to the association of fat

with immoral (Crandall, 1994; Ji, Peng, & Nisbett, 2000; Kluegel & Smith, 1986;

Lachman & Weaver, 1998). Regardless of personal identity, people in main-

stream American settings necessarily encounter this cultural legacy in the

course of everyday activity. People in these settings can fervently embrace

cultural patterns associated with other religious affiliations (e.g., Judaism,

Catholicism, etc.), but they must simultaneously engage—often unwittingly—

the Protestantism-informed patterns that dominate everyday reality in

mainstream American settings. A person need not be a member of a

Protestant group, or even be aware of Protestants as a reference group, to

engage and be shaped by Protestant cultural patterns.

Thus, the present approach marks a shift in the conceptual location of

culture from collections of people to the worlds they inhabit. It does not

limit psychologically relevant aspects of culture to values, norms, and

other forms of group doctrine, but recognizes that cultural influence is also
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embodied in and mediated by local worlds (Ratner, 1996). The cultural

shaping of behavior need not involve explicit indoctrination, but often oc-

curs as an unintended byproduct of engagement with these worlds. (For ex-

ample, one need not attend church to acquire the Protestant work ethic.)

Cultural influence begins at the beginning; it is not limited to the evaluation

of pre-existing reality (i.e., influencing judgment of the object), but extends

to the construction of reality itself (i.e., defining the object of judgment).

The individual does not exist apart from cultural influence, but is born

into—and can only develop within—particular worlds that come culturally

configured.

THE PSYCHOLOGICAL FOUNDATIONS
OF CULTURE

We turn attention now to the topic of psychological foundations. To the ex-

tent that one defines culture as a high-entitativity group or reified system,

the discussion of psychological foundations is likely to emphasize group

dynamics, intergroup relations, or the emergence of stable, macrolevel

“cultures.” In contrast, a less reifying conception of culture as flowing pat-

terns or dynamic process suggests a different set of psychological founda-

tions related to the microlevel construction of meaning or the production of

“common ground” (Clark, 1996).

A list of potential candidates for “psychological foundations of culture”

appears in Table 14.1. It includes foundations proposed by contributors to

this volume, as well as several that we have seen fit to add ourselves. This

list is almost certainly incomplete, and if other writers were to propose a

list it would no doubt look different from this one. However, our purpose is

not to compile a definitive list, but instead to provide a foundation that

stimulates further theory and research. In the following discussion, we elab-

orate on this list. First though, it is necessary to briefly consider the con-

cept of psychological.

What Is Psychological?

Besides more explicit consideration of the concept of culture, the project of

articulating the psychological foundations of culture also occasions more

explicit consideration of the concept of psychological. Here, too, it seems

that psychological means different things to different scholars.

For scholars who study culture in other social sciences, psychology is

sometimes associated with psychologize, a phrase typically used as a form

of criticism. In some cases, this criticism appears to equate “psychological”

with individual-level analysis, and then holds that any such analysis is mis-
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guided. In other cases, the criticism is not so much about individual-level

study but instead concerns the character of that study. In these cases,

psychologize refers to something like a caricature of psychoanalysis: an at-

tempt to explain phenomena by reducing them to universal psychody-

namics (think Oedipus complex), resolution of intrapsychic conflict, or the

quest for inner fulfillment. No doubt most readers would object to this char-

acterization of psychological. Even so, it is useful to be aware of this charac-

terization, especially when venturing into interdisciplinary territory like the

study of culture.

Among psychologists, there is a common tendency to distinguish psy-

chology from other social sciences by identifying psychological with individ-

ual. However, this simple equation of psychological with individual-level

analysis seems inadequate. On one hand, scholars in disciplines associated

with a “collective” level of analysis increasingly consider individual-level

functioning. As we noted in a previous section, anthropologists and sociolo-
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TABLE 14.1

Examples of Psychological Foundations of Culture

Evolutionary foundations

� Biologically based dispositions to follow moral norms (Krebs & Janicki)

� Capacity for self-awareness (Solomon et al.)

� Capacity for understanding conspecifics as intentional agents like oneself (Tomasello,

1999)

Neurological systems

� Neural plasticity (Worthman, 1992)

� Sensitive period (Heine & Lehman)

Motivational systems

� Existential anxieties (Norenzayan & Atran)

� Need for closure (Richter & Kruglanski)

� Terror aroused by awareness of death (Solomon et al.)

� Rejection of deviants (Prentice & Carranza; Schachter, 1951)

� Self-interest (Arrow & Burns; Crandall & Schaller)

Affective/emotional systems

� Empathy (Arrow & Burns)

� Mere exposure (Zajonc, 1968)

� Openness of preference and affective experience to social influence (Harton & Bourgeois)

and environmental regulation, in general

Cognitive/communication systems

� Interpersonal communication (Harton & Bourgeois; Lau et al.)

� Memorability (Crandall & Schaller; Norenzayan & Atran)

� Perceptual confirmation of belief (e.g., by assimilation to stereotypes; Prentice &

Carranza)

� Pluralistic ignorance (Vandello & Cohen)

� Production of common ground (McIntyre et al.)

General psychological principles

� Automaticity of everyday life (Bargh, 1997)

� Dynamic construction of experience (e.g., self-experience; Heine & Lehman)
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gists who use ethnographic methods have increasingly devoted attention

to individual agency in the culture process (e.g., see Comaroff & Comaroff,

1993; Holland et al., 1998).

On the other hand, this simple equation is inadequate because psycholog-

ical extends beyond individual-level processes. It is not limited to intra-

psychic, mental worlds, but extends to mental patterns that are made mate-

rial in institutions, practices, and artifacts. Among contributions to this

volume, this perspective is evident in the concept of common ground as in-

terpersonal meaning space (McIntyre et al., chap. 10, this volume; see Clark,

1996), the idea of language as a cultural–psychological artifact (Lau et al.,

chap. 4, this volume; see Vygotsky, 1978), and the call for an epidemiology

of representations (Norenzayan & Atran, chap. 7, this volume; see Sperber,

1984). More generally, this perspective is evident in Moscovici’s (1984) con-

cept of social representations and in the present conception of culture as

dialectically linked, mental and material patterns (Adams & Markus, 2001).

One implication of this extension of psychological is to extend the range

of appropriate methods to include the study of psychological stuff made

manifest in discourse, texts, and other material artifacts (Bar-Tal, 2000; Kim

& Markus, 1999). More generally, it suggests that the move to take culture

as a phenomenon of study may require social psychologists to venture be-

yond methodological tradition (i.e., an almost exclusive reliance on experi-

mental and quasi-experimental methods) and consider alternative methods

of inquiry. The methodological diversity of contributions to this volume—

including computer simulation (Harton & Bourgeois, chap. 3, this volume),

analysis of language and discourse (Lau et al., chap. 4, this volume; McIntyre

et al., chap. 10, this volume), and the study of demonstration cases (Arrow &

Burns, chap. 8, this volume)—adds weight to this suggestion.

Psychological Systems

Biological Foundations

For Krebs and Janicki (chap. 6, this volume) the psychological founda-

tions of culture lie in “the biological foundations of the mental mechanisms

that give rise to moral norms and other aspects of culture” (p. 125). One

framing of “biological foundations” would be to emphasize neural or physi-

ological bases of culture; instead, Krebs and Janicki frame “biological foun-

dations” in terms of evolutionary bases. In the section that follows, we con-

sider both framings.

Evolutionary Foundations. Given an emphasis on evolutionary bases,

one might frame the “biological” foundations of culture as the evolved men-

tal mechanisms that enable the process of culture, or the evolved mental
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mechanisms through which culture and psyche make each other up. This is

not the route that Krebs and Janicki take. Rather than evolutionary founda-

tions of culture per se, they emphasize that a psychological tendency that is

usually thought to be a product of “culture”—specifically, the propensity to

follow moral norms—is actually part of human “nature”: a genetically en-

coded, evolved mental mechanism that is cultural only in its secondary

manifestations.

One contribution to this volume that does propose an evolutionary foun-

dation of culture is the chapter by Solomon and his colleagues (chap. 2, this

volume). Specifically, they propose a social-psychological adaptation, the

capacity for self-awareness, as the evolutionary source of a motivation for

culture, the existential terror provoked by awareness of mortality. Accord-

ing to this account, the evolved capacity for self-awareness brought with it

the terrifying awareness of mortality. Human communities then devised cul-

tural systems like religion to provide an ideological antidote for this poten-

tially paralyzing terror.

Perhaps because they consider culture in terms of relatively explicit and

reified systems (like religion), Solomon and his colleagues emphasize the

evolutionary priority of psychological over cultural: “Because all cultural af-

fectations initially originated in minds of individuals . . . all theoretical per-

spectives that presume the existence of culture without explaining its psy-

chological underpinnings are epistemologically untenable” (p. 17). A more

microlevel perspective—where culture is conceived as dynamic, flowing

patterns or emergent, common ground—admits a larger role for the cultural

shaping of psychological. To illustrate, consider the capacity for self-aware-

ness. Although this capacity is the result of an evolutionary adaptation, ac-

tual self-awareness is patterned by (and requires) engagement with other

people. This means that the evolutionary adaptation identified as a psycho-

logical foundation of culture (self-awareness) is itself based in cultural proc-

esses: not in the sense of static, highly reified, macrolevel systems like reli-

gion, but instead in the sense of dynamic, microlevel patterns that emerge

from interpersonal interaction.

Tomasello (1999) proposed an evolutionary–psychological foundation of

culture that is more compatible with this microlevel perspective. First he

noted that individuals do not create “cultural affectations” from raw mate-

rial. Instead, they necessarily draw upon prefabricated, cultural material

and pretested, cultural tools (Cole, 1996; Vygotsky, 1978). “Basically none of

the most complex human artifacts or social practices—including tool indus-

tries, symbolic communication, and social institutions—were invented once

and for all at a single moment by any one individual or group of individuals”

(Tomasello, 1999, p. 5). Instead these “affectations” arise through a process

of cumulative cultural evolution, which “ensures that human cognitive ontog-

eny takes place in an environment of ever-new artifacts and social practices
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which, at any one time, represent something resembling the entire collec-

tive wisdom of the entire social group throughout its entire collective his-

tory” (Tomasello, 1999, p. 7). Although culture originates in minds of indi-

viduals, these individuals and their mental processes are not pre-cultural.

Instead they are positioned in the downstream flow of cultural patterns

from a reservoir of activity by preceding waves of actors.

The evolutionary foundation of culture that Tomasello (1999) proposes

is the social-psychological adaptation that enabled cumulative cultural evo-

lution: the ability of the human organism to recognize conspecifics as inten-

tional agents with mental lives like itself. According to Tomasello, this so-

cial-psychological adaptation made possible cultural learning, which

enabled cumulative cultural evolution, which laid the foundation for the

higher forms of cognition characteristic of the human species—including hu-

man consciousness itself.

Neurological Foundations. Rather than emphasize the evolutionary pri-

ority of psychological over cultural, the majority of contributors to this vol-

ume emphasize the coevolution of psychological and cultural. Although

agreeing that one cannot fully understand culture without reference to its

psychological foundations, this perspective adds that one cannot fully un-

derstand psyche without reference to its social and cultural foundations

(Markus, Kitayama, & Heiman, 1997).

Another way of stating the idea of coevolution is to say that human be-

ings evolved to be cultural. Although naturally selected, mental mecha-

nisms enabled the phenomenon of culture, the emergence of culture also

exerted selection pressure on the evolution of mental mechanisms. From

this perspective, human beings are evolutionarily shaped and genetically

predisposed to seize and make use of cultural resources available in local

environments (Heine & Lehman, chap. 13, this volume; McIntyre et al., chap.

10, this volume).

This perspective suggests another “biological foundation” of culture:

plasticity. Although the human organism is as an evolutionarily shaped,

genetically encoded package of potentialities, it is neither efficient nor

adaptive that development be completely preprogrammed. Instead, human

ontogeny entails a built-in (and, presumably, selected-for) reliance on envi-

ronmental patterns for species-typical development (Worthman, 1992). To

the extent that this plasticity or reliance on environmental patterns pro-

vides a window for the cultural shaping of psyche, it qualifies as a psycho-

logical foundation of culture.

Of course, human psyche is not infinitely plastic. Not only are there lim-

its in the extent to which genetically encoded, neural programming is

shaped by environmental input. In addition, there are limits to the mallea-

bility of neural pathways once they are developed. This implies a psycho-
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logical foundation that is the flip side of plasticity: the notion of sensitive pe-

riod (Heine & Lehman, chap. 13, this volume). Not only may the ability to

experience certain cultural patterns (e.g., tendencies of phoneme discrimi-

nation, visual perception, self-experience, and culture-specific emotions)

depend on exposure to those patterns during a sensitive period of develop-

ment. In addition, the shaping of early experience by certain cultural pat-

terns may make later shaping by other cultural patterns more difficult.

Motivational Foundations

Contributors to this volume suggest two motivational foundations of cul-

tural engagement that we will group together under a general “need to

make sense” (Norenzayan & Atran, chap. 7, this volume). One motivational

foundation is an existential need to make sense of big questions like the

meaning of life. For example, Solomon and his colleagues (chap. 2, this vol-

ume) propose that people are motivated to construct and engage relatively

formalized, cultural patterns like religion as an institutional means of deal-

ing with the potentially paralyzing, existential terror provoked by the

awareness of mortality. Another motivational foundation is an epistemic

need to make sense of day-to-day reality (Richter & Kruglanski, chap. 5, this

volume). Reality is often multiple and ambiguous, and people require cul-

ture—social influence with a historical and material dimension—to help de-

fine reality, sufficient for present purposes. A specific case of this need oc-

curs in interpersonal communication, where people are motivated to

engage in a microlevel form of cultural process, the production of common

ground (see also Clark, 1996; McIntyre et al., chap. 10, this volume; Richter

& Kruglanski, 1999).

Affective/Emotional Foundations

An aspect of psychological that is underrepresented in contributions to

this volume is the affective/emotional domain. One candidate for an affec-

tive/emotional foundation of culture is the openness of human feeling to so-

cial regulation. Phenomena like emotional contagion and empathy (Arrow

& Burns, chap. 8, this volume) represent manifestations of this openness.

More generally, one might identify a psychological foundation of culture

in the concept of affective primacy: the notion that “preferences need no in-

ferences” (Zajonc, 1980). For present purposes, the essence of this notion is

the direct, automatic shaping of moods, feelings and preferences by every-

day worlds (Bargh & Chartrand, 1999). To the extent that everyday worlds

are culturally patterned, this psychological process provides a mechanism

to explain the cultural patterning of mood, feeling, preference, and desire.

Institutions, practices, and artifacts often have an affective charge. This af-

fective charge can arise through relatively deliberate means, as when au-
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thorities associate negative consequences with acts that they define as ta-

boo or criminal. Alternatively, this affective charge can happen through

less deliberate means, as when practices like foot-binding or artifacts like

automobiles get associated with sexuality. In any case, people are likely to

acquire the affective charge of practices and artifacts, often unwittingly, in

the process of engaging cultural worlds. Immersed in worlds where it is ta-

boo to eat meat, people are likely to feel disgust at the sight, sound, or

scent of roasting flesh. Immersed in worlds where automobiles have been

associated with sex, people are likely to feel sexual desire (or at least

arousal) when exposed to certain automobiles.

On a more specific level, one might identify another psychological foun-

dation of culture in the “mere exposure” effect (Zajonc, 1968). Although the

relationship between exposure and preference is complicated, the mere

exposure process is an engine that drives the mutually constituting, dialec-

tical relationship between environmental prominence and individual prefer-

ence. People develop tastes in music, clothing, food, and other consump-

tion domains based in large part on familiarity (Crandall, 1985). They then

act on these preferences and choose to play certain forms of music, to wear

certain styles of clothing, and to cook certain styles of food more than other

possible choices. Through this activity, individual actors reproduce local

worlds where selected forms of music, clothing, and food are more frequent

and potentially familiar than nonselected forms. In other words, individual

acts of preference or choice constitute the everyday worlds that shape the

preferences and choices of subsequent waves of actors (Kim & Markus,

1999).

Cognitive Foundations

An important set of cognitive foundations of culture are processes asso-

ciated with cultural lag: the tendency for collective beliefs to lag behind

material change. Prentice and Carranza (chap. 11, this volume) note how a

process of perceptual confirmation—specifically, assimilation of ambiguous

behavior to gender stereotypes—results in the persistence of beliefs about

what women and men are like (i.e., descriptive gender norms) that do not

correspond to what women and men actually do. Similarly, Vandello and

Cohen (chap. 12, this volume) describe how pluralistic ignorance—individu-

als’ mistaken beliefs about others’ attitudes and values—can promote the

persistence of honor-related violence in the absence of material conditions

or private endorsement that would support such violence (Cohen, 1998).

More generally, an important contribution of chapters in this volume is

to rethink the link between communication and cognition. Locating psyche

in individual minds, psychologists have been inclined to treat communica-

tion and social interaction as an outcome of more “basic,” cognitive proc-

esses. Instead, several chapters in this volume consider the extent to which
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“basic” cognitive-psychological phenomena like language, memory, and

consciousness have their roots in social sources and interpersonal commu-

nication (Vygotsky, 1978).

This framing suggests that a fruitful place to look for cognitive founda-

tions of culture is communication processes. Accordingly, some chapters

consider the features of human cognition that make some information more

communicable or memorable than other information, and therefore more

likely to be retained across generations of cultural transmission (Crandall &

Schaller, chap. 9, this volume; Norenzayan & Atran, chap. 7, this volume).

Other chapters emphasize the role of language and interpersonal communi-

cation in the emergence of norms (Arrow & Burns, chap. 8, this volume;

Harton & Bourgeois, chap. 3, this volume), the production of common

ground (McIntyre et al., chap. 10, this volume), and the reproduction of cul-

tural reality (Lau et al., chap. 4, this volume).

General Psychological Principles

So far, we have organized discussion of the psychological foundations of

culture around different content domains or areas of study. An alternative

basis for organization is around general psychological principles. In this

section, we discuss the implications of two such principles that have

emerged as enduring themes in social psychology over the past century:

the automaticity of everyday life, and the dynamic construction of psycho-

logical experience.

The Automaticity of Everyday Life

Psychological research on culture has tended to focus on internalization

and endorsement of explicitly acknowledged values and other forms of ide-

ology associated with readily recognizable groups. In contrast, the more

typical case of cultural shaping may be as an indirect byproduct of engage-

ment with “implicit,” cultural patterns that are embedded in institutions,

practices, and artifacts (Bourdieu, 1990; Shore, 1996; Shweder, Jensen, &

Goldstein, 1995; Vygotsky, 1978). A full account of the relationship between

cultural and psychological requires greater appreciation for the automatic

shaping of experience by patterns that are implicit in everyday life and do

not necessarily coincide with explicit, group boundaries.

This conception of cultural influence as direct shaping by implicit pat-

terns resonates with an enduring theme of social psychology—the power of

the environmental influence (Ross & Nisbett, 1991)—and especially with re-

cent work on “the automaticity of everyday life” that emphasizes the unme-

diated nature of environmental influence (Bargh, 1997). According to this

perspective, psychological functioning is less often the product of con-

scious deliberation than the automatic effect of environmental forces on ac-
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tion, goal pursuit, and subjective experience (cf. Bargh & Chartrand, 1999).

Although social psychologists who study the phenomenon of automaticity

have typically not considered its implications for the study of culture, we

find the mutual concern with “implicit patterns” to be a provocative point

of intersection. Accordingly, the first principle that we nominate as a psy-

chological foundation of culture is the automaticity of everyday life.

There is, however, a condition to this statement. In order to realize its

potential relevance for the study of culture, it is necessary to supplement

an appreciation for the automaticity of everyday life with a corresponding

appreciation for the extent to which the worlds of everyday life are cultural

products—meaning-saturated repositories of psychological activity by pre-

ceding waves of human actors (Bourdieu, 1990; Cole, 1996; Shore, 1996;

Vygotsky, 1978)—and not culture neutral. The point of this condition is only

partly about cultural variation in everyday worlds; instead, the more impor-

tant point is to suggest how everyday worlds serve as mediators of cultural

influence. Products of psychological tendencies at one moment, these

worlds carry meaning and force that trigger psychological outcomes in the

next. This perspective suggests that perhaps the place to look for human

agency is not the ratio of controlled to automatic processing (Bargh &

Chartrand, 1999), but instead the meaningful worlds that get constructed

during fleeting moments of mindful activity.

The Dynamic Construction of Experience

The second principle that we propose as a “psychological foundation of

culture” is perhaps the single, most important theme to emerge from the

study of psychology during the past century: what one might call the dy-

namic construction of human psychological experience. Psychological expe-

rience is not a passive replication of an objective reality. Instead, people ac-

tively construct an experience—perception (Bruner & Goodman, 1947),

memory (Bartlett, 1932), emotion (Schachter & Singer, 1962), self (Markus &

Wurf, 1987; Mead, 1934), ethnic identity (Deaux, 1993; Sellers, Smith, Shelton,

Rowley, & Chavous, 1998), and so on—from indeterminate or potentially am-

biguous inputs.

The dynamic construction of experience serves as a foundation of cul-

ture in two ways that correspond to the two sides of the mutual constitu-

tion dialectic. On one side of dialectic, the dynamic construction of experi-

ence opens the door for the cultural shaping of psyche. If people construct

an experience based in part on “personal patterns” like habits or implicit

theories, then cultural influence happens because—rather than the inevita-

ble unfolding of inborn models—these personal patterns often have cultural

sources. These cultural sources may be relatively explicit and direct, as in
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the case of knowledge structures given expression in cultural ideology. Al-

ternatively, these cultural sources may be more implicit and automatic, as

in the case of habitual ways of being developed as a by-product of repeated

engagement with culturally patterned worlds. In either case, the dynamic

construction of psychological experience provides an opening for cultural

influence that would not exist if experience were completely determined by

inherent dispositions or properties of stimuli.

On the other side of the dialectic, the dynamic construction of experi-

ence provides an engine for the reproduction, maintenance, and modifica-

tion of cultural worlds. Psychological experience, like cultural transmission

(cf. Strauss, 1992), is not a faxlike replication or formulaic combination of re-

ceived inputs. Instead, each case of psychological activity entails the re-

making of received inputs in light of present circumstances. Although psy-

chologists have focused on its consequences for subjective experience, the

relevance of this construction activity for the topic of culture concerns its

consequences for objective reality. In the process of constructing personal

experience, people reconstruct cultural worlds.

The case of language use provides an illustration. With regard to the first

side of the dialectic, each case of language use necessarily entails appropri-

ation of the cultural tools embedded in particular languages (e.g., vocabu-

lary, grammar, pragmatics, etc.; see Lau et al., chap. 4, this volume). How-

ever, the resulting communicative act usually does not involve rote

recitation of a preexisting statement. Instead, each act of linguistic produc-

tion involves an emergent creation or novel synthesis. With regard to the

second side of the dialectic, each case of language use is the mechanism for

the reproduction, perpetuation, and extension of received cultural tools.

However, this reproduction process does not result in an exact replication

of cultural inputs. Instead, each case of language use returns those tools

and inputs, modified by usage, back into the common, linguistic reservoir

(McIntyre et al., chap. 10, this volume).

The Dynamics of Culture. The present emphasis on the dynamic con-

struction of experience suggests an elaboration or extension of the “dy-

namic constructionist” approach to culture advocated in this volume by

Lau and her colleagues. First, this perspective extends the notion of dy-

namic beyond the limited sense of “motion” or “change” to its more funda-

mental sense of “active,” “forceful,” or “generative” (Merriam-Webster On-

Line, 2002; Markus & Wurf, 1987). The construction process is dynamic, not

because it results in change of cultural patterns, but because it entails ac-

tive re-creation (rather than passive replication) of cultural patterns. Even

when cultural patterns appear to be unchanged across generations of trans-

mission, the relevant process is not necessarily one of static persistence
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but instead entails dynamic maintenance or active homeostasis. (For addi-

tional perspectives on dynamic, see chapters in this volume by Arrow &

Burns, Harton & Bourgeois, and McIntyre et al.)

Second, the present perspective extends the locus of construction beyond

subjective experience to include objective reality itself (Berger &

Luckmann, 1966). The constructionist approach to psychology—as mani-

fested, for example, in the study of social construal (Griffin & Ross, 1991;

Ross & Nisbett, 1991)—typically focuses on subjective experience as the rel-

evant outcome of the construction process. However, the experiences that

people construct are not restricted to the intrapsychic realm. Instead, peo-

ple tend to impose their constructions back on the world of experience, re-

sulting in the production of patterned worlds that reflect the patterned psy-

che of the people who produced them.

Bridging the Culture–Structure Divide. Accordingly, one of the most

important implications of the dynamic construction principle for the

study of culture is to blur the distinction between cultural and structural

varieties of social-scientific explanation (and associated distinctions like

mental versus material, idealist versus materialist, or dispositional versus

situational; cf. Kashima, 2000; Morawska & Spohn, 1994; Ross & Nisbett,

1991; Veroff & Goldberger, 1995). On one hand, dynamic construction of

psychological experience is the means by which structural becomes cul-

tural. It is through dynamic, psychological activity that structural patterns

acquire collective meaning and cultural force. This half of the story corre-

sponds to the transition between behavioral and meaning stages of the

Vandello and Cohen model of cultural evolution (chap. 12, this volume).

Psychological activity turns structural patterns, like a herding economy or

the absence of law enforcement, into the set of cultural patterns referred

to as the culture of honor.

On the other hand, the dynamic construction of psychological experi-

ence is the means by which cultural becomes structural. It is through dy-

namic, psychological activity that the cultural stuff of this moment gets pro-

jected into the objective reality of the next. This half of the story is not

explicitly stated in the Vandello and Cohen model, but it is implicit in their

program of research. As people act on culturally grounded, psychological

tendencies—for example, by treating defense of honor as an exonerating cir-

cumstance or regarding defense of person and property to be an individual

responsibility (Cohen, 1998; Cohen & Nisbett, 1997)—they re-create worlds

in which defense of property is, in fact, an individual responsibility, and vio-

lence so committed is, in fact, not blameworthy (e.g., not a barrier to em-

ployment). In other words, cultural-psychological tendencies are not

merely epiphenomenal byproducts of structural forces; instead, they are
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the conceptual blueprint by which people reproduce material reality

(Crane, 1994; Morawska & Spohn, 1994).

CONCLUSION

Although increasingly recognized as a topic, exactly how and why culture

fits into social psychology has not been well articulated. The prevailing

model seems to be that culture fits into social psychology as some sort of

group process, with an implication that culture is a special case of group

membership. This perspective is associated with an overlay model of cul-

ture: Basic experience happens first, and then culture—in the form of group

membership—modifies or qualifies this basic experience (for a discussion of

this point, see Markus et al., 1997). In contrast, the present perspective em-

phasizes that culture is not a distal force that gets applied on top of basic

experience. Instead, culture is also a proximal process of grounding or

sense-making that is “basic” in its own right. Just as research during the

past 20 years has focused on the importance of culture for the study of so-

cial psychology, the contributors to this volume pave the way for the social-

psychological study of the basic process called culture.
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