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Preface 

This book assembles many of the ideas, fundamental principles, and technology rudiments that 
can profoundly change the manner by which aerospace systems are designed, engineered, and as- 
sembled. The concepts presented do nothing less than advocme the use ofmicroengineering prin- 
ciples to impart "intelligence, .... volition," and "motility" to systems on the miniature scale, 
thereby effecting a change in the paradigm of how aerospace systems should be developed, main- 
tained, and used. These changes in paradigm will initially depend on whether these ideas and the 
rudiments of the technology can be refined for aerospace applications, butthe final result will ul- 
timately depend on the willingness to apply these novel concepts with the conviction that "veJy 

Jew things [are] indeed really impossible." A somewhat incidental but noteworthy fhct is that 
these new possibilities come at the threshold of the new millennium. The next millennitlm most 
likely will usher in air and space travel more commensurate with current science fiction lore. 

Microengineering is defined here as an interdisciplinary subject made possible by the ability 
to cofabricate microelectronics with sensors and actuators, using design rules that currently ap- 
proach the submicron scale but will inevitably reach the nanometer scale in the not too distant fu- 
ture. The subject is guided by the tenet to engineer "intelligent" fkmctionality in the small, either 
as solitary microsystems or as the concerted intelligent action of innumerable microsystems. As 
a result of this desire to make things small, the term microengineering cml also assume the fbrm 
of a verb. This interchange in meaning between subject and verb appears without distinction 
throughout the chapters. The constituent disciplines that buttress microengineering are microelec- 
tronics, microelectromechanical systems (MEMS), microsystems, advanced packaging, material 
processing, micromachining, control systems, information theory, and the basic disciplines (e.g., 
physics, chemistry, mechanics). In the limit ofnanometer or atomic scale fabrication, microengi- 
neering borrows heavily from bio and organic chemistry. Concepts such as sell'replication and 
assembly become a necessity for practical applications. In the chapters that follow, microengi- 
neering refers to systems having dimensions in the micron to centimeter range, with hallmarks 
being the ability to mass produce the microsystem through batch fabrication techniques and the 
ability to aggregate microsystems for more complex functionality. 

Aerospace systems stand to benefit greatly from the concepts presented in this book, if only 
because they purport to oflbr functionality at a reduced size and therefore at a reduced overall 
mass. It is more likely to be the case that these concepts will bring fbrth aerospace systems that 
are more reliable in operation, more "aware" of their inherent health and status, and as a result, 
less costly to manufacture and operate. The more forward thinking concepts in this book will ini- 
tiate new aerospace missions that can only be made possible by the mass-producibility aspects in 
microengineering and the possibility to distribute the sensing, analysis, and action functions of a 
particular mission. The Aerospace Corporation in E1 Segundo, California, has been keenly aware 
of the potential for microengineering to alter the paradigm of space systems development and 
mission definition. To disseminate this vision, the scientific and engineering staff began in 1993 
to publish a series of reports I on the subject and also to serve as advocates of microengineering 

IH. Helvajian and E. Y. Robinson, eds, Micro- and Nanotechnolo~gq~.[~)r Space Systems: An lnitial Evalua- 
tion, Monograph 97-01 (The Aerospace Press, E1 Segundo, CA, 1997); first published as The Aerospace 
Corp. Report no. ATR-93(8349)-I (1993). H. Helvajian, ed., Miclvengineering 7~chnologyfor 5'pace ,~vs- 
terns, Monograph 97-02 (The Aerospace Press, E1 Segundo, CA, 1997); first published as The Aerospace 
Corp. Report no. ATR-95(81681)-2 (1995). 
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space systems. 2 The corporation also presented to the aerospace community the concept of the 
l-kg-class, mass-producible silicon-nanosatellite. 3 

This book captures the basic microengineering concepts that might be applicable to the 
advance of aerospace systems. Unlike the earlier Aerospace Corporation reports, l this book is 
written in a tutorial style providing worked examples, key equations, and process sequences. It 
also provides a snapshot view of the state of the art in a very fast moving subject. This presenta- 
tion approach, to some extent, was chosen because of the diverse audience expected (e.g. aero- 
space, microengineering communities) and also to help the reader better assess applicability. To 
date, there are several books on the subjects of microengineering, 4 future of aerospace systems, 5 
and specific applications, 6 but to the best knowledge of this editor, no similar book has yet been 
published tbr the aerospace community as a whole. The book comprises 17 chapters and is loosely 
organized into sections that can be labeled as introduction and state-of-the art overview, materi- 
als/mechanics/processing and packaging, microsystem devices, distributed system architectures, 
and satellite subsystems. As with any digest that claims to encapsulate a particular sut~ect, perti- 
nent matter is always left out. This assemblage fares no better: missing subjects include nanoelec- 
tronics, nanoelectromechanical systems (NEMS), bio-MEMS, microfluidics, lithographie 
galvanoJbrmung abformung (LIGA), and microfabrication in polymeric materials. Also, not 
actually discussed but easily identifiable, are specific applications to hypersonic and transatmo- 
spheric vehicles. A pregnant application to all aerospace vehicles, but not presented in detail, is 
the use of microengineered devices integrated into the vehicle skin that help to identify and 
monitor microfractures and material corrosion. 

2S. Janson, H. Helvajian, and E. Y. Robinson, "The Concept of 'Nanosatellite' for Revolutionary Low-Cost 
Space Systems," Proceedings of the 44th Congless of the International Astronautics Federation (Graz, 
Austria, 16--22 October 1993; Proceeedings of the International Conference on Integrated Micro/Nanotech- 
nology for Space Applications, Houston, Texas, November 1995 (The Aerospace Press, El Segundo, CA); 
E. Y. Robinson, I-I. Helvajian and S. W. Janson, "Small and Smaller: The world of Micro-and Nanotechnol- 
ogy,"Aelvspace America (September 19961); E. Y. Robinson, H. Helvajian, and S. W. Janson, "Big Benefits 
from Tiny Technologies," Aerospace America (October 1996). 
3S. W. Janson, "Chemical and Electric Micropropulsion Concepts for Nanosatellites," Paper 94-2998, Pro- 
ceedings 30th Abl,4 Joint Propulsion Conference (Indianapolis, IN, 27-29 June 1994); S. W. Janson and H. 
ttelvajian, "Batch-Fabricated Microthrusters for Kilogram-class Spacecraft," Proceedings ~fGOMAC '98, 
Miero-S)'stems and their Applications (Arlington, VA, 16-19 March 1998). 

4R. S. Muller. R. T. Howe, S. D. Senturia, R. L. Smith and R. M. White, eds., Microsensors (IEEE Press, 
N'~; 1991): N. Taniguchi, ed., Nanotechnologv: httegrated Processing Systems jbr Ultra-Precision and 
Ultra-Fine Pi~>ducts (Oxford University Press, NY, 1996); I. Fujimasa, Micromachines: ,4 New Era in 
Mechanical Engineering (Oxford Universily Press. NY, 1996); M. Madou, l~ndamentals of Microfabrica- 
tion, (CRC Press, Boca, Raton, FL,1997); T. A. Kovacs, Micromachined Transducers Source book, (WCB 
McGraw Hill, NY, 1999); W. S. Trirnmer, ed., Micromechanics and MEMS : Classic and Seminal papers to 
1990 (IEEE Press, NY, 1997). 
5A. K. Noor and S. L. Venneri, eds., Future Aeronautical and Space Systems, Progress in Astronautics and 
Aeronautics, Voi. 172 (American Institute of Aeronautics mad Astonautics, Reston, VA, 1997). 

6Hector De Los Santos, Introduction to Microelectromechanical (ME,14) Microwave systems (Boston: 
Artech ttouse, 1999). 
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It has been more than 40 years 7 since Richard P. Feynman gave his n~emoral.~le lecture titled 
"There's Plenty of Room at the Bottom." In the intervening years, the science and technology of 
microelectronics, MEMS, rnicrosystems, nanotechnology, and microengineered systems in gen- 
eral has progressed beyond most predictions. For the "newcomer" MEMS, market studies now 
show that for terrestrial applications, global sales will exceed $10 billion (U.S.) by the year 2003. 8 
It has also been more than 40 years since Sputnik I was launched, 9 heralding space as a strategic 
commodity. In the intervening years, the aerospace industry has made enormous strides in the ar- 
eas of aircraft safety, national security, space investigation, and civilian services. The industry 
now appears poised at the threshold of a revolution that is partly driven by a global demand fbr 
passenger air traffic to more municipalities, "instant" high bandwidth wireless communication 
services, overnight "Pony Express" services worldwide, and real-time remote sensing and global 
navigation capabilities. Microengineering is one cornerstone discipline that can make these 
services prevalent worldwide. 

Henry Helvajian 
The Aerospace Corporation 

31 March 1999 

7Annual Meeting of the American Physical Societ3~ (California Institute of'l~chnology, 26 December 1959). 
8MicroElectroMechanical Systems 04EMS): An SPC Market Study (System Planning Corporation Press 
[SPC], January 1999). 
9Sputnik I launched 4 October 1957. 
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1 
Introduction to MEMS 
M. Mehregany* and S. Roy* 

1.1 Overview 
Interest in the development ofmicroelectromechanical systems (MEMS) has mushroomed during 
the past decade. In the most general sense, MEMS attempts to exploit and extend the fabrication 
techniques developed for the integrated circuit (IC) industl3' to add mechanical elements, such as 
beams, gears, diaphragms, and springs, to the electrical circuits to make integrated microsystems 
for perception and control of the physical world. MEMS devices are already being used in a num- 
ber of commercial applications, including projection displays and the measurement of pressure 
and acceleration. New applications are emerging as the existing technology is applied to the min- 
iaturization and integration of conventional devices. 

This chapter starts with an overview of MEMS technology, followed by fabrication technolo- 
gies, selected applications, commercial aspects, trends in MEMS technology, and journals and 
conferences (Table 1.1). The review covers both the potential and the limitations of MEMS tech- 
nology. 

Table 1.1. Evolution of MEMS 

Silicon anisotropic etching pre- 1950 

Piezoresistive effect in silicon 1953 

Semiconductor strain gauges 1957 

Silicon pressure sensors post- 1960 

Solid state transducers post-1970 

Microactuators post- 1980 

Mechanisms and motors 1987-89 

Microelectromechanical systems 
Microsystems 
Micromachines 

post-1988 

*Microfabrication Laboratory, Electrical Engineering and Applied Physics, Case Western Reserve 
University, Cleveland, Ohio. 
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1.1.1 Historical Background 
The transistor 1 was invented at Bell Telephone Laboratories on 23 December 1947. This inven- 
tion, which led to a Nobel Prize awarded in 1948 to Schockley, Bardeen, and Brattain, initiated a 
fast-paced microelectronic technology. The transition fi'om the original germanium (Ge) transis- 
tors with grown and alloyed junctions to silicon (Si) planar double-diffused devices took about 
10 years. The IC concept was conceived by several groups, and included RCA's Monolithic Cir- 
cuit Technique for hybrid circuits (1955). The first IC, shown in Fig. 1.1 was built by Jack Kilby 
of Texas Instruments in 1958, using Ge devices (a patent was issued to Kilby in 1959). A few 
months later, Robert Noyce of Fairchild Semiconductor announced the development of a planar 
Si IC. The complexity of ICs has doubled evel3' 2 to 3 years since 1970. The minimum dimension 
of manufactured devices and ICs has decreased fi'om 20 lam to the submicron levels of today. Cur- 
rently, ultra-large-scale-integration (ULSI) enables the fabrication of more than 10 million tran- 
sistors and capacitors on a typical chip. ULSl'based microprocessors and microcomputers have 
revolutionized communication, entertainment, health care, manufacturing, management, and 
many other aspects of our lives. Low-cost, high-performance electronic systems are now avail- 
able to the public and have improved the quality of life in many ways. However, control and mea- 
surement systems, as well as the actual automation facilities used in IC fabrication, would be 
"deaf, .... dumb," and "blind,' without sensors to provide input from the surrounding environment. 
Similarly, without actuators, control systems would be powerless to can'y out the desired func- 
tions. While IC technology (and more specifically, microfabrication) has provided high-speed, 
miniaturized, low-cost signal conditioning and signal-processing capabilities, conventional sen- 
sors and actuators (also referred to as transducers) are far behind in performance, size, and cost. 

The success of Si as an electronic material in ULSI technology was due partly to its wide avail- 
ability from silicon dioxide (SiO2) (sand), resulting in potentially lower material costs relative to 
other semiconductors. Consequently, a significant effort was put into developing Si processing 
and characterization tools. Today, some of these tools are being utilized extensively to advance 
transducer technology. In this area, attention was first focused on microsensor (i.e., microfabri- 
cated sensor) development. Si microsensors initially addressed the measurement of physical vari- 
ables, expanded to the measurement of chemical variables, and then progressed to biomedical ap- 
plications.The first, and to date, the most successful microsensor, is the Si pressure sensor. The 
history of Si pressure sensors is representative of the evolution of microsensors. 

z i i 

Fig. i.I. First integrated circuit consisting of one transistor, three resistors, and one capacitor. The IC was 
implemented on a sliver of germanium that was glued on a glass slide (Texas instruments, Inc.). 
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1.1.1.1 Silicon Pressure Sensor Technology 
In 1953, Dr. Charles S. Snlith of Case Institute of Technology (now part of Case Western Reserve 
University [CWRU]), during a sabbatical leave at Bell Telephone Laboratories, studied the 
piezoresistivity of semiconductors and published the first paper on the piezoresistive effect in Ge 
and Si in 1954. 2 ~I11e piezoresistive effect is the change in the resistivi .ty of certain materials due 
to applied mechanical strain. The measured piezoresistive coefficients indicated that the gauge 
factor of Ge and Si strain gauges could potentially be l0 to 20 times larger, and therefore much 
more sensitive than those based on metal films. As a result, discrete Si strain gauges were devel- 
oped commercially in 1958 by Kulite Semiconductor Products, Honeywell, and Microsystems. 
Such Si strain gauges were integrated on a thin Si substrate as diffused resistors in 1961 by Kulite. 
The thin Si substrate was then mounted on a base to act as a diaphragm. In 1966, Honeywell de- 
veloped a method to fabricate thin Si diaphragms by mechanically milling a cavity" into an Si sub- 
strate. Isotropic Si etching was used to produce micromachined Si diaphragms in 1970, and aniso- 
tropic etching was introduced for this purpose in 1976. Both techniques were introduced by 
Kulite. Glass tYits were introduced to bond the Si wafer (in which the pressure-sensitive dia- 
phragms were fabricated) to a base wafer in the 1970s, allowing wafer-scale fabrication of pres- 
sure sensors. The first high-volume pressure sensor was marketed by National Semiconductor in 
1974. This sensor included a temperature controller (in a hybrid package) for constant tempera- 
ture operation. At this point, piezoresistive pressure-sensor technology had become a low-cost, 
batch-fabricated manufacturing technology. Fu~her improvements of this technology have in- 
cluded the utilization of ion implantation for improved control of the piezoresistor fabrication, 
etch stops for improved control of the diaphragm thickness after the etch, deep Si-reactive ion 
etching for increased packing density, anodic bonding (electrostatic bonding), and more recently, 
Si-to-Si fusion bonding for improved packaging of the pressure sensors. Currently, Si pressure 
sensors are a billion-dollar industry and growing. 3 

The first monolithic integrated pressure sensor with digital (i.e., frequency) output was 
designed and tested in 1971 at CWRU, 4 as part of a program addressing biomedical applications. 
Miniature Si diaphragms with a resistance bridge at the center of the diaphragm and sealed to the 
base wafer with a gold (Au)-tin (Sn) alloy were developed for implant and indwelling applica- 
tions. During field evaluation, it was found that the packaging of the sensors determined their per- 
fonnance, and that piezoresistive sensors were very sensitive to interference, such as sideways 
forces, making them inaccurate for many biomedical applications. To achieve better sensitivity 
and stability, capacitive pressure sensors were first developed and demonstrated at Stanford Uni- 
versity in 1977 and shortly afterward at CWRU. "Ille first integrated monolithic capacitive pres- 
sure sensor was reported in 1980. 5 In general, capacitive pressure sensors exhibit superior perfor- 
mance compared to traditional piezoresistive pressure sensors. However, the relatively complex 
design and implementation of signal-processing circuitl3, required for electronic readout initially 
limited the widespread availability of capacitive pressure sensors. During the last 15 years, vari- 
ous processing and transduction techniques have been used to develop new or improved Si pres- 
sure sensor designs. While such developments are ongoing, advanced piezoresistive Si pressure 
sensors still account for almost all of the Si pressure sensor market. During the same period, Si 
microsensor technology has matured substantially, and a variety of sensors have been developed 
for measuring position, velocity, acceleration, pressure, force, torque, flow, magnetic field, tem- 
perature, gas composition, humidity, pH, solution/body fluid ionic concentration, and biological 
gas/liquid/molecular concentrations. Some of these sensors have been commercialized. 
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1.1.1.2 Micromachining 
Developlnent of Si microsensors often required the fabrication of micromechanical parts (e.g., a 
diaphragm in the case of the pressure sensor and a suspension beam for many accelerometers). 
These micromechanical parts were fabricated by selectively etching areas of the Si substrate away 
to leave behind the desired geometries. Hence, the term "micromachining" came into use around 
1982 to designate the mechanical purpose of the fabrication processes that were used to form 
these micromechanical parts. Isotropic etching of Si was developed in the early 1960s for transis- 
tor fabrication. Anisotropic etching of Si was reported in 1967 by Finne and Klein 6 and in 1973 
by Price. 7 Various etch-stop techniques were subsequently developed to provide further process 
flexibility. Together, these techniques have been used for fashioning micromechanical palls from 
Si materials, and they also form the basis of the "bulk" micromachining processing techniques. 
Bulk micromachining designates the point that the bulk of the Si substrate is etched away to leave 
behind the desired micromechanical elements. 

While bulk micromachining has been a powerful technique for the fabrication of microme- 
chanical elements, ever-increasing needs for flexibility in device design and performance 
improvement have motivated the development of new concepts and techniques for micromachin- 
ing. For example, the application of the sacrificial layer technique (first demonstrated by 
Nathanson and Wickstrom in 19658) to micromachining in 1985 gave bil~h to the concept of"sur- 
face" micromachining. 9 Surface micromachining designates the point that the Si substrate is pri- 
marily used as a mechanical support upon which the micromechanicai elements are fabricated. 
More recently, the introduction of Si fusion bonding and deep reactive ion etching, as well as 
high-aspect-ratio lithography and plating processes, have expanded the capabilities of microma- 
chining technology. 

Prior to 1987, Si micromachining had been used to fabricate a variety of micromechanical 
structures, such as thin Si diaphragms, beams, and other suspended structures, in single-crystal Si 
or in films deposited on an Si substrate. These micromechanical structures were generally limited 
in motion to small deformations and were physically attached to the substrate. Such elastic com- 
ponents could be used as flexible joints, but their overall usefulness in the design of"mecha- 
nisms" was limited. "Mechanism" as used here is a means for transmitting, controlling, or con- 
straining relative movement and refers to a collection of rigid bodies connected by joints. During 
1987 to 1988, a turning point in the field was reached when, for the first time, techniques for 
integrated fabrication of mechanisms on Si were demonstrated, l°'ll It was then possible to fabri- 
cate mechanical parts that could execute unrestrained motion in at least one degree of freedom 
(e.g., gears, gear trains, linkages). Shortly thereafter, this technology enabled the development of 

12 13 I electrostatic micromotors ' and motivated the developme it of other types ofmicroactuators, 
such as valves, pumps, switches, tweezers, and lateral resonant devices. 

1.1.1.3 MEMS 
Recent progress in microactuators is transfonning the conventional field of solid-state transducers 
into what has become known as MEMS. The term "MEMS" was coined around 1987, when a 
series of three workshops on microdynamics and MEMS was held in July 1987 in Salt Lake City, 
Utah; in November 1987 in Hyannis, Massachusetts; and in January 1988 in Princeton, New Jer- 
sey. These workshops ushered in a new era ofmicrodevices. Equivalent terms for MEMS include 
"microsystems," which is prefezTed in Europe, and "micromachines," which is favored in Japan. 
MEMS is application driven and technology limited, and has emerged as an interdisciplinary field 
that involves many areas of science and engineering. 

Miniaturization of mechanical systems promises unique opportunities for new directions in the 
progress of science and technology. Micromechanical devices and systems are inherently smaller, 
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lighter, faster, and usually more precise than their macroscopic counterparts. However, the devel- 
opment of micromechanical systems requires appropriate fabrication technologies that enable the 
[bllowing features in general systems: 
• Definition of small geometries 
° Precise dimensional control 
• Design flexibilib' 
° Interfacing with control electronics 
° Repeatability, reliability, and high yield 
° Low cost per device 

1.2 Fabrication Technologies 
The three characteristic features of MEMS fabrication technologies are miniaturization, multi- 
plicity, and microelectronics. Miniaturization is clearly an important part of MEMS, since mate- 
rials and components that are relatively small and light enable compact and quick-response 
devices. Multiplicib' refers to the batch fabrication inherent in semiconductor processing. Conse- 
quently, it is feasible to fabricate thousands or millions of components as easily and concurrently 
as one component, thereby ensuring low unit component cost. Furthermore, multiplicity provides 
flexibility in solving mechanical problems by enabling the possibility of a distributed approach 
through use of (coupled_) arrays of micromechanical devices. Finally, microelectronics provides 
the intelligence to MEMS and allows the monolithic merger of sensors, actuators, and logic to 
build closed-loop feedback components and systems. 

Clearly, the successful miniaturization and multiplicity of u'aditional electronics systems 
would not have been possible without IC fabrication technology. It is therefore natural that the IC 
fabrication technology, or microfabrication, has so far been the primary enabling technology for 
the development of MEMS. Microfabrication provides a powerfid tool for batch processing and 
miniaturization of mechanical systems into a dimensional domain not accessible by conventional 
(machining) techniques. Furthermore, microfabrication provides an oppol~uniW for integration of 
mechanical systems with electronics to develop high-performance, closed-loop-controlled 
MEMS. Integrated fabrication techniques, which are made possible by IC fabrication technology, 
eliminate the need for discrete component assembly, which is not practical for the fabrication of 
MEMS. Hence, dimensional control, including component size and intercomponent clearance, is 
limited only by the processing technology. 

Even though miniaturization of mechanical systems is directly compared to that of electronics, 
two important points should be noted. First, not all mechanical systems will benefit from minia- 
turization. More likely, microfabricated sensors and actuators that enable performance improve- 
merit will be integrated into conventional macroscopic mechanical systems. Miniaturization and 
the application of microtransducers for monitoring and control is justified when the performance- 
to-cost ratio is improved. Second, current IC-based fabrication technologies are inherently planar, 
not allowing fill flexibility for three-dimensional (3D) design. A mature technology for micro- 
mechanical systems will require complementary fabrication techniques that provide3 D design ca- 
pabilities. 

1.2.1 IC Fabrication 
An3," discussion of MEMS first requires a basic understanding of IC fabrication technology. The 
major steps in this technology include fihn growth, doping, lithography, etching, dicing, and 
packaging (see Fig. 1.2). Devices are usually fabricated on Si substrates, which are grown in 
boules, sliced into wafers, and polished. Thin fihns are grown on these substrates and are used to 
build active components, passive components, and interconnections between circuits. These films 
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Fig. 1.2. Major processing steps in integrated circuit fabrication. 

include: (1) epitaxial Si, (2) SiO2, (3) silicon nitride (Si3N4), (4) polyc13,stalline Si (polysilicon), 
and (5) metal films. To modify electrical or mechanical properties, films are doped with impuri- 
ties by thermal diffusion or ion implantation. Lithography is used to transfer a pattern from a mask 
to a film via a photosensitive chemical called a photoresist. The film is then selectively etched 
away, leaving the desired pattern in the film. This cycle is repeated until fabrication is complete. 
The wafers are then probed for yield, diced into chips, and packaged as final devices. Because 
there is a market for high-quality, inexpensive Si wafers (namely, microelectronics), most MEMS 
fabrication facilities focus on thin-film growth, doping, lithography, and etching processes. 
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1.2.1.1 Film Growth 

The growth of SiO 2 by the thermal oxidation of Si is the fundamental film growth process. In IC 
fabrication, oxidation is used for passivating the Si surface, masking diffusion and ion implanta- 
tion layers, growing dielectric films, and providing an interface between Si and other materials. 
In MEMS, SiO 2 films are also used as etch masks and sacrificial layers, which will be discussed 
later. Although Si exposed to air at room temperature will grow a native oxide (about 20 A thick), 
thicker oxide fihns (0.5-1.5 ~Lm) can be grown at elevated temperatures in a mixture of hydrogen 
(H2) and oxygen (02) gases. The rate of oxide growth is dependent on the growth temperature, 
the oxygen partial pressure, and the crystal orientation of the Si substrate. However, for a fixed 
temperature, oxide thickness increases with time in parabolic fashion. 

To deposit SiO 2 fihns on substrates other than Si, a process known as chemical vapor deposi- 
tion (CVD) is used. In this process, the chemical components of the film are supplied to the reac- 
tor as a mixture of gases. The substrate is heated to a temperature that induces a pyrochemical 
reaction and fihn formation. Such depositions are performed at atmospheric pressure (AP) or low 
pressure (LP). In most instances, the process is ideal for batch coating. Growth rates are much 
higher in APCVD systems, while films are deposited with excellent thickness uniformly" in 
LPCVD systems. CVD is also used to deposit thick (> 1.5 ~tm) oxide films or when the substrate 
cannot be simply oxidized thermally. In addition to SiO 2, metals, polysilicon, Si3N 4, and many 
other fihns can be deposited by CVD. 

Epitaxial growth is a special class of CVD. Epitaxy is defined as growth of a single crystal film 
upon a single crystal substrate. If the composition of the film is the same as that of the substrate, 
the process is called homoepitaxy. However, if the film composition differs fi'om that of the sub- 
strate, the process is called heteroepitaxy. Many compound semiconductors, such as gallium ars- 
enide (GaAs) and silicon carbide (SIC), can be grown heteroepitaxially on Si, while doped Si lay- 
ers are homoepitaxial. 

Many films are not thermally stable at temperatures commonly used in conventional CVD. To 
reduce deposition temperatures so that existing films will not be adversely affected, CVD pyro- 
chemical reactions are combined with a radio-frequency (RF) plasma in a process known as 
plasma-enhanced CVD (PECVD). PECVD results in films with good step coverage and low pin- 
hole density. However, PECVD films generally suffer from significant hydrogen incorporation 
and lower mass density, degrading the electrical and mechanical properties of a material. 

Metal fihns can be deposited by vacuum evaporation, sputtering, CVD, and plating, and are 
most commonly used for interconnections, ohmic contacts, and rectifying metal-semiconductor 
contacts. Vacuum evaporation is used to deposit single-element conductors, resistors, and dielec- 
trics. Alloys can also be deposited by this method, but the process is complicated by the widely 
varying evaporation rates of different metals. Resistive and electron beam heating are the two 
most common heat sources. Compound materials and refi'active metals can be deposited by sput- 
tering a cathode target with positive ions from an inert gas discharge. Introduction of noninert 
gases into the ambient during sputtering is called reactive sputtering and is used to deposit com- 
pound films such as titanium nickel (TiNi). 

1,2.1.2 Doping 
In many instances, it is desirable to modulate the properties of a device layer by introducing a 
low and controllable level of impurity atoms into the layer. This process is called doping and is 
accomplished by either thermal diffusion or ion implantation. Thermal diffusion is performed by 
heating the wafers in a high-temperature furnace and passing a dopant-containing carrier gas 
across the wafer. Tile diffusion process occurs in two stages: predeposition and drive-in. During 
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predeposition, dopant atoms are transported from the source onto the wafer surface and are dif- 
fused into the near-surface region. The sources can be gaseous (e.g., diborane [BzH6] ) or solid 
(e.g., boron nitride [BN]), depending on the dopant. During drive-in, the temperature is increased, 
and the dopant diffuses into the wafer to the desired depth and concentration, ion implantation 
introduces dopants below the wafer surface by bombardnlent with an energetic beam of dopant 
ions. Because the energy loss of these ions in Si is well known, precise control of the dose and 
depth of dopants is possible. The c~stal lattice is damaged during this process, but the damage 
can often be reduced by subjecting the wafer to a high-temperature, postimplant anneal. 

1.2.1.3 Lithography 
Lithography" is the technique by' which the pattern on a mask is transfe~Ted to a film or substrate 
surface via a radiation-sensitive material. The radiation may be optical, x-ray, electron beam, or 
ion beam. For optical exposure, the radiation-sensitive material is more commonly called "pho- 
toresist", and the process is called "photolithography." Photolithography consists of two key 
steps: (1) pattern generation and (2) pattern transfer. Pattern generation begins with mask design 
and layout using computer-aided design (CAD) software, from which a mask set is manufactured. 
A typical mask consists of a glass plate coated with a patterned chromium (Cr) film. Pattern trans- 
fer involves: (1) dehydration and priming of the surface, (2) photoresist coating of the wafer, 
(3) "soft bake" of the photoresist, (4) exposure of the photoresist through the mask, (5) chemical 
development of the photoresist, (6) wafer inspection, and (7) postdevelopment bake or "hard 
bake." After hard bake, the mask pattern has been completely transfelxed to the photoresist. 

1.2.1.4 Etching 
Following hard bake, the desired pattern is transferred from the photoresist to the underlying film 
or wafer by a process known as etching. Etching is defined as the selective removal of unwanted 
regions of a film or substrate and is used to delineate patterns, remove surface damage, clean the 
surface, and fabricate 3D structures. Semiconductors, metals, and insulators can all be etched with 
tile appropriate etchant. The two main categories of etching are wet-chemical and dry-etching. As 
the name implies, wet-chemical etching involves the use of liquid reactants to etch the desired 
material. However, tighter governmental regulations on safety and waste, coupled with the trend 
toward smaller device features, have led to an increasing emphasis on dr3' etching. There are var- 
ious b'pes of dry-etch processes, ranging from physical sputtering and ion-beam milling to chem- 
ical-plasma etching. Reactive ion etching, the most common dr,'-etch technique, uses a plasma of 
reactant gases to etch the wafer, and thus is performed at low pressure in a vacuum chamber. 
Well-characterized wet-chemical and dl3'-etch recipes for most semiconductor processing mate- 
rials can be found in the literature and will not be detailed here. 

In order to fabricate structures, etching is used in conjunction with photolithographically pat- 
temed etch masks. The effectiveness of an etchant depends on its selectivity, that is, its ability, to 
effectively etch the exposed layer without significantly etching the masking layer. Since most 
etch masks are not completely impervious to etchants, mask thicknesses depend on the selectivity 
of the etchant and the total etch time. Suitable etch-mask materials for many d~3'- and wet-chem- 
ical etchants include SiO 2, Si3N4, and hard-baked photoresist. 

1.2.2 Bulk Micromachining and Wafer Bonding 
Bulk micromachining was developed between 1970 and 1980, as an extension of IC technology, 
for fabrication of 3D structures, i4 Bulk micromachining of Si uses wet- and dry-etching tech- 
niques in conjunction with etch masks and etch stops to sculpt micromechanical devices fi'om the 
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Si substrate. There are two key capabilities that make bulk micromachining of Si a viable tech- 
nology. First, anisotropic etchants of Si, such as ethylene-diamine and pyrocatechol (EDP), 
potassium hydroxide (KOH), and hydrazine (N2H4), are available that preferentially etch single 
crystal Si along given crystal planes. Second, etch masks and etch-stop techniques are available 
that can be used in conjunction with Si anisotropic etchants to selectively prevent regions of Si 
from being etched. As a result, it is possible to fabricate microstructures in an Si substrate by 
appropriately cornbining etch masks and etch-stop patterns with anisotropic etchants. 

Good etch masks for typical anisotropic etchants are provided by SiO 2, Si3N 4, and some 
metallic thin fihns such as Cr and Au. These etch masks protect areas of Si fi'om etching and de- 
fine the initial geometry of the region to be etched. Alternatively, etch stops can be used to define 
the microstructure thickness. Two techniques fbr etch stopping have been widely" used in conjunc- 
tion with anisotropic etching in Si. One technique that uses heavily boron (B)-doped Si, called 
"p+ etch stop," is effective in practically stopping the etch. Another technique, called "pn junc- 
tion," stops the etch when one side of a reverse-biased junction diode is etched away. 

Anisotropic wet etchants of Si, such as KOH, are able to etch Si <100> and <110> crystal 
planes significantly fhster than the < 1 I 1 > crystal planes. In a < 100> Si substrate, etching proceeds 
along the (100) planes but is practically stopped along the <111> planes. Since the <11l> crystal 
planes make a 54.7-deg angle with the <100> planes, slanted walls result, as shown in Fig. 1.3. 
Because of the slanted <1 l l> planes, the size of the etch-mask opening determines the final size 
of the etched hole or cavity. If the etch mask openings are rectangular and the sides are aligned 
with the [110] direction, practically no undercutting of the etch-mask feature takes place. How- 
ever, significant undercutting below the mask may occur in convex corners (corners with angles 
greater than 180 deg), where the etch masks are misaligned witll the [ 110] direction, or where 
there are curved edges in the etch-mask openings. Under these circumstances, the undercutting 
continues until it is limited by the <111> planes. Undercutting can be used to fabricate suspended 
microstructures. Figure 1.4 shows a bulk micromachined Si cantilever fabricated by undercutting 
the beam's convex comers-defined by an etch stop-fi'om the front side of the wafer. 

A drawback of wet anisotropic etching is that the microstructure geometry is defined by the 
internal crystalline structure of the substrate. Consequently, fabricating multiple, interconnected 
micromechanical structures of free-fbrm geometry is often difficult or impossible. Two additional 
processing technologies have extended the range of traditional bulk micromachining technology: 
deep anisotropic dr)' etching and wafer bonding. Deep anisotropic dry etching of Si can be 
achieved using reactive gas plasmas, which will etch exposed Si vertically. Recent improvements 
in this technology allow the patterning and etching of high-aspect-ratio (e.g., 20:1), anisotropic, 
randomly shaped features into a single crystal Si wafer, with only photoresist as an etch mask. 15 
As shown in Fig. 1.5, etch depths of a few hundred microns into an Si wafer are possible while 
maintaining smooth, vertical sidewall profiles. The other technology, wafer bonding, permits an 
Si substrate to be attached to another substrate, typically Si or glass. Electrostatic (or anodic) 
bonding of Si to glass substrates is pertbrmed under application of pressure and high voltage 
(400-1000 V), while Si fusion bonding (SFB) is the bonding of two Si wafters at high tempera- 
tures (near 1000°C), in an 0 2 or N 2 ambient. By combining anisotropic etching and wafer bond- 
ing techniques, bulk micromachining technology can be used to construct 3D complex micro- 
structures such as microvalves and micropumps. Figure 1.6 presents a microvalve that is 
fabricated by anisotropic etching and bonding of four Si wafers. In addition to dry etching and 
wafer bonding, the capabilities of bulk micromachining are further enhanced by laser processing 
techniques (Chapter 5) applied to microstructures up to l-ram thick with 20:1 aspect ratios. 
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Fig. 1.3. Bulk micromachined features realized by anisotropic etching of silicon. (a) Bottom plan view of 
etched wafer with cavities, diaphragms, and holes; (b) top plan viers, of an anisotropically etched wafer 
showing the l~abrication of a cantilever beam using etch stop layer; (c) cross section, AA', showing the hole, 
diaphragm, and cavity of" (a); and (d) cross section. BB', showing the cantilever beam of" (b). 
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Fig. 1.4.Bulk micromachined cantilever fabricated by p+ etch stop and anisotropic etching. 

Fig. 1.5. Complex shapes patterned using deep reactive ion etching (DRIE). 

1.2.3 Surface Micromachining 
Surface micromachining relies on encasing specific structural parts of a device in layers of a sac- 
rificial material during the fabrication process. The sacrificial material is then dissolved in a 
chemical etchant that does not attack the structural parts. In surface micromachining, the substrate 
wafer is used primarily as a mechanical support on which multiple, alternating layers of structural 
and sacrificial material are deposited and patterned to realize micromechanical structures. Surface 
micromachining enables the fabrication of complex, multicomponent, integrated micromechani- 
cal structures that would be impossible with traditional bulk micromachining. 
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Fig. 1.6. Schematic cross section of a microvalve fabricated by bulk micromachining and wafer bonding. 
The TiNi shape memory film is thermally actuated to open and close the microvalve (H. Kahn, Case Western 
Reserve University). 

A typical surface micromachining process, shown in Fig. 1.7, begins with the deposition of a 
sacrificial layer, which is then patterned to create openings to the underlying substrate. Next, the 
structural layer is deposited and patterned into the desired geomet13,. Finally, the structural com- 
ponents are released by removal of the underlying and surrounding sacrificial material. The struc- 
tural components are attached to the underlying substrate at the anchor regions. 

Surface micromachining is a versatile technology for three key reasons. First, the patterning 
of the structural and sacrificial layers is typically accomplished by etching processes that are in- 
sensitive to the crystalline structure of the films, thereby providing flexibility for planar free-fore1 
designs. Second, surface micromachining enables integrated multilevel structures using multiple 
layers of structural and sacrificial material. Third, there is no express restriction on the structural- 
sacrificial material system, as long as the compatibility between the structural and sacrificial 
materials is maintained. Therefore, different application-specific structural layers can be used in 
conjunction with suitable sacrificial layers. 

Polysilicon surface micromachining using polysilicon as the structural material and SiO 2 as 
the sacrificial material has been the most widely used surface micromachining technique. When 
electrical isolation of the substrate and/or the structural components is required, Si3N 4 is used as 
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Fig. 1.7. Cross-sectional schematic demonstration of surface micromachining. (a) Sacrificial layer deposi- 
tion, (b) definition of the anchor and bushing regions, (c) structural layer patterning, and (d) free-standing 
microstructure at~er release. 

an insulator. In this process, hydrofluoric acid (HF) is used to dissolve the sacrificial oxide during 
release. Figure 1.8 presents a surface-micromachined shear-stress microsensor fabricated using a 
single structural layer of polysilicon. Another commercially used surface micromachining tech, 
nique utilizes aluminum (AI) and photoresist as the structural and sacrificial layers, respectively. 
In this case, the release of the structural Al layer is accomplished by removing the sacrificial pho- 
toresist using a plasma etch. A number of other material systems have also been investigated as 
structural/sacrificial layers for surface micromachining: A1/polyimide, Si3N4/polysilicon, and 
Si3N4/SiO 2. The maximum thickness of structural layers in traditional surface micromachining is 
limited to 10 lain or less because of residual stresses in films. Excessive residual stress can lead 
to mechanical failure during fabrication. Furthermore. there are process limitations due to slow 
film deposition rates in traditional methods such as CVD, sputtering, and evaporation. Faster dep- 
osition rates can be realized for films that can be grown using pulsed laser deposition (PLD) or 
plating techniques. 

1.2.4 Micromolding 
Micromolding refers to fabrication of microstructures using molds to define the deposition of the 
structural layer. After the structttral layer deposition, the final microfabricated components are re- 
alized when the mold is dissolved in a chemical etchant that does not attack the structural material. 
Micromolding is an additive process, in that the structural material is deposited only in those 
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Fig. 1.8. SEM of a shear-stress microsensor fabricated by surface micromachining using a single structural 
layer of polysilicon. 

areas constituting the microdevice structure. In contrast, bulk and surface micromachining are 
examples ofsubtractive micromachining processes, which feature blanket deposition of the struc- 
tural mmerial followed by etching to realize the final device geometry. 

A widely known micromolding process is lithographie, galvanoJbrmung, und ab./brmung 
(LIGA). This German acronym means lithography, electroplating, and molding. The process can 
be used for the manufacture of high-aspect-ratio, 3D microstructures ill a wide variety of materi- 
als (e.g., metals, polymers, ceramics, and glasses). 16'17 As shown in Fig. 1.9, high-intensity, low- 
divergence, hard x rays are used as the exposure source for the lithography. These x rays are usu- 
ally produced by a synchrotron radiation source. Polymethylmethacrylate (PMMA) is used as the 
x-ray resist. Thicknesses of several hundreds of microns and aspect ratios of more than 100 have 
been achieved. A characteristic x-ray wavelength of 0.2 nm allows the transfer of a pattern from 
a high-contrast x-ray mask into a resist layer with a thickness of up to 1000 lain so that a resist 
relief may be generated with an extremely high depth-to-width ratio. The openings in the pat- 
temed resist can be preferentially plated with metal, yielding a highly accurate complementary 
replica of the original resist pattern. The mold is then dissolved away to leave behind plated struc- 
tures with sidewalls that are vertical and smooth. It is also possible to use the plated metal struc- 
tures as an injection mold for plastic resins. After curing, the metallic mold is removed, leaving 
behind microreplicas of the original pattern. By combining LIGA with the use of a sacrificial 
layer, it is also possible to realize fi'ee-standing micromechanical components. 18 

A chief drawback of the LIGA process is the need for a short-wavelength collimated x-ray 
source like a synchrotron. Consequently, LIGA-like processes using conventional exposure 
sources are being developed. Photoresists with high transparency and hi/$h viscosity can be used 

1~, 21 to achieve a single-coating mold thickness in the range of 15 to 500 lum. - Thicker photoresist 
layers may be realized by multiple coatings. In such photoresist layers, standard ultraviolet (UV) 
photolithography is used to achieve mold features with aspect ratios as high as I 1:1. 

Photosensitive polyimides are also used for fabricating plating molds. 22~ The photolithography 
process is similar to conventional photolithography, except that polyimide works as a negative 
resist. In this process, about 10-1um-wide lines can be delineated in several tens of microns-thick 
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Fig. 1.9. Outline of the micromolding process using LIGA technology. (a) Photoresist patterning, (b) elec- 
troplating of metal, (c) resist removal, and (d) molded plastic components. 

resist. A maximum aspect ratio of8:1 can be achieved, but depends on the geometry of the mask 
layout. Polyimide is a very stable material and does not have to be cured to act as a plating mold, 
but it is also limited in terms of the thickness and the aspect ratio. 

All methods stated above make use of lithography techniques to make a mold, but do' etching 
of polyimides to form high-aspect-ratio molds has also been reported. 23 In these methods, some 
modifications of traditional reactive ion etching (RIE) systems are necessar?, to achieve high- 
aspect ratios. For example, dr?, etching of fluorinated polyimides with a titanium (Ti) mask has 
been used for deep etching with high-aspect ratios, excellent mask selectivity, and smooth side- 
walls.23, 24 

Using micromolding processes, it is possible to realize high-aspect-ratio metallic microstruc- 
tures, which are especially attractive for certain applications, including reflective surfaces for 
optical components, low resistivity contacts for relays, magnetic metals for electromagnetic actu- 
ators/sensors, and microfabricated coils. Additionally, the larger thickness of high-aspect-ratio 
structures provides for greater stiffness perpendicular to the substrate, as well as for increased 
force/torque in electrostatic actuators. Plated nickel (Ni), copper (Cu), or alloys that contain at 
least one of these metals are the structural metals commonly used; Cr, SiO 2, polyimide, photore- 
sist, and Ti have been often used as the sacrificial material. 
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1.3 MEMS Components 
The miniaturization, multiplici~, and microelectronics characteristics of MEMS technology 
make it especially attractive to realize small-size, low-cost, high-performance systems integrated 
on one chip. Microfabricated pressure sensors have dominated the MEMS application market tbr 
the last two decades. With advmlces in IC technology and con'esponding progress in MEMS fab- 
rication processes in the last decade, additional integrated microsensor and microactuator systems 
are now being commercialized, and even more applications are expected to benefit. In this sec- 
tion, we present examples of some commercially available MEMS components selected on the 
basis of thbrication technique and system complexity. First, pressure sensors are presented as an 
example of a MEMS device fabricated using bulk micromachining, followed by integrated accel- 
erometers that are fabricated by surface micromachining. Next, the suitability of MEMS technol- 
ogy in complex, axTay-type application systems is demonstrated using the example of a digital 
micromirror device (DMD). Finally, the potential of MEMS components in aerospace applica- 
tions is discussed, and some promising devices are listed. 

1.3.1 Pressure Sensors 
MEMS technology has been utilized to realize a wide variety of differential, gauge, and absolute 
pressure microsensors based on different transduction principles. Typically, the sensing element 
consists of a flexible diaphragm that deforms due to a pressure differential across it. The extent 
of the diaphragm detbrmation is converted to a representative electrical signal, which appears at 
the sensor output. 

Figure I. l 0 shows a manifold absolute pressure (MAP) sensor for automotive engine control, 
designed to sense absolute air pressure within the intake manifold (manufactured by Motorola, 
Schaunlburg, Illinois). This measurement can be used to compute the amount of fuel required tbr 
each cylinder in the engine. The microt'abricated sensor integrates on-chip, bipolar op-amp cir- 
cuitry and thin-film resistor networks to provide a high output signal and temperature compensa- 
tion. 

The sensor die/chip consists of a thin Si diaphragm fabricated by bulk micromachining. Prior 
to the micromachining, piezoresistors are patterned across the edges of the diaphragm region 
using standard IC processing techniques. After etching of the substrate to create the diaphragm, 
the sensor die is bonded to a glass substrate to realize a sealed vacuum cavity underneath the di- 
aphragm. Finally, the die is mounted on a package such that the top side of the diaphragm is 
exposed to the environment through a port. A gel coat isolates the sensor die from the environ- 
ment while allowing the pressure signal to be transmitted to the Si diaphragm. The ambient pres- 
sure forces the diaphragm to deform downward, resulting in a change of resistance of the piezore- 
sistors. This resistance change is measured using on-chip electronics; a corresponding voltage 
signal appears at the output pin of the sensor package. 

1.3.2 Accelerometers 
Acceleration sensors are relatively newer applications of MEMS technology. Typically, the sens- 
ing element consists of an inertial mass suspended by compliant springs. Under acceleration, a 
force acts on the inertial mass, causing it to deviate from its zero-acceleration position, until the 
restoring force fi'om the springs balances the acceleration force. The magnitude of the inertial- 
mass deflection is convelled to a representative electrical signal, which appears at the sensor 
output. 

Figure I. l I shows a monolithic accelerometer (manufactured by Analog Devices, Inc., Nor- 
wood, Massachusetts), the ADXL-50, fabricated by surface micromachining and BiCMOS (a 
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Fig. 1.10. Commerciall~i available absolute pressure sensor. (a) Sensor package; (b) cross-sectional sche- 
matic (Motorola, Inc.). "5 

combination of bipolar junction transistor [BJT] and complementary metal-oxide semiconductor 
[CMOS]) processes. The inertial mass consists of a series of 150-~.tm-long fingerlike beams con- 
nected to a central trunk beam, all suspended 2 lttm above the substrate by tether beams. The 
ADXL-50 uses a capacitive measurenlent method: the deflection of the inertial mass changes the 
capacitance between the finger beams and the adjacent cantilever beams. The sensor structure is 
sun'ounded by supporting electronics, which transduce the capacitance changes due to accelera- 
tion into a voltage, with appropriate signal conditioning. 

The analog output voltage is directly proportional to acceleration, and is fully scaled, refer- 
enced, and temperature compensated, resulting in high accuracy and linearity over a wide tem- 
perature range. Internal circuitry implements a forced-balance control loop that improves linearity 
and bandwidth. Internal self-test circuitry can electrostatically deflect the sensor beam upon 
demand, to verif3' device fimctionality. 
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Fig. 1.11. Surface micromachined integrated accelerometer. (a) Chip overview, (b) close-up of sensor struc- 
ture showing central trunk beam and fingers (Analog Devices, Inc.). 

1.3 .3  D M D s  
The DMD (manufactured by Texas Instruments, Inc., Dallas, Texas) is a microchip consisting of 
a superstructure array of Al micromirrors functionally located over CMOS memory cells. The 
DMD digital light switch moves between the "on" and "off" states to create and reflect digital 
gray-scale images fi'om its surface when light is applied. These digitally created images are trans- 
fen'ed through appropriate optics and filters to create projected and/or digitally printed images. 
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The A1 micrornirror superstructure is realized by surface micromachining, while the under- 
lying memory cells are fabricated using standard CMOS processes. The mirrors are hermetically 
sealed beneath nonreflecting glass to prevent contamination-induced failure. Figure 1.12 shows 
the details of the DMD microchip. Each mirror is 16 lain square with a 1-tam space between mir- 
rors on all sides. The number of mirrors in use on a single chip can range fi'om 307,200 to 1.3+ 
million (with one mirror per pixel). 

To achieve digital operation, the DMD micromin'ors are designed to be bistable. In the "on" 
mode, the mirrors deflect +10 deg, while in the "ofF' position, the rein'ors rest at -10 deg. When 
a given CMOS memory, cell is loaded with a digital 1, electrostatic forces switch the correspond- 
ing rein'or "on" to reflect light into the aperture of an imaging lens. Memory cells loaded with a 
digital 0 cause the mirror to switch "off," and to direct incident light away from the imaging lens. 
In conjunction with appropriate optics, a color wheel, and electronic control circuitry, the DMD 
can be used to display high-quality projection images. 

1.3.4 Sensors and Actuators in Aerospace Applications 
Sensors are required in a variety of'aerospace instrumentation, including fuel measurement and 
monitoring, landing gear, ice protection, and navigation. In small, private aircraft, the instrumen- 
tation is simple and may consist only of'an altimeter to register height, an indicator to register air- 
speed, and a compass. The most modern airplanes and manned spacecrat~, in contrast, have fully 
automated "glass cockpits," in which a tremendous array of sensor information is continually pre- 
sented on the aircraft's height, attitude, heading, speed, cabin pressure and temperature, route, fuel 
quantity and consumption, and on the condition of the engines and the hydraulic, electrical, and 
electronic systems. Aerospace vehicles are also provided with inertial guidance systems for auto- 
matic navigation fi'om point to point, with continuous updating for changing weather conditions, 
beneficial winds, or other situations. This array of instrumentation is supplemented by vastly im- 
proved meteorological fbrecasts, which reduce the hazard fi'om weather, including such difficult- 
to-predict elements as wind shear and microburst. 

Attitude and direction of aerospace vehicles are handled by flight controls that actuate eleva- 
tors, ailerons, and rudders through a system of cables or rods. In sophisticated modem aircrafl, 
there is no direct mechanical linkage between the attitude and direction devices used by the pilot 
and the actual controls used to achieve the changes in attitude and direction; instead, these con- 
trois are actuated by electric motors. The catch phrase .for this an'angement is "fly by wire." In 
addition, in some large and fast aircraft, controls are boosted by hydraulically or electrically 
actuated systems. In both the fly-by-wire and boosted controls, the feel of the control reaction is 
fled back to the pilot by simulated means. 

The use of MEMS devices in aerospace systems is expected to be highly application specific 
and would typically aim to reduce size, weight, and power consumption at the component level. 
Changes in both commercial and military markets for fixed-wing and rotor-wing aircraft demand 
increased performance with less weight. The cost advantage and electronic integration capabili- 
ties of MEMS enables the feasibility of distributed measurement and actuation. These features 
would be based on flexible location of smart transducers and decreased reliance on pneumatics, 
which would, in turn, lead to more accurate measurements, reduced vulnerability through redun- 
dancy, fewer moisture drain traps, and considerable weight savings. 

In addition to conventional aircraft, evolution of MEMS technology should lead to the devel- 
opment ofrnicro, unmanned aerial vehicles (taUAVs). These small flight vehicles would perform 
as aerial robots whose mobility could be used to deploy micropayloads to a remote site or to oth- 
envise hazardous locations. 
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Fig. 1.12. DMD microchip. (a) Portion of the micromirror array, (b) exploded view of a single (16-jam-edge 
length) micromirror element (Texas Instruments, Inc.). 

Figure 1.13 shows a commercially available pressure measurement instrument, the micro, air 
data transducer (manufactured by BF Goodrich Company, Richfield, Ohio), which measures 
static and total pressures using micromachined Si-based sensors. This instrument is only 25% of 
the size and weight of its conventional non-MEMS-based counterparts, and exhibits a 0.02% full- 
scale pressure accuracy. Applications include primary accuracy air data for flight control, cockpit 
display, navigation, and fire control. 
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5 c m  1. I 

Fig. I. 13. Photograph of the Micro-Air Data Transducer, a commercially available MEMS-based sensor for 
use in aircraft (BF Goodrich Co.). 

A number of other MEMS devices have been developed for aerospace applications. Although 
most of these devices are still at the research stage, their eventual integration into aerospace sys- 
tems will revolutionize flight safety and performance. One of the devices that has been realized, 
the miniaturized :ice detector, uses bulk micromachining and wafer bonding techniques. The 
detector is shown in Fig. l. 14. 26 The sensing element is 2 mm square and. can detect ice films as 
low as 0.1 mm thick. Table 1.2 presents examples of MEMS devices with potential aerospace ap- 
plications. 
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Fig. 1.14.Microfabricated ice detection sensor. 
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Table 1.2. Examples of MEMS with Potential in Aerospace Applications 

Device Application Fabrication Method Transduction Principle Organization 

Shear Stress Sensor Surface micromachining Capacitive detection Case Western Reserve 
University, Cleveland, 
OH 

Bulk micromachining Optical detection Massachusetts Institute of 
Technology (MIT), 
Cambridge, MA 

Accelerometer Integrated surface Capacitive detection Analog Devices, 
micromachining Norwood, MA 

Surface micromachining Capacitive deteclion Motorola, Phoenix, AZ 

Bulk micromachining Piezoresistive detection Endevco, Capistrano, CA 

Pressure Sensor Bulk micromachining 

Bulk micromachining 

Piezoresistive detection 

Piezoresistive detection 

Lucas Novasensor, 
Sunnyvale, CA 

Motorola, Phoenix, AZ 

Angular Rate Surface micromachining. Capacitive detection Draper Labs, Cambridge, 
Gyroscope micrornolding MA 

Surface micromachining Capacitive sensor University of Califbrnia, 
Berkeley 

Drag Reduction Bulk micromachining, Magnetic flap actuator University of Cali|brnia, 
micromolding Los Angeles 

Fuel Atomization Bulk micromachining Precision nozzle CWRU 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Screech Control Bulk micromachining Electrostatic University of Michigan, 
microactuator Ann Arbor 

Communication Fil- Surface micromachining Electrostatic resonators 
ters and Oscillators 

University of Michigan 

Microrelays Surface micromachining, Electrostatic actuator C W R U  
micromolding 

Surface micromachining 

Surface micromachining, 
micromolding 

Electrostatic actuator 

Magnetic actuator 

Hughes Research l, abs. 
Malibu: CA 

Georgia Institute of 
Technology, Atlanta 

Optical Scanners Surface micromachining Electrostatic micromotor CWRU 

Surface micromachining Electrostatic resonator UC, Berkeley 
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1.4 Commercial Applications 
The potential of MEMS technology promises to revolutionize our present-day life-sl3,1es as much 
as the computer has. In addition to completely new applications enabled by MEMS technology, 
existing applications will likely' be replaced by miniaturized, low-cost, high-pertbrmance, 
"smaW' MEMS technology. The potential tot" cost-effective and high-performance systems has 
attracted attention from both government and industry alike. The substantial up-front investment 
often required for successful, large-volume commercialization of MEMS is likely to limit the ini- 
tial involvement to larger companies in the IC industry. These companies can leverage their ex- 
isting capital investment in semiconductor processing equipment toward the development of 
MEMS components for large-volume applications. 

1.4.1 MEMS Market 
Currently, MEMS markets and demand are overwhehningly in the commercial sector, with the 
automobile industl)' being the main consumer tbr micromachined pressure sensors and acceler- 
ometers. Market studies predict that the value of MEMS products will increase to between $12 
and $14 billion by the year 2000 (see Fig. 1.15) and that no one product and/or application area 
will dominate the MEMS industry for the foreseeable future. 27 

The MEMS market for sensors will continue to grow, particularly for sensors with integrated 
signal processing, self-calibration, and self-test. However, a substantial portion of the MEMS 
market will be in non-sensing, actuator-enabled applications, such as scanners, fuel-injection sys- 
tems, and mass data storage devices. Furthermore, because MEMS products will be embedded in 
larger, non-MEMS systems (e.g., printers, automobiles, biomedical diagnostics), the products 
will enable new and improved systems, with projected market value approaching $100 billion in 
the year 2000. 27 

1.4.2 MEMS Industry Structure 
A number of companies are already marketing MEMS devices and systems for commercial use. 
These companies include a broad range of manufacturers of sensors, industrial and residential 
control systems, electronic components, automotive and aerospace electronics, analytic instru- 
ments, and biomedical products. Examples of such companies include Goodyear, Honeywell, 
Lucas Novasensor, Motorola, Hewlett-Packard, Analog Devices, Texas Instruments, Siemens, 
and Hitachi. In addition, many small, emerging businesses have also been formed to commercial- 
ize MEMS components. 

With the advent of commercialization of MEMS, many technology requirements being iden- 
tiffed are capabilities beneficial to the indust~.~' as a whole, but too costly to develop by any one 
company. MEMS manufacturing is heavily dependent on microelectronics manufacturing, and at 
the moment, there is no MEMS-equipment and material-supplier infi'astructure separate fi'om that 
of microelectronics equipment and material industry. While advanced MEMS device designs, 
systems concepts, and fabrication processes will continue to be important, advances in MEMS 
manufacturing resources will pace future development, commercialization, and use of MEMS. 

Unlike microelectronics, where a few types of fabrication processes satisfy, most microelec- 
tronics manufacturing requirements, MEMS, given their intimate and varied interaction with the 
physical world, exhibit a greater variety of device designs and associated manufacturing re- 
sources. For example, the thin-film structures created using surface micromachining techniques, 
while well-suited for the relatively small force encountered in inertial measurement devices, are 
not adequate for MEMS fluid valves and regulators. Similarly, the thicker structures created using 
a combination of wafer etching and bonding, while well-suited to the higher forces and motions 
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Fig. 1. l 5. Projected worldwide MEMS market through the year 2000. 27 (a) Growth of worldwide market in 
MEMS components and devices: (b) non-sensor market segments in the year 2000, which will constitute at 
least 50% of the market for MEMS products. 

in fluid valves and regulators, consume too much power to be used for the fabrication ofmicroop- 
tomechanical aligners and displays. There is not likely to be a MEMS equivalent of a CMOS pro- 
cess like that in microelectronics that will satisfy the majority of MEMS device fabrication 
needs. 27 MEMS design is strongly coupled to packaging requirements, which are dictated by the 
application environment. 

The different MEMS fabrication processes and equipment will often be developed by larger 
firms with a particular and large commercial market as the target. Typically, the firm developing 
the manufacturing resources needs to focus on the production of products for those one or two 
markets driving applications. But in most cases, once the manufacturing resource is developed, 
numerous products for smaller markets could be addressed with the same manufacturing re- 
sources. No single one of these smaller markets would have justified the development of the fab- 
rication process. For the firms that have developed the manufacturing resource, addressing small 
and fragmented markets is not currently economically justifiable, given the market diversity and 
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the embryonic state of electronic design aids. Most of these specialized markets will only be at- 
tractive and economically justifiable to smaller businesses that, however, do not have (nor would 
they want to duplicate) the manufacturing resources. 

1.5 Trends in MEMS Technology 
MEMS technology is extending and increasing the ability to both perceive and control the envi- 
ronment by merging the capabilities of sensors and actuators with information systems. Future 
MEMS applications will be driven by processes that enable greater functionality through higher 
levels of electronic-mechanical integration and greater numbers of mechanical components work- 
ing either alone or together to enable a complex action. These process developments, in turn, will 
be paced by investments in the development of new materials, device and systems design, fabri- 
cation techniques, packaging/assembly methods, and test and characterization tools. 

1.5.1 Design and Simulation 
MEMS is more demanding of design aids than microelectronics production. Most industrial 
designs of physical sensors today are based on detailed finite-element modeling of the mechanical 
microstructures using software available tbr conventional mechanics. 

MEMS requires new drawing and layout tools to generate the patterns that will be used to add 
or remove material during processing. In addition, MEMS requires a number of different model- 
ing tools, including simulators for mechanical deformation, electrostatic fields, mechanical 
threes, electromagnetic fields, material properties, and electronic devices. MEMS also needs the 
connective algorithms to reconcile and blend results from all the different simulators. 

As devices become more complex and multiple simulators are involved, the complexi~" of 
both the simulations and the coupling increases considerably. Traditional modeling techniques 
become impractical and may even fail. Radically new approaches to modeling and simulation for 
the many physical effects and different MEMS functions have to be developed. 

1.5.2 Materials Issues 
An extensive, well-documented materials database that meets the requirements of MEMS devel- 
opment is essential tbr continuing progress in the field. Many of the new material property simu- 
lators will need new models and data to relate process parameters to material properties relevant 
tbr MEMS design. 

The accuracy of the existing microelectronic device simulators is built on historic and huge 
amounts of material and device measurements, coupled to carefully controlled process condi- 
tions. By knowing the relationship between processing conditions and the resulting material 
parameters, microelectronics manufacturers can control material properties, and hence, device 
yields. Circuit designers are typically interested in those material properties that relate to the elec- 
tronic function of the devices, such as doping levels and dielectric constants. 

The material needs of the MEMS field are well recognized but are at a preliminary stage. In 
addition to single-cx3'stal Si, polysilicon, Si3N 4, and SiO2, other materials are being explored for 
MEMS. Interesting examples include SiC, shape memory alloy (SMA) metals, pennalloy, and 
high-temperature superconductive materials. All these materials possess certain unique properties 
that, when combined with MEMS technology, make them attractive for certain applications. 

A thorough understanding of the material properties of existing MEMS materials is just as 
important as the development of new materials for MEMS. There are vel3' few reliable measure- 
merits of material properties (for example, modulus, residual stress, or reflectiviW) relevant to the 
production of MEMS. The goal of studying the material properties in MEMS, and in thin films 
generally, is to develop models that relate process parameters to the film microstructure, as well 
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as to the corresponding mechanical, electrical, optical, and thermal properties. Chapter 3 elabo- 
rates on the material properties and the required tests to enable a valid database. 

1.5.3 Integration with Microelectronics 
Future MEMS products will demand yet higher levels of electrical-mechanical integration and 
more intimate interaction with the physical world. The full potential of MEMS technology will 
only be realized when microelectronics is merged with the electromechanical components. Inte- 
grated microelectronics provides the intelligence to MEMS and allows closed-loop feedback sys- 
tems, localized signal conditioning, and control of massively parallel actuator arrays. 27 

Although MEMS fabrication uses many of the materials and processes of semiconductor fab- 
rication, there are important distinctions between the two technologies. The most significant dis- 
tinctions are in the process recipes (the number, sequence, and t3'pe of deposition, removal, and 
patterning steps used to fabricate devices) and in the end stages of production (bonding of wafers, 
freeing ofparts designed to move, packaging, and test). The fundamental challenge of using semi- 
conductor processes for MEMS fabrication is not so much in the type of processes and materials 
used, but more in the way those processes and materials are used. 

MEMS will need the development of operating conditions on standard semiconductor equip- 
ment suited and optimized to the requirements of MEMS. For other processing steps unique to 
MEMS, the development of new manufacturing equipment and associated processes will be 
required. Table 1.3 lists some of the specialized process equipment that is required to enhance the 
manuthcturability of MEMS. 

1.6 Journals and Conferences 
Before 1980, the literature on solid-state sensors and actuators was scattered in various applica- 
tion fields such as electronic devices, automobiles, instrumentation, materials, physics, and ana- 
lytical chenlistry. The journal Sensors and.4ctuators was first published in 1980 to provide a 
forum for publication of papers in the field. Another journal, Sensors and Materials, issued by 
MYU Japan, began publication in 1989. Rapid advances in device design, fabrication, materials, 

Table 1.3. Examples of Process Equipment Specific to MEMS 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Fabrication Technology Process Equipment 

Surface micromachining Release and drying systems to realize free-standing 
m icrostructures 

Bulk micromachining Dry etching systems to produce deep, 2D freeilbnn 
geometries with vertical sidewalls in substrates 

Anisotropic wet etching systems with protection lbr wal~r 
front sides during etching 

Bonding and aligning systems to join wafers and perform 
photolithogral~hy on the stacked substrates 

Micromolding Bmch-plating systems to create metal molds in LIGA 
process 

Plastic injection molding systems to create components 
from metal molds 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
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testing, packaging, and applications, as well as the rapid expansion of the field, have brought 
about many journals, symposia, and confbrences to report on the progress being made. There are 
now many publications dealing with sensors and actuators, including trade journals and regional 
publications. In the MEMS area, the Journal o f  Microelectromechanical Systems is a quarterly 
(started in 1992) published jointly by tile Institute of Electrical and Electronics Engineers (IEEE) 
and the American Society of Mechanical Engineers (ASME), the Journal o/'Micromechanics and 

Microengineering is a quarterly (started in 1991) published by the American Institute of Physics, 
while Microo,stem Technology, is a quarterly (started in 1995) published by Springer-Verlag. 

The International Conference on Solid State Sensors and Actuators, also referred to as the 
Transducers Conference, was established in 1981. The conference sponsors biannual meetings 
(during odd years), rotating between the United States, Japan, and Europe. The latest meeting 
concluded in Chicago in June 1997 (called Transducers '97). The conference also publishes a 
technical digest. In addition, some of the papers presented at the confierence are published in spe- 
cial issues of Sensors andActuators.  

Regional conferences on sensors, actuators, and MEMS are held in both Japan and Europe. In 
the United States, a workshop on solid-state sensors and actuators has been held at Hilton Head, 
North Carolina, during even years. Technical digests fi'om these workshops are also published. 
Another series of international conferences, entitled IEEE Workshop on Micro Electro Mechan- 
ical Systems, started in 1987 and has met annually between 1989 and 1998. Each of'the confier- 
ences has published a proceedings volume. Finally, a number of conferences in other fields (e.g., 
International Electron Device Meeting, Device Research Conference/Materials Research Confier- 
ence, The Electrochemical Society Meeting, and many SPIE conferences) hold sessions on mi- 
crosensors, microactuators, and MEMS. 
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Microengineering Space Systems 
H. Helvajian* and S. W. Janson* 

2.1 Introduction 
2.1.1 MEMS for Space Systems, an Overview 
The evolution of microelectromechanical systems (MEMS) from laboratory curiosities to com- 
mercial off-the-shelf components (COTS) is being driven by government investments and strong 
market forces. These drivers have historically focused on terrestrial applications, which currently 
dominate MEMS development and usage, and will continue to do so well into the next centm~¢. 
MEMS offers a capability for mass-producing small, reliable, intelligent instruments at reduced 
cost by reducing the number of piece-parts, eliminating manual-assembly steps, and controlling 
material variability. These features, together with reduced mass and power requirements, are what 
space-system designers dream about. To gain an initial understanding of the problems facing 
spacecraft engineers, consider what your personal computer or other consumer product would 
look like if: 

• The delivel2¢ charge to take the product home was between $10,000 and $100,000 per kg. 
• The delivei~£ truck had no springs oz" shock absorbers and traveled over really bumpy roads. 
• The product kicked itselfoffthe delivery truck and configured itself to receive your commands 

while the truck drove itself to the junkyard. 
• The product ran off of solar cells by day and rechargeable batteries by night. 
• The product had to withstand radiation levels that are 4 to 7 orders of magnitude greater than 

what you face. 
• The product had to operate for 3 to 15 yr without maintenance or mechanical upgrades. 
No wonder commercial Earth-orbiting spacecraft cost on the order of $50,000 per kg, not to men- 
tion similar costs for the one-shot delive~w truck (the launch vehicle). We believe that market 
forces alone will stinmlate the use of MEMS in space systems and foster further development of 
MEMS specifically for space application, l fa  commercial space systems provider can use MEMS 
to save a few kilograms on a spacecraft, perhaps the provider can then justify a low-volume cus- 
tom found~£ run specialized for space-microengineered systems. The saving of tens of kilograms 
in mass while maintaining capability can result in substantial profit for a provider. 

Space systems comprise more than just spacecraft; they include launch vehicles and the 
ground-based systems used for tracking, command and control, and data dissemination (pictures 
of the Earth, telephone calls, movies via satellite, etc.). MEMS technology would allow develop- 
merit of new commercial uses of space in the proliferation of miniaturized ground transmitters 
with on-board sensors. MEMS, coupled with the current generation of digital electronics and tele- 
communication circuits, can be used for distributed remote-sensing applications. For example, 
transmitters the size of a fist and smaller can send environmental information, such as local atmo- 
spheric pressure, temperature, and humidity, directly to satellites. With Motorola's Iridium or 
other satellite telephone systems, real-time field data from remote locations can be just a phone 
call away. Similar remote sensors mounted on launch vehicles can simultaneously monitor 
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vibration and acceleration at different locations on the vehicle. MEMS enables mass-production 
of partially or fully integrated remote sensors inexpensive enough to be "throw-away" add-ons 
for many aerospace applications. Microengineered devices or application-specific integrated mi- 
croinstruments (ASIMs) will begin to infiltrate space systems by the end of this decade and be- 
come rapidly assimilated during the next. The Aerospace Corporation (Aerospace) coined the 
tenu ASIM to define a microengineered instrument designed to fulfill a specific need or solve a 
specific problem. The ASIM is a conceptual tool enabling the aerospace engineer to solve com- 
plex problems by reducing the problem into piecemeal ASIM solution components. The derived 
benefits of this technology for space systems are quite clear: dramatic cost reductions in manu- 
facturing and operation. 1 

MEMS will also enable a radically new way of building and using spacecraft. Silicon, for ex- 
ample, can be used as a multifunctional material: as structure, electronic substrate, MEMS sub- 
strate, radiation shield, thermal control system, and optical material. With proper spacecraft de- 
sign, it can provide these functions simultaneously. A "silicon" satellite composed of bonded 
thick wai~rs could be manufactured by one or more semiconductor foundries. Batch-fabrication 
would allow mass-production of spacecraft from one-hundred to several-thousand unit lots, 
which would enable dispersed satellite architectures and spacecraft designs meant for "single- 
function" and disposable missions. Alternatively, thinned MEMS electronics die, thin-film solar 
cells, and patterned metal antennas on 10- to 100-1am-thick Kapton TM sheets could permit the de- 
velopment of very large planar-sheet spacecraft for missions where large aperture (power and an- 
tenna gain) and low mass are a necessity. A synthetic aperture radar "sail" satellite, proposed by 
the French Centre National d'Etudes Spatiales (CNES), approaches this goal by allowing the ra- 
dar sail to provide most of the spacecraft resources, for example, power, payload, and gravity- 
gradient stabilization. 2 

The chapter is organized into five sections: 

• Introduction ..... Overview of MEMS for space systems 
• Applications in which MEMS technology would be useful to space systems 
• The silicon satellite concept 
• Manufacturing fi~ture space systems 
• Conclusions 

2.1.2 Near-Term Applications of Microengineered Systems in Space 
The U.S. National Aeronautics and Space Administration (NASA) and Department of Defense 
(DOD) have studied the use of microengineered systems for space applications. NASA's Jet Pro- 
pulsion Laboratory has adopted the technology for producing "smaller, faster, cheaper" space sys- 
tems to accomplish more interplanetary missions per year in the face of flat or declining budgets. 3 
The theory is that many less-ambitious missions spread risk and prevent major program failures; 
the loss of a single spacecraft is tolerable if several others are in place or soon will be. The Mars 
Pathfinder mission successfidly demonstrated what could be accomplished with "micro" space- 
craft that used many COTS components. The "New Millennium ''4 and "X-2000 "5 efforts will uti- 
lize more MEMS technology ultimately to produce 10-kg-class interplanetal3~ spacecraft. Most 
MEMS and ASIM examples discussed in this chapter were developed under some form of U.S. 
Government funding (e.g., DOD, NASA). In Europe, there is a similar desire to incorporate 
microengineered systems in space. Space systems development within the European Union (EU) 
is directed by the European Space Agency (ESA), which in 1997, identified micro/nanotechnol. 
ogy (MNT) as a relevant theme for its future programs. The incorpormion of MNT within the ESA 
program framework is a direct result of two Round-Table meetings hosted by EU industry and 
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ESTEC representatives in Noordwijk, The Netherlands. 6 These Round-Table sessions estab- 
lished a forum to showcase EU technologies that might be applicable to space systems and to 
outline the ESA perspective. ESA representatives identified several issues to be resolved before 
MNT is routinely incorporated into ESA space systems. These same issues have also emerged in 
the U.S. space community and include the following requisites: 

• New ways for designing systems 
• Cultural change within the aerospace community to fully exploit the advantages ofmicrosys- 

terns technology 
• Characterization of materials, systems, and new phenomena at the micron scale 
• Customization and subsequent fabrication of space-applicable devices in low-production 

batches, perhaps necessitating the development of low-cost design, production, and test tech- 
nologies 

• Packaging and interconnection schemes for other than electrical inputs 
° Customization of embedded software fbr space applications 
• Development of a new product-assurance philosophy 
Examples of microsystem insertion opportunities not readily apparent to the aerospace commu- 
nity but identified by ESA include: 
• Low-cost transmission lines, power dividers, phase shifters, and feed horns for frequencies 

above 100 GHz 
• Integration of antennas with solar cells and necessary electronics 
• Integration of micro accelerometers, gyroscopes, and charge-coupled devices (CCDs) with 

small optical apertures 
ESA ['aces the same problem as the U.S. space conlmunil~v: it cannot compete with the blos- 

soming microsystem terrestrial market but must find a way to leverage this technology. As an ex- 
ample, ESA will leverage technology developed under the Brite-Euram projects, which were ini- 
tially designed to increase the competitiveness of the European indust~ through targeted research 
and development on priority industrial objectives. Some of these projects have applications to 
space systems. As in the United States and Japan, there appears to be considerable industrial in- 
terest in the development of micropumps and microvalves with actuation schemes incorporating 
electrostatics, thermo-pneumatics, shape memory alloys, or the large magnetorestriction effect. 
The latter approach is somewhat new in that it incorporates the magnetostrictive material (rare 
earth transition metal thin film) in the microactuating membrane. 7 The major advantages of using 
these materials over thermal-actuation schemes are the last response time and noncontact opera- 
tion. There also appears to be large interest in the development of functionalized materials that 
can be deposited over large areas. These materials will be useful in future aerospace systems be- 
cause they enable multifunctionality, thereby reducing the "parts-count." Examples of these novel 
materials include: 

• Thick-film f~rroelectric actuators made by sintering ultrafine powder piezoelectric particles 
that are suspended in a colloid 8 

• Well-established ferrofluids (colloidal suspensions of single domain magnetic nanoparticles, 
typically 10 nm, in a liquid medium) 9 applied to microinstrumentation 

• Low-cost electrochemical deposition (ECD) processes for the production ofmicrostructured 
permanent rnagnet devices (CoWPt type) l° 

• Silicates and phosphate glass layers having thicknesses in the 3 to15 ~tm range tbr 1.55 lain 
wavelength waveguiding applications 11 
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To accelerate the development of microinstruments and rapid prototyping of designs, the 
Brite-Euram program has also initiated a commensurate program on developing a versatile elec- 
tronics package intended to drive/control the microinstruments. Work is being done to fabricate 
a set of programmable analog cells and routing resources on a chip. The cells include analog in- 
terfaces, digital-to-analog and analog-to-digital circuits, amplifiers, and filters. The chip inte- 
grates the analog functions of approximately 5-k programmable digital gates, an 8051-based mi- 
croprocessor core, and program/control memory. A function library also comes with this device 
to enable a bridge to commercial standard-cell libraries and the migration of programmed proto- 
type segments to hard-wire fabrication using classical application-specific integrated circuit 
(ASIC) solutions. 12 Examples of space-specific applications sponsored by EU member-state 
space agencies include the development of a compact ultraviolet (UV)/Vis-spectrometer by the 
Institute of Microtechnology, Mainz (IMM), Germany. This Hadamard transform optical spec- 
trometer combines the advantages of a diode spectrometer (compactness) with that of a multislit 
spectrometer (higher signal-to-noise, increased resolution). 13 Other examples include a micro 
sun-sensor 14 and an infrared (IR) static Earth sensor. 15 There is also ample technology crossover 
from terrestrial to space applications in the development of compact high-resolution vision sys- 
tems, 16 microrefrigerators, and m icrocalorimeters. 17 A specific space application area that cannot 
readily transfer technology from terrestrial applications is micropropulsion. As a satellite sub- 
system, propulsion systems are often designed to fit a particular satellite mission and are thus cus- 
tomized. Given that satellites are currently not mass produced in lots greater than 100, there is 
little incentive to develop standard micropropulsion platforms. However, a group is evaluating the 
required micro-machined components for developing a miniaturized propulsion platform. 18 

Microsystem technology has also had an impact on determining the method for developing fu- 
ture space life science experiments. Numerous groups are developing biochemical analysis sys- 
tems specifically tbr space life science applications. These microsystems are true complex instru- 
ments that incorporate reagants, micropumps (self-priming/bubble tolerantl9), microvalves, 
microreactors, m icrosensors, and microflow control schen~es with semiautonomous data acquisi- 
tion electronics. The sensing techniques include capillary electrophoresis, 2° multisensor array 
chips (0  2, CO 2, pH, ion-concentrations of tbr example sodium, potassium, calcium), 21 heteroge- 
neous immunoassay, 22 and measurement of calibrated conductivity. 23 These micro total-analysis 
systems have a large terrestrial application base as a disposable field instrument, but the deploy- 
ment of the International Space Station (ISS) in the next few years will stimulate interest in space 
life sciences, promoting further research and development, and technology cross-over. 24 

An increasing amount of research is focusing on developing components/devices/systems for 
space missions based on nanotechnology rather than microtechnology. 25 Understanding and ex- 
ploiting design principles found in nature is key to this technology. Biomimetics is a specialized 
field devoted to understanding and applying natural principles to develop biolike systems com- 
posed ofnanostructured macrosystems. In Europe these ideas have been distilled as a mandate for 
a recently tbrmed independent organization called the International Nanobiological Testbed 
(INT). The INT conducts policy and specialized research on nanobiological concepts, 26 and as 
part of its defined mission has investigated a conceptual Mars biophysical station that incorpo- 
rates the existing and projected developments in micro/nanosystems technology. 

Japan also has made strong efforts in nanotechnology, with a probable immediate application 
in microtechnology. Although not directed toward space applications, Japan's research in this 
area will have use in future space systems. The Japanese Government has identified microma- 
chine technology as a cornerstone technology for the 2 I st century. The technology does not 
ignore semiconductor-based processing technology, but emphasizes the miniaturization of 
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conventional manufacturing techniques like machining, grinding, and electroplating to fabricate 
micromachines fi'om a wider variety of materials. As an example, the Toyota,qXlippon Denso mi- 
crocar is as tiny as a long-grain rice (7 ram). It is a replica (at 0.001 of'the size) of' the Toyota 
Motor Corporation's first automobile, the ! 936 Model AA sedan. The minuscule vehicle has 24 
parts, including tires, wheels, axles, headlights and taillights, and hubcaps that carry the company 
name inscribed in microscopic letters. The electromagnetic motor, which is itself made of five 
parts, is only 1 mm in diameter and can propel the car at speeds of up to l0 cm;'s. 27 This micro- 
machined automobile could not easily be fabricated completely of silicon, but with other material 
microfabrication techniques, it becomes very possible. For space systems, we see applications for 
micromachines, micromotors (e.g., l-4-mm-flagella motors 28), and microbots (e.g., micro-con- 
veyance systems 29). The Japanese group has designed a variant of the microcar for a small pipe- 
inspection machine. This application is also of interest to space systems. Examples of other ap- 
plication areas identified [br micromachines are transportation safety systems, microsurgery, air- 
craft engine maintenance, and miniature information devices for appliances. 28 

The authors in collaboration with other scientists from Aerospace have reviewed a number of 
possibilities [br the insertion of MEMS and ASIM components into space hardware. Following 
is our best estimate of MEMS and ASIM technology that will be inserted in the near term (less 
than l 0 yr). Supporting details can be found in Janson 3° and Robinson. 31 

• Command and Control Systems 
- "MEMtronics" tbr ultraradiation hard and temperature-insensitive digital logic 

.... On-chip thermal switches tot" latchup isolation and reset 

• Inertial Guidance Systems 
- Microgyros (rate sensors) 
- Microaccelerometers 
..... Micromirrors and microoptics for FOGs (fiber-optic gyros) 

• Attitude determination and control systems 
- Micromachined sun and Earth sensors 
- Micromachined magnetometers 
..... Microthrusters 

• Power systems 
- MEMtronic blocking diodes 
- MEMtronic switches for active solar cell an'ay reconfiguration 
..... Microthermoelectric generators 

• Propulsion systems 
- Micromachinedpressure sensors 

- Micromachined chemical sensors (leak detection) 
.... An'ays of single-shot thrusters ("digital propulsion") 

- Continuous microthrusters (cold gas, combustible solid, resistojet, and ion engine) 

- Pulsed microthrusters (charged droplet, water electrolysis, and pulsed plasma) 

• Thermal control systems 
..... Micro heat pipes 

- Microradiators 

- Thermal switches 

• Communications and radar systems 
- Ve~2¢ high-bandwidth, low-power, l°w'resistance radio frequency (RF) switches 
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- Micromirrors and micro-optics for laser communications 
..... Micromechanical variable capacitors, inductors, and oscillators 

• Space environment sensors 
- Micromachined lnagnetometers 
- Gravity-gradient monitors (nano-g accelerometers) 

• Distributed semiautonomous sensors 
- Multiparameter-sensor ASIM with accelerometers and chemical sensors 

• Interconnects and packaging 
- Interconnects and packaging designed for ease of reparability (e.g., active "Velcro") 
- Field programmable interconnect structures 
.... "Smart" interconnects for positive-feedback 

2.1.3 Initial Applications to Space Systems--First Steps 
The promise of dramatic cost reductions in manufacturing and operating space systems, although 
appealing, is not a sufficient justification for the wholesale acceptance of MEMS and ASIM tech- 
nology by the space-systems community. Cost is clearly a driving factor in today's economic 
environment, but reliability of space systems is the paramount concern and is especially true for 
both military and civil (i.e., NASA and ESA) space systems. Inserting microengineering technol- 
ogy into current systems can provide better monitoring of system status and health, which can 
help resolve potential operational anomalies and permit increased functionality with almost neg- 
ligible weight or power impacts. The latter benefit can enable secondary missions and alternative 
operational modes to compensate for potential on-orbit failt, res in spacecraft systems. MEMS and 
ASIM technology also stands to improve performance and reliability during the other phases of 
a space-systems life-cycle, specifically, production and logistics (including long-term storage), 
launch-base facilities and logistic operations, specific prelaunch operations, launch and ascent 
flight, on-orbit operations involving ground segments, and decommissioning and/or deorbit. 31 

Many aspects of space systems operation actually occur on the ground. Insertion of MEMS 
and ASIMs into these phases (production, ground operations, logistics) should be somewhat eas- 
ier as it does not require space-survivable designs. ASIMs that might be important in production 
and ground operation segments include multiparameter sensors integrated with data loggers and/ 
or wireless (optical or RF) communications. These can be relatively low-bandwidth devices with 
peak-sensing capabilities to sense, for example, transportation or handling stress variables (e.g., 
pressure, temperature, humidity, shock, displacement stress, strain, and harmful chemicals) and 
to ensure that the maximum limits have not been exceeded during production, transportation, and 
storage operations. MEMS sensors for these parameters already exist and offer mass-production 
capability for inexpensive and unobtrusive environmental monitoring packs. Typical spacecraft 
costs range fi'om $ I million for a microsatellite to well over $200 million for a one-of-a-kind geo- 
stationary communication satellite; knowing what, when, where, how, and by whom a limit was 
exceeded is serious business and of importance to setting insurance premiums and liabilities. 

MEMS and ASIM technologies can also be used to instrument the launch vehicle. Current 
launch vehicles such as the Titan IV are often instrumented to measure the lift-off' and ascent 
flight environments. However, these vehicles often have a limited number of channels (< 100) to 
characterize both the dynamic acoustic and vibration environments. By proliferating ASIM units 
on the launch vehicle, a better characterization of the environment is possible. Similarly, there is 
a need to instrument the launch site. Ground-based measurement of rocket ignition overpressure 
and toxic chemical release (e.g., HC1 from a solid booster) are needed in conjunction with the 
launch-vehicle monitoring system to dramatically increase the "awareness" of vehicle status and 
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tile launch site environment. MEMS sensors (acceleronleters, chemical sensors, etc.) coupled to 
data transceivers can be used in a wireless network system onboard the vehicle and on the launch 
site. The telemetry data can channel real-time or near-real-time information to a ground-based 
data storage system for postlaunch review. 

An important role for ASIMs in both satellite and on-orbit mantled vehicle operations is en- 
abling a condition-based maintenance (CBM) status and health-monitoring system. These sys- 
tems could save future costs by fault detection, isolation, and enabling automated self  test and re- 
pair actions. The CBM protocol enables safer operations as well as increased system availability 
compared with a failure-based maintenance protocol scheme. Reusable launch vehicles are prime 
candidates for CBM. One type of malfunction not uncommon in spacecraft is the faltering of a 
high-speed bearing, reaction wheel (momentum wheel), or gyro bearing. Bearing degradation can 
often be anticipated by monitoring vibration signatures, an excellent application for a microma- 
chined accelerometer coupled to digital signal processor or microprocessor in an ASIM. Correc- 
tive action could consist of tile metered release of lubricant via a fluidic ASIM. Smart bearings, 
smart structures, and multifhnction structures are already being considered by space engineers. 
These ideas have also been considered in the aerospace community 32 for developing adaptive 
structures that have imbedded sensors--actuators, controllers and processors. 

Within a few decades, thousands of low Earth-orbiting (LEO) satellites will be designed fbr 
global communications and general Earth-monitoring missions. Unlike their ancestor satellites, 
which were primarily used for mass-media communications and national missions, these satellite 
constellations will enable two-way communication fbr even simple pedestrian tasks, such as au- 
tomatically measuring house utility meters; direct tracking of container ships, cargo, and small 
packages; and monitoring of natural resources and manufacturing facilities that affect the envi- 
ronment. These capabilities become possible with the current development of miniaturized low- 
power transceivers, which can be integrated with microsensors and data loggers. In the simplest 
configuration, the satellite constellation operates as a "store-and-forward" communication mail- 
box; as they orbit Earth, satellites query and gather data fi'om many microtransmitters and forward 
them to a central ground station. With increasing sophistication, an orbiting satellite can beam 
down additional data or reprogram a ground unit altogether; for example, it could be sending your 
utility bill and reprogramming the amount of communication-bandwidth a particular resident ad- 
dress should have (e.g., for pagers, telephone, cellular, television, and other home digital ser- 
vices). A LEO satellite constellation could also provide automatic air-vehicle targeting 33 for spe- 
cial visual or other sensor reconnaissance (civilian applications might include quantifying fhctory 
emissions or fbllowing news events in near real-time, true global coverage). 

Aerospace has been studying the use of micro untefllered aerial vehicles (UAV) with a LEO 
satellite constellation system. The UAVs could provide a local "search and gather" capability that 
could be initiated from a remote location. For example, a micro UAV transmitting with 0.l W of 
RF power using a low-gain monopole or patch antenna could send a 128- x 128-bit visible or IR 
image to a LEO satellite once per second. If each pixel contained 8 bits of intensity intbrmation, 
and a 15:1 data compression scheme were used, each irnage would require about 8740 bits. As- 
sume that the following channels were added: 3 channels of 12-bit acceleration, 3 channels of 12- 
bit angular rate, 1 channel of 12-bit airspeed, and 10 channels of 8-bit health and status data (e.g., 
voltages, currents, temperatures), all at a rate of l0 Hz. If in addition to these channels, other in- 
tbrmation such as 264 bits of Global Positioning System (GPS) data (instantaneous true position 
and velocity) were added, as well as packet and protocol overhead, the total data rate would be 
about 9600 bits/s. This rate could be accommodated by a l 5-kHz bandwidth at l GHz that could 
be received by a 1-m-diam antenna on a LEO micro/mini satellite at a range of 1200 krn. 
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A less complex application using LEO satellites and fixed ground-based tags is the concept 
being developed by the National Semiconductor Corporation of Santa Clara, California, and 
Space Quest Ltd. of Fairfax, Virginia. The application is a vehicle tracking system using micro/ 
nanotechnology satellites and wireless "tags. ''34 

2.1.4 Spacecraft Orbits, Use, and Basic Design 
Satellites are robots that collect and process energy and information. The), exploit the strategic 
position of space to provide communications relay, Earth-observation, and space environment 
monitoring. LEO satellites orbit 300-2000 km above the Earth in roughly circular orbits that are 
typically highly inclined with respect to the plane of the equator. LEO orbits are used primarily 
by high-resolution meteorological and Earth observation satellites, store-and-forward communi- 
cation satellites, and emerging personal communication satellites. Medium Earth orbit (MEO) 
satellites orbit 15,000-25,000 km above the Earth where they can "see" about 40% of the Earth's 
surface at any given instant. The U.S. GPS satellites, the Russian Glonass global positioning sat- 
ellites, and the upcoming ICO communication satellites are MEO inhabitants. Geosynchronous 
Earth orbit (GEO) satellites orbit at an altitude of 35,786 kin, where the orbit period matches the 
Earth's rotation rate. Geostationary satellites, which include almost all commercial communica- 
tion satellites, orbit in the equatorial plane so that they appear to remain almost motionless in the 
sky; ground-based high-gain antennas for the uplink and downlink can then be fixed in place. 

Satellites require a power supply, electronics, sensors, and in most cases, mechanical actua- 
tors. Figure 2.1 shows a block diagram of standard spacecraft functions. The white blocks repre- 
sent functions required for any satellite, while the shaded blocks represent functions required for 
more advanced satellites. Spacecraft systems are traditionally constructed in individual housings 
and are electrically connected by a wiring harness. Note that in this packaging approach, the struc- 
ture and thermal control systems can be separate entities, adding to the parts count, rather than an 
integrated unit. Within the context of Fig. 2.1, a simple satellite used as a communication relay or 
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as a space environment monitor could use fixed on-board antennas for communications and a 
fixed solar cell array, thus requiring no active attitude control. Examples of this basic spacecraft 
configuration include the 1960's vintage Courier, 35 the more recent Air Force MACSATs, 36 
spacecraft by the University of Surrey, 37 and AMSAT microsats. 38 More advanced satellites re- 
quire attitude sensing for solar array steering and active attitude control fbr sensor and antenna 
pointing. Examples of these spacecraf~ include GEO commercial and military communication 
satellites (e.g., Telstar-IV 39 and DSCS-III4°), weather satellites (e.g., NOAA- 14, 41 METEO- 
SAT42), radar satellites (ERS- 1 )43 and Earth-observation satellites (e.g., Landsat 44 and SPOT45). 
Payloads can be optical or IR imagers, RF imagers (radar), space science experiments, or com- 
munication systems while on-board sensors monitor temperature, voltage, cun'ent, etc. While not 
immediately obvious, MEMS can be used in all spacecraft systems shown in Fig. 2.1. 

2.1.5 Getting to Orbit 
Spacecraft are placed into orbit using a variety of launch vehicles that cun'ently cost anywhere 
[i'om $10 to $500 million per launch. Getting to LEO costs between $10,000 and $30,000 per kg; 
it is a function of launch vehicle, launch site location, orbit inclination, and orbit altitude. Putting 
a satellite into GEO, MEO, and LLO (low lunar orbit) costs about $50,000 per kg. The cost for 
putting a satellite into orbit around another planet ranges fi'om about $60,000 per kg fbr Mars and 
Venus (with aerobraking) to over $300,000 per kg for Pluto (no planetaD' gravity assist, no aero- 
braking). 

To get to orbit, the payload must survive various mechanical stresses produced by launch-ve- 
hicle acceleration, vibration, and shock from explosively driven stage-separation events. Table 
2.1 lists worst-case values within the payload bay for selected launch systems. The Shuttle gives 
the mildest accelerations to accommodate human occupants; while the Pegasus, at least for this 
table, gives the highest. Both vehicles have wings that can generate substantial transverse accel- 
erations, and the Shuttle has an additional transverse landing load that can reach 4.2 g. 

Launch vehicles have very loud acoustic signatures. At lifVoff, large vehicles, such as the Sat- 
urn-V: Space Shuttle, and the Titan IV, can generate sound levels up to about 200 dB on the 
ground (I million times stronger than what causes pain to an average human, about 140 dB) with 
an acoustic power of about 10 MW. Payload fairings, located at the top of a launch vehicle, typ- 
ically incorporate acoustic blankets to protect the payload. Table 2.1 lists the acoustic or sound 
pressure level in decibels in the payload bays of various launch vehicles. Maximum levels occur 

']hble 2.1. Worst-Case Payload Ascent Environment for Representative Launch Vehicles a 

Axial loads  Transverse loads Acoustic level Shock 
Launcher (g) (g) (dB) (g) 

Pegasus 13 a: 6 133.5 800 from 1000 to 
10,000 Hz 

Delta 7925 6 + 2.0 144.5 4100 at 1500 l-lz 

Atlas IIAS 6 + 2.0 138.4 2000 at 1500 tlz 

Ariane AR44L 4.5 + 0.2 142 2000 from 1500 
to 4000 Hz 

U.S. Shuttle 3.2 ± 2.5 140 5500 at 4000 I tz 

aData ti'om lsakowitz, 46 
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at launch and later during transition through maximum dynamic pressure (Max q). The corre- 
sponding vibration environment is also fairly high; power spectral densities between 0.01 and 
0. I g2/Hz can occur over a 30-3000 Hz range. Finally, pyrotechnic actuators are typically used 
to separate stages, the payload fairing, and the satellite from the launch vehicle. These devices 
produce mechanical shocks with maximum magnitudes of 1000 to 10,000 g. Fortunately, these 
are transient events, and the highest accelerations occur between 1000 and 10,000 Hz. To guar- 
antee that spacecraft will survive these abuses during launch, the spacecraft and major compo- 
nents are often ground-tested on "shaker tables" during the flight qualification stage. Microelec- 
tromechanical devices and ASIMs for spacecraft and boosters have to be designed not only to 
survive these short-tenn levels ofabuse, but also to operate over the entire mission life (e.g., 7 yr). 

2.1.6 Surviving on Orbit 
Surviving on orbit requires attention to the packaging of both MEMS and electronics. While the 
human-occupied portions of the Space Shuttle, the Russian MIR space station, and the ISS are 
relatively benign, the outside space environment is much harsher; it significantly exceeds the 
design parameters for most terrestrial consumer/MEMS products. For example, local vacuum 
precludes the use of ambient convection cooling schemes; a modem fan-cooled microprocessor 
would quickly expire of"heat stroke." Spacecraft thermal management requires conductive heat 
transfer through circuit boards, structure, etc.; convective heat transfer through sealed "heat 
pipes"; and radiative heat transfer to and from the Earth, sun, and deep space, in general, internal 
spacecraft temperatures typically range from -10"'C to +40°C, with the exception of RF power 
amplifiers like traveling wave tubes (TWTs) that can reach 70°C. External temperatures on the 
other hand (i.e., on a deployed solar array) can range from -50::'C to +I00°C. 

Other drawbacks of operating in vacuum are outgasing of high-vapor-pressure materials, such 
as oils, plastics, and rubbers, and the lack of aerodynamic damping of moving components. Many 
MEMS devices such as accelerometers are designed to operate at atmospheric or reduced pres- 
sure. The surrounding gas provides mechanical damping and decreases the effective Q-factor 
( Q -  frequency of resonance/bandwidth of resonance)to make simple electronic feedback control 
possible. Any MEMS device that requires gas-dynamic damping or includes high-vapor-pressure 
materials has to be hemletically sealed. 

While the LEO environment is considered a "hard" vacuum by terrestrial standards, it is not a 
perfect vacuum. At altitudes between 200 and 650 kin, the local pressure ranges from 10 -6 to 
10 l °  mbar, and atomic oxygen is the dominant species. Figure 2.2 shows the atomic oxygen den- 
sity as a fimction of altitude for "quiet" and "active" solar conditions. The ultraviolet output of 
the sun follows the 11-yr sunspot cycle, and during active times the rarefied upper atmosphere 
heats and expands further into space. Note that local O-atom densities differ by orders of magni- 
tude between quiet and active solar conditions for altitudes above 400 kin. At the present time, 
solar activity is increasing, and we expect to enter the next active phase by the year 2001. 

Spacecraft in low Earth orbits are bombarded by atomic oxygen since the atmosphere is fixed 
with respect to the Earth. This results in aerodynamic drag forces, orbital decay, and surface ero- 
sion for orbiting structures. In the "ram" (along the velocity vector) direction, atomic oxygen im- 
pacts spacecraft surfaces with kinetic energies up to 5 eV. At these energies, chemical reactions 
with organic materials, composite structures, and metallic fihns are possible. This leads to surface 
modification and erosion, which can destroy micron-thick coatings and structures on the exterior 
of spacecraft. The most rapid erosion mechanism is surface oxidation into volatile byproducts. 

TM 

Kapton , a DuPont Corporation polyimide that is used on many spacecraft, erodes at 3 ~tm per 
"~0 2 atomic impingement fluence of 10 ~ atoms/cm, which translates to an average erosion rate of 
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Fig. 2.2. Atomic oxygen density as a function of altitude under very quiet and very active solar conditions. 

90 ~tm per year at a 400-km altitude for average solar activity. Figure 2.3 shows worst-case (sur- 
fhce normal always pointing in the flight direction) calculated erosion rates of Kapton as a func- 
tion of altitude for very quiet and very active solar conditions. 

Below 400-600-kin altitude orbits, use of polyimide materials on exterior surfaces is not rec- 
ommended, as a consequence of the high erosion rate. However, silicon dioxide (SiO2), if'depos- 
ited without surface defects or large internal stress, has an atomic oxygen erosion rate that is more 
than 3000 times lower than Kapton's. 47 For applications where surface charging may be a prob- 
lem, somewhat thicker germanium or indium tin-oxide coatings can be applied. A l-jam-thick 
layer of SiO 2 would last for at least 4 yr at an altitude of 400 km under active solar conditions. 
Coating thickness of at least 1 l-tin should be sufficiently durable for exterior and exposed 
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micromachined components (i.e., for microengineered active thermal surfaces, optical surfaces, 
and uncovered phased-array switches). 

The "vacuum" of space has yet another important inhabitant: trapped ions and electrons that 
make up the Van Allen radiation belts. Damage in materials via defect formation can occur by the 
inelastic scattering of the high-energy particles. Defects in materials can form by atomic displace- 
ment, secondary particles, "showers" that create daughter products by fission, or by the ionizing 
tracks left in the wake of the particle pass-through. The latter type of damage can create abnormal 
charge concentrations. For MEMS, insulating surfaces can build up charge, which may upset 
electrostatic actuator and sensor operation. Similar effects on semiconductor circuits range from 
a temporary change in logic state, because of the sudden local appearance of charge, to permanent 
substrate atom and charge dislocations that produce altered current-voltage charact, eristics and 
possible device failure. 4° Single-event upsets (SEUs) are particle-induced "bit-flips '; while latch- 
ups are more serious high-current flow conditions generated by new low-resistance paths created 
by particle-induced ionization trails. Both SEUs and latch-ups can be controlled by appropriate 
choice of semiconductor technology, "watchdog" and error-correction circuits, and en'or-correc- 
tion software. Continual accumulation ofradiation damage, however, ultimately results in device 
failure. 

Table 2.2, adapted from Griffin and French, 49 gives rough radiation hardness levels for differ- 
ent types of semiconductor devices. A tad is the amount of particle radiation that deposits 100 
ergs of energy per gram of target material, and the radiation hardness level represents total dose 
required for device failure. In the spacecraft industry "total dose" is defined as the total dose ab- 
sorbed and is therefore a material-dependent parameter. Typical low-power consumer electronic 
components, incorporating complementary metal oxide semiconductor (CMOS) technology, are 
designed to operate in our low-radiation biosphere (roughly 0.3 rad/yr) but can tolerate 1-10 
kilorad integrated radiation doses. Unfortunately, the radiation tolerance varies widely from 

Table 2.2. Radiation Hardness Levels for Semiconductor Devices 

"lotal Dose in rads 
Technology ( s il icon ) 

CMOS (soft) 10 3- 104 

CMOS (hardened) 5 x 10 4 - 10 6 

CMOS (silicon-on-sapphire: soft) 10 3 -  10 4 

CMOS (silicon-on-sapphire: hardened) > 10 5 

ECL 10 7 

I2L ! 0 5 - 4 × 10 6 

Linear integrated circuits 5 x 10 3 - 10 7 

MNOS a 10 3 - 10 5 

MNOS (hardened) 5 x 10 5 - 10 6 

NMOS 7 x 10 2 -  7 x 10 3 

PMOS 4 x l 0  3-10  5 

TTL/STTL > 10 6 

aMetal-nitride-oxide semiconductor. 
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design to design, so radiation testing should be performed on selected components. The particular 
semiconductor tbundry process used also impacts radiation hardness; the 0.5-~tm Hewlett-Pack- 
ard CMOS process, as currently performed, can tolerate in excess of 100,000 rads. 5° Transistor- 
transistor logic (TTL) and emitter-coupled logic (ECL) circuits are inherently more radiation hard 
titan CMOS, but they require more power. NMOS (n, type minority charge can'ier MOS), PMOS 
(p-type minority charge can'ier MOS), I2[,, and silicon-on-sapphire MOS circuits can be fabri- 
cated to be fully immune to latchup. CMOS circuitry fabricated onto silicon-on-sapphire sub- 
strates has traditionally provided radiation-tolerant electronics for space applications. The use of 
thin silicon over an insulator reduces the volume for charge collection along an ionizing particle 
track, thus reducing the amount of charge introduced into random gates. Thin-film silicon-on-in- 
sulator (TFSOI) technology is now being considered for commercial electronics because it can 
provide enhanced low-voltage operation, simplified circuit fabrication, and reduced circuit sizes 
relative to bulk silicon counterparts. 51 TFSOI would be particularly interesting for MEMS space 
applications because of" its inherent radiation tolerance and its built-in etch stop for bulk silicon 
etching. 

How much radiation shielding, that is, local packaging plus spacecraft structure, is required 
fbr a given mission? Dose rates fbr a silicon target are usually given as a function of'grams/cm 2 
or thickness of spherical aluminum shielding required for a given orbit and given solar conditions 
(i.e., for minimum or maximum solar activity). Figure 2.4 shows the yearly dose rate as a function 
of aluminum shielding thickness (full sphere shielding) for 700-km altitude orbits with orbit in, 
clinations of 28.5 and 98.2 deg. CMOS circuits with an assumed total radiation dose tolerance of 
--3000 rads will require at least 0.3 g/cm 2 aluminum (or 1.3 mm of silicon thickness) shielding for 
a l-yr on-orbit lifetime in a 700-kin, 28.5-deg inclination orbit. For the more interesting sun-syn- 
chronous (98.2-deg inclination) orbit, about 0.8 g/cm 2 (or 4-mm silicon thickness) is required for 
a l-yr lifetime and about 3 g/cm 2 (I.3 cm silicon) for a 10-yr lifetime. At lower altitudes, signif 
icantly less shielding is required; while at higher altitudes, significantly more shielding may be 
required. Note that shielding effectiveness is not really linear with respect to thickness, especially 
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for low-inclination orbits. Use of more radiation-resistant technologies is the only solution for 
some orbits. 

Figure 2.5, from Griffin and French, 49 shows the dose rate dependence as a function of circular 
equatorial orbit altitude inside spherical aluminum shields with densities of 0.5 g/cm 2 (0.18-cm- 
thick aluminum or 0.2 l-cm-thick silicon) and 3.0 g/cm 2 ( 1. l-cm-thick aluminum or 1.3-cm-thick 
silicon). Note the rapid rise in dose rate with altitude above about 2000 km and below 20,000 kin; 
a hard-to-shield proton belt exists at -~4000 km and an easier-to-shield electron belt exists at 
~-20,000 km. At geostationary Earth orbit (GEO; 35,786-km altitude and 0-deg inclination) with 
a maximum dose of 3000 rads, 0.5 gm/cm 2 (0.22-cm silicon) and 3.0 gm/cm 2 (l.3-cm silicon) 
shielding give lifetimes of roughly 11 days and 3 yr, respectively. The real significance of Figs. 
2.4 and 2.5 is that normal CMOS circuitry.' should be used only tbr low-altitude LEO missions; 
when designing smart MEMS and ASIMs for general space applications, hardened processes and 
designs must be used. 

In addition to causing electronic upsets, on-orbit ions and electrons can also induce spacecraft 
charging of external surfaces. High-inclination orbits and high-altitude MEO and GEO orbits are 
particularly susceptible to this phenomenon. Without a slightly conducting path to spacecratt 
"ground," surface dielectric surfaces can charge up to kilovolt levels, resulting in a rapid local 
electrostatic discharge and potential device failure. Micron-scale MEMS structures probably will 
not tolerate this abuse; MEMS structures on exterior spacecraft surfaces should not be completely 
electrically isolated from their substrates. Resistive substrates and coatings should be used when- 
ever possible. Additional information on launch system and space environment interactions with 
MEMS can be found in Muller et a1.,53 Barnes et al.,54 and Stuckey. 55 
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2.2 Spacecraft Applications 
2.2.1 Electronic Systems 
Electronics pervade almost all spacecraft systems. Individual electronic components can be clas- 
sified as purely electronic or electromechanical. Purely electronic components (e.g., inductors, 
transistors, resistors) do not require any physical movement for proper operation; while electro- 
mechanical components (e.g., quartz crystal oscillators, relays, surface acoustic wave [SAW] fil- 
ters, variable capacitors, and potentiorneters) require translation, rotation, or vibration. Cofhbri- 
cation of both purely electronic and electromechanicai components on the same substrate is 
possible using a combination of MEMS and semiconductor fabrication techniques. This approach 
leads to a reduced parts count, volume, and the number of macroscopic electrical interconnects. 

Resistors, capacitors, and inductors are typically considered passive components; whereas 
transistors and diodes are active components. MEMS changes the rules by allowing the thbrica- 
tion of active capacitors, inductors, and resistors, and by offering micromachined switches and 
relays that could potentially compete with transistors in functionality for many applications. 
These "MEMtronic" devices are particularly interesting fbr space applications because they are 
inherently radiation-hard and could operate over a much wider temperature range (i.e., less than 
50 K to more than 1500 K) than conventional circuitry. 

Consider the active capacitor shown in Fig. 2.6. 56 This is a 190 x 190-1um-sq parallel plate ca- 
pacitor with a nominal 1.5-pro variable air gap between the plates and a 300-fF capacitance. By 
applying a dc potential between the plates, the plates move closer together (normal to the page in 
Fig. 2.6), and a significant increase in capacitance results, that is, a 25% increase with a 4-VDC 
potential. This device can be used in an on-chip LC (inductor-capacitor) circuit to create variable 
fi'equency oscillators or filters. On-chip inductors will still need to be fabricated. Low-inductance 
spiral windings can be deposited on silicon substrates, but low-resistance silicon substrates pro- 
duce capacitive loading. By fabricating the spiral inductor over an anisotropically etched pit, as 
shown in Fig. 2.7, much higher inductance and resonant frequencies are possible. 57 By exploiting 
MEMS cantilevered structures, variable-inductance coils are also possible. 

Miniaturized communication systems may also use SAW devices for bandpass filters and time 
delay (or phase shift) generation. SAWs are usually discreet components composed of a piezo- 
electric substrate, quartz or lithium niobate, with patterned metallic electrodes acting as acoustic 

Fig. 2.6. Micromachined parallel plate capacitor with variable separation. (Courtesy B. Boser and D. 
Young. 56) 
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Fig. 2.7. Schematic design ot' low-capacitance coil for silicon substrates. 

wave launchers, diffractors, and detectors. 58 The metallic patterns are created using photolithog- 
raphy, and a wide range of signal-processing fimctions can be accomplished by controlling elec- 
trode and surface geometry. A possibility for integrating SA W devices with silicon is to create an 
oxide layer on a silicon substrate, cover it with a piezoelectric layer such as zinc oxide, and top it 
with an appropriate metallization pattern. 

Timing references are a key component of computer and communication systems. Quartz 
c~3'stal oscillators consist of a specially cut crystal sandwiched between electrodes, which pro- 
vides timing accuracy to better than 50 parts per million. An ultrastable quartz oscillator con- 
structed by the Johns Hopkins Applied Physics Laboratory has a frequency stability of 7 x 10 "14, 
which is many orders-of-magnitude better than a digital watch oscillator. This device has a mass 
of 0.64 kg, a power requirement of 0.9 W, and a volume of 720 cm3. 59 It may be possible to dras- 
tically reduce the volume, mass, and power requirements for precision oscillators using MEMS 
techniques to create single-c~3'stal silicon resonators with mechanical isolation and micro heaters 
for precise temperature control. Cofabrication of the oscillator and electronics is also highly de- 
sirable to minimize the number of piece-parts and macroscopic interconnects. Designs for micro- 
heaters and hot plates compatible with CMOS processing can be found in Marshall et al. 60 Mi- 
cromachined capacitively activated torsional resonators with Q factors greater than 500,000 in 
vacuum have also been demonstrated. 6~ DARPA (Defense Advanced Research Prqjects Agency) 
cun'ently sponsors a number of programs at the University of Michigan. Rockwell Science Cen- 
ter, and the California Institute of Technology 6~ in the development of micromechanical filters 
and oscillators for communication systems operating at VHF, UHF, and S-band frequencies (100 
MHz through 2500 MHz). Another option is to develop a miniaturized atomic clock that uses an 
atomic beam or static gas (for lower resolution units) in a cavity, an electromagnetic trap, and a 
scheme for excitation and sensing a resonance at a hyperfine splitting frequency (e.g., Mg ÷ and 
Be + at 300Mhz, Hg +, 40 GHz). 63 

Higher fi'equencies require smaller MEMS devices or nanoelectromechanical systems 
(NEMS). NEMS are MEMS with critical dimensions below 100 nm (0.1 lam). Current NEMS re- 
search uses specialized fabrication techniques to create submicron scale lengths in at least two di- 
mensions. The semiconductor fabrication industry now fabricates devices with feature sizes down 
to 0.25 ~tm and is expected to break the 0. I ~tm barrier in approximately the year 2007. Nanoelec- 
tronics will become commonplace, and mass-produced NEMS will become possible. 

Microwave and millimeter-wave communication systems may use active antennas that inte- 
64 66 grate oscillators, amplifiers, or frequency conversion systems with microstrip antennas. " 
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The advantages of active antennas are reduced transmission line losses (which increase with 
frequency), and isolation of sensitive (low-noise preamplifier) or interference-generating (output 
amplifier) RF components from the digital electronics in the spacecraft. The individual radiators 
can be low-gain patch or micro stripline antennas, or they can use micromachined silicon horns 
or reflectors to boost gain 67,68 

Phased-array systems take the active antenna concept one step further by using phase-con- 
trolled multiple transmit/receive antennas to produce and detect custom wave fronts. 69'70 This ca- 
pability allows a fixed array of elements to simulate a single antenna of equivalent area with vari- 
able focusing characteristics; it allows electronic steering of a narrow beam, formation of multiple 
narrow beams, and controllable gain. Phased-array antennas add another degree of flexibility to 
communication systems by using fixed complex hardware under software control. Microma- 
chined RF switches can be used to build true time delay lines and transmit/receive couplers for 
phased-array antennas. 71'72 In this application, micromachined switches can outperform transis- 
tor counterparts because of their inherent high bandwidth and low insertion loss. 

MEMS switches can also replace transistors in digital circuits. The Air Force Institute of Tech- 
nology (AFIT) has produced microrelays and microlatches for possible space applications. 73 Bi- 
metallic (e.g., silicon and aluminum) thermal switches can be imbedded into electronic die to pro- 
vide local overheating and latch-up protection. Figure 2.8 shows a schematic design of a simple 
MEMS switch designed at Northeastern University that is ffmctionally equivalent to a field-effect 
transistor (FET) used in a digital mode; the gate potential determines if current can flow between 
the source and drain. 74 Figure 2.8 shows at the right a four-terminal microrelay version of" this 
design, and Fig. 2.9 shows a scanning electron micrograph of the microswitch. Figure 2.10 shows 
a comparison between a FET-based dual-input NOT,AND (NAND) gate and a MEMtronic 
NAND gate based on the microswitch fi'om Fig. 2.8. Note that they are almost identical. However, 
the same MEMtronic logic gate could operate deep within the Van Allen belts, on the surf'ace of 
Venus, or within the icy fringes of our solar system. The disadvantages are the relatively slow 
speed (typically less than 100 MHz operation for MEMS, perhaps higher for NEMS), high oper- 
ating voltages (tens to hundreds of volts using current technology), and increased surface area (the 
switches discussed in Zavracky, Majumder, and McGruer 74 are 30 x 65 lure in area). These dis- 
advantages can be overcome by utilizing thinner structural layers and smaller device dimensions. 
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Fig. 2.9. Scanning electron micrograph ofa MEMS microswitch. The "source" contact is on the left, the gate 
is in the middle, and the drain is under the two prongs. (Photo courtesy P. M. Zavracky. 75) 
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Fig. 2.10. Comparison of FET-based electronic and microswitch-based MEMtronic dual-input NAND gates. 

2.2.2 Attitude Sensors 
Spacecraft usually need to know their orientation in space to obtain maximum power from 

sunlight and to point high-gain communication antennas. Orientation can be determined by sight- 
ing against known references such as the sun, Earth, and stars; by measuring the local magnetic 
field vector; or by monitoring the phase shift in multiple antennas from different GPS satellite sig- 
nals. Table 2.3 gives typical accuracy, mass, and power requirements for spacecraft attitude sen- 
sors. Optical sensors for locating the sun, Earth, and stars can have absolute accuracy much better 
than 0.1 deg and can operate from LEO to beyond GEO. Magnetic field sensors, on the other 
hand, work best in LEO and depend on a well-characterized magnetic field; above LEO they 
become more susceptible to transient magnetic events. GPS-based attitude determination is a 
promising technique that can provide absolute attitude and position determination. Once a "fix" 
has been established, on-board inertial navigation sensors can be used to estimate position and 
attitude at later times. 
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Table 2.3. Existing Attitude Sensors for Spacecraft a 

Sensor Accuracy (deg) Mass (kg) Power (W) 

Sun sensors 0.005-3 0.05-2 0--3 

Earth (horizon•) sensors: 

Pulse generators 0. I-0.5 0.05-1 1 

Passive scanners 0.5-3 1-10 0.5--14 

Active scanners 0.05-0.25 3-8 7-11 

Star Sensors 0.0003-0. I 1.5-10 1.5-20 

Magnetic field sensors 0.5-5 0.6-2 0.5-2 

GPS 0. ! 2-10 15 

aData from Eterno et al., 76 Pritchard and Sciulli, 77 and Johnson. 78 
• 

Microoptoelectromechanical  systems (MOEMS) can significantly decrease the mass, volume, 
and power requirements of  optical navigation sensors, while MEMS could have a similar effiect 
on inertial navigation sensors. A conceptual design for a single-chip, micromachined, single-axis 
sun sensor, designed by one of  the authors, is given in Fig. 2.1 1.3° The aperture is a slit 90 tam 
wide by 1.1 cm long, and the drive electronics are integrated with photodetectors. Photodetectors 
composed o f  n, doped regions in p-type silicon, or vice versa, are easily fabricated using 
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Fig. 2.11. Design of a micromachined sun sensor for a nonspinning satellite with a 90 deg field-of-view. 
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conventional CMOS processes. The large center detector provides a reference output against 
which the individual outputs of the 64 smaller interdigital detectors are compared. Coarse position 
(1.4-deg resolution) is determined in digital mode by locating which interdigital detector has the 
highest output; fine position (0.35-deg resolution) is determined in analog mode by ratioing the 
output powers from neighboring detectors. The fused silica provides radiation shielding [br the 
detector electronics, and the opaque coating should be covered by a thin layer of aluminum, which 
oxidizes quickly and provides resistance to further atomic oxygen reactions. Estimated mass and 
power for a two-axis version are 5.5 g and 40 mW, respectively. 

LEO spacecraft typically use flux-gate magnetometers to measure local magnetic field 
strength and direction. Flux-gate, magnetoresistive, and Hall-effect sensors are all suitable for de- 
veloping microengineered magnetometers. The Honeywell HMC2003 is a three-axis magnetic 
sensor hybrid based on magnetoresistive transducers with a minimum detectable magnetic field 
of 100 ~tg and a range of ±2 g.79 Nonvolatile Electronics, Inc., manufactures application-specific 
magnetic sensors based on the giant magnetoresistive ratio (GMR) effi~ct, one of which has a +10 
g range. 8° Note that the Earth's magnetic field is less than 0.5 g in LEO. A novel magnetometer 
concept is being developed at Johns Hopkins University. 81 The operating principle of the magne- 
tometer utilizes the Lorentz force to measure vector magnetic fields and is based on a classical 
resonating xylophone bar. The design is ideally suited for miniaturization, and the device has the 
potential for wide dynamic range and sensitivities down to applied fields of 1 nT. Figure 2.12 
shows a scanning electron micrograph (SEM) of a polysilicon xylophone bar designed for capac- 
itive pick-up. Although the device works, the high sheet resistance of the structural polysilicon 
layer limits the current-carrying capacity and sensitivity. An alternative material combination be- 
ing considered is a metal/piezoelectric/metal (e.g., Pt/PZT/Pt) system. 

Accelerometers and gyroscopes are key components of spacecraft inertial measurement units 
(IMUs). Spacecraft or launch vehicle accelerations can range from below 10 -6 g to about 5000 g 
(the high levels are transient shocks), where g is the value of gravitational acceleration at the 

Fig. 2.12. Polysilicon xylophone nmgnetometer device fabricated by the MCNC MUMPS process. The 
poly0 layer is removed. The bar (polyl) dimensions are 1000 x 100 IJm with the support legs 10 IJm wide. 
The poly2 layer capacitive plates are placed at the ends and in the middle to enable differential capacitance 
measurements. (Photo courtesy D. K. Wickenden 81) 
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Earth's surface. Micromachined accelerometers monitor either the motion of a constrained proof 
mass or the force required to maintain an unconstrained proof mass at a fixed location within the 
instrument. The second approach usually provides higher bandwidth and accuracy. High sensitiv- 
ity m icromachined accelerometers such as the Centre Suisse d'Electronique et de, Microtech,ique 
(CSEM) ACSEM02-S and ACSEM02-T/6 force balancing sensors 82 or the silicon electron tun- 
neling sensor built at NASA Jet Propulsion Laboratory (JPL) (sensitivity of 10 -9 g/Hzl/2) g3 offset 
micro-g and better sensitivity for on-orbit applications. This perfbnnance level requires temper- 
ature stability to within I°C, which could be accomplished through integration of microheaters, 
silicon temperature sensors, and control electronics next to the sensing element. To survive 
launch loads and launch-related shock events, a safe "park" position may be required fbr the tun- 
neling sensor. For launch vehicles and on-orbit propulsion monitoring, micromachined acceler- 
ometers in the range of I to 40 g can be used. A large number of' such accelerometers are com- 
mercially available from a number of manufhcturers, including Analog Devices, Kistler, 
Motorola, Silicon Designs, and EG&G IC Sensors. 

Interestingly enough, within a three-axis-stabilized or rotating spacecraft, microaccelerome- 
ters with 10 -7 g and better resolution can be used to determine spacecraft orientation by monitor- 
ing the gradient of the Earth's gravitational field. The radial component of the gravitational gra- 
dient, da/dr, is given by 

d_.£ ...... 2 G M r  -3 (2.1) 
dr 

where a is the local value of gravitational acceleration, r is the radial distance from the Earth's 
center, G is the gravitational constant, and M is the mass of the Earth (GM = 3.98602 x 1014 
m3/s2). Values of JJda/klrJj as a function of altitude above the Earth are given in Fig. 2.13. Note that 
the gravitational gradient is of the order of 10 -6 m/s 2 per meter in LEO all the way down to the 
Earth's surface. Therefore, a 10 -7 g resolution accelerometer could theoretically measure altitude 
to 1 m, if it was stationary with respect to the Earth's surface. 

For the measuring of spacecraft orientation, consider an accelerometer mounted near the cen- 
ter-of-mass of a nonspinning spacecraft. The satellite is in free-fall, but the net local acceleration 
forces are zero, because of the balance between gravitational and orbit centrifugal forces. If the 
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Fig. 2.13. The absolute value of the radial gravity gradient produced by' the Earth as a function of altitude. 
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accelerometer is moved within the spacecraft radially outward from the Earth, flae local gravita- 
tional accelermion is lower and the centrifugal acceleration is higher (larger orbit radius but 
higher velocity because the orbit period is the same), which results in a local tidal force directed 
away from the Earth. Similarly, a local tidal force is directed toward the Earth if the accelerometer 
is located closer to the Earth than the spacecraft center-of-mass. Figure 2.14 gives the radial tidal 
accelerations as a function of radial displacement fi'om a spacecraft's center-of-mass for different 
orbit altitudes. If accelerometers could be produced with these sensitivities, detennination of 
spacecraft orientation with respect to the Earth would be possible without using optical or RF 
(GPS) sensors. A gravity gradiometer with a sensitivity of 10 -9 m/s2/m was designed fbr the now- 
canceled ESA's ARISTOTELES mission. 84 This extraordinary sensitivity was to have been pro- 
duced by 4 electrostatically controlled 320-g proof masses at the corners of a 1 m sq. If microma- 
chined gravity-gradient sensors could approach this level of performance, batch-fhbrication 
would allow proliferation of standardized attitude detennination sensors across many LEO space- 
craft series. 

2E-05 

8 t.5E-05 

1E-05 

5E-06 

2000 km altitude 
1000 km altitude 
700 km altitude 
400 km altitude 

0 
0 1 2 3 4 

Radial Displacement (m) 
Fig. 2.14. Radial tidal accelerations as a function of radial separation from the center-of-mass ot" a spacecraft 
in circular orbit at diffSrent altitudes. 

The established means of monitoring spacecraft attitude is to use rate gyros (gyroscopes) with 
optical sensors for absolute calibrations. Spacecraft gyroscopes are typically based on a rotating 
mass, a vibrating fork, or the continuous circulation of light around a closed loop (ring laser or 
fiber-optic gyros). Typical launch-vehicle or spacecraft-propulsion applications require drift rates 
of 0.1 deg/h or less, and typical spacecraft pointing requirements are at least an order of magni- 
tude more demanding. 85 Micromachined gyros are based on "tuning forks" or vibrating structures 
that are excited in one plane and monitored for vibration at right angles to this plane. The Coriolis 
force, which is proportional to the angular rotation rate, generates these out-of-plane oscillations. 

The Charles Stark Draper Laboratory has tested micromachined silicon gyroscopes with drift 
rates below 1 deg/h (at 0. I Hz bandwidth), s(~ Continuing research at Draper laboratories, JPL, and 
University of California, Berkeley, may drive drift rates down to 0.03 deg/h within a few years. 
If this performance cannot be obtained on a single gyro, perhaps applying signal-averaging tech- 
niques and a large number of gyros can reduce the drift rates. This approach is feasible if the drift 
is dominated by random factors. Drifts resulting from temperature changes are not random. Fiber- 
optic gyros (FOGs), which are replacing ring-laser gyros and spinning-mass gyros for many ter- 
restrial applications, constitute the main competing technology for space applications. For exam- 
ple, Fibersense Technology offers a single-axis sensor with a 0.01 deg/h drift rate that consumes 
5 W and weighs 10 oz. 87 The unit dimensions are 3.75 in. in diameter by 1.25 in. wide. 
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2.2.3 Propulsion 
Propulsion is required for orbital maneuvering and can also be used for spacecraft attitude control. 
Once spacecraft attitude, position, and velocity are known, propulsion can be used for orbit rais- 
ing, adjuslment, and position maintenance. Currently, position and velocity are usually deter- 
mined by ground station data and orbital mechanics. The range and the range-rate measurements 
are determined by radar or by relaying a known signal from a ground station, through the satel- 
lite's communications system, back to the ground station. 

Propulsion requirements are expressed as a velocity increment (AV or delta-!0 and the basic 
figures-of-merit for propulsion systems are thrust, minimum impulse bit, and specific impulse 
(/~p), which is defined as the thrust divided by the mass-flow-rate of propellant through the 
thruster. Ifa time limit is imposed on a given mission, the minimum thrust can be determined from 
the AV, the mass of the spacecraft, and the thrusting time. Table 2.4 gives representative maneu- 
vering missions, their associated AV, and the minimum thrust required in newtons per kilogram 
of spacecraft mass for two different mission times. 

The mass of propellant to be expended is determined using the rocket equation: 

( m i ]  
a v = go ,, (12. J) 

where go is the gravitational acceleration at the Earth's surface (9.8 m/s2), m i is the initial space- 
craft mass, and n~fis the final spacecraft mass (m  i - in/= propellant used). Figure 2.15 shows the 
propellant mass fraction (required propellant mass/initial spacecraft mass) as a t"unction of spe- 
cific impulse and AV. High specific impulse is desirable to minimize propellant mass or to 
maximize A K 

Table 2.4. Propulsion Requirements fbr Representative Missions 

AV Minimu111 Thrust 
Mission Time (m/s) (N/kg) 

Increase altitude from 700 to 701 km 

Increase altitude from 700 to 701 km 

Move 10 km ahead at 700 km altitude 

2 tl 0.53 74.0 

2 days 0.53 3.0 

2 h 5.20 1100.0 

Move 10 km ahead at 700 km altitude 

Change inclination by I deg at 700 km 
altitude 

Change inclination by 1 deg at 700 km 
altitude 

Change inclination by 1 deg at GEO 

Change inclination by 1 deg at GEO 

Boost altitude by 100 km at GEO 

Boost altitude by 100 km at GEO 

2 days 0.04 8.3 

2 h 131.00 ,10,000.0 

2 days 131.00 2000.0 

2 days 54.00 7500.0 

2 days 54.00 750.0 

1 day 3.65 42.0 

1 week 3.65 6.0 



52 Microengineering Space Systems 

~ loo 

O 

10 

~ :  , .  . . 

E 1 

10 1 O0 1000 t E4 
Velocity Increment (m/s) 

Fig. 2.15. Propellant mass fraction as a function of mission AI," requirement for different l~p. 

How can micromachining techniques enable the building of propellant tanks, propellant lines, 
and valves? One solution is to bond several micromachined layers so that shallow surface cavities 
become tubes and deep cavities become propellant tanks. Figure 2.16 shows the basic concept in 
which three layers are bonded to fore1 a propellant tank, associated plumbing, and two simple ex- 
pansion nozzles. Multiple thrusters and propellant feed systems can be produced on the same sub- 
strate. 

Micromachining offers new thruster design possibilities, which are presented in Chapter 17. 
As shown in Fig. 2.16, complete thruster systems need more than just thrusters; they also require 
propellant storage, propellant distribution, flow rate control, and health and status monitoring 
(temperature and pressure). MEMS nozzles and thrusters have already been demonstrated; yet to 

Fill/drain plug 

Propellant cavity - 

P r e s s u r e s e  ......... ,::~,~iiiii!i!!iii~ii~:,~ 

Power and 
control 

padslt" 1 mm 

Nozzle 

Propellant 
channel 

Microvalve 

Nozzle 

Control circuits 

Fig. 2.16. Schematic assembly of a dual thruster micropropulsion system based on microfabrication tech- 
niques. The top and bottom wafers contain etched propellant channels with 100 to 1000 lam widths, multiple 
microfabricated valves, sensors and control electronics, and thrusters. The center wafer contains the propel- 
lant cavity (Imm to 1 cm diam) and may support additional microfabricated components. 
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be addressed are the leak rates of MEMS valves, the relatively slow response time of thermally 
actuated valves (typically 0.1-1 s), the operating pressure ranges of currently available valves (up 
to 100 psig), and the need for filtration of micron-scale particles within a propellant feed system. 

MEMS valves typically use silicon-silicon or silicon-glass valve seats that do not have ade- 
quate seals tbr space applications; the leak rates can be 0.02 sccm or larger. At this rate, about 40 
mg of propellant will be lost per day through each valve, or about 0.5 g per day through a 12-valve 
attitude control system. While this loss rate may be tolerable tbr spacecraft with mass greater than 
50 kg, it would be intolerable for a 1 to 10-kg-class spacecraft that had to function for 5 years or 
longer. Elastomeric or "soft goods" seals, which are standard in macroscopic spacecraft valves, 
have just recently appeared in a MEMS valve produced by Redwood Microsystems. 88 There are 
other approaches to circumvent the traditional MEMS "leaky valve" problem. The JPL approach 
is to use resistive heaters to sublimate an otherwise low-vapor-pressure solid or liquid on 
demand. 89 Another approach, funded by DARPA and executed by TRW, Inc., Aerospace, and the 
California Institute of Technology, is to construct an array of single-shot microthrusters. 9°'91 In 
its sirnplest form, this "digital" propulsion concept uses individually addressable sealed micro- 
cavities containing propellant, an internal heating resistor, and a micromachined silicon or silicon 
nitride burst disk as shown in Fig. 2.17. Each microcavity provides an impulse when the contained 
propellant is ignited and the gases exhausted. The diaphragm is designed to burst at a preset pres- 
sure, and for additional thrust the exhaust gases are made to flow through a converging/diverging 
nozzle. Preliminary "burst tests" have shown that a 0.5-1Ltm-thick, roughly 500-Ftm-sq silicon-ni- 
tride diaphragm can be made to burst cleanly without clogging the flow channel. Polysilicon re- 
sistors can be placed directly on a thin oxide layer without regard to thermal loss because the fit'- 
ing time is so fast, on the order of 25 lus, that heat penetration into the oxide layer and substrate 
is minor. Micromachining enables the fabrication of thousands of similar microthrusters so that 
hundreds of complex propulsion maneuvers can be accomplished. Chapter 17 gives additional de- 
tails of the digital propulsion system. 

Micromachined pressure sensors can be integrated into conventional or micromachined pro- 
pulsion systems once the materials compatibility issues have been addressed. Hydrazine (N2H4) 
is widely used as a space-storable propellant, but becomes an anisotropic etchant for silicon if wa- 
ter is present. The basic process involves formation of hydrated silica, which gets dissolved in the 
hydrazine/water mixture 92,93 Water acts as a catalyst to generate OH" ions, which can oxidize 
silicon. Monopropellant grade (MIL-P-2653C Amendment 2) hydrazine can contain up to 1% (by 

E 
E 

O3 

0 

,It--- 

Burst disk ... 
~ \  0 1 to 1 mm ~ ~ ~ ~ ~ ~ ; ~ # ~ { ~ ~ ~  Diaphragm wafer 

~ii:!i~i~i~i~i~:ii~%!~ii~:~i~i%~i~~ii~ii~!ii!iii%i~i!~~ (Silicon) 

liii!!iiWliiiiiiiil.:,: :, ::! :i ~;,; liiiiiiiiiiiiiii!!ii!iil ::i; :::;~::::: :, ::[iiiiiii!i!!~ii!iiiiil:.: ~,i ~: :: ~: . .~ i l l  ~ ( S i l i c o n  o r  
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Propellant (solid, liquid, or gas) ~\ Polysilicon heater 

Fig. 2.17. Schematic cut-away view of a "digital" propulsion thrust system. 
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weight) water, which can be reduced to ~-0.07% by passing it through an activated alumina col- 
umn. 94 Our experience is that dry hydrazine will not etch bulk silicon with a native oxide layer. 
Materials compatibility testing of propellant-grade hydrazine with doped silicon, undoped sili- 
con, and polysilicon at spacecraft temperatures is still needed. 

2.2.4 Optical Systems 
In current spacecraft, optical components are primarily used for imaging systems. These systems 
include Earth-imaging sensors and optical attitude detennination sensors. MEMS and MOEMS 
will not replace macroscopic lenses and mirrors, but they could be used in controlling the image 
tbcal plane and to direct light beams for inter/intra satellite optical communications. 

Near-term applications should include fiber-optic data buses, FOGs, and laser communication 
systems. MEMS and MOEMS can be used in all these applications. For example, light output 
from diode lasers and VCSELs (vertical cavity surface emitting laser) could be used more effi- 
ciently with "on-chip" optics for focusing (i.e., Fresnel lens) into a fiber or with micromachined 
scanning mirrors for beam steering (e.g., laser to fiber coupling module 95). MEMS technology 
has successfully fabricated such components. 96 The devices are initially fabricated planar to the 
surface, but can be rotated out of the surface plane under microactuator control and locked into 
position. 97 Figure 2.18 shows an example ofa micromachined beam steering system produced by 
the University of California, Berkeley. 98 The polysilicon reflector or mirror is near the bottom 
right of the photo and has been popped out of the plane of the silicon substrate. MEMS vibromo- 
tors, visible as flat structures with comblike features, control mirror orientation about a single axis 
(in plane of substrate) and mirror translation along a perpendicular axis (also in plane of sub- 
strate). The roughly 200-~tm-sq mirror has an angular travel range of 90 deg, a translation range 
of 60 lain, and a maximum angular scan rate of 10.2 radians/s. 

Variable gratings such as the vertical-motion "Grating Light Valve" phase grating by Silicon 
Light Machines 99 (vertical-motion phase grating) and the horizontal-motion grating device de- 
signed at AFIT, presented in Chapter 12, can be used to construct miniature programmable spec- 
trometers for visible and infi'ared radiation. Simple versions could be used in Earth horizon sen- 
sors; while more complex imaging versions could be used for Earth observation, that is, cloud 

Fig. 2.18. Scanning electron micrograph of a microreflector with two degrees of fi'eedom. (Photo courtesy 
R. S. Muller. 98) 
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Top view Cross section (magnified) 
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Fig. 2.20. Conceptual design of a micromachined thermal louver array for control of surface heat rejection 
capability. 

team has demonstrated a micromachined active radiator tile (ART). i°7 These I-in.-sq (2.5 cm x 
2.5 cm) prototypes are composed of two bulk-etched silicon wafers and use electrostatic attraction 
to pull a flexible upper diaphragm into thermal contact with the base wafer. The thermal gap be- 
tween the diaphragm and base plate is 10-20 ~tm thick, and about 40 V is required to pull the di- 
aphragm across that gap. A new design is under development that should withstand launch vibra- 
tions and accelerations. 

Within the spacecraft, heat pipes are normally used to provide high thermal conductivity paths. 
Heat pipes are sealed tubes that transfbr heat from one location to another, using vaporization of 
a working liquid at the "hot" end followed by convective transport of the vapor and condensation 
at the "cold" end. The condensed liquid returns to the hot end via a wicking or surface tension 
process. Miniature heat pipes have hydraulic diameters on the order of i ram; while micro heat 
pipes have diameters on the order of 10 l.tm. Additional information on miniature and micro heat 
pipes can be tbund in Cao et al. 108 and Khrustalev and Faghri. 1°9 The miniaturization of heat pipe 
technology using MEMS fabrication techniques allows heat dissipation to be enhanced over small 
distances tbr individual integrated circuits, detectors, or actuators. Micromachined heat pipes 
have been investigated by a number of researchers with some promising results. 110,il I Fabrica- 
tion is relatively straightforward using a (100) silicon wafer. A long, thin exposed region of sili- 
con can be anisotropically etched to produce a "V" groove, which becomes a sealed tube when 
bonded against a flat surihce. Methanol has been used as the working fluid. Figure 2.21 gives the 
dimensions and geometry' used. 110.ill The results show an increase in effective thermal conduc- 
tivity of up to 8 I%, compared with a standard silicon wafer, and a significantly improved tran- 
sient thermal response. Micromachined heat pumps may provide an effective way of removing 
heat fi'om integrated circuits without using metallic heat radiator elements. 
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Fig. 2.21. Micro heat pipe construction. 

2.3 Silicon Satellites 
2.3.1 Basic Concept 
Figure 2.22 shows a rendering of an Earth-observation, silicon satellite (also known as the nano- 
satellite) to be used in LEO. Introduced in Janson, Helvajian, and Robinson, 112 this concept pre- 
sents a new paradigm for space system design, construction, testing, architecture, and deploy- 
ment. Integrated spacecraft that are capable of attitude and orbit control for complex space 
missions call be designed for mass-production using adaptations of semiconductor batch-fabrica- 
tion techniques. Integrated circuits t"o1" command and data handling (C&DH), communications, 
power conversion and control, on-board sensors, attitude sensors, and attitude control devices can 
be manufactured on 1 to 4-ram-thick silicon substrates that simultaneously provide structure, 
radiation shielding, and thermal control. Silicon compares favorably with aluminum in terms of 
thermal conductivity, radiation-shielding ability, and mass density, yet it is stronger than steel (--7 
GPa maximum stress vs ~1 GPa for steel) and transparent to IR radiation between 1.2- and 6.5- 
lam and also between 25- and 100-1am wavelengths. Diamond is better on almost all counts, but 
silicon is readily available and easily processed. Silicon's main weakness is its brittleness; impact 
and shock loading must be controlled during fabrication, assembly, testing, and launch. Batteries 
and solar cells for the nanosatellite will still need to be fabricated using conventional materials. 
The spacecraft shown in Fig. 2.22 is essentially a stacked multiwafer package. A multichip mod- 
ule approach combined with partial wafer-scale integration would be used to fabricate the wafers. 
Useful silicon satellites will have dimensions of I 0 to 30 era; while more complex configurations 
using additional nonsilicon mechanical structure (i.e., truss beams, honeycomb panels, and inflat- 
able structures) will be much larger. The benefits of batch-fabricated silicon satellites are: 

• Radically increased functionality per unit mass 
• Ability to produce 10,000 or more units fbr "throw-away" and dispersed satellite missions 
• Decreased material variability and increased reliability because of rigid process control 
• Rapid prototype production capability using electronic circuit, sensor, and MEMS design 

libraries with existing (and future) computer-assisted design (CAD)/CAM tools and 
semiconductor foundries 

• Reduced number of piece-parts 
• Ability to tailor designs in CAD/CAM to fabricate mission-specific units 
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Fig. 2.22. Rendering of a hypothetical Earth observation silicon satellite. 

Initial nanosatellite designs use two types of processed wafers: wafers that incorporate a sparse 
number of electronic devices (i.e., low interconnect density, as opposed to memory or micropro- 
cessor fabrication wafers), numerous micro channels, plus MEMS and MOEMS; and waters that 
are essentially multichip modules (MCMs) that contain most of the centralized signal processing, 
command, and control electronics and the RF communications. These MCM wafers will need a 
high density of interconnects and the capability for mixed-signal processing. In the near-term 
nanosateilite designs, communication between wafers will be via metal and polysilicon lines 
routed to the wafer edges with a perimeter connection system that constitutes the satellite bus. In 
long-term nanosatellite designs, communication between wafers is more likely to be via local RF 
or fi'ee-space, optoelectronic switching technology, for example, use of heterojunction pho- 
totransistors (HPTs) integrated with vertical cavity surface-emitting lasers (VCSELs). 113 

2.3.2 Size Impacts: Feasibility of a Pico-Femto Satellite 
Silicon satellites can be classified as microsatellites (1-100 kg mass), nanosatellites (I g-I kg 
mass), picosatellites (I mg-l  g mass), or femtosatellites (l pg-I  mg mass). While picosatellites 
and femtosatellites would have seemed absurd 10 years ago, they are now conceptually feasible 
because of continuing decreases in electronic gate size and the emergence of MEMS and 
MOEMS. These technologies permit the integration of the C&DH and communication systems, 
low-resolution attitude sensors, inertial navigation sensors, and a propulsion system into a 1-cm- 
cube or smaller size satellite. On the other hand, by removing propulsion, for example, picosatel- 
lites and femtosatellites would be ideal as simple space environment sensors. Using only solar 
radiation and depending on the overall configuration, picosatellites through microsatellites can 
produce power levels in the 1 ..... 100 W range. On the other hand, femtosatellites can only generate 
microwatts to milliwatts. This directly affects how much power is available for power-hungl3z 
communication and data-processing systems. Thermal control is also an issue for these lilliputian 
satellites. Simple lumped-parameter models of silicon satellite temperature swings between tully 
lit and Earth-eclipsed conditions have shown that passive thermal control is possible for nearly 
spherical nanosatellites and microsatellites, w 14 When dimensions drop below 2 cm, the tempera- 
ture extremes exceed typical electronics and battery limits. Femtosatellites, with their extremely 
low mass, can reach the equilibrium sunlight (or eclipse) temperature within minutes. As a con- 
sequence, picosateilites and femtosatellites will require some form of thermal control. 

Small size also affects radiation shielding ability and orbit lifetimes. For constant altitude and 
spacecraft density, the ratio of air drag to spacecraft mass is inversely proportional to scale length. 
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As spacecraft shrink in size, the deceleration due to the air-drag becomes stronger, resulting in 
more rapid orbital decay. At altitudes below 500 km where radiation shielding (0.38 mm maxi- 
mum length for a l-rag mass cubic femtosatellite) may be adequate for radiation-tolerant elec- 
tronics (about 104 rads total dose with error detection and correction), the orbit lifietime is only a 
[i~w days. At higher altitudes, rapidly increasing radiation levels limit the lifetime to a few days 
unless special radiation-hard (e.g., silicon-on-sapphire) electronics are used. Femtosatellites 
should be nearly spherical in shape to minimize air drag and maximize radiation shielding. Max- 
imum power generation levels will therefore be in the submilliwatt range. Femtosatellites are an 
extremely difficult challenge because of their low thermal mass and wild temperature swings as 
they enter and exit Earth's shadow. 

Picosatellites are the smallest useful satellites, but active thermal control will be required. A 
thermally passive picosatellite will have temperature swings of 90 K between sunlight and eclipse 
in low Earth orbit. Cubic picosatellites made of silicon can have as much as 0.18 cm radiation 
shielding and orbit lifetimes of several years at 700-kin altitude under solar-maximum conditions. 
Nearly spherical satellites are needed again to provide radiation shielding, and if low-inclination 
orbits are used (below 700-kin altitude), use of radiation-soft CMOS electronics may even be fea- 
sible. Available power will be in the tens of milliwatts range. Picosatellites may be good for dis- 
posable or short-duration (i.e., l-week) missions (i.e., as space probes). 

2.3.3 Missions 
Silicon nanosatellites and microsatellites with 10 cm and larger dimensions, micromachined atti- 
tude sensors, and micropropulsion for attitude and orbit control could perform useful missions 
with on-orbit lifetimes of I to 5 years. Possible mission applications are communication relay, 
cloud cover monitoring, geolocation, and space environment monitoring. Mission applications 
can be grouped into three broad categories: 

• Disposable missions that use silicon satellites for a short period of time fbllowed by deorbit 
• Global coverage missions that use hundreds of silicon satellites in LEO to provide continuous 

Earth coverage for communications or Earth observation 
• Local cluster missions that utilize hundreds of silicon satellites in a sparse array configuration 

to provide a large effective aperture 

An example of a "disposable" mission is the untethered flying observer (UFO) that was ana- 
lyzed during the workshop pollion of the First International Conference on Integrated Micro/Nan- 

. ")'~ otechnology for Space Applications 115 A UFO, shown in Fig. 2._3, could be deployed on com- 
mand and flown about the host vehicle to provide a visual assessment of the larger spacecraft 
health and physical attributes, tbr example, after an operational anomaly is detected. The UFO 
would be mounted on the surface of a LEO spacecraft in a "cocoon" and would lie dormant until 
activation. The workshop effort produced a conceptual design with a mass less than 1 kg, a max- 
imum power level of 1.6 W, and an operational lifetime of 48 h. A lithium primary battez.w sup- 
plies power, a 2000 × 2000 pixel CCD imager provides images and high-resolution attitude infor- 
mation, and ammonia cold gas microthrusters provide maneuvering and attitude control. Image 
and telemetry data would be transmitted at S-band using omnidirectional antennas (the stubs pro- 
truding from the UFO in Fig. 2.23) to Space Ground Link Subsystem (SGLS) stations in the Air 
Force Satellite Control Network (AFSCN) using 0.5 W of RF power. Following the mission, the 
UFO does not return to the mother ship but is deorbited. 

Silicon satellites can also be dispersed as local clusters. One approach, analyzed by researchers 
at MIT, is to use random clusters in which individual nanosatellites move with respect to each 
other. The Aerospace approach is to utilize orbital mechanics to create configurations that 



60 Microengineering Space Systems 

Fig. 2.23. Artist's concept of an untethered flying observer. The main body is 10 cm in diameter. 

maintain a fixed geometry without requiring continuous thrusting, ll6 A circular ring of physically 
unconnected satellites will maintain its geometric configuration, to first order, if the ring diameter 
is orders of magnitude smaller than the orbit radius, the ring itself is in a circular orbit, and the 
surface-normal vector of the ring points 30 deg away fi'om the nadir (toward the Earth's center) 
in the orbit-normal direction. The major orbit perturbations to these clusters result from so-called 
"J2" effects (the Earth's mass distribution cannot be adequately represented by a point mass be- 
cause the Earth is slightly flattened because of rotation and "J2" represents the gravitational per- 
turbation that results fi'om this flattening), which decrease rapidly with altitude. Once established, 
this ring of satellites will rotate once per orbit period as seen in the reference frame of the orbiting 
cluster; for example, the ring rotates about its center while the whole cluster rotates about the 
Earth. Since the ring rotation rate is independent of radius, multiple concentric rings of different 
diameters will rotate together, thus producing a rotating disk of fixed geometry. These local clus- 
ters, composed of hundreds to thousands of individual silicon spacecraft, can operate in a con- 
certed fashion as a single large phased array at radio frequencies. Each cluster would operate as 
a local area network with short-range optical or RF communication links between the nanosatel- 
lites and a central mother ship. 

Silicon satellites have not yet been built, but they offer radically new ways to perform space 
missions. MEMS and MOEMS advanced microelectronic processing and packaging make them 
possible. More development effort is required for miniaturizing space systems, in particular mi- 
cromachined gyros, micropropulsion, and micromachined laser communications. MEMS sensors 
for on-board health and status monitoring are also needed, fulfilling similar tasks as that required 
in larger satellites. 

2.4 Manufacturing Future Space Systems 
2.4.1 Manufacturing Challenges and Limits of MEMSIMOEMS Technology 
Insertion 
MEMS and MOEMS technology will inevitably be used in future space systems. Investigations 
are already under way to reduce spacecraft size and weight and to modularize the subsystems to 
enable new technology insertion in future block changes of existing satellite programs. Studies 
that look further into the future than the next block change already know that space is a strategi- 
cally lucrative platform for conducting business-both civilian and military. Pragmatically, some 
of these missions can only be accomplished by orbiting a large constellation of satellites. The 



Manufacturing Future Space Systems 61 

nanosatellite concept is one solution to meet this challenge. The infi'astructure necessary to as- 
semble a mass producible nanosatellite does not yet exist within the space community; however, 
elements of this required infrastructure do exist in the commercial world, for example, in the man- 
ufacturing of laptop computers, personal intbrmation systems, cellular phones, and hand-held 
video cameras. Regardless of how the necessary manufacturing infi'astructure is mobilized, future 
satellite systems will be designed to process more data on board, to operate more atttonomously, 
and to be manufactured by automated assembly-line processes as opposed to the current piece- 
meal building approaches used. In addition, to reduce the cost of building satellites, statistical 
quality-control methods must be implemented as a requirement for achieving overall high-quality 
systems.117 These criteria alone provide an avenue tbr technologies like MEMS and MOEMS to 
be inserted into space systems, either as monitoring instruments (e.g., satellite manufacturing pro- 
cess line, onboard satellite health and welfare systems management) or to provide new and en- 
hanced capabilities. The extent to which MEMS and MOEMS can be inserted into fhture satellite 
designs will depend on how rapidly microengineering prototyping centers can be established and 
how rapidly microdevices can be fabricated on materials not within the conventional microelec- 
tronics indust~' repertoire. The latter requirement arises because besides semiconductors, mate- 
rials such as ceramics, glasses, diamond, polymers, and composite materials are typically used in 
space systems. The fhbrication ofmicrodevices and complete ASIMs on these materials is crucial 
to satellite design approaches fbr a fully integrated system. The alternative is to implement a 
macro-scale package for each individual micro device, which negates the desire to reduce exces- 
sive packaging. In reality, ifnew satellite design paradigms are implemented, the most likely path 
space system engineers will follow is to design for full integration but incorporate nonintegrated 
components as add-on systems and only if there are compelling benefits to satellite operations. 

2.4.2 Need for Rapid Prototyping Centers 
The success of micro/nanotechnology to revolutionize our world will, in general, depend on the 
development of effective rapid prototyping centers and the networking of these prototyping cen- 
ters to enable users to draft process sequences that can be cycled through physically separated 
sites. For example in the United States, the Multi-User MEMS Processing Service (MUMPS), the 
Metal Oxide Semiconductor ln tplementation Service (MOSIS), other "virtual" foundries, and 
most university and industry research centers offer an excellent path to accelerated component 
prototyping, and the recent DARPA-initiated MEMS-Exchange prograin i 18 cotlld establish the 
environment for distributed MEMS fabrication and manufacturing, lit most fabrication centers 
the tools and fabrication processes are geared for semiconductor materials processing. This fact 
will certainly influence the design of many terrestrial and space instruments such that wherever 
feasible, components, devices, and complete subsystems will be designed to leverage the use of 
existing microelectronics technologies. 

For space applications, however, the use of materials other than semiconductors can be advan- 
tageous. Combustion chambers must withstand high temperatures and possible chemical attack. 
Silicon may work for hydrazine monopropellant microthrusters, but bipropellant thrusters have 
combustion temperatures far in excess of silicon's melting temperature. High thermal conductiv- 
ity and electrically insulating materials (e.g., diamond) should be used around high-power circuits 
while polymers or other ductile materials are preferred in valve seats to limit leakage. As a result, 
processing tools and techniques that can efficiently micromachine/process nonsemiconductor 
materials may become necessary. The laser is one example of such a processing tool. 119 Laser 
material-processing technology has experienced a robust growth in the past decade. This is mostly 
because the reliability of laser systems has increased, higher repetition rate lasers are now 
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commercially available (e.g., kilohertz to megahertz), and a variety of wavelength (e.g., vacuum 
UV--far IR) and pulse-width (e.g., femtoseconds to continuous wave) choices are on the market. 
As a material-processing tool, the laser is a nonintrusive, in-situ material-processing tool, which 
in principle can remove material, deposit material, and anneal the surthce. It can serve as a diag- 
nostic of the surface quality, morphology, surface adsorbates, and gas phase reactant; and it can 
"micromachine" structures on the surface or imbedded in the bulk. Lasers can process not only 
silicon but also other semiconductors, ceramics, metals, glasses and composite materials. How- 
ever, unlike semiconductor processing in which the processing tools are automated and the pro- 
cess recipes refined over the past three decades, laser-based tools are just becoming commercially 
available with comparable automation capability and process control. 120 

2.4.3 Need for Mixed Technology Integration and CAD 
Rapid-protot3,ping centers alone will not advance MEMS technology. To adequately capitalize 
on investments in the manufacture, design, and test of semiconductor integrated circuits toward 
future terrestrial and aerospace applications, computer-assisted manufacturing programs for 
mixed technology systems must be developed. Mixed-technology systems are defined to include 
mixed-energy domains (electronic, kinematic, optical, fluidic, and electromagnetic domains, etc.) 
and mixed-signal integrated microsystems. Mixed-technology systems may incorporate hundreds 
to thousands of integrated microdevices that create new system capabilities unachievable through 
more traditional hybrid integration. Their design represents unique challenges and opportunities. 
The tight integration of microdevices in mixed-technology systems, however, requires more than 
just an electronic domain analysis to tmderstand and optimize the functionality of the design. 
Issues such as coupled energy domain simulation, three-dimensional shape analysis before and 
possibly after integration, and mixed-technology-interconnect design and analysis need to be 
addressed as part of the design process. Key to enabling mixed-technology systems is the devel- 
opment of a design environment that supports both design and manufacture based upon many 
available mixed-technology and electronic building blocks. In addition, design trade-offs, optimi- 
zations, and synthesis need to be explored fi'om an overall systems perspective in a mixed-domain 
design and layout environment. The DARPA-funded Composite CAD ~ program is an attempt 
to create a design environment that encompasses these challenges. Figure 2.24 shows the para- 
digm shift in CAD, which is enabled by Composite CAD. In effect, the approach to a system 
design changes from the current bottom-up process to a top-down process, in the top-down pro- 
cess the overall system requirements are first defined and then reduced to the component level 
specifications. This is visualized in the spiral model shown in Fig. 2.25. Starting from the center 
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Fig. 2.24. Comparison of today's and future mixed technology design. (Drawing courtesy H. Dussault. 121) 
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Fig. 2.25. Adapted from the spiral development model for software development and applied to CAD. (First 
proposed by B. Boehm in 1988 and the Software Productivity Consortium's Evolutionary Spiral Process 
[ESP] Model in 1991. Drawing courtesy H. Dussault. 121) 

and a high'level definition of the required system, there is a sequential process of concept explo- 
ration, synthesis, analysis, and verification with decision points at every boundary. With every 
full cycle the models and analysis become progressively more detailed. Much as CAD has helped 
to foster new generations of highly complex digital VLSI systems, the Composite CAD program 
will enable designers to create complex, highly integrated, mixed technology "systems on a chip" 
by rapidly exploring multiple design alternatives. Efforts similar to the DARPA program are also 
being explored in Europe and are presented in Chapter 7. 

2.4.4 Need for Flight Demonstrations 
New technology is fundamentally risky'. It must be tested and verified under relevant conditions 
before being accepted by the aerospace community. "I don't want to be the first to fly that device, 
but I'll be the second," is commonly heard by technologists trying to get new systems and sub- 
systems used on-orbit. Experimental test flights are required, and Aerospace is trying to shorten 
the laboratory-to-operational-use time lag for MEMS by inserting emerging devices onto space 
platfomls. The NASA Johnson Space Center, in collaboration with Aerospace, has developed a 
MEMS testbed that can be flown on the U.S. Space Shuttle. 123 The testbed, shown in Fig. 2.26, 
is due for flight in 1999 (STS-93) inside a middeck locker. It incorporates multiple MEMS accel- 
erometers, several rate gyros, chemical sensors, nanoelectronics, and a variable surface emissivity 
device into an industrial PC card frame. Rate gyros and accelerometers are mounted on the rear 
wall of the middeck locker (top left in Fig. 2.26) to measure Shuttle angular accelerations, vibra- 
tions, and linear accelerations. Additional accelerometers and rate gyros are mounted on ISA bus 
cards within the PC card cage (middle and lower right in the figure) to characterize the experiment 
environment. The card cage is wrapped in foam and inserted into the middeck locker to provide 
acoustic and vibration damping. Data are obtained and logged during launch, on-orbit operations, 
reentry, and landing. The intent is to provide a standard and easy-to-use experiment infrastructure 
for MEMS researchers; integration of devices into the testbed and integration of the testbed 
onto the Shuttle are perfonaaed by Aerospace, NASA, and Air Force personnel. The middeck 
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Fig. 2.26. Photograph of the NASA-Aerospace MEMS testbed. The card cage measures 50 x 50 x 25 era. 
(Photo courtesy of The Aerospace Corporation.) 

implementation provides exposure to launch and reentry loads, microgravity conditions on orbit, 
and on-board atmosphere (composition and pressure). 

2.5 Conclusions 
In the United States, both NASA and the DOD have recognized the potential of using microengi, 
neered systems in space applications. A similar conclusion has been reached by technology pun- 
dits at the ESA 122 and by independent space-system contractors. Major programmatic funding for 
space applications, outside of that fi'om NASA's New Millennium Program (NMP), still remains 
in the realm of systems analysis and reliability studies. For example, the U.S. Air Force Research 
Laboratory in Albuquerque, New Mexico, is performing radiation effects testing of MEMS, and 
technology demonstration experiments are under way at NASA JPL and Aerospace. Many uni- 
versities, including those not traditionally involved in MEMS research, are entering the "MEMS 
for space" arena. Many spacecraft designs will continue to shrink in mass and size, given the 
resounding success of the Mars Pathfinder mission. Experimental spacecraft currently on the 
docket will increase the confidence of the space community that small can be good. Additional 
confidence in "small and capable" spacecraft will be attained as the NMP spacecraft complete 
their missions to Mars, Pluto, and the asteroids. Finally, there have been numerous workshops 
hosted by JPL, Round Table discussions hosted by ESA, and a focused conference sponsored by 
NASA and Aerospace at the Johnson Space Center, Houston, Texas (1995). 122 In April 1999 The 
Aerospace Corporation, DARPA, JPL, and the Air Force Research Laboratol3, Vehicle Systems 
Directorate will host the Second International Conference on Integrated Micro/Nanotechnology 
for Space Applications, in Pasadena, California. Interest and momentum are increasing steadily. 

This chapter has focused on technologies, which if applied to space systems, can result in rev- 
olutionary changes in current and fi~ture space systems. The specific technologies presented are 
primarily in the microengineering realm and show clear evidence for worldwide terrestrial use. 
The underlying assumptions are three: the best means for attracting the space community atten- 
tion to these new technologies is to identify examples that present distinct advantages when in- 
corporated into space systems; the identified technologies can be incorporated in both a revolu- 
tionary and evolutionary manner; and there exists a significant ten'estrial application base fi'om 
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which to draw upon. Other technology areas currently less mature in development will also have 
revolutionary, impact on space systems. Two deserve brief mention" nanotechnology and micro- 
robotics. 

Nanotechnology deals with the development of processes whereby a strong level of atomic or 
molecular control is exercised in the device fhbrication. Micro-robotics is an interdisciplinary 
technology area whose ol~jective is to assemble a class of limited-"intelligence," autonomous ro- 
bots of sizes ranging fi'om millimeters to centimeters. Both technologies have identified terrestrial 
applications. For nanotechnology the industrial drivers are pharmaceuticals, bioengineering, ad- 
vanced lithography, nanoelectronics (e.g., resonant tunneling devices), and functionalized sur- 
thces. For micro-robotics, the industrial applications appear to be in toys, micro inspection sys- 
tems (e.g., pipelines), microsurgery, and miniature infbrmation devices. Both areas have 
experienced rapid growth in interest, and both have benefited from MEMS/microsystems tech- 
nology. Nanotechnology benefits because microsystems used in large arrays permit the nanofab- 
rication/processing over practical areas; Microrobotics, because of the implementation of micro- 
actuation and the resulting capability to interact with the physical world. For space applications, 
manned and unmanned, both technologies can potentially revolutionize the deployment, assem- 
bly, and governance of space systems. In the near term, nanotechnology will be useful in space 
as nanoelectronics (multivalued logic circuits); basic components (e.g., resonant ttmneling di- 
odes, transistors) and some circuits have already been fabricated. Multilevel logic nanoelectronic 
circuits can provide the same function as binary ' circuits but with reduced component count, and 
they offer distinct advantages in computation-intensive tasks (e.g., hnage processing). The appli- 
cations of micro-robotics to space systems will strongly depend on the level of capability en- 
dowed. Based on the developments fbr terrestrial applications (i.e., providing local diagnostics in 
pipelines), similar applications could be used in the ISS and other satellites, for example, in mon- 
itoring the integrity of the ISS hull, fuel tanks, and other critical surfaces that could develop stress, 
fi'acture, or sustain a micrometeorite impact. Longer term applications of nanotechnology and mi- 
cro-robotics lead to speculative answers and deserve the benefit of observation for a few more 
years. 

Microengineered devices will inevitably reduce the size of spacecraft or increase its function- 
ality manifold. The path of size reduction will in turn address the use of a smaller launch vehicle, 
and this combination will undoubtedly reduce the total cost of launching to orbit. Another ex- 
pected outcome is that the incorporation of these devices will also increase the autonomy in op- 
erations and increase availability through the use of condition-based maintenance protocols. Per- 
haps the most profbund result from this revolution will be that satellites will become truly mass- 
producible commodities much like dynamic RAM chips are today. 
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3 
Mechanical Analysis and Properties of MEMS 
Materials 
D. J. Chang* and W. N. Sharpe, Jr. t 

3.1 Introduction 

Microelectromechanical systems (MEMS) is a revolutionary technology involving micro-optics, 
micromechanics, and microelectronics. The MEMS concept is not about one single application or 
device, nor is it defined by a single fabrication process or limited to a few materials. Rather, it is 
a "smart" microinstrument incoqgorating multiple technologies. MEMS can greatly benefit both 
the launch and operation of space systems, reducing mass, power consuml~tion, volume, cost of 
hardware manufacture, and cost of testing. The use of this technology is expected to significantly 
advance the state of the art in ultra-large-scale integrated systems. 

Many types of MEMS devices are needed in both launch-vehicle and space-satellite systems. 
These include pressure transducers, accelerometers, actuators, and gas-detection sensors, to name 
a few. These different devices can be combined and assembled in a compact, self-contained man- 
ner to replace the current heavy, less flexible, and costly systems. For example, the Liftoff Instru- 
mentation System (LOIS) and the Wideband Instrumentation System (WIS) are now employed 
to monitor motor takeoff pressure, vehicle acceleration, and pyrotechnic intbrmation. LOIS pro- 
vides data for the first 1.5 s of flight for the Titan launch vehicle, l This system uses umbilical 
cords to record the data. The WIS in-flight system monitors most of the ascent flight and provides 
a limited number of wideband channels for dynamic environments, such as acoustics and vibra- 
tion, for which a radio-frequency signal transmission technique is used. Corresponding weights 
for LOIS and WIS are shown in Table 3.1. 

Requirements for sensors for Titan IV LOIS and WIS are shown in Table 3.2. Both systems 
are limited by the number of telemetry channels available and the high cost of moving sensors 
from one location to another. However, the same types of information can be collected through 
the installation of MEMS systems that are assembled in wrist-watch-sized packages. These sys- 
tems can be mounted next to or on critical locations with virtually no impact on the environment 
and can make measurements using the vehicle's power and telemetry systems. Since the data are 
recorded in local memories, they can either be sent back in real time or at a later time. 

Table 3.1. Corresponding Weights for LOIS and WIS 

System Weight (lb) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

LOIS 234-290 

WIS A vehicle 217-399 

WIS B vehicle 391-587 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

*Mechanics and Materials Technology Center, The Aerospace Corporation, E1 Segundo, California. 

tDepartment of Mechanical Engineering, The Johns Hopkins Universib; Baltimore, Maryland. 
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Table 3.2. Sensor Requirements tbr Titan IV LOIS and WIS 

Measurement Parameters 

Three-axis vibration 10-2000 Hz, +__ 300 g max. amplitude 

Acoustics 10-4000 Hz, -,- 185 dB max. range 

Acceleration 0-50 Hz, __ 10 g max. amplitude 

Pressure 0-50 Hz, (I--!.6 psia range 

Strain 0-50 Hz, 900 tttin./in, or 2000 psi stress 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Survivability and Environmental Parameters 

Vibration, shock, EMI, radiation, temperature, atmospheric to vacuum 
pressure, contamination 

Another application of MEMS in space systems is its use in Global Positioning System (GPS) 
satellites. For example, the so-called integrated GPS/IMU includes an inertial measurement unit 
(IMU), which is regarded as an important unit that provides acceleration and angular-rate infor- 
mation through accelerometers and gyroscopes. The measured acceleration and angular-rate in- 
tbrmation can be integrated to obtain both velocity and altitude. MEMS technology could cer- 
tainly help reduce the size, weight, and required power consumption of both the IMU and 
receivers. 

Mission reliability for space systems is another area where MEMS can play a major role. Cur- 
rently, Air Force spacecraft programs use thin films on optical, microelectronics, and structural 
systems. Reliable long-duration perfommnce of these components is critical to the mission suc- 
cess of all spacecraft systems. However, the ability to assess the thin-film factors, such as tb.tigue 
life, thermo-optical performance, and to develop countermeasures tbr withstanding radiation 
threats, has been less than desirable. Likewise in microelectronics, voids and hillocks appear in 
aluminum interconnects, cracks are observed in silicon dioxide passivation layers; and high ten- 
sile and compressive stresses occur in the transistor gate structures. The magnitudes of these 
stresses can be as high as 500 MPa (70 ksi). These are mostly caused by stress migration resulting 
ti'om a combination of thermal-expansion mismatch of various materials and thermal cycling. 
There are also stress fhilures induced by electron movement resulting fi'om applied current in the 
line, so-called "electromigration." Consequently, an accurate assessment of the reliability at both 
component and system levels has yet to be achieved. 

It is apparent that MEMS devices will be used in the near future as a diagnostic method to 
record needed data and to detect anomalies. Their long-term reliability in meeting this objective 
is vitally important. Currently, however, no work addresses this issue, and therefbre, the reliabil- 
it), issues associated with MEMS components such as structural margin and fatigue lifi~ need to 
be addressed first. 

As MEMS technology evolves, the mechanics of fluids and solids, as well as materials prop- 
erties, become more important than ever. The designer needs to achieve a component design with 
the objectives of lighter weight and reliable service life while still meeting the excellent perfbr- 
mance requirement. The light weight requirement results in thinner or shorter dimensions. When 
the dimensions reduce the size of 0.1 to 2 ~m, which has occurred in many cun'ent devices, the 
geometrical dimension becomes comparable to that of the grain size. The implication of this 
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phenomenon is that the material may not be assumed homogeneous and isotropic. The stress uni- 
fbrmity assumption that has been accepted fbr large structures, that is, where the geometrical 
dimension-to-material grain size is very large, may be violated. As will be discussed in Sec. 3.9, 
the size of the polysilicon grain is between 0.5 and 1 lain. Because the material is nonhomoge- 
neous and anisotropic, the stress can no longer be expected to be unifbrm. 

Similarly, when the grain-size-to-geometrical-dimension ratio is on the order of 1, the princi- 
ples of classical fracture mechanics may not be directly applicable for the same reason. 

Many cun'ent MEMS materials such as thin films are fabricated using different techniques, for 
example, sputtering and chemical vapor deposition (CVD), to name a couple. The grain size de- 
pends strongly on the techniques used as well as on the depositing temperature or annealing pro- 
cess. The different film deposition processes will result in a different material with different fi'ac- 
ture properties for the film and different residual stresses between the film and the substrate. 

For all types of microsensors and devices, mechanical stresses are involved; for example, 
bending stresses in accelerometers and biaxial membrane stresses in pressure transducers. The 
magnitudes of these stresses depend upon the materials and the environment. A MEMS designer 
must understand the basic theories of continuum mechanics, fi'acture mechanics, and fatigue. The 
MEMS designer should also follow the development and the advancement of mechanics on the 
MEMS scale. Only with such an understanding can one accurately predict the stress fields and 
range of application of the devices, and thereby obtain higher operational reliability. It is therefore 
the intent of the authors to introduce the basic principles of continuum mechanics, fi'acture me- 
chanics, fatigue, failure theories, and other related mechanics topics to MEMS designers and us- 
ers so that the quality of MEMS devices can be improved. 

In the sections to follow, various topics pertinent to solid mechanics are discussed" 

• Section 3.2: Stress and strain, illustrating the various b'pes for different types of MEMS 
devices 

• Section 3.3: Classical constitutive relations between stress and strain components based on 
energy consideration 

• Section 3.4: Linear piezoelectrici.ty 
• Section 3.5-3.6: Failure theories and the concept of fracture mechanics for solids 
• Section 3.7: More detailed material elastic properties, specifically, coefficients of thermal 

expansion and failure properties in MEMS applications 
• Section 3.8: Dynamic induced-fatigue behavior of materials 
• Section 3.9" Microstructure formation of some MEMS materials 
• Section 3.10: Other MEMS-related subjects 
• Section 3.11" Sample applications pertinent to different devices 
• Section 3.12: Current research in mechanics relating to MEMS applications 

3.2 Stress and Strain in MEMS 
In the discussion of mechanics in solids, some basic terms first need to be defined, the most im- 
portant of which are "stress" and "strain." Next, the linear stress and strain relationship character- 
ized by Hooke's law will be described. The linear part of the stress-strain curve should be used in 
the MEMS design for long service life. When the stress-strain gets into the nonlinear region, in- 
elastic strain would most likely exist, and tile required service life would not be assured. 

It should be mentioned that for certain devices such as a membrane pressure transducer, even 
though the displacement may get large, the strain is small. As long as the strain is small, the linear 
stress-strain relation still works for the design. 
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We assume that the material body in our discussion is a continuum medium. Under the appli- 
cation of forces, the body will deform from its original or "unstressed" shape. A body is called 
elastic if it possesses the property of recovering its original shape when the applied forces causing 
deformation are removed. Further, the elastic body is linear when the deformation is proportional 
to the applied forces. Our discussion will be limited to linear elastic behavior. Readers are encour- 
aged to read Refs. 2, 3, and 4 for more details. 

3.2.1 State of Stress 
Let us define a rectangular Cartesian coordinate system for a continuum medium. Define x 1, x2, 
and x 3 as the three mutually perpendicular right-hand coordinate axes. Assume that I/represents 
the volume occupied by the medium and A V is an element of V. There are two types of forces 
acting on the volume element At': 

• Body forces: forces proportional to the mass contained in At", designated as F with compo- 
nents FI, F 2, and F 3, 

• Surface forces: fbrces acting on the surface AS of At" 

Consider a force AT acting on the surface element AS. The stress is defined as the limiting 
value of AT~AS. Since 7' is in general a vector, the stress values also have directional preference. 
Figure 3.1 shows that there are nine stress components associated with the three surface force vec- 
tors 1' 5, 7' 2, and 7~. These components are mathematically referred to as the elements of a second- 
order stress tensor. These stress tensor elements are o ! i, Ol2, °13, o21,022, o23, o3 I, 032, and 033 , 
respectively. The first index i in a stress component o(! refers to the direction of the coordinate 
axis normal to the element surtace on which :/'acts; while the second indexj indicates the direc- 
tion of the stress component. For example, in o23 , the subscript 2 indicates that the normal-to-the- 
element surface on which 1" 2 acts is x 2" while subscript 3 indicates that the direction of this stress 
component is parallel to x 3. 

The components o i 5, o22, 033 are called the nonnai components of stresses; the others are 
called the tangential, or shearing, components. Normal stresses act normal to a surface. Hydro- 
static pressure is an example. Shear stresses act parallel to the surface, such as those generated by 
fi'iction between two surfaces. The nine stress components can be expressed in matrix form, 
Eq. (3.1). 

o'22 ~ 022 

×3 ! ii i~':"ii:~? • 

~iii!!~iiiiii!!ii',i',iiiii!iii'i!i!iiiiiii',!iii~ii ! i!',iiiiiii',~iii ~,ii~ii ~iii iiiiiiiiiiiii i iiiiiiiiii!i i iiii!iiiii!iiiiiiii i{',iiiiiiiiii! iiiiiiiiiiiii!ii i!ii!iiiiiiiiiiii:. 

', ~ 

Fig. 3.1. Force vectors and stress tensors in a Cartesian coordinate. 
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The [bllowing examples are different stress types. 

• Pinned truss element: uniform normal tension or compression 
• Prismatic cantilever bar trader bending" normal tension and compression varied linearly across 

a lateral dimension such as thickness 
• Circular shaft under torsion" shear stresses with linearly varying magnitude with respect to the 

center of the shaft 
• Circular membrane under normal pressure" equal biaxial normal stresses 
• Cube under hydrostatic pressure: triaxial normal stresses with equal magnitude. No shear 

stresses present. 

It can be proved that the stress components must satis~ the equilibrium equations, Eq. (3.2). 

0o21 0o31 0 0 I. "l . .t . . . . . . . . . . . .  . . . . . . .  ] . . . . . . . . . . . .  + " F ] O 

Ox 1 Ox 2 Ox 3 

0 022 0 O3-~ 0°..=-2 + ~ + ~ + F=~ - 0 
Ox! Ox 2 Ox 3 

0(J23 00"33 0c~13 + -~+ + F 3 0 
OX 1 Ox 2 Ox 3 

(3.1) 

(3.2) 

3.2.2 State of  Strain 
When the positions of material points in a continuous body are changed due to ,am external applied 
force, we say the body has been displaced. If the displacement has not produced any relative po- 
sition change between any pair of material points, then it is referred to as rigid, or nondeformable, 
displacement. If the relative position between any pair of points in the body is altered, the body 
is then deformed. 

When the displacement vector AL lies in the same direction of the unstrained material vector 
L, the material is then said to be extensionally strained. The extensional strain is defined as the 
limiting value of AL/L. For example, given a constant cross-section rod that is 2 cm long, if the 
total elongation of the rod is 0.1 cm, then the extensional strain of the rod is 0.1/2 = 0.05, or 5%. 
If the displacement vector is perpendicular to the unstrained material vector L, the strain AL/L is 
of shear type. In other words, the shear strain is defined as an angular change. For example, given 
a 2- x 1-cm rectangle, if the two shorter sides slide 0.1 cm in a parallel manner, the rectangle be- 
comes a parallelogram. But there is an angle change of 0.1/2 = 0.05 radian, which is the shear 
strain. It is required that the displacements, and thus strains, be small in treating linear elastic 
problems. This means that AL/L << 1. This requirement also suggests that the principle of super- 
position holds. That is, LQ~ 1 +p2) = L(pl ) + L(p2), where L is a linear operator and p 1 and p2 are 
either two applied'load or displacement fields. The equation indicates that the sequence of various 
load (displacement) applications does not affect the answer. 

Analogous to stress, there are nine strain components, e I 1, ~12, El3, F-21, E22, F-23, E31,F'32, E33, 
which are the elements of the second order of strain tensor. Also, similar to the stress components 
E11, £22, ~'33 are normal strains, and all other components are shear components of the strain ten- 
sor. These nine strain components can also be expressed in matrix tbrm, Eq. (3.3). 
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11 El2 El3 

J l~21 ~22 E23 

L~31 E32 E 3 

Examples of different strain types include 

1. Pinned truss element: uniform nonnal extensional or contraction strain 
2. Prismatic cantilever bar under bending: normal extensional and contraction strains varying 

linearly across the lateral dimension, such as thickness 
3. Circular shaft under torsion: shear strains with linearly varying magnitude with respect to fl~e 

center of the shaft 
4. Circular membrane under nonnal pressure: equal biaxial extensional strains 
5. Cube under hydrostatic pressure" triaxial nonnal strains with equal magnitude. No shear 

strains present. 

It should be noted that both stresses and strains are real. Based on the strain energy consider- 
ation, both stress and strain fields are symmetrical. This means that 

o12 = o21 el.2 = e21 

023 = o'32 E23 = E32 

(331 = o13 E31 = El3 

The stress symmetry relation may not be valid for the case when there are body moments dis- 
tributed through the material medium. For example, when grains become dumbbell shaped under 
the influence of externally applied electric or electromagnetic fields, the body moments may be 
induced. Because continuum mechanics was developed without consideration for the length di- 
mension of average grain, predictions based on continuum mechanics start to deviate at the micro 
level. The derivation of"couple stress" reduces the en'ors associated with this discrepancy. More 
detailed information can be found in the literature. 5'6 

It will become apparent that it is more convenient to express the symmetrical stress {o} and 
strain {r } tensors using the following compressed notations. 

o1 ---- Ol ! E! ---- E! I 

02 '"= 022 E2 = •22 

03 = 033 1~3 = ~33 

0 4 =  023 E4= 1~23 

0 5 =  O31 E5= 1~31 

0 6 =  O12 E6= El2 

(3.3) 

3.3 Constitutive Relations 
3.3.1 Stiffness Matrix 
We will use the principal material axes as the coordinate system. Based on Hooke's law, the 
stress-strain relations for a linear elastic material can be expressed as 

{o} = [C]{~} (3.4) 

where 
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01 ~-g !] 

°21 ~21 

{o} = °31 and {e} = s31 

°41 ~41 

°51 ~51 

o6j  e6l 
_ 

and [ C] = 

Cll C12 (;13 (714 C15 Cl 
(721 C22 C23 C24 ('-'25 C26 
C3~ C32 C33 C34 C35 C36 
(]41 (742 C43 C44 ('-'45 C46 
C51 C52 (753 C54 C55 C56 

C61 C62 C63 C64 C65 C66 

The C!/are components of the elastic moduli matrix [C] representing the material properties 
of the continuous body and are refen'ed to as the material stiffness matrix. They are also compo- 
nents of a fourth-order tensor. All the components are real since they represent actual material 
properties. The subscripts follow the short notations described earlier for stress and strain. For ex- 
ample, CII is formally Cll 11, C66 is fom3ally C!212, and C34 is formally C3323. In general, the 
values of [C] are a function of the material point. However, the C 0. become invariant for a fixed 
coordinate system when the continuous body is homogeneous. 

There are 36 independent elastic constants in the matrix [C]. It has been proved again from the 
strain energy consideration that the elastic moduli tensor is symmetrical. This leaves only 21 in- 
dependent constants for a fully anisotropic elastic material. 

Consider a body elastically symmetric with respect to the X lX 2 plane. Symmetry reduces the 
number of constants to 13. For this example, the Cij that are identically zero are C14, C15, C24, 
C25, C34, C35, C46, and C56. Wqaen there is additional symmetry about the x2x 3 plane, the number 
of elastic constants is further reduced to nine. This means that C16, C26, C36, C45 become zero. 
When a material has two planes of symmetry, it also has symmetry about three orthotropic planes 
and is called an orthotropic material. Many semiconductor materials such as silicon and germa- 
nium are orthotropic, and nine independent elastic constants are needed to describe the material 
property. 

An orthotropic material is called transversely isotropic on the XlX 2 plane when the material 
properties are independent of the orientation on the plane. In this case, the number of material 
constants is further reduced to five. Hence, relationships between C!I are 

Cll = C22 

C44 = (756 

Ci3 = C23 

(7/66 = (C11 - CI 2)/2 

The number of elastic constants can again be reduced if they are independent of orientation. 
This is so-called isotropic material. Only two constants are required to describe the material prop- 
erty. If we choose C11 and C12 as the independent constants, the other constants can be expressed 
as follows: 

C)2 = C33 = Cll 

C13=C23=C12 
C44 = C55 = C66 = (Cll  - C12)/2 

When the material is either orthotropic, transversally isotropic, or isotropic, there is no cou- 
pling between the normal stress (strain) and the shear strain (stress). The manipulation of the 
stress-strain can be done using the 3 x 3 subset of [C] matrices involving nonnal stresses (strains) 
only. (See Eq. [3.4].) 
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3.3.2 Compliance Matrix 
The strain-stress relation can be obtained by inverting [C] in Eq. (3.4) and is expressed in Eq. 
(3.5). 

{~}  = [ c ] - ' { o }  = [ s ] { o }  (3.5) 

where 

Sli SI2 SI3 S!4 SI5 SI6 

$21 $22 $23 $24 $25 $26 
[S] = $31 $32 $33 $34 $35 $36 

S.41 S.42 $43 $44 $45 $46 
SSl Ss2 $53 Ss4 Sss $56 

$61 $62 $63 $64 $65 $66 
_ 

and [,~ is called the compliance matrix. Its elements are components of a fourth-order tensor, and 
the product of [C][S] is equal to [/], which is an identity matrix. 

When the material is an orthotropic material, [S] has the following form: 

(3.6) 

[S] = 

Sot st2 st3 0 0 0 

$21 $22 $23 0 0 0 
$31 $32 $33 0 0 0 
0 0 0 S,t4 0 0 

0 0 0 0 Sss 0 

0 0 0 0 0 $66 

where 

] [ ] I1 SI2 SI3 -Cll CI2 CI3 $44 = 1/C44 

[ $2~ $22 $23 = C2~ C22 C23 and $55 = I / C ~  

Ls3, s3:0 LC , c33J s66 = 1/c66 

3.3.3 Relations Between [C], [5"], and Engineering Material Properties 
Terms 
Uniaxial tests are the most common tests for generating material properties. Introduced here are 
the commonly used terminologies associated with uniaxial testing. During a uniaxial test, the 
specimen is usually in a cylindrical-shaped dog-bone configuration for thick material or a flat 
dog-bone specimen if the body layer is thin. The American Society for Testing and Materials 
(ASTM) has issued specifications for the methods of preparation, testing, data acquisition, and 
detennination of the required engineering values for various types of materials and environments. 
For example, ASTM specification E8 provides the required testing apparatus, specimen configu- 
ration, and test procedure for tensile testing of metallic materials. A typical stress-strain relation- 
ship is depicted in Fig. 3.2. The small strain portion of the curve is usually linear between stress 
and strain. The slope E of the linear portion of the curve is called "modulus of elasticity" or 
"Young's modulus." The maximum stress in which strain remains directly proportional to stress 
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Fig. 3.2. Stress-strain diagram for determination of yield strength by the offset method. 

is called "proportional limit." Yield strength F~. of a metallic material is defined as the point r on 
a stress-strain curve, when a parallel line mn drawn from this point r intersects the horizontal 
(strain) axis at a strain of 0.002 (0.2%) ore, offset. Ultimate strength b),  is the stress level on file 
stress-strain curve at which the specimen is no longer capable of resisting any load. The yield 
strength at the micro level is defined in the same fashion with the offset strain equal to 10 -6 m/re. 

Tensile testing is generally conducted using a specimen that has a uniform cross section in the 
midsection of a known gauge length segment. Under the tensile load, elongation e is defined as 
the increase in gauge length, measured after fracture of the tensile specimen occurred within the 
gauge length segment, expressed as a percentage of the original gauge length. Since the gauge 
length is rather arbitrary, this number does not represent the actual strain-to-faihmre at the vicinity 
of the failure. Rather, it is an average of the inelastic strain (nonrecoverable strain) at failure 
within the material length in which the strain is measured (gauge length). In other words, a gauge 
length of 1 cm will correspond to an average strain-to-failure that is different fi'om the average 
strain-to-failure for a gauge length of 2 cm. 

Reduction of area (RA) is the difference between the original cross-sectional area of the tensile 
test specimen and the minimal cross-sectional area measured after fi'acture of the specimen, ex- 
pressed as the percentage of the original cross-sectional area. Both elongation and reduction of 
area are quantities used to measure the ductility of the material. 
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Similarly, modulus of rigidity, or shear modulus G, is defined as one-half of the ratio of shear 
stress to shear strain in the linear portion of the shear test. The shear modulus is used to calculate 
shear stress or shear strain. The ASTM specifications for shear testing are ASTM specification 
D 1002 for metal-to-metal tension shear, D3 518 for inplane shear of reinforced plastics, and 
D3528 for double lap shear adhesive joints for tension shear. 

Last, we need to define "Poisson's ratio." As expressed in Eq. (3.5), the strain in direction x 2 
will be affected by the stresses exerted in all three directions. For example, in Eq. (3.5) the off- 
diagonal terms S!2, Si3, $23 are the coupling coefficients relating the stress to the strain. This is 
the strain-stress coupling effect, also called Poisson, s effect. Equation (3.5) can also be rewritten 
as Eq. (3.7): 

_ 

I v21 v31 
. . . . . . . .  

El l  E22 E33 

v 12 1 v32 
S ~ ~ . . _ . . .  

El l E22 E33 

v 13 v23 1 

E l l  E22 E33 
. . . .  

where Eli is the modulus in i direction and vi ! is defined as the negative strain in thej  direction 
when the strain in the i direction is I m/m and the applied load is in the i direction. In an ortho- 
tropic material, there are six Poisson's ratios, but only three are independent. The other three are 
determined by the relations: 

(3.7) 

v12 _ v21 

El1 E22 

I'13 _ 1'31 

Ell E33 

V23 _ v32 

E22 E33 

For isotropic materials, Eq. (3.8) is reduced to v/E. 

(3.8) 

3.3.4 Transformation of Stress and Strain Tensors 
As was discussed earlier, all components of stress, strain, stiffness, and compliance matrices are 
elements of tensors and can be transformed from one coordinate system to another. Without dis- 
cussing the details of the law of tensor transformation, the relations between transformed and 
original components of these four tensors follow. 

Let the original Cartesian coordinate system be x ! , x 2, and x3; while the new coordinate system 
is 3'1, Y2, and 3;3. The relations between the two systems are: 

Y l  

Y2 

Y3 

l 1 m I n 1 x 1 

12 m 2 /t 2 x 2 

i 3 m 3 n 3 x 3 

(3.9) 
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where the square matrix represents the directional cosines between the two systems. The same 
stress field originally expressed in the Xl, x 2, x 3 system can now be expressed in they 1, Y2, Y3 co- 
ordinate system by" 

2, = L,,I, I m,,,,2°3 
31 032 O33J 13 /n3 /13 ~ 1 032 O31~ tll n2 /t3 

(3.10) 

Equation (3.10) also applies to the strain field transformation simply by replacing the stress ma- 
trix [0] with the strain matrix [e]. 

By proper choice one can obtain a yl, 9'2, Y3 system such that the shear stress components at 

• v' . ' ' system can be found such that the shear that material point disappear. Similarly, a ~ ~, v 2, Y3 

strain components disappear. If the material is at most orthotropic (with nine or less elastic con- 

stants), the Y i, Y2, Y3 and y ~, y ~, y ~ systems coincide and the three axis directions are called prin- 

cipal directions and the corresponding stress and strain fields are called principal stresses and 

principal strains. Detennination of the principal directions can be found in the literature. 3 

3.3.5 Thermal  Stress 
Structures such as microelectronics components usually are subject to electrical power. The 
power-generated heat produces either uniform temperature or thermal gradients throughout the 
structure. Then'nal stress will be induced by either (1) uniform temperature when the structure has 
multiple materials stacked monolithically in layers with different coefficients of thermal expan- 
sion (CTE), defined as the amount of elongation per unit length of material per unit temperature 
increase, or (2) a structure with nonuniform thermal gradient. In the first case, the material with 
lowest CTE is in tension; while the material of highest CTE is in compression. In the second case, 
if the CTE is positive, the cooler side is in tension and the warmer side in compression. 

In the formulation of a thermal stress problem, the mechanical strain tensor {~ij} in Eqs. (3.3), 

(3.4), and (3.5) needs to be replaced by {cO- 60 aAT}' where 8~! is the Kronecker delta taking the 

value of I when i = j  and 0 when i ~j,  ~ is the material CTE, and AT is the temperature rise above 
the reference temperature. Some simple thermal stress examples are presented here. The first 
example is a statically determinate thin strip with length L, and a rectangular cross section of 
width w and thickness 2h. Assume that the temperature is uniform in the length and width direc- 
tions and varies only in the thickness direction with a profile TOO, ( -h  < y < h). The only nonva- 

nishing stress is the longitudinal direction normal stress and is expressed as: 4 

(3.11) c~E f h  Tdy + 3°'Ev f h ................ Tydv 
% =-c~F.r+54--ffa_h 2h3 .... h ." 

As a second example, let us assume a statically bimetallic strip with E I, o.j, and thickness h/2 
for material 1 and E 2, ~2 and thickness h/2 for material 2. Given a temperature rise ATthroughout 
the entire strip, the stress field across the thickness is "7 

Ox= ~ + E 2  ) L 1+6(~)] forstrip, O<y<h/2 

E1E2(~2-Ctl )ATI (h) ] 1 + 6 for strip 2 
2(E ! + E 2) 

-h/2 <y <0 (3.1 2) 
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3.3.5.1 Simple Geometries 
Microdevices, or parts of them, often have shapes that are vet w simple and therefore amenable to 
easy calculation of the stresses and deflections. Finite element analysis is not needed, and a "back- 
of-the-envelope" computation can be made as part of a brainstorming session or initial design. 
This approach is taught at the undergraduate level in a course entitled "Mechanics of Deformable 

Solids," or known by another title, "Strength of Materials." Numerous textbooks are available. 8'9 
The basic assumption about the geometry of the component is that it is long and thin with a 

unifbrm cross section, meaning the length is on the order of 10 times the largest cross-sectional 
dimension and the cross-sectional dimensions are roughly the same. A component 100-tam long 
having a cross section 5 x 2 ~m would be appropriate, but one 20-tam long with the same cross 
section would not. Neither would a cross section 20-tam wide by 2-tttm thick be suitable. Hand- 
books giving stresses and deflections for geometries of various simple shapes with different load- 
ings are available, such as the classic book by Roark. l0 We present here only the very simplest 
cases of axial loading, bending, and torsion for illustration. Geometry and loading are shown in 
Fig. 3.3. Assume that the left end of the member is fixed; that is, this would be a cantilever beam. 

Consider the response of the long, thin rod to an axial load Pt, a transverse load P2, and a 
torque T. The following stress cases are discussed. 

3.3.5.2 Axial Loading 
If only axial load P1 is present, the axial stress o everywhere in the rod is 

P1 
(.'I = 

,4 ~ 

where ,4 is the cross-sectional area (bh, in this case). 
The deflection of the end is 

Pl L 
~x = ,4E  ' 

where E is the Young's modulus of the material. 

3.3.5.3 Bending 
If the rod is subjected to a transverse load P2, the stress will be nonuniform both along its length 
and across its cross section. One treats this as a two-dimensional problem, with the stress vavwing 
in the x and), directions, but not in the z direction. The stress at any point is given by 

o~(.~, y) = M(9,v 

where I is the moment of inertia of the cross section about its centroidal axis parallel to the z di- 
rection, in this case, 

I = I b h 3  

Tile moment here is P2 (L - x), generating the maximum moment at the left, or fixed, end of the 
beam. The maximum stress occurs at the top of'the beam (tension) or the bottom (compression) 
where y =  h / 2  or-h/2.  

Often only maximum stress is of interest; the fbrmula then is simply 

A4ma x C 
O m a x  = I 

where c is the largest dimension in the y direction. 
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Fig. 3.3. Geometry and loading of a simple member. 

The calculation of the maximum bending stress can become complicated when the cross-sec- 
tional dimensions as well as the moment vary with x. 

The deflection of the end of the rod is f~r this case, 

P2L 3 

3 . 3 . 5 . 4  T o r s i o n  

The situation when the rod is subjected to torsion is similar to that of bending. Assuming that the 
rod is circular in cross section instead of rectangular, the stress is 

• (x, ~) = ~ "  
J 

where 1: is now the shear stress, r is the radial distance from the center of the cross section, and J 

is the polar moment of inertia of the cross section about its centroidal axis, x in this case. If R is 
the outer radius of the rod, then J is 

R 4 
J = Jl,-- 

2 

The maximum stress occurs on the outer surface and is 

TR 
~'max - j 

The angular deflection at the end of the rod, 0 x, is 

TL 
Ox .... J G  

where G is the shear modulus of the material. 
A few general comments can be made based on these simple examples. Stresses are dependent 

upon only the geometry and loading, not the material properties, because a cantilever is a stati- 
cally determinate structure. Stresses are linearly related to the applied loading and distance from 
the neutral axis, but inversely proportional to the moment of inertia, which has units of cross-sec- 
tional dimensions to the tburth power. Deflection does depend on the stiffness of the material 
through either Young's modulus E or the shear modulus G. 
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3.4 Piezoelectricity 
Piezoelectricity is the capability" of certain crystalline materials to change their dimensions 
(strained) when subjected to an electric field or, conversely, to produce electrical signals when 
mechanically deformed. Piezoelectric materials find wide use in microsystems. 

Depending upon their degree of symmetry, crystals are commonly classified into seven sys- 
tems" triclinic, monoclinic, orthorhombic, tetragonal, hexagonal, trigonal, and isometric. They are 
in turn divided into 32 point classes according to their symmetry with respect to a point. Twenty 

I1 of the 32 classes can be piezoelectric. The linear piezoelectric constitutive equations are 

o(/ = Ct /k tek t -  ekihEk 

D t = etklekl + ~,ikEk (3.13) 

where eko., elements of a third-order tensor, represent the piezoelectric coefficients; Ek, a vector 
field, is the electric field in voltage; X~k, elements of a second-order tensor, are the dielectric 
coefficients; and D i is the electric displacement. The term eki.i can be expressed in a matrix form 
using a compressed fbrmat (See. 3.2.2) as follows: 

eix ely el 

e2x e2y e2z 

e = e3x e3y e3z (3.14) 

e4x e4y e4z 

eSx eSy esz 

f6x e6y e6: 

Symmetry once more reduces the number of independent constants required from a possible 27. 
For example, quartz has two nonzero independent piezoelectric constants e6y = e 2 x = - e l x  and e 5 
= -e4x. Cubic crystals such as gallium arsenide and germanium have only one nonzero constant 
e4x= e5y = e6z. An isotropic material, or a cubic crystal with a center of symmetry such as silicon, 
is not piezoelectric. 

There are several types of piezoelectric materials, such as the ceramic type, the natural crys- 
talline type, and the polymer type. The ceramic type, such as lead zirconate titanate (PZT), is 
polycrystalline in nature. Initially, the ceramics do not have piezoelectric properties. The piezo- 
electricity is induced by a polarizing treatment (poling) that aligns the polar axes of individual 
crystallites. 

Kocharyan et al. 12 investigated a number of polar and nonpolar polymers subjected to a high- 
poling voltage and a high-frequency field. They found that the higher the polarity of the unit cell 
of the polymer, the higher the "induced" piezoelectric effect. Based on this finding, many poly- 
mer films with piezoelectricity have been synthesized using polyvinylidene fluoride (PVDF). The 
PVDF films offer some advantages over ceramic tiims. The advantages include mechanical 
flexibility, low mechanical and acoustic impedance, higher resistance to moistt, re and contami- 
nants, and easy lamination for producing bimorph and multimorph elements. 

When a voltage of proper polarity is applied to a sheet of piezoelectric film, the film becomes 
thinner and elongates, as shown in Fig. 3.4(a). Laminated piezoelectric films can be fabricated. A 
bimetallic strip of two layers of tilm with opposite polarity will generate bending motion when a 
voltage is applied across the thickness, as depicted in Fig. 3.4(b). 
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Fig. 3.4. Bimorph cantilever voltage in (V i) results in deflection out (Ax). 

Piezoelectric materials generally exhibit varying degrees of nonlinearity. I f  Eq. (3.14) is used 
to determine the stress and. displacement fields associated with the applied electric field, then the 
material constants are a function of applied fields as well as the temperature of the material. 

Mukheriee et a/. 13 have investigated the nonlinear behavior of PZT material as a function of 
the applied electric field and temperature. They t'ound that there is hystereses between the applied 
voltage and the induced stress, indicating the piezoelectric coefficients are nonlinear. 

The temperature effects of PZT material were investigated by Sherrit et aL, 14 who found that 
the slope in a voltage-versus-time plot increases with temperature. For more detailed information, 
the readers are referred to tile references. 

3.5 Fai lure  Theor ies  

3.5.1 General Failure Theories 
Failure modes and failure strengths are important parts of structural mechanics. Failure modes 
identify the types of failure of structural components or elements; while failure strengths repre- 
sent the ability to resist externally applied loads, including those induced by temperature. De- 
pending on the types of materials, many different failure criteria have been proposed. A few fre- 
quently used theories are briefly described below. 

3.5.1.1 Maximum Stress Theory 
This theory states that a material will fail when the maximum tensile stress or maximum shear 
stress in a structure reaches a critical value Ftu(Fts ). In this criterion, there is no coupling from the 
stresses in other directions. It is most applicable to brittle materials. The equations defining this 
theory are 

Tension failure Shear failure 

o I = Ftu, or o[ - 02 = _+2Fts, or 

02 = Ftu, or o 2 - o 3 = _+2Fts, or 

03 = Ftu 03- a 1 = _+2Fts. 
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3.5.1.2 M a x i m u m  S t r a i n  Theory 
"111is theoD' assumes that the material failure is controlled by the maximum tensile (shear) strain 
values al(es). Strain criteria are more applicable to materials with large ductility. Their stress- 
strain curves have a bilinear shape, that is, the curve is composed of two line segments with 
different slopes, with a relative flat stress-versus-strain slope beyond the yield strength. Their 
equations are: 

Tension failure 

E ! = st; or 

E 2 = ~f, or 

e3 = eft 

3 . 5 . 1 . 3  E f f e c t i v e  S t r e s s  T h e o r y  ( y o n  M i s e s )  

Shear failure 

81 - E 2 = _2Es, or 

E2 - E3 = -28s,  or 

3 - E 1 = -+28s- 

This theory states that a structure will tail when the effective stress, 15 
reaches a critical value, say Ftu. 

[ )2+3(0 )2+3(03 )2] . (Of - 02)2 + (02 - 03)2 + (03 - Ol )2+ 3(012 23 I 
9 .  = 2 

o r , as defined below, 

= Ft. 

It is noted that this criterion considers the coupling effect between normal stresses and shear 
stresses. However, it assumes that a hydrostatic stress field does not contribute to the failure. In 
fact, this theory works for metallic materials where yielding and failures are caused by the slip in 
the grain. The slip in the grain is caused by the application of the shear stresses. For a hydrostat- 
ically stressed medium, there is no shear stress, which, therefore, will not contribute to the failure. 

3.5.2 Statistical Failure Theories 
For brittle materials, the failure strength is affected by the presence of defects such as internal 

porosity and surface cracks. As a result, the measured failure strength values vary within a range 
depending upon the preparation of the specimens. The failure strength can, therelbre, be treated 
statistically. It is a very useful tool in estimating high confidence/reliability strength values with 
a reasonable amount of experimental data. 

The most popular statistical thilure theory is Weibull's two-parameter and three-parameter 
tbrmulas. 16 They are expressed as: 

= K o m) P,, e x p ( - ( ~ )  (two parameters) 

P, .  = exp(-K(°[[°")m)(threeparameters) 
'- ~ 00 

(3.15) 

where Ps is the probability of survival; ou is the threshold stress below which the material does 

not fail, o o is a normalizing stress parameter, and m is the defect-diversity exponent. The constant 

K can be regarded as a specimen geometry parameter ratio, such as surface area, specimen length, 
or specimen volume. 

Batdorf J 7 has generalized Weibull's three-parameter representation of experimental data and 
made more accurate fitting possible by the use of a Taylor's expansion. He also expanded the rep- 
resentation to consider multiple-direction stress fields. Batdorf and Chang 18 proved that biaxial 
statistics can be obtained from either a volume-distributed crack theory or a surface-distributed 
crack theory. 
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There is no definite preference regarding the choice of failure theories. In general, maximum 
stress theory, is more suitable to more brittle types of materials under mechanical loads; whereas, 
the maximum strain theory is more suitable when the driving forces come from prescribed strain 
such as temperature-induced dimensional changes or CTE mismatch. The von Mises criteria are 
more applicable to conditions where inelastic stress (strain) becomes significant. Statistical theo- 
ries are generally believed to be applicable to all classes of materials. Their weakness is, however, 
the requirement of a large data base befbre a confident criterion can be established for a given 
material. The appropriate model should be based on the understanding of the material behavior 
and the driving environments (fbrces, pressure, temperature, electrical field, etc.). 

3.6 Fracture Mechanics  
Materials in general have defects that cause reduction in their apparent strength. Many premature 
failures of bridges, railroads, and pressure mains occurred during the period of the 19th and early 
20th century when the effects of defects on material strength were not realized. The development 
of fracture mechanics did not start until the late 1950s, even though the concept was introduced 

by Griffith 19,20 in the early 1900s. A brief description of the fi'acture mechanics theory for brittle 
materials will be presented here, and some discussion regarding the role of fracture mechanics in 
the development of MEMS systems will be provided. 

3.6.1 Stress at a Crack Tip 
We will begin by examining the case of a two-dimensional thin plate of an isotropic material with 
an elliptical hole. The hole has a major axis diameter of 2a and a minor axis diameter of 2b. The 
plate is subjected to a unifoml uniaxial tension, oo, normal to the direction of the crack direction, 

as depicted in Fig. 3.5. The maximum stress occurs at the end of the major axis in the y direction 

and is expressed as: 4 

Oy = Ko0=  o0(1 + 2 ~ )  or Cry= c,0(l + ba) p = b--2a ' (3.16) 

where K is the stress concentration factor and p is the radius of curvature at the end of the major 

axis with a value of b2/a. 
When the b/a ratio of the ellipse reduces to zero, the elliptical hole becomes a flat "mathemat- 

ical crack," and the maximum stress Oy is unbounded. The stress distribution near the tip of a 

mathematical crack has been worked out as in Eq. (3.17). 21 

o x = Oo ~.c°s~ l - s i n ~ s i n ~  +2ndterm+3rdtenn+. . .  

01 Osin30J + 2rid term + 3rd tern l+ o v = Oo cos~ l+sin~. -7- ... 

A~ 2~~ si n 0cos0 30 Oxy = Oo 2- -cos---2 2 + 2rid term + 3rd term + ... , (3.17) 

where i" is the distance from the crack tip and 0 is the angle between the r vector and the major 
axis. For small r all terms are finite or bounded, but the first term in each equation tends to infin- 

ity. Theretbre, the stress field at the tip of a crack is of the form . / i i (0)o,]a/(2r) ,  as defined in 

Eq. (3.17), and we say that the stress field has a singularity of the order of r 1/2. 



90 Mechanical Analysis and Properties of MEMS Materials 

0 
v 

Fig. 3.5. A two-dimensional plme with an elliptical hole (major axis 2a, minor axis 2b), subject to a Iar-field 
uniaxial tensile stress o perpendicular to the major axis. 

3.6.2 Plane Strain Fracture Toughness 
By examining Eq. (3.17), it is seen that the stress field can be expressed as 

K; 
o , ;  - 

where K I is equal to oo(vr~ta) and is called the "stress intensity factor." 
The stress intensity factor K l captures the effects of both magnitude of stress o o and the size 

of the crack 2a. In other words, K I can be regarded as a measurement of the magnitude of the 
stress for given values of r and 0 at the vicinity of the crack tip. When a flat panel with a known 
crack length (2a) fails at a stress level ozthat is below the ultimate tensile strength Ftu, then tile 
calculated K I becomes the "critical stress intensity factor" or "fracture toughness" and is given by: 

Kc,. = K t (at failure) = oj . , ,~  (3.19) 

The mechanics community has recognized that fracture toughness for any alloy is one of the 
inherent material properties such as Young's modulus and Poisson's ratio. The critical stress oct  
that should cause incipient failure when applied to a flat panel with a crack of length 23 can be 
detennined from: 

g c  r 
, , , . , .  ---- (3.2 o) 

Or alternatively, the critical crack size acr that a flat panel, which is under a uniaxial stress field 
o, may have to induce incipient failure is given by: 

I (Kcr] 2 
a,,,. = ~\--~--/ (3.21) 

Therefore, the experimentally determined critical stress intensity factor fi'om one panel can be 
used to detemline the critical stress value or crack size for a different panel. In fact, the critical 
stress value versus critical crack size for a given critical intensity factor can be visualized from a 
typical plot, as shown in Fig. 3.6 

(3.18) 
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Fig. 3.6. Critical stress and critical crack size, where Oop is the operational stress. 

Different structures with different crack geometries and orientations under different loadings 
will have different expressions for stress intensity factors. However, all the critical stress intensity 
factors (K 1 at failure) associated with different structures, crack geometries, and loadings will be 
equal to the fracture toughness, which can be determined experimentally using simple specimen 
geometries and stress fields. Some formulas for stress intensity factor expression are listed in Ta- 
ble 3.3. For complicated structures and loadings, the finite element method, such as that in the 
ABAQUS computer program, can be performed to determine the stress intensity values. 

There are three different modes, as illustrated in Fig. 3.7. Normal stresses give rise to "opening 
mode," or mode I loading. In-plane stress results in mode II, or "sliding mode." The "tearing 
mode," or mode Ill, is caused by out-of-plane shear. Mode 1 is technically the most important, 
since most of the stress fields in applications cause mode-! failures. 

The critical-stress intensity factor is found to be high for thin specimens. The value decreases 
as the specimen thickness increases and approaches an asymptotic value. This asymptotic critical 
stress intensity factor is refe~Ted to as "plane-strain fracture toughness, K/c." The specimen needs 
to meet a minimum thickness to qualify for a plane-strain requirement. ASTM specification E399 

Table 3.3. Some Formulas for Stress Intensity Factors 

Type of crack Applied stress Mode Stress Intensity factor 

Central, of length 2a in 
infinite plate 

Oyy = O I, opening K l = o . , ~  

Oxy = 1: 1I, sliding KII = "t , ~  

Oxz = q III, tearing Kll I = q ~,/~--a 

Central, of length 2a in plate of 
width W 

Oyy = O 1, opening K I = ~J[Wtan(~ta/W)] 1/2 

Central, penny-shaped, of 
radius a in infinite body 

Ozz = o opening K I = (2/n)o J-~a 
(radially symmetric) 

Edge, oflength a in semi-infinite Oyy=O I, opening KI= 1.12 rJ.dna, 
plate Crxz = q III, tearing Kll I = q , , /~ 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
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Fig. 3.7. Fracture modes. 
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tearing mode 

describes the specimen configuration and procedure for plane-strain fracture toughness testing 
and specifies the minimum thickness B as shown in Eq. (3.22). 

B = 2 . 5 ( ~ )  2 (3.22) 

where F O, is the material yield strength defined in Sec. 3.3.3. Let us take 2219-T87 aluminum as 
an example. It has a yield strength of 400 MPa and plane-strain fracture toughness of 40.7 
(MPa)m 1/2. Hence the required minimum specimen thickness for a valid plane-strain fracture 
toughness test will be 25.8 mm. 

When the material thickness of a structure is less than required by Eq. (3.22), the critical stress 
intensity factor is not the Klc value. For this case, Km,zr would be more suitable in describing the 

critical stress intensity factor. 

3.6.3 Strain Energy Release Rate 
Griffith stated in his criterion for fracturing a body containing a crack that the rate of potential 
energy loss with respect to the crack length is equal to the surface tension at the plane of the crack 
extension, shown in Eq. (3.23). 

,gt.....] = 2¥ (3.23) 
aa 

where U is the potential energy and ), is the surface tension along the crack extension surface. 
The term a U/aa  is defined as the strain energy release rate and is given by the scalar symbol 

G. It was determined by Griffith that for an infinite plane under a uniform stress field, as discussed 
previously, G can be expressed as in Eq. (3.24). 

G - °2ha  (plane stress) 
E 

°2na(.l - v2 )  (plane strain) (3.24) 
E 

At incipient fracture, G attains its critical value G1c. For a linear elastic plane-strain condition, the 

relation of Glc and K/c is expressed in Eq. (3.25). 
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K 2 v 2 
O, Sc = Sc ( I - )  (3.25) 

E 

3.6.4 Crack Growth Under Cyclic Loading 
It has been known that a subcritical crack, i.e., a crack smaller than the critical size, will grow in 
size when a structure is under repeated cyclic loading. It was postulated by various investigators 
that the crack growth per cycle (or crack growth rate, d a M N ,  where N is number of cycles) is a 
power law function of the stress intensity range AK defined as (Kma x - Kmin). The &max and Kmi n 

correspond to the stress intensities at maximum and minimum stresses, thus leading to a simple 
functional relationship of the form, referred as Paris law: 

da __ C( AK)  n (3.26) 
d N  

where C and n are constants associated with individual materials and are determined from exper- 
iments. By a simple integration, the cyclic life N,f for a structtlre with an initial crack size a o can 

be obtained. Therefore, an infinite plate with an initial crack 2a  o under uniaxial stress field o 

would have a life Nj~ 

2 [- n / 9 + l  n /2+ l  1 N, .... = a ° (3.27) 
(2n + 1)c (A<J)~" i2L  a':; ' -  - 

where act is the critical crack size and Aa is the stress range or %nax - °rain" 

There are many other crack growth models proposed (see Brock21). Table 3.4 illustrates some 
.typical values of K/c ' (,2:, and n for Eq. (3.26). As determined from Eq. (3.27), the dimension of C 

is in (meters/cycle) / [(MPa)mlI2] 'L  

Table 3.4. Fracttlre Tot@mess Values and Constants tbr Paris Crack Growth Equation 

Material KlcMPa_m l/2 C n 

2219-T87 aluminum 40.7 0.67x I 0 ! 1 4 

Titanium 6A1-4V Eli 105 0.27xl 0 1° 3.7 

S:i 0.94 NA NA 

Ge 0.60 NA NA 

GaAs 0.4,4 NA NA 

3.7 Mechanical Properties of MEMS Structures 
Examples of materials now used in MEMS are thin-film polysilicon manufactured by chemical 
vapor deposition (surface micromachining), single-crystal silicon fabricated into shape by bulk 
micromachinings, and electrodeposited metals such as nickel produced by the MGA method in 
which thick molds are prepared using x-ray exposure. The thin films are on the order of 1 to 10 
t,tm thick; the other two materials can be as thick as 1 ram. 

Mechanical properties of materials refer to responses to stress or deformation and are therefbre 
different from physical properties such as density and chemical properties such as corrosion re- 
sistance. Like physical and chemical properties, mechanical properties such as modulus should 
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be independent of the specimen size and shape in order to be true "material" properties. This in- 
dependence is easily accomplished [br measurement of modulus properties where the tension/ 
compression test is the standard, but is not achieved for fatigue and fracture behavior where the 
specimen's size and shape influence the results. 

3.7.1 Elastic Properties 
Young' s modulus E and Poisson's ratio v were defined in Sec. 3.3 as the slope of the linear part 
of a uniaxial stress-strain curve and the negative ratio of transverse to axial strain. In this section 
we review measurement techniques and present some representative results. More detail is given 
in Sharpe, Jr., et al. 22 and Sharpe, Jr., Yuan, and Edwards. 23 

Young's modulus and Poisson's ratio are important to designers because they determine the 
amount of deflection fi'om applied forces as long as the material is homogeneous and isotropic. 
Each can be measured by a so-called inverse approach in which the deflection of a structure is 
measured and compared with the predictions of an analytical solution or a finite element analysis. 
The elastic property (in most cases Young's modulus) is then extracted via this comparison. This 
is an entirely valid approach when the boundary conditions on the structure are met. 

The concept of a static beam test to measure E for polysilicon is quite straightforward; one pre- 
pares a cantilever beam by surface micromachining and measures the load and deflection at its 
free end. 24-26 Simple formulas from elementary mechanics of deformable solids enable one to 
easily compute the modulus. A resonant beam test consists of a beam fabricated so that it is at- 
tached to some sort of excitation structure, usually a capacitive comb actuator. 27-30 It is easy to 
excite the structure over a range of frequencies and also easy to detect the first resonance and ex- 
tract the modulus from an analytical or numerical solution. Another method that has been devel- 
oped and refined is the "bulge test" of a thin membrane, in which the specimen material is de- 
flected by pressure on one side and the deflection at the center is measured. 31-33 

Most mechanical properties are obtained fi'om a tensile test. The standards set by the ASTM 
specify that the specimen be subjected to a uniaxial and uniform stress field and that the strain be 
measured directly on the specimen with a suitable extensometer. 34 Koskinen 35 tested long thin 
filalnents of polysilicon using crosshead motion as a measure of strain. Read 36 introduced the 
concept of releasing tensile specimens by etching away the substrate. That approach has been ex- 

"~2 tended by Sharpe et al. ~ to polysilicon specimens on which gold lines are deposited to enable the 
direct measurement of strain. 

The formulas for determining the modulus E are: 

Cantilever Static Resonant Frequency tt~ of a Uniform Weight- Membrane Tensile Test 
Beam less Cantilever Beam with Mass M at Tip 

4PL  3 4ML3o~ 2 p( I - v)a 4 P 

6bh 3 bh 3 t~ 3he(v) b/~ 

where h, b, and L are the thickness, width, and length of the specimen; P and p are the applied 
force and pressure; M is the effective mass; a is the dimension of a square membrane; and 6 and 
e are the measured deflection and strain. The function of Poisson's ratio, c(v), in the membrane 
formula depends upon the geometry, and v must be assumed. The beam and the membrane for- 
mulas all involve lengths raised to exponents. This means that these dimensions must be mea- 
sured with a precision commensurate with the desired results. That may be quite difficult for the 
small sizes involved in MEMS specimens. The simplicity of the tensile test formula originates in 
the uniaxiality of the stress and strain states. 
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Poisson's ratio is difficult to measure by its very nature; it is the ratio of two strains that are 
small. It can be extracted from tests of' two different shapes of membranes, 37 but there are as yet 
no published results for polysilicon fi'om that approach. Sharpe et al. 38 made the first measure- 
ments ofPoisson's ratio fbr polysilicon by recording the transverse as well as the axial strains in 
accordance with the ASTM standard. 39 A typical result is shown in Fig. 3.8, which shows poly- 
silicon to be both linear and brittle. 

A more detailed discussion of the variation of mechanical properties of polysilicon appears in 
Shaq~e, 40 so only summary infbrmation is given here. Koskinen's measurements of E for three 
sets of 15 polysilicon fibers each give values of 176, 164, and 164 GPa, with a standard deviation 
of 25 GPa. Sharpe et al. 38 tested 48 specimens fi'om five dif'f~rent production rtms ofMCNC (Mi- 
croelectronics Center of North Carolina) MUMPs (multi-user MEMS processes) and measured E 
= 169 ± 6.15 GPa. Other recent measurements show smaller values, as low as 130 GPa for poly- 
silicon that has experienced various thermal treatments. From the results of 19 tests, the only mea- 
surements of Poisson's ratio were v = 0.22 ± 0.0 I. 

For initial design calculations only, one can use 

E=160GPaandv ..... 0.22 

for vapor-deposited polysilicon. More appropriate values of E and v would require that the mate- 
rial be tested using specimens that have experienced the same processing as the microdevice. 
Metals produced by the LIGA method fbr MEMS must be tested also and again preferably using 
specimens that are similar in size to the microdevice. One would expect the elastic properties to 
be similar to those obtained with bulk specimens, providing the specimen has grains fine enough 
to justify the assumptions of continuum mechanics. Mazza et al. 41 have measured the tensile 
stress-strain curves of LIGA nickel specimens that are 300 lain long, 20 lain wide, and 120-200 
ILtm thick. They measured strain directly on the Sl.~ecimen with a microscope and an image analysis 
system. The results from fbur specimens gave E = 202 GPa with excellent repeatability. Sharpe 
et al. 42 have tested nine LIGA nickel specimens, yielding E = 176 ± 30 GPa. The bulk value fi'om 
the Meta l s  H a n d b o o k  43 is 207 GPa. Electroplated pure nickel has a very low proportional limit 
(deviation from Iinearity), so it is difficult to measure Young's modulus. This is an example of a 
material with thin-film properties that are not the same as its bulk properties. 
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Fig. 3.8. Stress vs biaxial strain for a polysilicon film 3.5 l.tm thick. (Biaxial test #18.1) 
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It would be wise to test metals manufactured by the LIGA method and also to examine the mi- 
crostructure using common metallographic techniques. However, for prelimina~ design calcula- 
tions only, one can use the elastic properties, E and v, of the bulk material. However, measure- 
merits of properties of the as-manufactured material are required for more accurate predictions. 

3.7.2 Strength Properties 
The standards for measuring the strength of materials also require that a unifoml stress field be 
imposed upon the specimen; 44 both the elastic and the strength properties can be obtained from a 
single stress-strain curve, as shown in Fig. 3.2. This of course assumes that the material is isotro- 
pic and homogeneous. Strengths measured by other tests such as bending or torsion subject the 
material to an inhomogeneous stress field and do not provide material properties. 

Koskinen 35 measured the tensile strengths of polysilicon filaments that had three different 
grain sizes and got values ranging between 2.69 and 3.37 GPa. Biebl et aL 45 used residual stresses 
in the polysilicon film to generate forces on a smaller tensile section and measure its strength; 
their values ranged from 2.1 I--2.84 GPa. Tsuchiya 46 has used electrostatic force to grasp the free 
end tensile specimens of various sizes and measured strengths of 2.0-2.7 GPa. Shaqae et al. 22 

measured strength also (see Fig. 3.8), but their specimens were considerably larger than others 
and the strengths were even lower at 1.2 GPa. Jones 47 used a bending configuration to measure 
strength ofpolysilicon and obtained 1.9 GPa. 

A size effect is evident in Fig. 3.9, where the strengths are plotted versus the surface area. It 
can be argued that a larger specimen has a greater probability of having a fatal surface flaw and 
the behavior in the figure thereby rationalized. Tsuchiya's work is the only one thus far that un- 
dertakes a systematic investigation, and obviously more research is needed. For preliminary 
design and initial geometry, 

Tensile strength - 2 GPa 

can be used for vapor-deposited polysilicon. More reliable predictions would require that the ma- 
terial be tested using specimens that have experienced the same processing and are similar in size 
to the microdevice. 
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Fig. 3.9. Tensile strengths vs specimen surface area. 
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LIGA fabricated materials can be expected to have strengths quite different from those of the 
bulk material; this is because the electrodeposition process fonns finer grains. Figure 3.10 is a 
stress-strain curve of LIGA nickel measured on a specimen with a tensile cross section 200 ~tm 
square. 42 

The yield stress for ductile materials is determined by drawing a line parallel to the initial lin- 
ear region but offset along the strain axis by 0.2%, as described in See. 3.3.3. The intersection of 
this line with the stress-strain curve defines the yield stress. The value for this single test is 315 
MPa; the average for nine tests is 323 + 34 MPa. This is in marked contrast to the handbook 
value 48 of 59 MPa for bulk pure nickel. Mazza et aL 41 obtained an average value of'405 MPa from 
fbur tensile tests on specimens that ranged between 120 ~m and 200 lain in thickness. The ultimate 
strength (the maximum stress that the material can support) is correspondingly higher; Mazza re- 
ports 782 MPa in contrast to 317 MPa for the bulk material. 

Jacobson and Sliwa 49 measured the yield stress of electroplated films to be 410 MPa, with an 
ultimate strength of 600 MPa. Their films were 150- and 210-1am thick; the gauge length of the 
tensile specimens was 25 ram. 

50O 

...... iii i ........... i ..................... i .................. : 
g 300 .................................................................................. 

200 

IO0 

C 
0 1 2 3 4 5 

Strain (%) 
Fig. 3.10. Stress-strain curve of a nickel specimen 200 lam thick fabricated by the LIGA process. The 0.2%- 
yield stress is 315 MPa. 

3.7.3 F r a c t u r e  of  P o l y s i l i c o n  
Given that polysilicon is a brittle material, it is vmy important to know its fracture toughness. 
Ductile materials can absorb some deformation at the tip of a crack and therefore allow some mar- 
gin of en'or in a design that does not include fi'acture analysis. Brittle materials do not have this 
characteristic and can experience sudden and unexpected failure. 

Fracture toughness testing is accomplished by preparing a specimen with a geometry that is 
carefully analyzed to relate the applied forces to the local stress-intensity factor K. The simplest 
geometry is a wide, long plate loaded on its ends and containing a small center crack that is per- 
pendicular to the loading direction (Table 3.3, center crack, open mode). However, that geometry 
is too large for most applications, and other geometries along with very carefully stated test pro- 
cedures have been developed over the years, s° The critical stress-intensib, factor Kma x is obtained 
by recording the applied force at which the specimen breaks or at which a plot of force versus 
crack opening displacement is nonlinear. 
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An important consideration (at least for metals) is the thickness of the specimen. Thin center- 
cracked plates show a variation in Kma x with thickness; whereas thicker plates do not. There is a 
certain amount of shear at the surlhce of the plate at the crack tip, at least for materials with some 
ductility. This tends to be independent of the plate thickness, so if the plate thickness satisfies Eq. 
(3.22), it has little influence. Next the plane strain-f?acture toughness is obtained, which is indeed 
a material property that is independent of the specimen shape or size. Standard test procedures 
guarantee that appropriate testing conditions are met. Plain strain fi'acture is not achievable for 
thin films, but this may not be an issue for polysilicon, which is brittle. 

A difficulty in fracture testing of thin films is generating a crack. Metal specimens are prepared 
by machining a sharp notch and then precracking to produce an even sharper tip of the crack. The- 
oretical fi'acture mechanics assumes an infinitely thin crack, and this condition is achieved in 
practice; that is, the dimensions of the crack tip are much smaller than any other dimension of the 
specimen. That condition is difficult to achieve in a thin film; however, Connally and Brown 51 
have been able to grow sharp fhtigue cracks in polysilicon. 

In spite of the difficulties in achieving plane strain conditions and a sharp crack, there are some 
attempts to measure fracture toughness of MEMS materials. Fan et al. 52 estimated fracture tough- 
ness of thin silicon-nitride films using an array of surface micromachined structures. Each com- 
ponent of the array had the general shape of an edge-cracked fracture specimen, but each was a 
different size. When the center portion of the an'ay was released from the substrate, tensile forces 
were applied to each component because of the residual stresses in the as-deposited film. By es- 
timating the residual stress and observing which cracked structures failed, they were able to 
bracket a value of fracture toughness. Kahn et al. 3° used a sharp probe to pry apart the ends of a 
long double-cantilever fracture specimen of polysilicon. By measuring displacement of the ends 
when fracture occurred, they were able to measure fracture toughnesses averaging 2.3 MPa-ml/2. 

A similar approach is under development, and preliminary results have been obtained. The 
specimen geometry is shown schematically in Fig. 3. I I. A narrow, thin slit is patterned into a pol- 
ysilicon tensile specimen. The tensile specimen is released by etching away the single crystal sub- 
strate, and it is pulled in a small test machine using a linear air bearing to eliminate friction. 22 Two 
gold pads are deposited across the crack, and the relative displacement between them is measured 
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Fig. 3. I i. Schematic of centel'-cracked polysilicon fracture specimen 
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using laser interferometry. With this approach, one can obtain a plot of force versus crack opening 
displacement as is done in traditional fi~acture testing. 

The results of 10 tests of polysilicon manufactured at the Microelectronics Center of North 
Carolina using its MUMPs process are shown in Fig. 3.12. The "theory" line in the figure is the 
response predicted from linear elastic fracture mechanics (Table 3.3). The agreement between 
measurement and prediction is remarkable given the fhct that the tip of the slit (crack) is not infi- 
nitely sharp; it has a radius of curvature of approximately 1 Hm. However, this is apparently small 
enough compared with the overall length of the slit to satisfy, the assumptions of the theory. 

There is considerable variation in the response ofthese 10 specimens. Part of that arises from 
the testing technique that is being developed, which requires very careful alignment of the spec- 
imen. The average fracture toughness, computed from the maximum stress attained and the 
geometry of'the specimen, is 1.4 _ 0.15 MPa-m 1/2. 
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Fig. 3.12. Ten plots of the applied stress vs the opening of the crack in the center of a polysilicon fracture 
specimen. 

3.7.4 Closing Comments  
Figure 3.13 shows stress-strain curves for three materials tested; they are presented to compare 
MEMS materials with a commonly used material. The polysilicon data are from Fig. 3.8, and the 
LIGA nickel data are from Fig. 3.10. The steel, A533B, is a common pressure vessel material, 
and the microspecimens used in the tests were the same size as the LIGA nickel ones. 53 

In general, the following are the mechanical properties of materials used in MEMS" 

• Vapor-deposited films such as polysilicon have no bulk material counterpart. In other words, 
one must test the material in the thin-film form to get even an initial estimate of its properties. 
This requires new test techniques and procedures, which are beginning to emerge. 

• Metals, whether deposited by vapor deposition or by the LIGA method, can be expected to 
have elastic properties similar to the bulk material, but their strengths rnay be greatly en- 
hanced, as is the case for nickel. 

In either case, one should test materials that are produced by the same methods and are similar 
in size to the microdevices in which they are used. The processes used to manufacture MEMS 
materials are straightforward, but the dependence of results upon details is not yet established. 
One can be certain of the values only if the test material is identical to the microdevice material. 
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Fig. 3.13. Stress-strain curves for microspecimens of three materials. 
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3.8 Fatigue 
Fatigue loading refers to repetitive applications of external forces to structures or components, 
and fatigue failure refers to sudden breakage under ordinary use conditions. Sudden failure that 
occurs for no apparent reason is what makes fatigue so dangerous, but suitable material properties 
can be measured and design procedures applied to avoid the problem. 

A completely different approach is based on fatigue crack growth; a flaw is either assumed or 
detected, and its growth to a critical size can be predicted. Fatigue loading may be random, peri- 
odic, or sinusoidal, as illustrated in Fig. 3.14, and the forces may generate tensile or compressive 
stresses. In many situations, the stresses vary symmetrically between tension and compression in 
a sinusoidal fashion; rotating shafts typically experience this behavior. This is called fully re- 
versed loading. The relative amount of maximum force versus minimum force is designated by 
R, where R = Pmin/Pmax, and tension is defined as positive with compression as negative. Pmin 

and Pmax are the minimum and maximum loads or forces that are applied. A fully reversed load- 

ing has R = - l  (the minimum compressive force is equal to the positive tensile force). Tension- 
tension testing typically has an R value on the order of 0.1 ; that is, the minimum force is 10% of 
the maximum force applied. That minimum is usually not zero because the specimen may shift in 
the grips under zero load. 

There are two approaches toward characterizing a material and predicting the fatigue life of a 
structure or component. The oldest is the stress-life approach, where the fatigue resistance of a 
material is determined by subjecting samples to harmonic loading with R - -1 at various stress 
levels (t'rom low elastic stresses up to the ultimate tensile strength) and measuring the number of 
cycles to failure. The strain-life approach is similar to stress-life approach, but the strain range is 
specified. As applied to metals, the stress-life approach is used to design components that last a 
very long (infinite) time, while strain-life is used when the number of loading cycles is expected 
to be only a few thousands. 

Fatigue of metals is a relatively mature subiect, and there are a number of good references. 
5t Dowling's textbook " is an excellent introduciion not only to fatigue, but also to inelastic defor- 

mation and fracture of materials. Fuchs and Stephens wrote an early text 55 on the subject of 
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fatigue. The monograph by Suresh 56 is a more up-to-date comprehensive view. If one is interested 
in the fatigue behavior of various metals, the atlas by the American Society of Metals 57 is a good 
starting place. The fatigue design approach taken by the automobile industry is presented in a 
handbook published by the Society of Automobile Engineers. 58 

3.8.1 Stress-Life Test ing  
Just as tile simple tension test is used to determine tlle material properties for quasistatic load- 

ing, a simple sinusoidal loading is used to obtain the response of materials to fatigue loading. In 
early fatigue testing, the specimen had a circular cross section and rotated while subjected to an 
applied moment. The stress on the specimen surface alternated between tension and compression 
in a sinusoidal fashion. Such a specimen is subjected to stress gradients across its cross section, 
and these can influence the results. A "cleaner" stress state is uniaxial tension, and with the 
development of modern servohydraulic test machines, one can conduct sinusoidal tests at various 
R-ratios. 

The fatigue behavior of a ductile material is shown schematically in Fig. 3.15. The ordinate is 
the peak stress applied to the specimen, and it is assumed that the loading is fully reversed. The 
abscissa is the number of loading cycles until a specimen breaks; this is commonly called the 
"life" or "lifetime" of the specimen. One simply sets the maximum load and frequency of cycling 
and lets the machine run until failure signals the cycle counter to stop. Each test produces one data 
point contributing to a so-called S-N curve (stress versus number of cycles). 

The ultimate strength of a material is shown at the first cycle. (Actually, this is the first quarter- 
cycle for R = - 1 and half cycle tbr R = 0, because the specimen breaks under the peak tensile 
load.) If the specimen continues to cycle at applied stresses slightly less than the ultimate strength, 
it fails within 1000 cycles. This Region I is referred to as the low-cycle fatigue regime. If the 



102 Mechanical Analysis and Properties of MEMS Materials 

t _ _  

. . . . , ,  

Q. 
< 

Ultimate strength 

Region II " ~  Endurance limit 

Region III 

100 103 i06 
Number of cycles to failure 

Fig. 3.15. Schematic of the stress-life (S-N) curve for a metal. 

maximum stress is decreased further, tile specimens last longer in Region II. If the applied stress 
is reduced below tile endurance limit, tile material will never fail, as shown in Region 111. In gen- 
eral, the material in Region ! is undergoing considerable plastic deformation during each cycle, 
while there is very little such detbrmation in Region II. Certainly the material in Region II1 is ex- 
periencing only elastic deformation. Fatigue behavior is often divided into low-cycle and high- 
cycle regimes, with tile division set at I0 ~ or 104. 

Fatigue testing is expensive, because many tests must be run to yield a good S-N curve. Fa- 
tigue failure is by its nature rather unpredictable, and it is easily possible to get variations of two 
to five lifetimes of supposedly identical specimens subjected to tile same applied stress. Further, 
a test that runs for many cycles may take a long time on an expensive test machine. 

Note that the above description is based on the behavior of metals. There are schemes for con- 
strueting tile S-N curve of a material using only its static ultimate strength; that permits a very 
easy and quick design guideline. More elaborate schemes are also used, which bring in other static 
properties; see Dowling, Chapter 10. 54 

3.8.2 Strain-Life Testing 
The advent of servo-hydraulic test machines and strain transducers mounted on the specimen per- 
mitted testing using strain as the controlling parameter. That has a certain appeal because in typ- 
ical components made of ductile metals, failures originate at stress concentrations. If the material 
at the sharpest point of the stress concentration is loaded into the plastic region, that local volume 
is subjected to controlled displacements because the overall displacement of the component is de- 
termined by elastic behavior of the material surrounding the plastic region, it therefore makes 
more sense to measure the material behavior as it is exposed to various strain levels. 

A schematic of a strain-life plot is given in Fig. 3.16. The curved response can be represented 
by the addition of two straight lines on the plot, and this leads to a relatively simple equation re- 
lating the strain range Ae to the number of cycles to failure, Nj. 54 

(J 

AE = ~E ( 2Nf) t' + ~/( 2N/i)" (3.28) 



Fatigue 103 

¢ -  
° ~  

i.... 

o ~  

X 3  

° . . , ,  

< 

10 o 10 3 10 6 
kll imh~.r nf r.v¢.l~..~ tn f~ih ir~. 

Fig. 3.16. Schematic of strain-life response. 

The quantities a, b, El. c are material dependent. The first term in the equation describes the be- 
havior at short lif~ (where the material responds inelastically), and the second term is the behavior 
at longer life (where the response is elastic). Considerable testing of metals has produced tables 
that list the coefficients of Eq. (3.28); see Dowling, Chapter 14. 54 

3.8.3 Fatigue Crack Growth 
Figure 3.17 is a schematic of the histoi~' of a fatigue crack, plotted as the crack length versus the 
number of cycles of loading. If a simple specimen such as a thin sheet with a central hole were 
subjected to alternating tensile loads (e.g., R = 0.1), eventually small cracks would appear at the 
sides of the hole. When these cracks became visible (to the unaided eye or through a microscope), 
they would have reached a "detection limit" at which one could expect to find cracks through non- 
destructive inspection. The phase of crack growth up until that time is called "initiation." 

Obviously, the histol)' of the crack growth cannot be known betbre detection, but it can be 
measured afterward as the crack becomes long enough to cause failure. This growth phase, which 
can be expressed in da/dn, is the slope of the crack growth curve at a particular number of cycles. 
The range of applied loads (AP = Pmax - Pmin) enters through AK via the fi'acture mechanics for- 

mulas of Sec. 3.6.4. 
The initiation phase is a subject of continuing research. The material local to the stress con- 

centration is undergoing low-cycle fatigue, but the Coffin-Manson equation (Eq. 3.28) predicts 
the number of cycles to failure, not to a certain crack-detectable length. However, the growth 
phase has been studied quite thoroughly, and one can find data on many materials, usually in the 
form of plots of da/dn versus AK. 

The damage-tolerant approach to structural life prediction assumes that either (a) one can de- 
tect a crack in a component in service once it reaches the detection limit or (b) cracks no larger 
than the detection limit exist in a new component. One then predicts the growth of that crack using 
material data and the appropriate stress intensity factor for the geometry and loading of the com- 
ponent. Inspections are then scheduled at suitable intervals to monitor the growth of the crack, 
and the component is replaced before failure occurs. In Fig. 3.17, the crack may or may not be 
detected upon inspection after the second interval. Even if it were missed, it would be easily found 
at the end of the third interval in plenty of time tbr a safe replacement. 
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Fig. 3.17. Schematic of fatigue crack growth. 

3.8.4 Fat igue of MEMS Materials 
There exists a good data base for common structural materials along with established design pro- 
cedures for construction of components or structures that are subject to fatigue loading. The same 
cannot be said for materials used in MEMS, since there has been little experimental work. This is 
basically an open area of research. Given the current and projected applications of MEMS, the 
focus should probably be on the high-cycle regime. 

Connaly and Brown 51 have developed a test structure that is a cantilever beam of single c~stal 
silicon deflected perpendicular to the plane of the die by electrostatic means. A precrack is initi- 
ated from nanoindentations, and the crack can actually be observed to grow across the beam to 

failure. They measure a growth rate of 2 x l0 -12 m/cycle. 59 This is slower than the accepted def- 

inition ofcrack arrest in metals, which is I x I0 -10 m/cycle, but ofcourse a crack in a microdevice 

does not have to grow as far to become fatal. More recently, Brown and Jansen 60 have developed 
a similar test structure for in-plane bending of a polysilicon beam. 

Mohr and Strohrmann 61 have developed a test technique in which a cantilever beam of LIGA 
nickel is deflected back and forth by a magnetic field. Their preliminary results (of tests on four 
specimens) show that LIGA nickel has an S-N curve higher than that obtained from macroscopic 
specimens. Specimens subjected to maximum stresses of 300 MPa survived over I million cycles 
of loading without thilure. Just as LIGA nickel has higher strength properties, it has better thtigue 
resistance. 

Krulevitch et al. 62 have subjected Ni-Ti shape memory films to temperature cycling and com- 
puted the stress from substrate curvature nleasurements. They ran up to 2000 cycles and conclude 
that the applied stress should be kept below 350 MPa for consistent response; this is in the regime 
of low-cycle fatigue. Extrapolating their data led them to conclude that the applied stress should 
be limited to 250 MPa for a life of one million cycles. It is interesting to note that this value of 
250 MPa is one-half the maximum value of 500 MPa at one cycle; this is the same as the tradi- 
tional machine design approach, 54 where the endurance limit for steels (stress below which fa- 
tigue failure will not occur) is one-half the material's ultimate strength. 
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3.9 Microstructure of MEMS Materials 
As with any material, the microstructure is important in determining the mechanical propeI~ies. 
If the material is isotropic, microstructure details have little effect on the elastic properties but 
may lead to wide variations in inelastic behavior and strength. Aluminum is a good example; its 
Young's modulus is approximately 70 GPa regardless of the alloy content or processing, but other 
parameters, such as constituents and crystallography, have huge effects on its strength. There 
have been few studies on the microstructure of materials in MEMS. 

3.9.1 Microstructure of Polysilicon 
Polysilicon produced by low-pressure chemical vapor deposition is by its very nature thin--only 
a few microns thick. This precludes optical microscopy and requires examination by either a scan- 
ning electron microscope (SEM) or a transmission electron microscope (TEM). There have been 
a few studies to-date (see Kamins63), but this is a rich area for research. 

Legros et al. 64 have studied the microstructure ofpolysilicon produced by the MCNC MUMPs 
process. Grain morphology and distribution, texture, dislocation substructure, and microtwinning 
were examined in undeformed films. Figure 3.18 is a TEM micrograph of the cross section of a 
polysilicon film. The MUMPs process deposits polysilicon in two layers; intervening layers en- 
able one to manufacture movable microdevices. When the specimens for tensile tests such as 
shown in Fig. 3.8 were rnanufactured, the intervening layers were omitted, and the second poly- 
silicon layer deposited onto the first. Figure 3.18 clearly shows these two layers; the first one is 
2 Hm thick, and the second one is 1.5 ~tm thick. 

A general observation fi'om Fig. 3.18 is that the grains tend to be elongated in a direction per- 
pendicular to the film. In materials science terms, this is referred to as a nonequiaxed (meaning 
the grains do not have the orientation of the substrate) columnar grain structure. Columnar grains 
perpendicular to a thin film are common because of the nature of the grain growth process as the 
material is deposited. When the film is viewed perpendicular to its surface, the grains do not have 
an elongated shape, but have aspect ratios on the order of one, with dimensions on the order of 
0.2-0.4 ~tm. 

3.9.2 Microstructure of Nickel Film 
Electrodeposited nickel has a columnar grain structure that is similar in nature to polysilicon, even 
though it is much thicker. Figure 3.19 is an optical micrograph of a nickel film cross section; in 
this case, many of the columnar grains extend all the way through the thickness of the specimen. 

Fig. 3.18. TEM micrograph of cross section of polysilicon films. 
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Fig. 3.19. Optical micrograph of cross section of nickel film. The film is 200 l,tm thick. 

When viewed perpendicular to the film surthce, the nickel grains have a low aspect ratio (i.e., 
mostly circular) with a size on the order of microns. This is shown in Fig. 3.20, which is a top 
view of the same specimen shown in Fig. 3.19. 

Although the nickel tilm pictured here was produced in molds made by the LIGA process, fl~e 
grain structure shown is typical of nickel films. Betteridge 65 shows a cross section of nickel that 
is similar to Fig. 3.19. Sard and Wei166 show a cross section of electroplated copper that is also 
similar. 

3.9.3 Closing Comments 
There is an obvious need for more extensive studies of the microstructure of materials now used 
in MEMS and those under development. By the very nature of the manufacturing process, the mi- 
crostructure is likely to be quite different than expected for bulk materials. Since the specimens 
for study will be small and thin, special techniques and procedures will be required in some cases. 

Studies thus far show that MEMS materials are not isotropic. In fact, these thin materials are 
transversely isotropic; that is, they have the same properties in any direction in the plane of the 
film, but different properties measured perpendicular to the plane. This occurs because fine grains 
nucleate on the surface of the substrate when the deposition begins (whether vapor deposition or 
electrodeposition). As material is continuously added, grains with a preferential orientation will 
grow faster and larger, which leads to the columnar structure. 
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Fig. 3.20. Top view of a nickel specimen. 
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This transverse isotropy can be important; tile stiffness of a beam bending in the plane of the 
tilm can be different from tllat of a beam bending out of the plane. Components o fMEMS accel- 
erometers bend in the plane of the film, while components ofpressure transducers bend out of tile 
plane. A more complete characterization of the mechanical properties of the material would ac- 
count for this difference and would involve measuring more than just two elastic constants. Such 
a study has not been conducted. 

3.10 Other MEMS-Related Subjects 
The basic principles of some MEMS devices are briefly described, and determination of thin-film 
residual stress is discussed. The mechanics of thin films is part of the MEMS system, but since 
information on that subject is widely available through the open literature, only the residual stress 
aspect is presented here. 

3.10.1 Accelerometers 
Accelerometers are probably the most popular MEMS devices. They measure the acceleration at 
a +particular location in a structural system. They can be used to characterize the acceleration, mo- 
tion, and level of shock of a system. Currently, the largest application is tbr the automobile indus- 
try. For example, accelerometers are used to control the activation of air bags. There are many 
designs for accelerometers, but the basic principle is a spring-mass system. Under an acceleration 
a, the mass m exerts a force F = ma, which de fomls the spring system. There are two ways to mea- 
sure the deformation. The first is the measurement of deformation; while the second is to measure 
the strain associated with the stress generated by the force F. 

For example, consider a cantilever beam of length L, width b, and thickness h. A proof mass 
M is attached at the tip of the cantilever. The material has a Young's modulus E. Under an accel- 
eration a, the lateral detbrmation at the tip of tlle cantilever is given by (Ma)L3/(3EI), where I is 
the area moment of inertia of the cross section. This defornlation can be measured using the ca- 
pacitance technique. 

Using the strain gauge concept, one can measure the strain values at the fixed end when 
an acceleration is applied. The theoretical strain at the tension side of the cantilever is 
6(Ma)L/E(bh2). There are many different accelerometer designs to achieve high g, high 
sensitivity. Currently, 100-g and 100,000-g accelerometer devices m'e being designed by the 
Charles Draper Laboratory. 67 

3.10.2 Pressure Transducer 
The pressure transducer is used to measure either the absolute or the gauge pressure across a 
surface. In many cases, a thin plate of circular shape is used. Wqlen one side ot" tile plate is 
pressurized, it defonns. For an isotropic material, the relation+ of the center deformation of the 
thin plate and the hydrostatic pressure is expressed as 

64D 'Wmax)_7 8 E t (Wmax] 3 
P0 = ( + .. . . . . . . . .  (3.29) 

3 1 - v R \  R ] • 

where D = Ei3/[12(1-v2)], E is the Young's modulus, v is the Poisson's ratio, t is the plate thick- 
ness, R is the plate radius, and Wma x is the displacement at the center of the plate. The amount of 

the Wma x can be measured by the capacitance technique. 
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3.10.3 Residual Stress in Thin Films 
Almost all MEMS devices use thin-film coating in some way. Therefore, the determination of re- 
sidual stresses in thin films as a result of deposition is important. During the course of film dep- 
osition, the substrate undergoes two ty'pes of deformation: thermally induced and nonthermally 
induced. The former is caused by the temperature rise and the temperature gradient associated 
with the film deposition; while the latter is caused by the atomic interaction between the film and 
substrate materials. In general, the film-thickness-to-substrate-thickness ratio and the film-thick- 
ness-to-lateral-dimension ratio are so small that: 

~<<1 ~ <<1 (3.30) 
t s ' i 

where t is the thickness; subscriptsfand s refer to film and substrate, respectively; I is the lateral 
dimension. 

The intrinsic stress, S, in a thin film for a cantilever of length/, a simply supported beam of 
length/, or a simply supported disk of diameter 1, is expressed by the famous modified Stoney 
equation" 

S = Ets2 

3 ( 1 - v ) t t l2  ( 3 . 3 1  ) 

where E and v are the Young's modulus and Poisson's ratio of the substrate material, and ~5 is the 
deflection for the following cases: 

1. The end deflection ~5 c of a cantilever (6 - 8c) 
2. Four times the deflection b s between the center and the support of a simply supported beam 

(~ = 46s) 
3. Four times the deflection 8sd between the center and the support of a simply supported disk 

(6 = 4¢5sd ) 

For example, consider a 0. I-Hm-thick gold film deposited to a 0.279-mm-thick silicon cantilever 
substrate. Let the length of the substrate be 10 mm. The Young's modulus and Poisson's ratio for 
the substrate material are 170 GPa and 0.22, respectively. If the measured tip det]ection of the 
cantilever is 1 ILml between precoated and postcoated substrate, then using Eq. (3.31) the calcu- 
lated residual stress in the gold film would be 565 MPa (82 ksi). 

3.11 Examples 
The following examples of MEMS devices illustrate various states of stress. Most of these mi- 
crodevices are planar in shape, so the calculation of stresses is actually not very difficult. This is 
not intended to be a survey, but instructional. 

3.11.1 In-Plane Bending 
One of the most widely used MEMS devices is the accelerometer based on the in-plane motion 
of a polysilicon mass with flexural arms whose motion is sensed capacitively. Figure 3.21 is an 
SEM photo of a portion of the sensing element of an accelerometer made by Analog Devices. The 
entire polysilicon element is fabricated by surface micromachining, and the mass in the center is 
supported at the top and bottom by long, narrow beams. Motion along the vertical axis is sensed 
by the symmetric series of interdigitated fingers; the capacitance changes as the distance between 
fingers changes. 
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Stress in the supporting elements can be calculated from simple beam theory,. An estimate of 
the maximum stress in the flexural element can be made by considering the largest beam-tip dis- 
placement allowed. The element is 2 tmn thick and 1.8 ~m wide. The maximum deflection of one 
of the long supporting elements shown across the bottom of the photo is estimated to be 0.5 [am. 

Using the simple formula for a cantilever beam, 6 = PL 3/3 E I, where L = 130 [am, E = 165 

Gpa, and I = 9.7 x 10 -25 m 4, one can estimate P = 1.1 x 10 -7 N. From o = P L  c / I, one estimates 
the maximum stress as 13 MPa. 

3.11.2 Out-of-Plane Bending 
The Scratch Drive Actuator 68 is a clever application illustrating out-of-plane bending. The 

polysilicon plate and bushing, which are conductive, of Fig. 3.22 are fabricated by surface micro- 
machining. When an electrostatic force is applied between the plate and the substrate, the plate 
bends and the bushing moves forward slightly. When the voltage is released, the friction at the tip 
of the bushing pulls the component and its attachments forward in an "inchworm" fashion. 

One can estimate the maximum stress in the plate by guessing the minimum radius of curva- 
ture of the plate when the maximum voltage is applied. Using elementa=T plate theo~,  the max- 
imum stress can be calculated as 

M = E I h  = Eh2 (3.32) 
6( 1 - v2)(l - ~k) 2 °max 12( 1 - v2)(l - ~)2' 

where M and Oma x are the plate maximum bending moment and n~aximum bending stress, respec- 

tively; E and v are the material modulus and Poisson's ratio, and L is the portion of length I that 
is pulled down by the electrostatic force. For the case in Fig. 3.22 with a length of (l -k) equal to 
10 [am, the calculated Oma x is about 212 MPa (31 ksi). 

......... .:. ~ ? : :  ; ~ .  ...... : :::':::::''*:'::~*:ii:51!:~: :,~:i/~i=/:i /~¢:~i~:~!!~:~:=i~!~=:==~::!i~iii:=!~ii:/~==~ii;i~iii~i==!~:!~!~=::i:=)::~==~=~:=iiii:~!i!:=iii::iii::i::: 

N ~i~Niiiii~,iiiiiiiiiiiiiiiiiiiiiiii Nil 

N =" i~ii~iilltl® N!iiiiiiiiiiNii Itlliiiii i#iiiNiiiiiiiiiiiiii#iiiNN!!NNii~iN~!~i!~ 

Fig. 3.21. Accelerometer sensing element. (Courtesy of John Yasaitis, Analog Devices) 
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Fig. 3.22. Schematic view of a scratch drive actuator. (a) Dimensions for the self-assembling are L = 50 
tan1, W = 75 tam, t = I tam, and h = 1.5 tam; (b) and (c) model tbr the step motion of the SDA showing the 
evolution of the plate delbrmation according to an applied pulse. (© 1993 IEEE) 

3.11.3 Tors ion  
An example of a polysilicon element subjected to torsion is shown in Fig. 3.23 (from Judy and 

Muller69). A nickel micromirror is deposited onto a polysilicon component: it is lifted off the sub- 
strate by a magnetic field interacting with the ferromagnetic nickel. When a voltage is applied be- 
tween the polysilicon component and the ground plane, the mirror snaps down tlat. The polysili- 
con torsion rod supports the mirror. 

The determination of maximum shear stress ofthe polysilicon rod element is briefly described. 
Consider a rod with uniform rectangular cross section, width b, thickness a, and length l, where l 
is much bigger than either a or b. The rod is fixed at one end and free of constraint at the other 
end. A torsion of magnitude Tis applied at the free end in the plane normal to the geometrical axis 
of the rod. Suppose b > a and the torsion-applied axis coincides with the geometrical axis of the) 
rod; then the relations between torsion, tile geometrical dimensions of tile rod, and the material 
parameters of'the rmaterial are expressed in Eq. (3.33). 
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Fig. 3.23. Schemmic of a magnetically and electrostatically actuated micromirror. (~:(~:~ IEEE 1997). 

r  3tL3 l 
 max =- COaI', .....  l  eCh( Jl or  

I .... ~-~ sech \ 2a] 
Xma x -= T ( 3 . 3 3 )  

Jtb~ ba3 64a4 tanh(~a/ 
3 rt 5 

where G is the material shear modulus, 0/1 is the angular twist per unit length, sech and tanh are 
the hyperbolic functions. The/:max occurs at the midpoint of the longer side. For large b/a ratio, 

the Xma x is simply 3T/b~r 2. It should be noted that Eq. (3.33) is much more complicated than that 

shown in Sec. 3.3.5.4 because the cross section here is rectangular rather than circular. 
For a rod of length I with both ends fixed and a torsion T applied at a distance x from one end, 

then different magnitudes of torsion are resisted by two different segments of the rod. The mag- 
nitude of the torsion in the segment with length x is 7'(,l -x)/1, and the magnitude of the torsion in 
the other segment is Tx/l. 

3.11.4 Biaxial Tension 
Membranes experience biaxial tension, and an example of a microdevice using a silicone-rubber 

membrane as an actuator is shown in Fig. 3.24 (fi'om Yang et al. 70). The relatively thick silicone 
membrane expands upward to close the valve inlet and outlet when the working fluid below it is 
heated with a resistive heating element. 

The rectangular silicone membrane is 1.5 x 2.5 mm with a unifonn film thickness of 50 ~tm. 
All four edges are clamped against rotation. The maximum stress, Omax,OCCUrS at the clamped 
edge with a magnitude ol :71 

w°h (3.34) Om~ ~ = pEa-- T 
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Fig, 3.24. Schematic of a membrane-actuated valve. (~,3 IEEE I 1998) 

where w o is the maximum normal deflection of the film, h is the film thickness, and a is the 
smaller of the two rectangular edges. Assume the applied pressure is 0.79 MPa (100 psi); then the 
magnitude of the maximum stress is 830 MPa (120 ksi). 

3.11.5 Three-Dimensional Stress States 
Not all components ofmicrodevices are as simple as the four examples above, in order to transmit 
larger threes and torques, microdevices must be thicker, and this is the basis of the intense interest 
in LIGA (or its equivalent) fabricated structures. An example of such a thicker component is the 
polymer gear shown in Fig. 3.25 (fi'om Lorenz e t  al.72). 

Typically one would use the traditional approaches of machine design to estimate the torque 
that could be transmitted by such a gear. If the component is not a standard one or has a more 
complicated structure, then one would need to use finite element methods to determine its 
strength and stiffness. 

3.12 Future Challenges 
MEMS is a new and revolutionary, field that is rapidly changing the way we perceive and sense 
the world. There are also many challenges ahead. Although numerous devices are being devel- 
oped and used for certain applications, the reliability of many MEMS systems has not been ad- 
dressed. For example, solid mechanics is yet to be introduced and applied in the MEMS commu- 
nity to enhance integrity of the MEMS devices. 

Many mechanics-related issues face the MEMS community. First is an urgent need to 
understand the materials, including fabrication technique, material homogeneity, and material 
properties. Different fabrication techniques will control the material homogeneity and material 
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Fig. 3.25. SEM image of a polymer gear. (Courtesy of IEEE, © 1998) 

properties. In turn, material homogeneity and properties control the stress field under external en- 
vironment and affect service life. 

A second issue is the residual stresses generated from fabrication processes. Depending upon 
fabricating techniques, residual stresses in a MEMS layer can be on the order of several hundred 
mega pascals. In microelectronic interconnects, high residual stress up to 1000 MPa in 300-nm- 
thick aluminum film was reported. 73 Such a high residual tensile stress is definitely detrimental 
to the desirable service life of devices. 

The third and most important issue involves acquiring a better understanding of the mechanics 
at the micro- and nanodimension levels. Classical continuum mechanics is based on the assump- 
tion that materials are homogeneous. When the grain size is much smaller than the dimension of 
the structures, continuum mechanics gives very accurate answers. When localized defects or 
cracks are present, fracture mechanics is sufficient to describe the stress behavior at the neighbor- 
hood of the crack tip. But when the grain size becomes comparable to the dimensions of the de- 
vices, as occurs with MEMS structures, the validity or applicability of classical solid mechanics 
and fracture mechanics becomes questionable. Therefore, the current theories on material consti- 
tutive relations, failure mechanisms, and fatigue behaviors need to be revisited. 

Many areas of materials research are needed in MEMS/nanotechnology. Following is a list of 
subjects for near- and long-term research. 

Areas for near-term research: 

° Investigate material property measurement methods for micro-sized MEMS components and 
coatings. 

• Develop nondestructive stress measurement techniques at the device levels. 
° Generate models for stress migration in metal lines and around contact/vias. 
° Develop models for better understanding of electromigration as a function of line sizes and 

cun'ent level. 

Areas for long-term research: 

• Address the validity ofculxent solid mechanics and modeling at the MEMS level. 
° Address the validity of cmvent fracture mechanics at the MEMS level. 
• Address the failure mechanisms and failure theories of thin metal lines at the micro level. 
• Develop reliability improvement models and algorithms. 
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At a Mechanics of MEMS Workshop convened by the Air Force Office of Scientific Research, 
representatives fi'om government agencies, universities, and industry agreed that in the next 5 
years, the mechanics-related work should emphasize the following subjects. 

• Property measurements 
• Crack propagation/initiation 
• Stress modeling 
• Fracture toughness measurements 
• Processing techniques development and standardization 
• Interface investigation 

To bring mechanics into MEMS technology and ensure reliability of MEMS components, con- 
siderable basic research and database generation must be done. Thus it seems only appropriate 
that the Government take the initiative to fund the investigations of these subjects. Only with a 
better understanding of the principles of the mechanics and sufficient design data can MEMS 
achieve the desired objectives. 
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MEMS for Harsh Application Environments 
M. Mehregany* and C. A. Zorman* 

4.1 Overview 
Use of silicon (Si) as a mechanical material has enabled the development of a broad range of 
solid-state sensors and actuators that are well suited for many aerospace applications. Unfortu- 
nately, the high-temperature operating limit for these devices is about 250°C, due in large part to 
degradation in electrical performance above 250°C, a significant decrease in the elastic modulus 
above 600°C, and temperature limitations of metal contacts. Therelbre, many application areas, 
such as engine instrumentation, cannot benefit from microelectromectlanical systems (MEMS) 
without expensive and bulky packaging schemes to keep Si-based MEMS devices below their 
high-temperature limit. Wide band-gap semiconductors offer promise for the development of 
high-temperature MEMS, because these materials have stable electronic properties at high tem- 
peratures. In addition, wide band-gap semiconductors such as silicon carbide (SIC) and diamond 
have outstanding mechanical properties, excellent chemical inertness, and high radiation resis- 
tance, which are attractive properties for aerospace applications. 

This chapter provides the reader with an overview of SiC as a semiconductor tbr MEMS in 
harsh environments. The focus is on SiC because it is the leading material for high-temperature 
MEMS. The chapter will open with a presentation of the material properties and microstructure 
of SiC, followed by sections on tllin-fiim growth, processing techniques, micromachining of SiC, 
and SiC-on-insulator technologies. The chapter will conclude with a review of SiC-based MEMS 
devices that are suitable for aerospace applications. 

4.2 Material Properties of SiC 
4.2.1 Introduction 
Semiconductors to be used in high-temperature MEMS should have a wide band gap, high ther- 
mal conductivity, and excellent mechanical stability at elevated temperatures. Based on these 
properties, the most attractive materials are diamond and SiC. Prototype MEMS devices have 
been fabricated from both materials. 1,2 However, SiC has a number of distinct advantages over 
diamond, which has made SiC the leading material for MEMS in harsh environments. Economic 
issues require MEMS materials to be compatible with batch fabrication, preferably, batch fabri- 
cation processes used in the Si integrated circuit (IC) industry, which necessitates the use of large- 
area substrates. Single and polyc~stalline SiC films can be grown on large-area Si wafers; 
whereas diamond can only be deposited in polycrystalline form on Si substrates. Another advan- 
tage of SiC is that numerous Si-compatible plasma etch processes have been developed to pattern 
SiC films; whereas diamond films are not readily patterned. Despite these advantages of SiC, di- 
amond is still an attractive high-temperature material for MEMS applications. +Details concerning 
film growth, patterning, device fabrication, and performance can be found in the literature. 3-5 The 
remainder of this chapter will concentrate on the development and implementation of SiC as a 
MEMS material for harsh environments. 

*Department of Electrical Engineering and Applied Physics, Case Western Reserve University, 
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4.2.2 Properties of SiC 
SiC has long been recognized as a semiconductor with outstanding physical and chemical char- 
acteristics. Compared to Si, SiC exhibits a larger band gap, a higher breakdown field, a higher 
thermal conductivity, and a higher saturation velocity. These properties make SiC a vel3" attrac- 
tive material for the fabrication of high-temperature, high-power, and high-frequency electronic 
devices. Moreover, a high elastic modulus and high hardness make SiC an excellent material for 
the mechanical components in high-temperature microsensors and microactuators. High-temper- 
ature microsensors and microactuators can be used for pressure sensing, temperature sensing, and 
chemical sensing in gas turbine engines. SiC also has a higher chemical inermess and radiation 
resistance than Si, which expands its potential as a material for sensors and actuators in satellite 
and other space systems. 

4.2.3 Crystal Structure 
Any discussion of SiC as a material for microdevices requires an understanding of the c=),stalline 
structure of SiC. SiC exhibits a one-dimensional polymorphism called polytypism. All polytypes 
of SiC have a common planar arrangement of Si and C atoms, but each polytype is distinguished 
by a unique stacking sequence of the identical planes. Disorder in the stacking periodicity of the 
similar planes results in a material that has numerous crystal structures (polytypes), all with the 
same atomic composition. The magnitude of the disorder is such that over 250 SiC polytypes have 
been identified to date. 6 Despite the large number ofpolytypes, only three c~3'stalline symmetries 
exist: cubic, hexagonal, and dlombohedral. Historically, the cubic phase of SiC has been referred 
to as B-SiC, and the hexagonal and rhombohedral phases have been called ct-SiC. Recently, a 
more descriptive nomenclature that identifies both the crystalline symmetry and stacking period- 
icity has been adopted. Using this system, cubic SiC is called 3C-SiC, which is the only cubic 
polytype known to exist. The most common (t-SiC polytypes have hexagonal symmetries and are 
called 6H-SiC, 4H-SiC, and 2H-SiC. 

4.2.4 Physical Characteristics 
Even though polytypes have the same atomic composition, the electrical properties of each poly- 
type are different. For instance, the band gap for SiC ranges from 2.3 eV for 3C-SiC to 3.4 eV for 
2H-SiC. Due, in part, to its cubic o3~stalline symmetry, 3C-SiC has the highest electron mobility 
(1000 cm2/V,s) and saturation drift velocity (107cm/s). 

SiC has long been noted for its hardness, wear resistance, and chemical inertness. SiC has a 
Mohs hardness of 9, which compares favorably with values for other hard materials, such as dia- 
mond (10) and topaz (8). In terms of wear resistance, SiC has a value of 9.15, as compared with 
10 for diamond and 9 for AlaO 3. SiC can be etched by alkaline hydroxide bases (i.e., potassium 
hydroxide [KOH]), but only at very high temperatures (--600°C), and is not etched by acids. SiC 
does not melt, but sublimes above 1800°C. The surface of SiC can be passivated by the formation 
of a thin thermal SiO a layer, but the oxidation rate is very low when compared with that of Si. A 
summary that compares the important semiconductor properties of 3C-SiC and 6H-SiC with 
those of other noted semiconductors is presented in Table 4.1. 

4.3 Thin Film Growth 

4.3.1 Homoepitaxy of 6H-SiC 
A maior impediment to the commercialization of SiC as a high-temperature semiconductor is the 
availabilit)' of large-area, high-quality, defect-free SiC substrates suitable for epitaxial growth. 
Although 3C-SiC has the least complex crystal structure of all the SiC polytypes, bulk crystal 
growth of high-quality 3C-SiC is very difficult, and no wafer-grade substrates have been 
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Table ,1.1. Important Properties of High-Temperature Semiconductors 

3C-SiC 
Property (6H-S iC) GaA s S i Diamond 

Melting point (°C) :> 1800 a 1238 1415 1400 b 

Thennal conductivity (W/era°C) 

Coeff. thermal expan. (°C-ix 10 "6) 

Young's modulus (GPa) 

Physical stability 

Bandgap (eV) 

Electron mobility (cme/V.s) 

Hole mobility (cm2/V.s) 

Breakdown voltage (106V/cm) 

Dielectric constant 

5 0.5 1.5 20 

4.2 6.86 2.6 1.0 

448 75 190 1035 

Excellent Fair Good Fair 

2.2(2.9) 1.424 1.12 5.5 

1000 (600) 8500 1500 2200 

40 400 600 1600 

4 0.4 0.3 10 

9.72 13.1 11.9 5.5 

a Sublimation temperature. 
b Phase change temperature. 

fabricated. Several companies have developed successful processes to grow high-quality bulk 
6H-SiC crystals, and 2-in.-diam electronic-grade wafers are commercially available. Unfortu- 
nately, these wafers are relatively expensive, which limits their use to low-volume, high-cost ap- 
plications. 

Development of SiC has focused on 6H-SiC for high-temperature, high-power, and high-fi'e- 
quency microelectronics, and a detailed review has been recently published. 7 For high-tempera- 
ture electronic devices, high qualib' n- and p-doped single-crystal SiC films are required. A com- 
mon method for growing homoepitaxial 6H-SiC films on 61:t-SiC substrates uses atmospheric- 
pressure chemical vapor deposition (APCVD) with Si- and C-containing gases and high substrate 
temperatures (1500°C-1700°C). Commonly used precursor gases are silane (Sill4) and propane 
(C3H8), with I--I 2 as a carrier gas. Typical dopant gases are trimethyl-aluminum [AI(CH3)3] and 
diborane (B2H6) for p-type fihns, and N 2, ammonia (NH3), and phosphene (PH3) for n-type films. 

4.3.2 Heteroepitaxy of 3C-SiC on Si 
Unlike the other polytypes, single-crystal 3C-SiC, hereafter simply called 3C-SiC, can be hete- 
roepitaxially grown on Si substrates by both APCVD and low-pressure chemical vapor deposition 
(LPCVD). The most common APCVD process uses H 2 as the carrier gas, Sill 4 as the Si source 
gas, and C3H 8 as the C source gas. 8 Other processes use dichlorosilane as a Si source, and acety- 
lene as a C source. 9 Single C- and Si-containing sources, such as methyltrichlorosi|ane 
(CH3SiC13) and methylsilane (CH3SiH3), have also been used to grow 3C-SiC by LPCVD. l°'ll 
Heteroepitaxy is possible because 3C-SiC and Si have similar cubic crystal structures: 3C-SiC has 
a zinc-blend structure with a lattice constant of 0.436 rim, while Si has a diamond structure with 
a lattice constant of 0.543 rim, resulting in a lattice mismatch of approximately 20%. A process 
called carbonization is often used to initiate heteroepitaxial growth by forming a thin 3C-SiC film 
directly from the Si substrate. Carbonization converts the near surface region of the Si substrate 
to 3C-SiC by exposing a heated substrate to a carbon-containing gas. Carbonization temperatures 
range from 1250°C to 1360°C, depending on the process. The carbon-containing gas dissociates 
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into hydrocarbon reactants, which react with Si on the wafer surface, forming a thin, heteroepi- 
taxial 3C-SiC film. Because SiC films are excellent diffusion ban'iers, the carbonization process 
is self-limiting. Film growth is continued by introducing a Si-containing gas to the flow, which 
initiates homoepitaxial growth of 3C-SiC on the heteroepitaxial 3C-SiC carbonization layer. 3C- 
SiC films as thick as 40 l.un have been grown on small Si substrates. 12 Moreover, 3C-SiC films 
have been grown on large-area Si wafers (4-in.-diam), 13 enabling the batch fabrication of 3C-SiC 
MEMS devices. 

Despite the obvious advantage of growing 3C-SiC films on inexpensive, large-area Si wafers, 
heteroepitaxial 3C-SiC films suffer t~om a large density of crystalline defects. The large defect 
density results, in part, ti'om the 20% lattice nlismatch, but also t~om an 8% difference in thermal 
expansion coefficients between 3C-SiC and Si. The defect density is highest at the SiC/Si inter- 
face and decreases with increasing film thickness. Unfortunately, the defect density in heteroepi- 
taxial 3C-SiC films is not low enough to make the performance of 3C-SiC electronics comparable 
with 6H-SiC and Si devices. However, the crystal quality of 3C-SiC may be good enough for 
high-temperature microsensor applications. 

Another troubling problem associated with 3C-SiC heteroepitaxy on Si substrates is the for- 
mation of voids at the SiC/Si interface. These voids are sealed microcavities and are common to 
samples grown by most APCVD and LPCVD processes. The void density can be quite high, with 
values as high as 105 voids/era 2 reported in the literature. 12 Voids compromise the contact be- 
tween the 3C-SiC film and the Si substrate, and may contribute to the large defect density in 3C- 
SiC films. The mechanism for void formation is not clear. However, it has been suggested that 
voids result from Si out-diffusion from uncarbonized regions of the Si surface during the carbon- 
ization process. 14 Void formation also appears to be dependent on the temperature ramp-up rate 
during the carbonization step. Typically, high ramp-up rates of about 50°C/s are used. Void den- 
sities as low as 2 voids/cm 2 have been achieved when low ramp-up rates (--3°C/s) are used. 13 
Others 15'16 have since developed growth processes with similar results. 

As mentioned previously, the main advantage of 3C-SiC from a MEMS perspective is that 3C- 
SiC can be heteroepitaxially grown on Si substrates, which enables 3C-SiC growth on inexpen- 
sive, large-area wafers. Using an APCVD process, uniform heteroepitaxy of 3C-SiC across 4-in. 
Si wafers has been demonstrated. 13 Additionally, a LPCVD reactor has been used to grow 3C- 
SiC films on multiple 4- and 6-in. Si wafers. 17 

4.3.3 Polycrystall ine SiC 
For many MEMS applications, polycrystalline SiC can be used. Unlike 3C-SiC and 6H-SiC, poly- 
c~),stalline 3C-SiC, hereafter called poly-SiC, can be deposited on a wide variety of substrate 
types, including suitable sacrificial layers such as SiO 2. Poly-SiC has been deposited by plasma- 
enhanced chemical vapor deposition (PECVD), sputtering, and electron beam evaporation at sub- 
strate temperatures ranging from 200°C to 1000°C. 18-20 These fihns are either amorphous, as in 
the case with low-temperature PECVD, or polycrystalline, with a texture dependent on deposition 
temperature. APCVD and LPCVD processes have been used to deposit poly-SiC on Si substrates, 
resulting in films with microstructures much like the aforementioned films. 21'22 

Traditionally, APCVD has been used to grow 3C-SiC films on Si substrates and 6H-SiC films 
on 6H-SiC substrates. Recently, however, APCVD has been used to deposit SiC films on polysil- 
icon substrates. 23 Polysilicon was chosen because of its potential as a sacrificial layer in a SiC- 
based surface micromachining process. As mentioned previously, SiC etching in KOH is not 
practical, except at temperatures above 600°C; whereas Si is readily etched in KOH at tempera- 
tures below 70°C. Thus, a 2- to 3-1am-thick polysilicon layer deposited on a thermally oxidized 
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Si wafer provides an excellent substrate [br a SiC surface micromachining process that uses KOH 
as a release agent. In this study, poly-SiC films were grown on polysilicon using the traditional 
3C-SiC APCVD growth process. Two types of polysilicon films were used as substrates: (I) as- 
deposited polysilicon, and (2) annealed polysilicon. The annealing time was such that the as- 
deposited polysilicon, which is highly oriented ill the [110] direction, was completely recustal- 
lized during the process. The annealed polysilicon is a mixture of (220) and (11 I) custallites. X- 
ray diffraction (XRD) and transmission electron microscopy (TEM) were used to characterize the 
films. Polycrystalline SiC grown on as-deposited polysilicon has a texture that closely resembles 
the as-deposited polysilicon substrate, despite the fhct that during the growth process, the under- 
lying polysilicon is fully recrystallized. The recrystallization process does not modify the crystal- 
linity or adversely affect the adhesion of the poly-SiC films. Poly-SiC films grown on fully re- 
crystallized (annealed) polysilicon exhibit a grain-to-grain epitaxial relationship with the 
substrate. It is well established that for polysilicon films, texture influences such physical proper- 
ties as oxidation rate, thennal conductivity, elastic modulus, and film stress. 24-26 The same may 
also be true for poly-SiC. This process makes possible the ability to grow highly textured poly- 
SiC by controlling the substrate texture. 

The most straightfbrward surface micromachining process uses an insulating film, like SiO2, 
as the sacrificial substrate material. Poly-SiC films have been sputter deposited and reactively 
evaporated on SiO 2 substrates, but only recently has APCVD been used. 27 No carbonization of 
the SiO 2 layer was necessary, so a single-step film growth process was used. It was reported that 
films grown at 1050°C and I 160°C exhibited good adhesion to the SiO 2 substrates, while films 
deposited at 1280°C delaminated during or shortly after fih'a growth. At lower growth tempera- 
tures, the poly-SiC films were randomly oriented, with grain size increasing with increasing tem- 
perature, l.,ower deposition temperatures resulted in the deposition of Si-rich poly-SiC films, al- 
though the excess Si concentration was less than 10 at%. 

4.3.4 APCVD or LPCVD 
APCVD and LPCVD are the two most versatile techniques to deposit SiC for MEMS applica- 
tions, since APCVD and LPCVD can be readily used to deposit both 3C-SiC and poly-SiC. This 
capability enables the fabrication of hybrid sensors and actuators that consist of3C-SiC electron- 
ics coupled with poly-SiC mechanical components. I.,PCVD is noted for producing films with a 
high degree of thickness uniformity (-':-.5% variation), although the growth rates for 3C-SiC tend 
to be low (~-0.1 pm/h). 22 LPCVD is particularly well suited for batch fabrication, since film 
growth can be performed in furnace tubes that can accommodate numerous large-area wafers. 
APCVD films m'e grown at a much higher rate ( / -2  lum/h); however, thickness uniformity on 
large-area substrates varies by as much as 30%, 13 and only one or two 4-in. wafers cml be loaded 
in each deposition run. 

4.4 Processing Techniques 
4.4.1 Introduction 
As mentioned previously, SiC films can be processed using many of the standard processing tools 
common to Si IC fabrication. Thermal oxidation, metallization, and plasma etching can be per- 
formed in a Si fabrication t~'~cility without any major retooling. In terms of materials compatibil- 
ity, it has been shown that SiC processing does not lead to contamination of Si processing equip- 
merit. 28 In fact, poly-SiC is now being used as an alternative to quartz for wafers, wafer boats, 
susceptors, and other components used in Si furnaces. 
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4.4.2 Oxidat ion 
Unlike for diamond, stable thermal oxides can be grown on SiC. In fact, standard Si thermal ox- 
idation processes are used to grow thermal oxides on SiC, even though the fundamental oxidation 
mechanism is different. For example, oxidation of Si is achieved by the direct reaction of Si with 
02 to form Si02; whereas SiC reacts with 02 to form SiO 2 and CO during the SiC oxidation pro- 
cess. 7 Because SiC is more chemically stable than Si and thereby less likely to react with 02, tile 
time required to form a thermal oxide of equivalent thickness is longer for SiC. For example, a 
process used to form a 1.5-pm-thick thermal oxide on Si yields only a 900-A-thick thermal oxide 
on 3C-SiC. As with Si oxidation, H 2 enhances the oxidation rate of SiC. 

Many MEMS applications require thick (>l ~tm) oxides that cannot be achieved, with reason- 
able feasibility, by thermal oxidation of SiC. As an alternative to direct thermal oxidation, SiO 2 
layers can be "deposited" on SiC by first depositing a polysilicon film onto the SiC substrate, then 
converting the entire polysilicon film to SiO 2 by thermal oxidation. 29 This process takes advan- 
tage of well-established polysilicon deposition and oxidation techniques. Also, because the oxide 
is formed by thennal oxidation, it has tavorable high-temperature properties. SiO 2 thicknesses of 
well over 1.5 lum can be achieved by thermal oxidation. An example that uses this technique as 
part of a wafer-bonding process will be presented later in this chapter. 

4.4.3 M e t a l l i z a t i o n  
Several comprehensive reviews have recently been published that summarize the research con- 
ducted on electrical contacts to SiC. 30'31 In general, the best high-temperature contacts are metals 
with high melting temperatures, such as Ni and W. These metals can be used to form either ohmic 
or Schottky contacts to 3C-SiC and 6H-SiC. This section will focus only on metal contacts to 3C- 
SiC. 

The best and most widely used ohmic contact to 3C-SiC is AI. AI is the preferred ohmic con- 
tact because it is easily deposited by sputtering and evaporation, it is commonly used in silicon 
processing, and a wire bonding/packaging technology for AI currently exists. Unfortunately, AI 
melts at about 600°C, making it unsuitable for high-temperature contacts. Sputter-deposited Ni, 
W, Mo, and other complementary metal oxide semiconductor (CMOS) compatible refractor3' 
metals make ohmic contacts to 3C-SiC after a short high-temperature (i.e., 900°C for Ni) post- 
deposition anneal. Binary compounds such as TiSi 2 and WSi 2, and alloys like Au-Ta, are also 
ohmic contacts to 3C-SiC. 

The best Schottky contact to 3C-SiC is Au. Like AI, Au is easily deposited, and a wire bond- 
ing/packaging technology currently exists. Llnfortunately, Au is not a Si-compatible metal, so 
care must be taken when using Au. Although Au has a relatively high melting temperature, it is 
not a suitable high-temperature contact material, because of electromigration at relatively low 
temperatures. High-melting point metals like Ti and Ni have shown Schottky behavior on 3C- 
SiC. Comprehensive tables summarizing the deposition conditions and evaluation data for metal 
contacts to n- and p-type 3C-SiC are presented in Ref. 30. 

4.4.4 Plasma Etching 
Selective etching is required to pattern the SiC films into the desired structural components for a 
MEMS device. For Si-based devices, patterning can be performed by dry (plasma) or wet chem- 
ical etching. Although wet chemical etching of SiC is not feasible, plasma etching techniques 
have been developed. 32-34 These techniques use nearly the same F-based plasma chemistries de- 
veloped for Si, SiO 2, and SiaN 4 films. Commonly used fluorinated compounds are CF 4, CHF 3, 
NF 3, and SF 6. Usually, etching is conducted in reactive ion etching (RIE) mode, meaning that 
pressures are kept below 200 mtorr and sputtering of the substrate is suppressed. For file most 
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part, these techniques are effective for device fabrication. However, the etch rates for SiC are rel- 
atively low when compared with etch rates tbr Si under similar conditions. 

Most RIE processes for SiC require plasmas consisting of 0 2 mixed with a fluorinated com- 
pound. Unfbrtunately, common photoresists are not resistant to these highly oxygenated plasmas 
and cannot be used to etch micron-thick SiC fih ns. Therefore, other masking materials, such as 
AI, are used. A1 is effective as a masking material, but may be responsible tbr a phenomenon 
called micromasking. Micromasking occurs when sputtered material fi'om the chamber or etch 
mask is deposited in the etch field and forms small masks that shield the underlying etch field 
from the plasma. If the etching process has a high degree of anisotropy, m icromasks will produce 
undesirable "grasslike" structures in the etch field. Decreasing the anisotropy of the plasma can 
undercut and eliminate the micromasks, but will also reduce the anisotropy of the etched features. 
Using graphite electrodes 35 or adding small concentrations of hydrogen to the plasmas reduces 
the micromasking effect. 36 

Etch selectivity is another key issue facing the SiC MEMS processing. SiC-surfhce microma- 
chining processes utilize SiO 2 and polysilicon films fbr sacrificial layers, and SiO 2 films for di- 
electric isolation. In general, plasma conditions that etch SiC at high rates, etch SiO 2 and polysil- 
icon at even higher rates. Some progress has been made in improving the etch selectivities of SiC 
to Si and SiO 2. The best reported selectivities for room temperature etching were 2:1 for SiC to 
Si, and 1:3.6 for SiC to SiO2. 37 Because these selectivities are nowhere near ideal for microma- 
chining, great care must be taken when etching SiC on Si and SiO 2 substrate materials. Examples 
of SiC-based MEMS devices that utilized plasma etching during the fabrication process will be 
presented later in this chapter. 

4.5 Micromachining of SiC 
4.5.1 Bulk Micromachining 
As stated previously, bulk micromachining of SiC is very difficult, because of its outstanding 
chemical stability. Standard Si bulk micromachining techniques that use KOH or ethylenedi- 
amine pyrocatechol (EDP) are not effective in etching SiC. Some success in bulk micromachining 
of SiC using nonstandard techniques has been demonstrated. For instance, a laser-assisted photo- 
electrochemical etching (PEC) technique t'or n-type 3C-SiC has been developed. 38 Subsequently, 
an n-type 3C-SiC etch process that uses a p-type 3C-SiC etch stop was demonstrated. 39 PEC 
has since been extended to 6H-SiC and was successfully used in a pressure sensor fhbrication 

4o process. 
For MEMS applications such as pressure sensing, hybrid structures consisting of'SiC films on 

bulk micromachined Si substrates have been investigated. Si bulk rnicromachining techniques are 
well suited for fabricating these structures. The resistance of SiC to Si etchants is so high that SiC 
is an excellent etch stop for Si bulk micromachining. The most basic hybrid structure is a 3C-SiC 
membrane on a Si substrate. A cross section of the simple fhbrication process is shown in Fig. 4.1. 
A 3C-SiC film of the desired thickness is first grown on a Si substrate. A thermal oxide is then 
grown on both sides of the sample. The back-side oxide is photolithographically patterned to fbrm 
a KOH-resistant diaphragm mask, and the fi'ont-side oxide is etched off the 3C-SiC surface. The 
sample is then immersed in a KOH etch bath to etch away the exposed regions of Si to fbrm the 
SiC diaphragms. The potential of this technique for batch fabrication was demonstrated when ap- 
proximately 275 2-t, tm-thick 3C-SiC diaphragms were successfully fabricated on a single 4-in. Si 
wafer.41 

Ftmdamental to the success of SiC-based MEMS is a thorough understanding of the mechan- 
ical properties of SiC films. Bulk-micromachined SiC diaphragms have been used extensively as 
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Fig. 4.1. Schematic diagram of the bulk micromachining process to fabricate 3C-SiC diaphragms. 

test structures to determine the biaxial lnodulus and residual stress by investigating the load- 
deflection behavior of the diaphragms. This load-deflection technique uses an interferometer to 
measure the center deflection of a diaphragm experiencing an applied pressure. Deflection versus 
applied pressure data is acquired and fit to a model that contains terms dependent on the biaxial 
modulus and residual stress. 42 

The load-deflection technique has been used on both 3C-SiC and poly-SiC diaphragms. For 
diaphragms fabricated from 3C-SiC films grown by APCVD on small Si substrates, an average 
biaxiai modulus of 441 GPa and average residual stress of 221 MPa were reported. 43 No depen- 
dence on film thickness was found for the biaxial modulus; whereas, residual stress decreased 
with increasing thickness. Biaxial modulus and residual stress for both 3C-SiC and poly-SiC films 
grown by LPCVD have also been studied. 44 It was reported that for 3C-SiC films of thicknesses 
up to 1.3 ~tm, the biaxial modulus was about 450 GPa, while the residual stress was about 150 
MPa. For poly-SiC films of thicknesses up to 5.0 pm, the biaxial modulus was nearly that of the 
3C-SiC films, averaging 465 GPa, while residual stress could be adjusted fi'om 0 to 250 MPa by 
changing the deposition parameters. Another study investigated the change in biaxial modulus as 
a function of dopant gas concentration for LPCVD poly-SiC. This study found that for increasing 
boron concentrations (for B/Si ratios up to 0.02), the biaxial modulus peaked at 600 GPa, as com- 
pared to 480 GPa for undoped films.45Residual stress values for these films were not reported. 

Other bulk micromachined structures have been used to determine the mechanical properties 
of 3C-SiC films. A vibrating membrane technique was used to detennine the residual stress in 3C- 
SiC films grown on Si substrates. 46 It was reported that the residual stTesses were highest in p- 
type films as compared with n-type and undoped films. It was also reported that the internal 
stresses in doped and undoped films decreased with increasing temperature up to 600°C. By ex- 
trapolating the linear portion of the stress versus temperature data to high temperatures, it was 
found that zero stress occurred between 1250°C and 1350°C, which con'esponded to the growth 
temperature of the films. Thus, it was concluded that the films were grown under stress-free 
conditions, and therefore the internal stress measured at room temperature was due to the thermal 
mismatch between the 3C-SiC films and the Si substrates. In a different study, the free-standing 
microcantilever beams shown in Fig. 4.2 were used to investigate the bending moment caused by 
the residual stress gradient in 3C-SiC films. 47 The average bending moment was about 
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Fig. 4.2. (a) SEM micrographs of bulk-micromachined SiC suspensions 43 and (b) cantilever beams. 

3.4 x 108 Nm. Using a vibrating cantilever technique, the Young's modulus (which is closely re- 
lated to the biaxial modulus) for 3C-SiC films was measured to be about 694 GPa for undoped 
3C-SiC and 474 GPa tbr p-type 3C-SiC. 48 

The spatial variation of the biaxial modulus and of the residual stress of 3C-SiC films depos- 
ited by APCVD oil large-area substrates has been studied. 41 The load-deflection technique was 
applied to 12 diaphragms taken from well-distributed locations across each wafer. It was reported 
that under all deposition conditions, the spatial variation of the biaxial modulus and of the residual 
stress was lowest within the center 3-in. diameter of a 4-in.-diam warier. In the same study, the 
variation in the biaxial modulus and in the residual stress as a function of precursor gas flow rates 
and deposition temperatures was investigated. In general, at a fixed deposition temperature 
(1280°C), high precursor gas flow rates produced 3C-SiC films with lower average residual 
stresses (112 MPa) and higher biaxial moduli (348 GPa) than low flow rates (340 MPa, 294 GPa). 
At a lower deposition temperature (I 160°C), the films changed from single to polycrystalline at 
both high and low flow rates. However, the residual stress increased significantly (from 1 12 to 
31 l MPa) for high flow rates, while only modestly (from 340 to 360 MPa) for low flow rates. 

The variability of the mechanical properties in APCVD 3C-SiC films as a function of suscep- 
tor age and susceptor supplier has also been studied. 49 Susceptor age is defined by the total num- 
ber of deposition hours a susceptor has been used fbr SiC growth. Early reports suggested that 
material deposited on the surface of susceptors during SiC growth may contribute to the deterio- 
rating electrical and morphological properties of SiC films. 12 To study the influence of susceptor 
age on file mechanical properties, 3C-SiC films were grown under identical conditions 50 runs 
apart, which was equivalent to about 100 deposition hours. During this span, considerable 
changes were observed on the susceptor, namely, dark gray deposits along the upstream surfaces. 
Similar observations have been reported [br films grown rising small susceptors. 12 In terms ofbi- 
axial modulus and residual stress, no significant changes between the samples were noticed. 
Films grown using susceptors from two different manufacturers were also studied. The susceptors 
were "seasoned" by using them for 25 depositions prior to growing films for study. As in the sus- 
ceptor age study, no significant differences were found between the samples. In terms of the me- 
chanical properties of SiC films, this study shows that susceptors can be used for many deposi- 
tions (>100 deposition hours), and that the pertbrmance of a susceptor is not dependent on the 
supplier. 
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4.5.2 Surface Micromachining 
The first reported SiC surface micromachining process was developed for poly-SiC fihns depos- 
ited on polysilicon sacrificial layers. 50 A single-mask lateral resonant structure was chosen as the 
demonstration vehicle. A schematic cross section of the fabrication process and a scanning elec- 
tron microscopy (SEM) micrograph of the device are shown in Figs. 4.3(a) and 4.3(b). The sub- 
strate was prepared by first growing a l-I~m-thick thermal oxide on a silicon wafer. The thermally 
grown SiO 2 layer provided electrical isolation and protected the Si substrate during release. A 2- 
jam-thick polysilicon film was then deposited on the oxidized Si substrate. Poly-SiC was depos- 
ited on the polysilicon using the three-step SiC growth process (in-situ clean, carbonization, film 
growth) detailed earlier in this chapter. RIE was used in conjunction with photolithography to pat- 
tern the poly-SiC film into the desired shape. The free-standing sections of the resonator were re- 
leased by using a timed etch in KOH, which does not etch the poly-SiC or the thermal oxide. Su- 
percritical drying was used to minimize stiction problems associated with the release. To operate 
the devices, an actuation voltage ranging between 30 and 175 V was required. These devices had 
a resonant frequency of 20 kHz. 

Although polysilicon is an adequate sacrificial layer material for SiC surface micromachining, 
SiO 2 is prefen'ed, since it can be used as both the electrical isolation layer and sacrificial layer. A 
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1. After patterning of RIE mask 
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Fig. 4.3. (a) Schematic diagram of a SiC surface micromachining process using a polysilicon sacrificial 
layer. (b) SEM micrograph of a SiC surthce micromachining lateral resonant structure fabricated using a 
polysilicon sacrificial layer. 5° 
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SiC surface micromachining process that uses a poly-SiC film deposited by APCVD on a SiO 2 
sacrificial layer has been developed. 27 A schematic cross section and SEM micrograph of a lateral 
resonant structure are shown in Figs. 4.4(a) and 4.4(b). These structures were fabricated fi'om 2- 
pro-thick poly-SiC fihns grown on 3.5-pro-thick SiO 2 sacrificial layers on Si substrates. The 
poly-SiC films were photolithographically patterned using RIE to form the resonator structure. 
The devices were released by a timed etch in 49% HF solution, which etched the underlying SiO 2 
to fom~ the fi'ee-standing poly-SiC structt~res. The devices resonated at frequencies between 18 
and 50 kHz using actuation voltages of about 50V. 

To confirm the commonly held belief'that SiC is a better mechanical material than Si at high 
temperatures, the resonant frequency response of poly-SiC and polysilicon lateral resonant struc- 
tures was compared for devices heated to 900°C. 5~ All devices used in this study were fhbricated 
fi'om 2-1Ltm, thick films deposited on SiO 2 sacrificial layers using the same photolithographic 
mask and surface micromachining process. Testing was performed in an argon-filled cl~amber 
that was equipped with a heated sample stage capable of reaching temperatures above 1000°C. 
Figure 4.5 shows the behavior of the resonant fi'equency as a function of temperature fbr polysil- 
icon [Fig. 4.5(a)] and poly-SiC [Fig. 4.5(b)] lateral resonant devices. For the polysilicon devices, 
the resonant frequency began to decrease at 350°C. The average rate of reduction in resonant fi'e- 
quency for the polysilicon devices between room temperature and 900°C was I. 11 Hz/°C. For 
temperatures above 350°C, the rate of reduction increased to 1.92 Hz/°C. For the poly-SiC de- 
vices, no detectable change in the resonant frequency was observed fbr temperatures below 
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Fig. 4.4. (a) Schematic diagram of a SiC surthce micromachining process using a SiOz sacrificial layer. (b) 
SEM micrograph of a SiC surface micromachining process using a SiO2 sacrificial layer. 27 
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Fig. 4.5. Resonant frequency vs tcmpcrature data for lalcral resonant devices (a) polysilicon and 
(b) poly-SiC. 5~ 

500°C. The average reduction in resonant fi'equency for the poly-SiC devices was 0.44 Hz/°C 
over the entire temperature range and I. 14 HzJ°C for temperatures above 500°C. 

The resonant frequency of a lateral resonant structure is a function of device geometry and ma- 
terial properties and is described by the following equation" 

= [ hEw3 (4 1) 

where h is thickness of the beams, E is tile Young's modulus, w is the width of the beam, m is the 
mass of the device, and l is the length of the beam. If the thermal expansion properties of tile 
device are taken into account, it can be shown that the thermal expansion of l and ,,  will cancel 
out, and that the thermal expansion of h is very small and should cause an increase in the resonant 
frequency of the device. However, the resonant frequencies of both the poly-SiC and the polysil- 
icon devices are reduced, implying that the Young's modulus tbr both materials is reduced at 
elevated temperatures. Poly-SiC, which exhibits a smaller variation in Young's modulus with 
increasing temperature, is superior to polysilicon as a structural material tbr high-temperature 
MEMS applications. 
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4.6 SiC-on-Insulator Technologies 
Unlike poly-SiC, single crystal SiC cannot be grown directly on SiO 2 or on any other suitable 
nonconducting sacrificial material. Therefore, surface micromachining and electrical isolation of 
3C-SiC structures and devices are very difticult. Because nitrogen is a shallow n-type donor in 
SiC and is easily incorporated during deposition and crystal growth processes, deposition of in- 
sulating SiC fihns is also very difficult. The need for electrically isolated single c~'stal SiC films 
has motivated researchers to borrow from silicon-on-insulator (SOl) fabrication techniques in or- 
der to produce SiC-on-insulator substrates 'rhe three SiC-on-insulator fabrication processes that 
have been reported in the literature are: (1 i growth of 3C-SiC on SO1 substrates; 5~-54 (2) the 
Smart-Cut T M  process; 55 and (3) wafer bonding. 56 

The first process to fabricate electrically isolated 3C-SiC films used SOl wafers as substrates 
for epitaxial growth of 3C-SiC. The SOl wafers were produced either by ion implantation of O 2 
into the subsurface region of an Si wafer (separation by implanted oxygen [SIMOX]), or by bond- 
ing two fllermally oxidized Si wafers and removing all but a very thin layer of one of the wafers. 
The processing details for each of these techniques can be found elsewhere. 5z-54 To create a SiC- 
on-insulator substrate from a SOl wafer, the thin Si layer atop the buried oxide must be fully con- 
verted to 3C-SiC; otherwise, a 3C-SiC-on-Si-on-SiO 2 structure is created. The conversion pro- 
cess occurs during the carbonization step, which limits the thickness of the Si layer to about 
200 nm. It has been observed that during the carbonization process, out-diffusion of oxygen from 
the buried SiO 2 layer occurs, which creates sealed cavities at the 3C-SiC/SiO 2 interface. 53'54 
These sealed cavities may adversely affect the electrical and mechanical properties of the struc- 
ture. SIMOX substrates have limited high-temperature applications, because the thickness of the 
implanted oxide layer is limited to a few thousand angstroms, and the quality of the implanted 
oxide is poor when compared with thermal oxides. 

The second SiC-on-insulator fabrication process, known as the Smart-Cut TM process, was first 
developed to produce SOl structures for silicon-based microelectronics. 55 The process combines 
ion implantation with wafer bonding to create a SOl substrate. Two Si wafers, hereafter called the 
handling wafer and the implant wafer, are thermally oxidized to form a thick (--,1 jam) SiO2 film 
on each wafer. The implant wafer then undergoes hydrogen ion implantation, which deposits hy- 
drogen below the thermal oxide and below a thin layer of Si. After implantation, the SiO 2 surfaces 
of the two wafers are fi~sion bonded at high temperature. During this step, the implanted hydrogen 
condenses into a thin, well-defined region of voids. This region forms a seam that is used to re- 
move the implant wafer from the bonded pair, thus transfen'ing the thin Si layer to the handling 
wafer and creating an SOl substrate. The high-temperature bonding step also serves to anneal any 
ion-induced lattice damage in the thin Si layer. After bonding, the Si surface is polished and read- 
ied for processing. 

By using 6H-SiC wafers as the implant wafers, the Smart-CuteM process has been adapted to 
fabricate 6H-SiC-on-insulator substrates. 57 The 6H-SiC implant wafers have been successfully 
bonded to 6H-SiC, poly-SiC, and Si-handling wafers. These substrates may not be suitable for 
MEMS, since the overall area of a 6H-SiC-on-insulator substrate is limited by the size of the 6H- 
SiC implant wafer, which is CU~Tently only 2 in. in diameter. An additional concern is that implan- 
tation damage in the 6H-SiC layer is not annealed during the bonding step. 58 Annealing these de- 
fects may require temperatures that may damage the underlying SiO 2 layer. 

The third SiC-on-insulator fabrication process uses wafer bonding to create SiC-on-insulator 
structures. A schematic of the process is shown in Fig. 4.6. The first wafer bonding process used 
SiO2-to-SiO 2 bonding to create 3C-SiC-on-SiO 2 structures. 56 The process begins with epitaxial 
growth of 3C-SiC on a Si transfer wafer. The handling wafer is prepared by thermally oxidizing 
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Fig. 4.6..Schemmic diagram of the 3C-SiC-on-SiO 2 wafer bonding process. 



SiC-on-Insulator Technologies 133 

a Si wafer. A thermal oxide is also grown on the 3C-SiC film. The two SiO 2 surfaces are chemi- 
cally treated and bonded. KOH etching is used to remove the SiC-coated transfer wafer, leaving 
a 3C-SiC-on-SiO 2 structure on the handling wafer. Unfortunately, only 30% of the SiC film area 
remains bonded after KOH etching, which is too low for batch processing. 

A fourth intproved wafer-bonding teclmique has been developed to produce 3C-SiC-on-SiO 2 
structures on 4-in. Si wafers with areal transfer yields of up to 800/0. 59 Unlike the third process 
mentioned above, the improved process utilizes a polysilicon-to-polysilicon bond to create the de- 
sired structure. A schernatic of'the process is shown in Fig. 4.7. The process begins with epitaxial 
growth of a 0.5-1am-thick 3C-SiC flint on a 4-in. Si wafer, hereafter called the transfer wafer. The 
3C-SiC film is chemically cleaned and thermally oxidized to produce a 0.3-1ttm-thick SiO 2 film 
on the 3C-SiC. A 0.5-pm-thick polysilicon flint is then grown on the SiO 2 layer. The polysilicon 
is completely oxidized, which produces a total oxide thickness of 1.44 lure on the 3C-SiC film. 
Following the second thermal oxidation, a 2.0-1am-thick polysilicon film is deposited on the wafer 
and polished to a rein'or finish by chemical-mechanical polishing. A 1.5-~trn-thick themaal oxide 
is grown on a second wafer, hereafter called tlte handling wafer. A 2.0-1am-thick polysilicon film 
is deposited on top of the thermal oxide, and the polysilicon surface is polished to a rein'or finish. 

The polysilicon-to-polysilicon bonding process consists of three steps" (1) a prebond surfhce 
treatment, (2)room temperature bonding, and (3) high-temperature annealing. Step l is a standard 
wet chemical cleaning of the polished polysilicon surfaces. Step 2 places the polysilicon surfaces 
firmly together and uses van der Waals attraction to keep the surfaces in contact. Step 3 is an an- 
neal at 1100°C in nitrogen tbr at least 5 h. 

Following the anneal, the bonded pair is submerged in EDP, which removes the transfer wafer, 
leaving a 3C-SiC-on-SiO 2 structure atop the handling wafer. A SEM micrograph of the structure 
is shown in Fig. 4.8. The 3C-SiC film is too thin for most MEMS applications, so a thick (<1.0 
~tm) 3C-SiC film is homoepitaxially grown on the 3C-SiC-on-SiO 2 substrate. The substrate is 
prepared tbr homoepitaxial growth by a fbur-step process" (1) mechanical polishing, (2) thermal 
oxidation, (3) chemical etching, and (4) in-situ high, temperature hydrogen etching. Recall fi'om 
previous discussions that the region of highest defect density in 3C-SiC films grown on Si sub- 
strates is near the SiC/Si interface. By transferring the heteroepitaxial film fi-om the transfer wafer 
to the handling wafer, the bonding process brings the region of highest defect density to the sur- 
face of the bonded structure. Mechanical polishing with a SiC-based sluny is used to remove this 
region. Any defects created during the polishing step are removed by the thermal oxidation and 
chemical etching steps. Any residue on the 3C-SiC surface is removed immediately before ho- 
moepitaxial growth by the in-situ hydrogen etch, which is performed at 1000°C. 

Figure 4.9 shows a TEM micrograph of the homoepitaxial 3C-SiC film grown on the 3C-SiC- 
on-SiO 2 structure. The TEM shows a clear reduction of crystalline defects in the homoepitaxial 
film, as compared with the underlying 3C-SiC, which was grown by the conventional 3C-SiC-on- 
Si heteroepitaxial process. The TEM observations were confirmed by rocking curve XRD. Al- 
though the physical mechanism responsible for the reduction of defects has not yet been identi- 
fied, it is believed that the surfhce treatment prior to homoepitaxial growth plays a key role. 

For the first time, large-area 3C-SiC can be produced atop insulating sacrificial substrates, 
making electrically isolated 3C-SiC surface-micromachined devices possible. The reduced defect 
density will improve the perfbrmance of both mechanical and electronic structures in 3C-SiC- 
based MEMS devices. The biggest impact, however, may be in the high-temperature and high- 
power microelectronics field, where low defect-density SiC films on large-area substrates are re- 
quired. This technology may rekindle interest in 3C-SiC as a high-temperature semiconductor for 
m icroe 1 ectron ics. 
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Fig. 4.8. TEM micrograph of a 3C-SiC-on-insulator structure, highlighting the polysilicon-to-polysilicon 
bonding interface. 59 

Homoepitaxial 
3C-SiC 

Interface 
Heteroepitaxial 
3C-SiC 

-SiO 2 

Fig. 4.9. TEM micrograph of a homoepitaxial 3C-SiC film grown on a 3C-SiC-on-insulator substrate, show- 
ing the decreased defect density in the homoepitaxial film. 59 

4.7 SiC Devices and Applications 
4.7.1 Introduction 
SiC research has concentrated on understanding the material properties and processing techniques 
required to use SiC as a high-temperature material for electronics. Only recently have the process- 
ing techniques become available to fabricate basic SiC-MEMS devices. This section will present 
descriptions of a representative collection of devices that use SiC as the key material for elec- 
tronic and mechanical components. The devices have at least one common characteristic, high- 
temperature functionality, which makes them well suited for aerospace applications. 

One ofthe principal focus areas for SiC-MEMS has been high-temperature SiC sensor systems 
for gas turbine engines. To improve the efficiency, power-to-weight ratios, emissions, cost, and 
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safety of gas turbine engines, new generation designs will require improved measurement, con- 
trol, and sensor systems. These systems will often be located in or near the hot-gas flow path, 
which reaches temperatures above 350°C. Sensors are needed to measure combustor temperature, 
rotor and stator temperatures, internal cooling temperatures, cooling flow and temperature, pres- 
sure, hot gas path leakage, and coolant leakage. Sensors are also needed to control the engine near 
its combustion limit in order to maximize fuel combustion and minimize NO x emissions. 

Increasing the efficiency of the combustion process, through conversion of electronic control 
and sensor systems from Si- to SiC-based devices, will result in increased fuel economy and re- 
duced emissions. In addition, the overall weight of an aircraft will be reduced by the elimination 
of the packaging, wiring, and connectors necessary to link sensor systems with control electron- 
ics. This weight reduction will directly translate to increased range and lower fuel costs. 

SiC-based MEMS devices will also benefit manned and unmanned spacecraft. Currently, un- 
manned spacecraft require thermal radiators to dissipate heat generated by onboard Si-based elec- 
tronics. Implementation of SiC-based electronic systems that can operate at temperatures above 
400°C will eliminate the need for thermal radiators, thus reducing the overall weight of the space- 
craft. Additionally, SiC electronics and sensors, being much less susceptible to radiation damage 
than their Si counterparts, will not require as much radiation shielding, thus reducing spacecraft 
weight even further. Reduced spacecraft weight and increased operating temperature and radia- 
tion resistance of onboard electronics and sensor systems will dramatically increase the function- 
ality of unmanned spacecraft. Exploratory spacecraft will be able to more aggressively probe 
harsh planetary environments. Communication satellites will have extended operating lifetimes 
and will be able to carry larger numbers of sensitive onboard electronic systems. 

In terms of propulsion systems, many high-temperature sensor systems will find applications 
in rocket motors. High-temperature sensors to monitor combustion temperature, pressure, and by- 
products are needed. Gas sensors fbr hydrogen and HCI are required for chemical detection 
around the launch pad and as part of in-flight safety systems. All of these systems can be fabri- 
cated from SiC. 

The remainder of this section presents examples of SiC-based sensors for high-temperature 
MEMS applications. These sensors constitute the basic units of MEMS for the aeronautic and 
space applications mentioned previously. These sensor prototypes have demonstrated high- 
temperature functionality but require the development of high-temperature wire bonding and 
packaging technologies, and integration with on-chip SiC electronics before deployment in aero- 
space systems can occur. 

4.7.2 Temperature Sensors 
Some of the first SiC-based sensors were fabricated from poly-SiC because of the many methods 
available for deposition and the ability to deposit poly-SiC on many different substrates. One of 
the first sensors was a SiC thin-film thermistor. 6° The sensor was fabricated from radio fi'equency 
(RF) sputter-deposited SiC, using an Ar sputtered SiC target and a deposition pressure of 20 
retort. The SiC film was deposited on an alumina substrate that was maintained at a deposition 
temperature of 650°C. Au-Pt comb-shaped thick films were used as electrodes. Various packages 
for the thermistor were developed and tested at temperatures between 0°C and 500°C. It was re- 
ported that the thermistor constant (B) increased linearly with temperature over the entire temper- 
ature range. Also, when compared with conventional metal-oxide thermistors, the temperature 
coefficient of resistance for the SiC thermistors decreased more slowly with increasing tempera- 
ture. Additionally, the sensor exhibited good thermal stability and a rapid thermal response. A re- 
sistance change of only 5% was observed fbr a continuous 1000 h test at 500°C. 
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The fhbrication of'a SiC-based resistive temperature sensor has also been reported. 61 SiC films 
fbr this sensor were prepared by plasma-assisted chemical vapor deposition (PACVD), using 
dichlorosilane and methane as the Si and C source gases. Stoichiometric poly-SiC films were ob- 
tained with a dichlorosilane flow rate of 15 sccm, a methane flow rate of 5 to 10 sccm, RF power 
ot'70 W, and a substrate temperature of 750°C. The poly-SiC films were deposited on tlaermally 
oxidized Si substrates and patterned into resistors by RIE. To reduce then~nal conduction to the 
substrate, the resistors were made into cantilever structures by bulk micromachining the Si sub- 
strate in KOH. The contact pads remained anchored to the substrate. The resistors were tested at 
temperatures between 0°C and 300°C, and exhibited a temperature coefficient of resistance of 
- 1800 ppm/°C. The sensor was placed into a nitrogen flow stream to evaluate its perfbrmance as 
a gas mass flow sensor. The output characteristics of the SiC sensor showed a square-root depen- 
dence, which is characteristic of micromachined flow sensors. 62 The output sensitivity of the SiC 
mass flow sensor was 0.05 mV/sccm. 

4.7.3 Gas Sensors 
Interest in high-temperature semiconductors fbr solid-state gas and chemical sensors stems from 
the need fbr closed-loop control of the combustion process in gasoline and gas turbine engines. 
This control is needed to increase fuel and combustion efficiency, thereby decreasing emissions 
of incompletely combusted hydrocarbons, nitrous oxides (NOx), and CO 2. Currently, the domi- 
nant polytype used for SiC-based gas sensors is 6H-SiC, because 6H-SiC has the highest crystal 
quality of all the commercially available polytypes. The 6H-SiC gas sensors are based on simple 
Schottky diode and metal-oxide-semicondt~ctor (MOS) structures. 

A common method for fhbricating SiC-based gas sensors uses 6H-SiC MOS capacitors. 63 
Called MOSiC (metal-oxide-SiC) structures, these sensors use catalytic metals such as Pt and Pd 
as the gate metals. The sensors work on the principle that hydrogen atoms or hydrogen-containing 
radicals diffusing through the gate will collect at the metal-oxide interface and form a dipole layer 
that lowers the flat band voltage of the MOS capacitor. Hydrogen sensors have been fabricated 

~,50 C. However, using Si MOS structures, but the operating temperature is limited to below v ° 
many hydrocarbons dissociate at temperatures between 350°C and 500°C, making SiC the better 
material for solid-state MOS hydrocarbon gas sensors. 

The MOSiC gas sensor is made using a 6H-SiC substrate, on which a 40-nm-thick SiO9 layer 
is thennally grown. 64 Approximately 50 nm of Pt is then deposited by either e-beam evaporation 
or magnetron sputtering on the SiO 2 surface, and patterned to form the MOSiC structure. This 
sensor has been tested at temperatures as high as 800°C without failing. At 450°C, the sensor was 
able to detect the presence of saturated hydrocarbons such as methane, propane, ethane, and bu- 
tane at concentrations below 0.6 vol%. Moreover, the sensor can be used at elevated temperatures 
in vacuum or in air. The response of the sensor increases with an increasing number of! carbon 
atoms in the detected molecule. With an operating temperature well above 500°C, this sensor is 
well suited for deployment in exhaust streams near the combustion chamber. 

A second type of SiC gas sensor is based on the 4H-SiC Schottky diode. 65 The sensor is con- 
structed from 4- to 5-1am-thick 4H-SiC films epitaxially grown on 4H-SiC substrates. Approxi- 
mately 400 A of Pd is sputter deposited and patterned to form circular contacts to the 4H-SiC. The 
sensor has been tested over a temperature range of 0°C to 400°C in a hydrocarbon environment 
and exhibits a sensitivity of 300 ppm to hydrogen and propylene. 

A third type of SiC gas sensor uses porous SiC. 66 The sensor consists of a chromium (Cr) grid 
that is evaporated and patterned onto a layer of porous SiC. The porous layer is formed by PEC 
etching of a n-type 6H-SiC wafbr. The thickness of the porous layer was not reported. A nickel 
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contact is deposited on the nonporous backside of the 6H-SiC wafer. A voltage is applied to the 
Cr grid, which sets up a voltage in the porous SiC region. Each hydrocarbon species has a char- 
acteristic dissociation voltage, so by varying the grid voltage, a specific hydrocarbon species can 
be tbrced to dissociate. The concentration of each species is determined by measuring the magni- 
tude of current flow across the device tbr a given grid voltage. This sensor is an improvement over 
the previously mentioned sensors because it does not require high temperatures to operate, yet it 
can operate at high temperatures. Tests using methane and propane conducted at temperatures be- 
tween 200°C and 500°C verified these capabilities. 

4.7.4 Pressure Sensors 
A 6H-SiC-based pressure sensor that exhibits stable operation at 500°C has recently been devel- 
oped. 67 The sensor uses n-type 6H-SiC piezoresistors on a p-type 6H-SiC diaphragm. The dia- 
phragm is fabricated using the PEC etching process of 6H-SiC described previously and detailed 
elsewhere. 38 During development of the etching process, a p-type etch stop tbr n-type etching was 
demonstrated. The fabrication process begins with epitaxial growth of a p-type 6H-SiC film on 
an n-type 6H-SiC wafer, followed by epitaxial growth of an n-type 6H-SiC film on the p-type ep- 
ilayer. PEC is used to bu/k-micromachine the n-type 6H-SiC wafer into 50-p.tm-thick diaphragms, 
and pattern the n-type 6H-SiC into piezoresistors. Mu|tilayer Ti/TiN/Pt/Au metal contacts are 
used in conjunction with Au wire bonding to package the device. A full-scale output of 40.66 mV 
at 1000 psi and 25°C, decreasing to 20.33 mV at 500°C, was reported. The device has a gauge 
factor temperature coefficient of-0.19%/°C at 100°C and -0.11%/°C at 500°C. Despite the attrac- 
tiveness of an "all-SiC" high-temperature pressure sensor, small 6H-SiC wafer diameters and 
nonstandardized fabrication processes currently limit the commercial application of this design. 

A second pressure sensor design utilizes 3C-SiC films grown on SOl substrates combined with 
Si bulk micromachining to produce dielectrically isolated 3C-SiC piezoresistors on a thick Si 
membrane. 68 The piezoresistors are realized by conventional heteroepitaxiai growth of 3C-SiC 
on the SOl substrates, followed by photolithography and reactive ion etching. The buried oxide 
in the SOl substrate prohibits leakage currents between the 3C-SiC piezoresistors and the Si sub- 
strate, a problem that is magnified at high temperatures. For each sensor, a circular Si diaphragm 
was micromachined to a thickness of 100 ~tm using RIE in a SF6/O 2 plasma, and four 3C-SiC pi- 
ezoresistors were patterned using SF6/O 2 RIE. A thermally grown capping oxide over the pi- 
ezoresistors was used for electrical isolation. Sputter-deposited TiWN alloy was used as high- 
temperature ohmic contacts. The sensor was tested in the temperature range between 25°C and 
400°C, and at pressures up to 500 kPa. The sensor showed a linear output voltage over the applied 
pressure range and a sensitivity of-0.16%/°C at 400°C. Recently, a hermetic pressure sensor cap- 
sule for the SiC-based pressure sensor was constructed and tested. 2 This sensor design takes ad- 
vantage of well-established Si micromachining techniques. However, the hybrid SiC/Si device 
may suffer fi'om SiC/Si thermal mismatch effects, which may degrade long-term device perfor- 
mance and lifetime. 

4.7.5 Protective Coatings 
Micromachining is a technology that is not limited to tile production of only microsensors and 
microactuators, but can be used to batch fabricate component structures tbr macroscale systems. 
A fine example is the development of micromachined silicon fuel atomizers as an alternative for 
conventional metal atomizers in gas turbine engines. A process to batch fabricate silicon atomiz- 

69 ers from 4-in. Si wafers using deep reactive ion etching (DRIE) has been demonstrated. A sche- 
matic and SEM micrograph of a Si-micromachined atomizer are shown in Figs. 4.10(a) and 
4. I 0(b). Comparative tests of conventional metal and Si atomizers indicated that the Si atomizers 
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Fig. 4.10. (a) Schematic plan-view diagram of a fuel atomizer. (b) SEM micrograph of a silicon microma- 
chined fuel atomizer. 69 

outperformed conventional atomizers, especially at low pressures. Unfortunately, the Si atomiz- 
ers lacked the erosion resistance of conventional atomizers. A 3C-SiC coating was grown on the 
Si atomizers in hopes of increasing the erosion resistance of the structures. 7° Because the atom- 
izers were fabricated from single crystalline Si wafers, the high-temperature deposition process 
with carbonization was used. This was the first attempt at growing 3C-SiC on high-aspect-ratio 
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Si topographies. Conformal coverage of the atomizer surfaces was achieved, with thicknesses 
ranging from 1.5 lam on the top surfaces to 0.5 tam on the swirl chamber floor. 

The performance of the SiC-coated atomizers, in terms of flow rate, Sauder Mean Diameter 
(SMD), and spray angle, was compared with uncoated silicon atomizers. The test fluid was MIL- 
C-7024D Type II jet fuel stimulant. The flow rates for the coated atomizers were consistently 70/0 - 
11% higher than the uncoated atomizers. The SMDs were the same for both atomizer types. 
Higher spray angles at both low pressure (14 psi) and high pressure ( 100 psi) were also observed 
for the 3C-SiC coated atomizers. The spray angle is a rough gauge of atomizer efficiency, with 
wider spray angles indicating better performance. 

To qualitatively determine the improvement of fl~e erosion resistance of the SiC coated atom- 
izers, a 30-h erosion test was performed. The test fluid consisted of jet fuel mixed with abrasives 
like iron oxide, quartz, and Arizona road dust. The test fluid was pressurized to 150 psi. SEM 
analysis of the region near the exit orifice was perfonned, since this region is subject to the highest 
erosive damage. The uncoated atomizers showed significant edge rounding near the exit orifice; 
whereas, the coated atomizers showed no evidence of edge rounding. 

4.8 Conclusions 
The field of SiC MEMS for high-temperature applications has advanced beyond material charac- 
terization and process development toward the fabrication of prototype devices that have been 
tested in harsh, high-temperature environments. Development of sensors and actuators will most 
certainly continue, and as early prototypes are successfidly tested, more application areas and de- 
signs will be conceived. This will result in additional materials characterization and process de- 
velopment, as more sophisticated device structures are required. 

Advances in two closely related areas will be required before SiC MEMS can make an impact 
in commercial and military applications: (I) reliable SiC electronics, and (2) viable high-temper- 
ature wire bonding and packaging technologies. Fortunately, research on SiC-based electronics 
for high-temperature applications has been and will continue to be a priority, and as larger area, 
defect-free 6H-SiC and 4H-SiC wafers become available, improvements in device performance 
will occur. Advances in wire bonding techniques and packaging technologies for high-tempera- 
ture applications, which have been few to date, are expected to grow with advances in SiC elec- 
tronics, sensor, and actuator technologies. By all indications, the future looks bright for SiC-based 
MEMS for applications in harsh environments. 
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5 
Laser Processing for Microengineering 
Applications 
,1. Brannon,* J. Greer, t and H. Helvajian ~ 

5.1 Introduction 
Laser material processing is a technique by which materials can be fashioned in a nonintrusive 
manner with overall precision approaching the wavelength of the laser light. This processing is 
accomplished by exploiting the unique optical properties of tile light to selectively remove or 
deposit material in a controllable manner. Materials thus processed to date include metals, ceram- 
ics, polymers, and semiconductors. 

Microengineering is a discipline dealing with the design, materials synthesis, micromachining, 
assembly, integration, and packaging of miniature two-dimensional (2D) and three-dimensional 
(3D) sensors, microelectronics, and microelectromechanical systems (MEMS). 1 The physical 
structures and components have nominal dimensions, from the nanoscale to the microscale, and 
up to the millimeter scale. Microengineering has received worldwide attention because it prom- 
ises to enable "intelligent" microinstruments with wide-ranging applications to be used in medi- 
cine, transportation, communications, and housing. Implicit in microengineering technology is 
the need to process materials with high dimensional accuracy, to process selective areas of the 
materials without incurring collateral damage tO adjoining areas, andto prototype designs quickly 
without resorting to large-scale foundry operations. Laser material processing is uniquely quali- 
fied for microengineering because it can process materials without adhering to surface and crys- 
tallographic planes and can create millin~eter-to-micron-scale structures in a broad range of ma- 
terials. In addition, laser processing offers a number of capabilities that are complementary to 
both traditional material processing and semiconductor processing approaches. For example, la- 
sers can process a large variety, of materials, they can operate over large areas (meters squared) 
while maintaining high precision (less than microns), they can fashion materials by either selec- 
tive removal or deposition, and they can alter materials through nonequilibrium chemical pro- 
cesses. These capabilities have profound consequences for both aeronautical and space applica- 
tions, where specially "engineered" materials are often required and microengineering 
components using these novel materials may be necessary. 

It is predicted that microengineering concepts will play an important role in the development 
of future aerospace systems. This prediction has bearing because the concepts make intelligent 
use of available volume and mass, and because microengineered components inherently use little 
energy. In more advanced applications, microengineering technology will enable the incorpora- 
tion of localized "intelligence" and will provide the capability for exercising local autonomous 
action. These capabilities should be of benefit to any aerospace system design problem if compo- 
nent reliability can be assured. Traditional aerospace dogma is to favor reliability over new inno- 
vations, primarily because of the limited access for repair and the need tbr operation in extreme 
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environments. As currently envisioned, future aeronautical and space systems will include pas- 
senger transports traveling at hypersonic speeds near suborbital altitudes and space missions that 
will be administered by using compact, fully integrated spacecraft "packages." These packages 
will roam the cold recesses of the solar system (i.e., NASA's Pluto-Kuiper Express Mission) or 
the "dusty" tail of a comet (i.e., NASA's Stardust Mission), or will orbit in large-number constel- 
lations around Earth or other planets, serving as communication or observation outposts. Imple- 
menting these new missions will require the development of novel materials and systems integra- 
tion approaches that are specifically "engineered" to withstand harsh environments. 

The development of novel materials will necessitate the development of material processing 
tools that can fabricate these new materials and package them alongside electronics. The laser is 
one such processing tool with unique advantages for materials modification. First, the laser is a 
nonintrusive, in-situ processing tool that can simultaneously perform several tasks, including 
serving as its own process monitor. Second, the laser is easily amenable to automation and is com- 
monly used in processing situations where site-specific action is necessary. Third, delicate oper- 
ations can be done with lasers, including atomic layer-by-layer removal by etching and controlled 
ablation techniques, site-specific surface oxidation, semiconductor dopant deposition and dopant 
drive-in, surface annealing, embedded interface processing, and pulsed laser deposition (PI.,D) of 
single-unit crystal films. 2 In essence, lasers have the capability for establishing a nonequilibrium 
chemical environment for materials processing. As a consequence, novel materials and micro- 
structures can be fashioned. 

In this chapter, we explore the laser material processing applications for microengineering 
technology. We present the processing steps that might be required for developing miniaturized 
systems fashioned of numerous materials (e.g., semiconductors, insulators, ceramics, polymers, 
diamond, metals). We also detail the micromachining processes that might be implemented fbr 
developing microstructures for the following: 

• Fluid delivery channels 
• Resonant high-Q structures 
• Surface corrugations and special topologies 

- To direct light 
-- For acoustic waves 

• Surface texturing for enhancing 
- Catalysis 
- Aerodynamic flow 
- Tribology 
-- Thermal conductivity 

In addition, we present the laser deposition schemes for enabling the growth of various thin-film 
devices (e.g., ferroelectric materials tbr radio fi'equency [RF] circulators, dielectric optical coat- 
ings, solid lubricant coatings, high-temperature superconductor ceramics). Finally, we discuss the 
generic use of lasers in postassembly processing: 

• Embedded interface processing 
• Direct-write processing (deposition and etching) 
• Cutting/trimming 

The selected processing techniques that are explained in this chapter use the laser wavelength and 
unique optical properties to advantage rather than as a mere heating source. Conventional laser 
processing techniques, such as those used for macroscale cutting and welding applications, are 
not covered in this chapter. Also not covered are the techniques in which the laser is used as a 
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light source, namely, in photocllemical curing of plastics or as a general exposure "tool." How- 
ever, the use of the laser to "write" 3D microstructure images with a volumetric-exposure tech- 
nique is discussed. 

The general scope of this chapter is to present a tutorial review of the pertinent fundanlental 
theories on laser material-interaction physics and a few detailed examples of laser processing ap- 
plications. For more infbrmation, the reade=" is directed to the numerous excellent reviews and 
books that cover this infbrmation in greater detail. 3 The intended audience is an interdisciplinary 
group composed of the aerospace engineering community; the traditional material processing 
community; the thin-films growth community; and the microengineering community, which per- 
[brms research in (1) microelectronics processing, (2) MEMS, (3)microoptical electromechani- 
cal systems (MOEMS), and (4) advanced packaging. 

Specifically, this chapter is organized into the following sections. Following the introduction, 
Section 2 presents certain attributes of laser processing. Section 3 covers the physical principles 
of laser processing. Section 4 presents a general overview of the important subsystems found in 
typical laser processing stations. Section 5 is a brief overview of the utility and limitations of laser 
processing. Section 6 describes four microengineering application examples where laser process- 
ing is used. Section 7 outlines a specific case study for the development of a laser processing tool. 
Section 8 concludes with a brief overview of future trends and applications specific to aerospace 
systems. 

5.2 Laser Processing 
5.2.1 Attributes of Laser Light 
The usefulness of lasers in materials processing and microengineering has its basis in the 
attributes of laser light compared to the light fi'om conventional radiation sources. 4 The directed- 
energy nature of laser light is perhaps the most important of these attributes, because energy can 
be delivered to a surface in a contactless mode. This action-at-a-distance attribute eliminates both 
mechanical interaction with the surface and the need fbr maintenance or replacement of'worn 
parts. Another attribute is the low beam divergence of laser radiation-typically less than a few 
milliradians in the far field. A low beam divergence permits tight fbcusing, which in turn allows 
for high intensity and increased spatial resolution. Yet another key attribute is brightness, defined 
as the laser power per unit area emitted into a unit solid angle. The high brightness often associ- 
ated with lasers is important in providing high-intensity radiation to a surface. Finally, an attribute 
that may or may not be a factor in laser processing, depending on the particular application, is 
laser coherence. There are two types of coherence, spatial and temporal. Spatial coherence is of 
greater importance than temporal coherence, because it is related to the spatial mode structure of" 
the laser and hence to the beam-focusing properties. Temporal coherence is closely related to the 
monochromaticity of lasers. Lasers enable high average power to be delivered in a narrow wave- 
length range, which permits a great deal of selectivity for surface processing. Although single- 
frequency operation is obtainable in certain lasers, rarely is this degree of monochromaticity 
required. What is more important is the capability to deliver energy in specific wavelength 
regions, such as the deep ultraviolet (UV) or mid infrared (IR). The importance of this capability 
will become clearer in later sections that describe existing laser applications. 

5.2.2 Laser Parameters of Importance for Microengineering 
Table 5.1 lists several key laser parameters and their general impact upon laser material process- 
ing. When using laser processing for a particular application, the first consideration is what wave- 
length (and thus what type of laser) to use. The wavelength determines the amount and efficiency 
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of laser radiation coupling to the material's surface, because a material's absorptivity and reflec- 
tivity are wavelength dependent. For example, the processing of metals is far more efficient (in 
temls of photon utilization) with UV light rather than with IR radiation because of the signifi- 
cantly reduced reflectivity in the UV. In addition, the wavelength influences the focused spot size 
because of the direct relationship between the minimum spot size and wavelength. 

Once the wavelength is determined, the key parameter to consider in most applications is the 
laser intensity. Intensity, in typical units of W/cm 2, refers to the amount of energy delivered to the 
surface per unit area and per unit time. By increasing or decreasing the laser intensity, various 
types of physical processes can be made to occur. These processes include melting, vaporization, 
ablation, deposition, etching, and for some atomically selective processes, multiphoton excita- 
tion. For example, by increasing the laser intensity during pulsed irradiation of a metal surface, 
simple melting can give way to droplet ejection and ablation. There are several laser parameters 
that influence the laser intensity, which are also listed in Table 5.1. For instance, for continuous- 
wave (cw) irradiation, the average power and spot size directly affect the laser intensity. The spot 
size also determines the local processing area and the spatial resolution as defined by the heat af- 
fected zone (HAZ). Precisely tbcused laser beams are capable of irradiating micron-sized areas. 
Submicron-sized areas can also be selectively processed by using interferometric lithography 
techniques. 5 For pulsed operation, both the energy and duration of a single pulse directly affect 
the peak intensity of the focused beam. Often, tbr fixed-pulse-length applications, the fluence, 
rather than the intensity, becomes the figure of merit. Fluence is the delivered energy per unit area 
per pulse, and the units are in J/cm 2. The delivered number of pulses per second, or the pulse rep- 
etition rate, clearly influences the processing rate and the speed of an application. For volume 
manulhcturing, the pulse repetition rate is the one parameter that determines the throughput and 
time efficiency of a process. For many materials, pulsed irradiation of the surface results in a tran- 
sient temperature rise. lfthe material's thermal diffusivity is small, then this temperature rise may 
be sufficient to induce melting and vaporization. For situations where the pulse repetition rate is 
high enough, this transient heating ef[i~ct can be accompanied by a subsequent bulk-material heat- 
ing. To the extent that this heat affects the processing application, bulk heating may ultimately 
limit the resolution to areas much larger than the focused spot size. 

rlable 5. I. Laser Parameters for Microengineering Applications 

Parameter Impact 

Wavelength 

Average power 

Pulse energy 

Pulse duration 

Focused spot size 

Intensity 

Fluence 

Pulse repetition rate 

Polarization 

Radiation coupling efficiency to surtace; spatial resolution. 

Influences intensity, background heating. 

Influences peak intensity. 

Influences peak intensity, thermal diffusion length. 

Influences intensity, processing area. spatial resolution. 

Influences type and extent of surface processing. 

Influences type and extent of processing for pulse applications. 

Influences processing rate, direct current (de) heating. 

Influences coupling of energy to surface; process anisotropy. 
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Finally, another key parameter that affects laser processing is the polarization vector of the la- 
ser irradiation. Polarization may influence the degree of radiation coupling to the surface, and thus 
the uniformity of a particular type of processing. As an example, the quality of etching deep, high- 
aspect-ratio fi~atures in ferrites is affected by the polarization-dependent ret'lectivity of the side- 
walls. 6 

5.2.3 Lasers for Microengineering 
Since the invention of the laser in the early 1960s, literally hundreds of different types of lasers 
have been developed. It is safe to say that most of these lasers have had no influence on the com- 
mercial and militm7 sectors. For materials processing and microengineering applications, there 
exist a few gas, solid-state, and metal-vapor lasers that are turned to again and again because of 
their inherent capabilities. Liquid-state dye lasers, never important for materials work, are disap- 
pearing because of rapid advances in tunable solid-state lasers. 

The important lasers for microengineering work are listed in Table 5.2. Among the gas lasers 
listed, the ubiquitous CO 2 laser is the industrial workhorse. This laser is capable of providing 
cheap and plentiful photons in either pulsed or cw modes. Limitations of the laser are that the IR 
wavelength cannot be focused to micron-sized spots and that the coupling efficiency to a solid 
surface is often poor. Nevertheless, for the processing of certain materials (i.e., glasses), this laser 
is an excellent choice. Other lasers useful for microengineering are the rare gas ion lasers, such 
as Ar + or Kr +, which provide powerfid cw operation in the visible and UV spectral regions. These 
lasers are often used for scribing and deposition work, and can provide small intense spots be- 
cause of their shorter wavelengths and good beam quality. The drawbacks of these lasers are their 
expensive electrical requirements and limited plasma tube lifetimes. The rare gas halide excimer 

Table 5.2. Lasers for Materials Processing and Microengineering 

Type Laser ?~ Significance and Use 

Gas CO 2 9-11 j.trn 

Ar + Many lines 

Excimer 0.35-I). 19 Iam 

Pulsed and cw operation; low cost of ownership. 

cw operation; strong green output; UV lines. 

Highest pulsed energy output in UV; significantly 
more expensive than CO2; has revolutionized UV 
materials processing. 

Metal vapor Copper 0.51 gm 

He-Cd 0.44 Jam 
0.32 ~m 

Short pulse, high pulse repetition fi'equency visible 
output that can be frequency doubled; unknown 
reliability in manufacturing setting. 

Blue and (_IV cw output; limited ion tube lit~time 

Solid state Nd:YAG 1.06 gm 

Ti:sapphire 0.80 ~tm 

Diode 0.63-1.0 lum 

Popular workhorse laser; cw or pulse operation; 
harmonics can be efficiently generated to create UV 
and visible radiation. 

Pulsed, tunable laser that can be efficiently frequency 
doubled; generator of femtosecond pulses. 

Electrically efficient; pulsed or cw operation; low 
power and limited wavelength selection. 
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lasers, on the other hand, have caused a small revolution in laser processing ever since their in- 
vention in the late 1970s. The excimer lasers remain the only commercial source of high average 
power, deep UV radiation currently available. Their high pulse energy permits efficient etching 
and ablation of surfaces over relatively large areas. The UV nature of the radiation, coupled with 
the poor spatial coherence of the lasers, allows for speckle-free high, resolution patterning. In- 
deed, micron and submicron patterning applications have been routinely reported. 7 Excimers are 
the laser or choice for PLD applications, for reasons that will be discussed later in this chapter. 

High-repetition, rate (>l 0 KHz) copper vapor lasers, which long suffered because of the reli- 
ability issue, have made a comeback as viable lasers for the micromachining orthick metals. Pre- 
cision holes tbr automotive fuel injection systems are now being cut by these lasers. The visible 
wavelength of the lasers (517 nm) limits their applications. Copper vapor lasers can be frequency 
doubled to the UV (-~258 nm), but the conversion efficiency is poor because of the multimode 
nature of the laser. On the other hand, cw He-Cd lasers, operating at two wavelengths (325 and 
447 rim), have not been used much in micromachining applications. The output power of these 
lasers is low even though the wavelength of operation is useful. These lasers have found use in 
exposure and soft printing applications. 

Solid-state lasers for materials processing are led by the Nd:YAG laser. This laser can be op- 
erated either in cw or pulsed mode at fairly high average powers. Unlike the CO 2 laser, the 
Nd:YAG can be efficiently converted to its harmonic wavelengths of 0.532, 0.355, and 0.255 ~tm, 
particularly when it is operating in a pulsed Q-switched mode. This wavelength conversion fea- 
ture permits more flexibility in applications. For high pulse repetition work, the Nd:YVO4 laser 
can operate at up to 100 kHz with excellent pulse-to-pulse stability. Another laser that is a relative 
newcomer to the solid-state group is the Ti:sapphire laser. The great advantage of this laser is its 
tunability near the fundamental wavelength of 0.8 IJm. The Ti:sapphire laser can also be effi- 
ciently frequency doubled to provide tunable near-UV output. In addition, mode locking of this 
laser creates femtosecond pulses (I 0 i5  s). There is increased interest in these very short pulses as 
a new and powerful means for performing laser-based microengineering. 8 Finally, diode lasers, 
with their small size and high electrical efficiency, are starting to be used for some types ot'laser 
processing. Diode lasers can operate in either cw or can be directly modulated to gigahertz rates. 
Because these single-spatial-mode lasers have relatively low power and limited wavelength range 
(0.6-1.0 lain), they are not widely used. However, continued advancement in diode technology 
promises more powerful lasers with a greater choice of wavelength in the future. 

It is also worthwhile to mention the advent of the powerful fi'ee electron lasers (FEL). There 
is interest in such lasers for materials processing because of their ability to provide high average 
power radiation that is tunable over a wide spectral range. 9 Additionally, the high spatial quality 
beam emits picosecond duration pulses at megahertz rates. Thus, very high throughput operations 
are possible, even though the amount of material processed on a per-pulse basis may be small. 
Currently, these lasers are still in the experimental stage, and no FEL has yet emerged that can be 
considered as a viable candidate for radiation processing of materials. Nevertheless, a U. S. gov- 
ernment-sponsored FEL program at the Thomas Jefferson National Laboratory in Virginia is 
commissioning a kilowatt class (37-MHz repetition rate) IR FEI, designed for laser processing 
studies. The results from this machine should go far to discern the credibility of these lasers for 
industrial use. 

5.2.4 Laser Material Processing Tools 
Lasers as material processing tools are typically used to alter a material by exposure, ablation, or 
etching (the latter, by the addition of chemical reagents). Also, laser tools can grow a material by 
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redeposition of the ablated material, by the addition of chemical precursors to induce chemical 
vapor deposition (CVD), by the sintering ofnanophase powders/slun'ies, or by the curing of poly- 
mers. In general, laser tools either operate via a batch-processing scheme, where the laser beam 
passes through a mask and irradiates a selected large area, or via a direct-write serial-processing 
scheme, where the laser beam is focused onto a specific small area. The former approach typically 
offers high throughput, while the latter approach offers site-specific processing control. In com, 
plex tools, a combination of masking and direct-write focusing is implemented to provide arrays 
of focal point sources for parallel processing. As a general rule, laser tools that employ masks are 
mostly designed for production, while those that implement direct-write action are used for rapid 
prototyping. This generality does not hold fbr laser welding or cutting applications, which are pri- 
marily direct-write tools. These applications are not discussed in this chapter but are deemed 
mature technologies found in many manufacturing industries. 

For specific microengineering applications, both batch-processing and direct-write ap- 
proaches are used, with the direct-write approaches offering more flexibility. Direct-write laser 
processing instruments typically include a laser beam delivery system (BDS) with a fbcusing mi- 
croscope objective, a computer-driven XYZ stepper and/or optical scanners, and a surface imag- 
ing system to monitor progress. Additional modifications to the instrument may include the ca- 
pability to process at multiple wavelengths; to measure the surface topography with a white-light 
or laser interferometer; and to continuously dose the surface with gas for etching, deposition, or 
debris removal. By employing the appropriate laser, a direct-write processing instrument can be 
used for etching materials, ablating materials, annealing materials, or depositing materials and 
dopants, all with site-specific control. There are two direct methods for removing material" chem- 
ical etching 1° and ablation. 11 The indirect method is by photoexposure. 12 Similarly, there are at 
least two techniques for depositing material: laser CVD 13 and PLD. 14 The PLD technique has 
at least two variants. One variant is known as MALDI (matrix-assisted laser desorption/ioniza- 
tion), and the other is called MAPLE (matrix-assisted pulsed laser excitation). These relatively 
new variants are primarily used to deposit intact large organic or biologically significant mole- 
cules. Direct-write laser techniques can be used for the micromachining of ceramics, 15 glasses, 16 
and diamonds, 17 and for the deposition of polysilicon and semiconductor dopants. It is also pos- 
sible to "drive in" the dopant 18 via laser in'adiation. The ultimate resolution for the direct-write 
technique is normally subject to the limitations of diffraction. However, it is feasible to fabricate 
patterned lines that are less than the diffraction-limited spot size. For this fabrication, the coherent 
properties of the laser are exploited, and surface interference effects are taken to advantage. It is 
then possible to fabricate patterned lines in the-~ 0.1 gm range. 19 In general, and especially for 
micromachining applications, spot size and depth of tbcus are the critical parameters. As a con- 
sequence, material processing with short depth of tbcus requires a precise knowledge of the ob- 
jective lens-to-surface distance. If the surface topology is corrugated, a servoloop connected with 
an interferometric autoranging device must be used. 

5.3 Physical Principles of Laser Processing 
5.3.1 Beam Propagation, Energy Delivery on Target, and Coherence 
Under most laser processing conditions, the criteria fbr optimum interaction between the laser and 
the material are indicated by a handful of equations. These equations describe the propagation of 
the laser beam energy through the beam delivery optics, the photophysical interaction of the laser 
beam with the surfhce (i.e., absorption and surface chemical interactions), and the subsequent sur- 
• face modification as a result of electronic and thermal excitation. The equations are simplified for 
a Gaussian laser beam propagating in a diffraction-limited optical system, though for most 
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material processing, a top-hat or flat-top homogenized beam is used. 20 A Gaussian beam can be 
described by the radius function o J(z) and the wavefi'ont curvature function R(z)  along the propa- 
gation direction z. The functions to(z)and R ( z ) a r e  given by Eqs. (5.1)-(5.3) 21 

_ 2] 

R z,--z E, +( 21 
2 

2z~o) o 
b - (5.3) 

where L is the wavelength, o) o is the beam radius at the waist, and b is the confocal parameter (i.e., 
distance within which the diameter of a focused beam remains nearly constant,-b/2 < z < + b/2). 

The Gaussian beam contracts to a minimum diameter 2o) o at the beam waist, where the phase 
fi'ont is a plane wave. 

Consider a collimated and strongly tbcusing Gaussian beam with the criteria that 99°,/0 of the 
energy is to be transmitted by the focusing lens of tbcal lengthfthrough an aperture D, and 86% 
of the energy is to be contained within a diameter d o = 2o~ o. The .spot size d..~, tbr this beam is given 
by Eq. (5.4). 22 Equation (5.4) can be recast using the more familiarf # (wheref  # is called the j-" 
number and is defined as ~zD). Given a fixed tbcal length lens, a smaller d o means shorter wave- 
lengths and larger Gaussian beam dianaeters at the lens. 

do ,, 2f~ __, 2 f ~  (5.4) 
D 

Lenses withj'# >2 are relatively inexpensive, while lenses wi th f  # < I are commonly multi- 
element designs and very expensive. The depth of focus for this Gaussian beam is ,~iven by the 
confoca! parameter, b, given in gq. (5.3), but can also be approximated a s -  2zt(f#)':Z.. With the 
use of a 248-nm wavelength laser beam and a focusing lens ofJ  '~- 2 (i.e.,f/2 optics), the result 
is a minimum spot diameter ot'~ I gm and a depth of focus of-- 6 lain for processing in air. If the 
medium in contact with the surface is in a higher index material, the minimum spot size is further 
reduced by the index n. In the example given above, 86% of the incident energy is focused onto 
the minimum diameter spot (! gin), which leaves 14% of the energy distributed over a diameter 
of-~2.3 ~tm. The 14% energy "spillover" may be damaging for some micromachining applica- 
tions. To guarantee greater than 98% energy confinement within the design spot size, Eq. (5.4) 

# 
should be multiplied by 2.3. There are practical reasons wh~ a very smallf  may not be desirable 
for some micromachining applications. With decreasing./'", the minimum spot size declines by 
the same factor, as opposed to the depth of focus, which declines by the larger factor, zt(/#) 2. Ma- 
terial processing with a very short depth of focus requires a very tlat surface, or a servoloop con- 
nected to an interferometric autoranging device to maintain the focus as the sample is moved. 

As discussed previously, spot size and depth of tbcus are the two critical parameters for a mi- 
cromachining application. In an imaging application (e.g., image projection, photolithography), 
these parameters are the resolution and the depth of field. Equation (5.5) defines the resolution, 
R, of a diffraction-limited imaging system, 23 

R -  c ~  (5.5) 
N.A. 
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where C is a constant (derived from the first Fraunhofer diffraction minimum fbr a circular aper- 
ture) and is related to the coherence of the illumination source. The value of C goes from 0.6 l 
(incoherent illumination) to 0.77 (coherent illumination). The A(,4. is the numerical aperture = 
nsin0ma x, where n is the index of refi'action and Oma x is 1/2 the maximunl acceptance cone angle, 
which specifies the "light-gathering power" of an optical system. A low N.A. has a value of~-0.25, 
while a high N.A. is-- 0.5 (e.g., Schwarzschild lens24).The depth of field for such an imaging sys- 
tem is given by Eq. (5.6). 

Z - Z. (5.6) 
(N.A.) 2 

Again, the N.A. emphasizes the inverse relationship between the need for high resolution and a 
practical depth of field. Equations (5.4)-(5.6) show that the shorter the wavelength, the better the 
resolution and the smaller the minimum spot size achievable, which argues for using UV over IR 
light. However, materials show increasing dispersion in the index n at the shorter wavelengths 
(dn/dL), especially in the deep UV. For transmissive optics, this dispersion results in chromatic 
aberration in the focusing/imaging, which must be taken into account for LIV laser sources with 
large spectral bandwidths. Current UV excimer lasers without injection-locking wavelength sta- 
bilization have bandwidths that make less than half-nlicron processing difficult. The defocusing 
error d.fas a function of the source bandwidth is given in Eq. (5.7). 25 

• ( d " /  ,. d f  ~ - j  A)~(i-f)~ ) (5.7t 

Table 5.3 presents the measured dispersion for fused silica for the excimer laser wavelengths, 
and the maximum allowable source spectral linewidth, Z~max, for achieving a defocusing error of 
less than 1 ~m, given a f  = 1 cm lens. 25 Current excimer laser linewidths are typically 0.8 nm for 
wavelengths at 248 nm. Injection-locking schemes are used to narrow the emission linewidths, 
AZ., to < 0.003 nm and fllereby also to reduce the defocusing errors. 

Table 5.3. Dispersion Values lbr Fused Silica, dn/d'L, for Achieving a Detbcusing 
En'or of Less than ! tim, Given a f  = I cm Lens, ALma x 

193 nm 248 nm 308 nm 351 nm 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

dn/d'L (x 10 .4 nm 1) 8.9 6 3.2 1.8 

A~,,c~x (x 10 .2 rim) 6 8 16 29 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Fundamentally, a reduction in the laser linewidth means an increase in the coherence proper- 
ties of the laser. In essence, it means maintaining the distinct time and phase relationship of the 
emitted photon wavetrains. In general, the coherence properties of a laser are delineated as arising 
fi'om either the spatial or temporal domain. In spatial coherence, for any extended optical source, 
optical wavetrains can originate from spatially separated points. For lasers, the phenomenon is re- 
lated to the number of laser transverse cavity modes that can extract energy fi'om the gain curve. 
Reducing the number of operating cavity modes increases the spatial coherence. In temporal co- 
herence, tile coherent emission of light from atoms has finite duration, A~, and consequently a fi- 
nite frequency distribution spread, Av (i.e., finite bandwidth as a result of these truncated sinuso- 
idal wavetrains). For pulsed lasers, the phenomenon is related to the pulse width of the laser (i.e., 
the duration of the population inversion); the atomic energy decay modes; and the average 
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number of times the laser energy is allowed to recirculate prior to exiting (i.e., cavity round-trip 
times). Of the two coherence properties, the spatial coherence influences the imaging and focus- 
ing capabilities of the laser beam, while the temporal coherence could induce novel photochemi- 
cal or photophysical processes on surfaces or in bulk media. In practicality, the spatial coherence 
is more important than temporal coherence, and most precision processing lasers operate only in 
the fundamental transverse electromagnetic mode TEMoo (i.e., lowest order self-reproducing her- 
mite-Gaussian cavity mode). Maintaining the spatial coherence of a laser also requires that the 
paraxial optical BDS be specially designed to match the confocal parameter of the laser with that 
of the cascading transfer optics. 

In general, most pulsed lasers are best described as partially coherent sources, while cw lasers 
can be designed as nearly perfect coherent sources. The temporal coherence property of pulsed 
lasers is typically given by the coherence length, 1 c.  The 1 c defines a distance, usually measured 
from the exit window of the laser, where the laser electromagnetic field amplitude and phase front 
changes in a consistently predictable way. In effect, the laser is considered a temporally coherent 
source for interactions at a distance less than l c .  Using the time-bandwidth product theorem, or 
Heisenberg uncertainty principle (which states that Av A't -~ 1, where Ax is the laser pulse width 
and Av is the spectral bandwidth), tile corresponding coherence length 1 c is given by Eqs. (5.8) 
and (5.9). In these equations, the c is the speed of light, and X, v are wavelength and frequency, 
respectively. 

(5.8) l c = c a r  ,= A"-v 

given that c -  Zv and A v = (c,(L2)AL 

. ; < ( v )  X 2 
,, - -  (5.9) /~ ~v or AL " 

Current state-of-the-art solid-state lasers with injection-seeded oscillators have typical spectral 
linewidths of 50 to 90 MHz. For example, a Nd:Yag laser operating at a laser wavelength of 1064 
nm with a spectral linewidth of 90 MHz gives a coherence length of 3.3 m. Novel nonthenrml pro- 
cessing of materials would be possible within this coherence length. Because most of these lasers 
have a pulse width of 10 ns, which corresponds to an optical length o f -  3.3 m, laser photons from 
the leading edge of the pulse would be coherent in relation to laser photons at the trailing edge of 
the pulse. Examples of nonthermal processing include the coherent "driving" of energy into ex- 
citonic particles and surface electrons. 

5.3.2 Processing Speed and Process Window 
There are cases in laser material processing where the laser repetition rate or the stepper/scanner 
speed is not the limiting factor. In such cases, the processing throughput is detennined by the fun- 
damental process speed, f~sp (pm/s). The £~sp depends on many factors, but is intrinsically depen- 
dent on the fundamental photophysical interaction (e.g., electronic, thermal, plasma); the charac- 
ter of the surface under irradiation; and the properties of the incident laser light. The 
photophysical interaction is a function of the laser fluence (J/cm 2) or the intensity (W/cm2). In 
general, at very low fluences, the photophysical process is primarily induced by electronic exci- 
tations" at intermediate fluences, by thermal processes; and at high fluences, by the above-surface 
laser-initiated plasma. Similarly, the morphology of the surface changes with increasing laser flu- 
ence. In general, at low fluences, there is surface and near-surface defect fonnation; at intermedi- 
ate fluences, there is surface melting and rapid recrystallization, resulting in amorphization; and 
at high fluences, there is plasma sputtering, spallation, and shock-induced damage. For all laser 
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fluences, knowledge of prior irradiation dose is critical to predicting additional surface changes. 
Therefore, for controlled processing, the photophysical interaction must be maintained within the 
domain of interest. Table 5.4 displays pertinent photophysical processes and the factors that im- 
pact laser processing. The table illustrates the many factors that characterize a process window 
and ultimately the processing speed, f~sp. A process window is characterized by measurement of 
the phenomenological processing rate, F (e.g., lum/s of material etched, ablated, or deposited). A 
simple model can be derived to relate f2sp to F. Assume the laser spot size diameter on the work- 
piece is D(lum) and the required processing thickness is g (lum) (i.e., material to be etched, ablated, 
or deposited). Then ( /F  gives the time to process one spot size. The stepper/scanner must move 
a distance D per { /F  unit time. The stepper/scanner speed or material processing speed is then 
given by Eq. (5.10): 

Lasers can be used for etching, annealing, or forming "luminescent silicon. ''26 The projected 
processing speeds depend on the laser parameters and the experimental conditions employed, as 
follows: 

• Type of laser (cw or pulsed) 
• Laser wavelength 
° Processing technique or chemistry employed (e.g., chlorine-etch or ablation) 
• Laser polarization vector with respect to the scan direction (i.e., E jJ: parallel or 

E J_ perpendicular) 

For example, a cw laser (At + ion) operating at 514 nm with 1.5 W output power, with a chlorine 
base etch chemistry and polarization set to Ell, can cut 5-1am-deep trenches in silicon with a 

Table 5.4. Photophysical Processes Used in "Direct-Write" Laser Processing, and Critical Factors 

Photophysical Processes Critical Factors 

Chemical (deposition/etch) Reaction initiator (gas phase absorption or substrate 
absorption) 
Optical absorption coefficient 
Heterogeneous reaction rate at gas-solid interface 
Diffusion of reactants/products (mass transport) 
Substrate thermal conductivity 
Nucleation rate 
Point and line defect densities 

Ablmion 

Laser-induced desorption 

Laser fluence and intensity 
h'radiation dose 
Surface morphology 
Bulk defect density 
Thermal conductivity (thermal diffusion length) 

Wavelength 
Optical absorption coefficient 
Adsorbate binding energy 
Fluence and intensity 
Point defect density 
Metals (excited plasmon density) 
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process speed, f2sp, of several millimeters per second. 27 For the opposite polarization, the etching 
rate is a factor of 2 slower and results in nonuniform etching of the sidewalls. For pulsed laser 
ablation (excimer laser, 248 rim, 1.3 J/cm2, 5 Hz repetition rate), a ffZsp of 0.6 mm/s has been 
achieved with hole depths of 150 lum. 28 In comparing the laser-assisted chlorine-etch technique 
with the ablation technique, the former produces a smoother lined wall, 29 but the latter has a wider 
dynamic range of trenching depth. 

The F for numerous materials and laser processes (e.g., semiconductors, insulators, and met- 
als) can be found in the literature. 3° Because the process conditions influence F, one expects dif- 
ferent F for different laser irradiation conditions (see Table 5.1). Gas dynamics also influence F. 
For example, for process windows where F is limited by the diffusion of reactants or products into 
and out of the processing zone, using smaller spot sizes can lead to an increase in F by factors 
approaching 104. This increase is primarily a result of diffusion geometrics. As the spot size is 
reduced, there is a transition in the reactant, and product diffusion from a 3D expansion process 
to a one-dimensional ( 1 D) process. A consequence of the reduced dimensionality is that the reac- 
tion fluxes in the active zone increase, resulting in an effective larger F. For laser-assisted chem- 

31 ical processing, the transition from I D to 3 D expansion appears for spot sizes near 80 lam. 
Diffusion-limited processing can be deleterious to the fabrication of high-aspect-ratio struc- 

tures (hole-depth/hole-width >> I), because mass transport to and from the active zone is limited. 
The derived simple processing speed model, as shown in Eq. (5.10), is not valid and must include 
parameters for diffusion. Equation (5. I I)32 relates f/sp to F for processing in the diffusion-limited 
regime. The L is a constant related to the diffusion properties of the product. Equation (5.1 1) re- 
duces to Eq. (5.10) for small IlL ratios. 

DF exp/~ l I T[ z)-'] ('"",' 
Processing speed, Dsp, is also influenced by light scattering out of the active zone or 

waveguiding into and out of an active zone. For example, if the material is processed via a cw or 
long pulse laser and the products include cluster panicles, then the intensity at the processing in- 
terface could be reduced as a result of the light shadowing or scattering from the ejecta. The Mie 
scattering theory applied to large opaque particles (with diameters ,=).) shows that the loss of laser 
energy is proportional to twice the particle diameter. Another effect in the laser fabrication of 
high-aspect-ratio structures like deep (>50 lam) via holes is that ofwaveguiding 33 by total internal 
reflection. Figure 5.1 shows the condition and gives the threshold condition based on Brewster's 
angle. Note that the in-plane (p) polarized light is not reflected but is absorbed at the wall, result- 
ing in sidewall nonuniformity. For E/D ratios resulting in q~ > cpB r, total internal reflections within 
the trench should be expected. Under these circumstances, great care must be exercised in align- 
ing the laser polarization angle. 34 

5.3.3 Optical Absorption, Thermophysics, and Laser-Induced Plasmas 
The fundamental laser-material interaction is nominally governed by the optical absorption of the 
material. Leaving out certain specifics, this absorption can have bandwidths (I) with near- 
molecular origin (<cml), as for certain adsorbates; (2) more akin to the band structure of solids 
(>>cm'l), as tbr periodic lattice crystals; or (3) near continuum absorption, as for a ti'ee-electron 
gas metal or a plasma. In the first and second cases, spectroscopic measurements define the ab- 
sorption properties, while in the third case, specific models and the material dielectric properties 
can be used to get general absorption behavior. For example, the optical properties of metals are 
derived fi'om the dielectric constant. At laser wavelengths where a metal behaves like an ideal 
fi'ee-electron metal, its dielectric properties can be approximated by the Drude model. 35 The 
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Tan -1 ( d D )  > ~Br = Tan -1 (nl/n 2) 
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D 

Fig. 5.1. Impact of Brewster's angle on laser "via hole" drilling. Total internal reflections occur for (9 > q~Rr" 

dielectric constant e is temperature dependent and can be related to the angle-dependent reflec- 
tivib', R. Equations (5.12) and (5.13) describe the change in reflectivity for the transverse electric 
([TE] ..... vector perpendicular to plane of incidence, or typically identified as s-polarized) and the 
transverse magnetic ([ TM]-electric vector parallel to plane of incidence, or typically identified as 
p-polm'ized) polarized waves as a function of incident angle 0. The angle 0 as defined is relative 
to the surthce normal. At nonnal incidence (0 = 0), the TM and TE reflectivities degenerate into 
one equation which, for completeness, is given in Eq. (5.14). The n and k are the real and imagi- 
nary parts of the complex index of refi'action. They are related to the dielectric constant by the 
equation E 1/2 = / 7  + ik.  The extinction coefficient, k, is related to the optical absorption coefficient 
c~(cm'l), as given by Eq. (5.15). Equation (5.15) also defines the optical absorption coefficient 
and the resulting attenuation of the laser intensi~ (l) over a distance (z). 

1 /2  
cos(0)-  cos(0)/~ 

R TM . . . .  1/2  ( 5.12  ) 
cos(0) + cos(0)/~ 

1/2 
RTE -- cos(O) .... ~ cos(O) (5.13) 

1/;2 
cos(0) + ~ cos(0) 

_ (n  -- 1 )2 + (k )2  (5 .14 )  

- i i 

~.~ _ 4nk (5 .15 )  
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where dl(z)/dz =-otI. 
Regardless of the initial absorption process, the absorbed energy quickly spreads via numerous 

decay channels and results in bulk heating. However, there are cases where the deposition of en- 
ergy in a specific absorption feature induces a specific action without the consequences of heat. 

36 These nonthermal phenomena are generally observed in femtosecond laser pulse experiments 
or in low-fluence laser material interaction experiments. 37 In both sets of experiments, the mate- 
rial is "processed" on the atomic scale with processing yields so low that, as a processing tech- 
nique, is of minimal use for practical applications. However, with ever-increasing laser repetition 
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rates (kHz ---- Mitz), low-yield, species-selective processes can be viable for certain applications 
where atomic level of control is necessary. Nevertheless, for most laser material processing, the 
consequences of bulk sample heating by the laser must be considered because this heating can 
influence the processing resolution or the fabrication throughput. The time scale and the nature 
of the heat flow characterizes the type of processing. For long processing times (i.e., which result 
with the use of cw lasers), the temperature distribution is in steady state and the heat flow problem 
is only tractable via a 3D solution. A practical consequence of operating in this heating domain is 
that the effect of high temperature on adjacent features needs to be taken into account. In contrast, 
for short processing times (i.e., which result with the use of short-pulse lasers), the heat flow is 
primarily a 1D problem, where the temperature gradient is into the bulk and normal to the surfhce. 
Under these conditions, the effect of high temperature on the surrounding area can be ignored. 
Because lasers can induce a wide range of heating rates-up to as high as I 015 K/s (femtosecond 
pulse excitation)-the processing thermophysics is governed by the themlal properties of the irra- 
diated material. These properties include the thermal conductivity [(K; W/(cm-K)], the heat ca- 
pacity [c~v; J/(cm3-K)]. and the temperature-dependent optical properties. Equation (5.16) defines 
the thermal diffusion length (in cm), where x is the processing duration (i.e., the laser pulse dura- 
tion). The ratio (K/cp) is called the thermal diffusivity, D r (cm2/s), and can be used to calculate 
the time for reaching a steady-state temperature within a processing zone of size ~p. This time is 
given by T ~ 'q~2/(4DT). 

4K1;] 1/2 
;~ : ( ~ ,  (5.16) 

Using the metals as an example, the optical absorption depth (I/ex) for most metals, in the vis- 
ible and the near-lR regions, is only a few hundred angstroms. On the other hand, for nanosecond 
pulsed lasers, the thermal diffusion length, Z, is on the order of 1 lain. So for most pulsed  laser 
processing of metals, the optical absorption depth is much shorter than the thermal diffusion 
length (1/a < ;~). Under these circumstances, the temperature at the material surface can be cal- 
culated if the laser pulse shape is known. 38 However, for the purpose of material processing, the 
key issue is whether the thernlal diffusion length, Z, is greater or less than the feature size, tp, to 
be processed; likewise, if the processing time, ap/F, for the [~ature is greater or less than T,~ ap2/ 
(4Dz). If the processing time is greater than T, then the solution requires a 3D analysis in which 
the laser intensity radial distribution must be identified. The 3D analysis is complicated, but for a 
circular aperture and a cw irradiation zone, the affected area is a hemisphere of diameter (rap) 1/2. 
On the contrary, if the process ing time is less than T, then the heat diffusion is a 1D problem, and 
the maximum temperature rise at the surface, AT,, ,  x, can be approximated by Eq. (5.17). 39 

F( 1 -- Rso i) 
A 7,,,at = " (5.17) 

Cp;~ 

where F is the laser fluence (J/cm ~) and R,,,/is the surface optical reflectance. The numerator on 
the right-hand side of the equation describes the laser fluence absorbed. In most cases, the ther- 
mochemistry is govel~ed by the temperature fall time, which is given by AT f, a t --. ;~2/(4D7.).39 For 
weak absorbing materials where 1/et > ~, l/6t replaces X in Eq. (5.17) and in the equation for 
A]t~,//. In the particular case of weak absorbers (i.e., wide bandgap insulators or semiconductors) 
or thin films, the laser material interaction may create defects 4° in the material or may infuse 
stress or strain in both the i~Tadiated and sun'ounding area. 41 To analyze the stress and strain 
distribution, the material thennoelastic equations must be solved to quantify the effect of the 
laser heating. 42 An understanding of the residual stress is important for implementing the laser 
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annealing technique 43 or any laser direct-write processing technique. The annealing in'adiation 
dose and tile scan speed have an effect on the residual stress distribution. A highly stressed mate- 
rial commonly quenches by atom dislocation and microcracking, while a low stressed material 
shows a shift in the phonon spectrum. In both cases, the material is ridden with defects, which can 
be used to advantage to induce particle emission from the surface via a nonthenrml laser excita- 
tion scheme. 44'45 

The description of the laser material interaction, as given by the optical absorption and subse- 
quent thermal processes, is valid as long as the photoejected species density is small. With in- 
creasing laser fluence, more material evaporates and the likelihood [br photoionization and ther- 
mionic emission 46 increases. The Richardson-Smith equation estimates the thermionic ion 
emission cun'ent as a function of temperature. 

J+ = Ap T 2 exp[-(Ip-.*-q~'o- Uce)]/kT (5.18) 

In Eq. (5.18), Ap is a constant, T is the local temperature, lp is the ionization potential (eV/ 
atom), % is the electron work function (eV), and Uce is the cohesive energy (eV/atom). With fur- 
ther increase in the laser fluence, both the photoionized and the photoemitted electrons absorb en- 
ergy from the laser beam via the inverse Bremsstrahlung process. The absorption process is de- 
scribed as a three-body interaction with nearby ions and raises the electron to a higher electronic 
state. The higher kinetic energy electron ionizes additional atoms via electron impact excitation. 
The resulting effect is an avalanche of ionization with less light actually delivered to the target 
and more light into the protoplasma. The absorption coefficient for the Bremsstrahlung process 
can be calculated and is given in Eq. (5.19) in cgs units. 38 

1/9 .-12 6 3 "~ #l ell i/~ C ( " Z n / ]  -hvq 
Kv = ( ~ ) \ ~  hcm3/2v3 [1 ..... e x p - - ~ j  = 3 .69× 108 ~ 1 [ I  ..... exp ] (5 19) 

• t v / \ k T )  " 

where n i and n e are, respectively, the ion and electron densities in a plasma of average charge Z 
and temperature T. The c, e, m, h, and k are, respectively, the velocity of light, the electronic 
charge, the electron mass, Planck's constant, and Boltzmann's constant; v is the frequency of light 
that is related to the wavelength by the equation c/(,VL) (where N is the plasma optical index). 
The term I / K  v defines the light absorption pathlength (cm) into the plasma, while the term 
[ 1 - -exp( -hv /kT)]  accounts for losses by stimulated emission. For specific conditions, Eq. (5.I9) 
can be approximated. For hv >'> k T  (e.g., UV wavelength laser), the Kv~ (T I/2/v3)'1 while 
for Ivy << k T  (e.g., high-temperature plasma), the absorption coefficient is approximated by 
Kv.-. ( T  3/2v2)1. All other parameters being equal, in both extreme cases, the shorter wavelength 
laser is preferable because it results in a smaller K v. If the laser fluence is such that an above- 
surface plasma does form, then only optical frequencies higher than the plasma frequency, 
~,p = 8.9 x 103 ne 1/2, can penetrate the plasma. Conversely, given a laser with frequency v, the 
laser can penetrate the plasma tbr electron densities n e < (v/8.9 x 103) 2. 

The plasma temperature T, which appears in Eq. (5.19), is difficult to measure for a plasma 
that is not in local thermodynamic equilibrium. However, where thermodynamic equilibrium can 
be assumed (e.g., for long pulse width lasers or for laser-induced plasma densities), the tempera- 
ture can be detennined by spectroscopic measurement of the emission intensities and the coupled 
Saha equations. 38 Regardless, a laser-induced plasma absorbs power from the laser. The absorbed 
power is reradiated primarily via the Bremsstrahlung or lost via the plasma thennal conductivity. 
For processing on the micrometer scale, the result is a reduction in resolution. On the other hand, 
tbr processing on the macroscopic scale, the plasma can be "tailored" to deliver maximum energy 
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transfer to the material surface. 47 The reradiated power per volume (W/cm 3) is given in Eq. 
(5.20), and the thermal conductivity (W/cm "1 K "l) is given in Eq. (5.21).38 For completeness, Eq. 
(5.22) shows the time for equilibrating the electron and ion temperatures. The tenn (In A) is a 
function of plasma parameters 48 and is of the order of I 0, and A is the ion atomic weight in amu. 

P = 1.42 x 1034Z :~ n2i T w/2 (5.20) 

1.95 x 10 -15 T 5/2 
~: - (5.21) 

ZInA 

3/2  
252A T (5.22) 

Teq = 
n e Z 2 1 n A  

Assume a laser irradiates an aluminum surface with spot diameter of I lain. Assume also 
that the fluence is such that a plasma temperature of 2 x 104 K (~1.7 eV) is established with 
n i - n e ~ 1017 cm -3. (Also assume it is a weak plasma roughly 0.001% of solid-state densit-v, 
or ~1% vapor density at 1 atm.) For a 10 ns pulse laser, the plasma thickness is -~2.7 x 10 -3" cm 
(--~2.7 × 10 -7 cm for a I ps laser), which results in a volume of---2 x 10 -i l  cm 3 and a total reradiated 
power -- 1 ~t W. The thermal conductivity of this plasma becomes ~ 10 -2 Wcm -! K -I, which is sim- 
ilar to the thermal conductivity of an insulator (e.g., titanium dioxide [TiO2]). The time for estab- 
lishing temperature equilibrium is l : e q  --- 0.1 ns. Now consider increasing the ion and electron den- 
sities by a factor of 100. The power reradiated fi'om the small volume increases by 104 (10 mW), 
while the time for reaching equilibrium decreases by 100 (1 ps). 

5.4 Supporting Systems in Laser Processing 
5.4.1 Beam Delivery System 
There is a great deal of information on laser BDS. This information is covered to some extent in 
most papers dealing with laser processing. 5° in its essence, a BDS manipulates the laser beam 
such that the beam is delivered to its intended target with the desired spatial, temporal, and inten- 
sit-y characteristics. The components of a BDS include the familiar mirrors, lenses, attenuators, 
beam splitters, shutters, and polarization elements. Often, gimballing, translation, rotation, and 
angular adjustments of optical elements are required for the BDS; therefore, the instrumentation 
to perform these functions is usually included on the list of components. 

Prior to establishing a BDS, the user must have thorough knowledge of the laser system and 
its purpose. Specifically, the usual laser parameters must be known (wavelength, beam diameter 
or size, beam divergence, pulsed or cw operation), along with the intended spot or image size and 
the required surface-incident intensity. This knowledge can then be used to establish the number 
and type of optical components needed to accomplish the task. Correct placement and use of the 
optical components of course requires a working knowledge of optics. Possible damage to the op- 
tic or its coating fi'om the laser must also be assessed, particularly for short pulse or deep UV 
systems. 

Two types of BDSs will be discussed: image projection and focused scanning. Although the 
BDS comes in many forms, these two represent generic types that are commonly used. Figure 5.2 
shows an image projection system, while Figure 5.3 is a focused scanning system. Note that in 
the focused scanning system, it is the target, rather than the laser beam, which moves. 

Image prqiection systems are often used with excimer laser processing to take advantage of 
that laser's high-resolution capabilities, and because the poor mode quality' of most excimer lasers 
does not favor small spot focusing. Indeed, the multimode operation of the excimer laser lends 
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Fig. 5.2. Optical schematic of via ablation tool. 

itself nicely to speckle-free imaging, which is one reason these lasers are in such demand fbr ul- 
tralarge silicon integration (ULSI) photolithography. The standard optical configuration for im- 
age projection is a Kohler illumination system. 51 As depicted ill Fig. 5.2, the laser beam is often 
shaped before it enters a beam homogenizer. This ensures efficient photon utilization so that all 
the energy is captured by the homogenizer. In Fig. 5.2, a pair of anamorphic lenses are used in a 
telescope configuration to produce a square beam from an initially rectangular one. Because of 
the poor mode profile, most excimer beams have insufficient uniformity for projection process- 
ing. Beam homogenizers are then used to improve the spatial unitbrmity to the desired level. 52 
Uniformity variation of less than 5% is often acceptable. Homogenizers function by producing a 
uniform plane of light just at their output. As the beam propagates, the spatial divergence signif- 
icantly reduces the uniformity. Therefore, a field lens is used to image the uniform output plane 
from the homogenizer onto the aperture or mask. Note that the magnification of this lens does not 
have to be unity, but may either enlarge or diminish the beam size at the mask relative to the exit 
plane of the aperture. Once the mask is uniformly illuminated, a high-quality, low-aberration 
transfer lens is used to image the mask onto the intended target. The transfer lens typically pos- 
sesses a magnification of unity or larger. Larger magnifications (2x, 5x, 10x) are often used in 
order to reduce the fabrication complexity (land thus cost) of the mask. As with all projection sys- 
tems, the numerical aperture of each optical component must be matched with each of its neigh- 
bors in the optical pathway so that all energy is collected and no beam "spillover" occurs. A com- 
plete BDS can automatically locate the target in three dimensions (spatial positioning and focus). 
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Fig. 5.3. Representative schematic of a focused laser direct-write processing system. 

The BDS also includes display systems that permit real-time viewing of the part being processed. 
Such a camera system is often coupled with a high-quality microscope, so that micron-to- 
submicron patterns can be examined. The entire optical system (mask, projection lens, and target 
surface) must be rigidly mounted to prevent relative motion between these parts. The prevention 
of relative motion becomes all the more critical as the image size decreases. 

For systems that possess good single-mode quality, the focused scanning BDS is a possibility. 
This type of BDS is possible because single-mode lasing pennits a tight, well-defined focal region 
to interact with the surface of interest. Focused scanning systems are used in applications requir- 
ing extremely rapid beam movement or in the processing of very fine resolution patterns. Beam 
movement over a predetermined area is achieved by the mechanical motion of the beam under the 
programmed control of mirrors, prisms, or other special optics. As shown in Fig. 5.3, a single 
high-quality lens is used to focus the beam on the material surface. The spot size of the focused 
beam is controlled not only by wavelength, but also by the numerical aperture of the lens [see Eqs. 
(5.1)-(5.7)]. 53 Because it often is easier to change the beam diameter (i.e., by varying an aperture, 
D) than the wavelength, a two-lens beam-expanding or beam-diminishing telescope is placed be- 
fore the focusing lens to vary the focal spot size. Note that rarely are diffraction-limited conditions 
realized. 

Intricate lines and patterns can be drawn by rastering the focused beam over the material sur- 
face. There are many ways to raster a beam. Figure 5.3 displays a scheme in which the focused 
beam is stationary, while the target substrate simultaneously rotates and translates beneath it. This 
scheme is but one of several techniques for moving the target. There exist many high-quality 
stages and substrate holders that can be moved and positioned with submicron accuracy under 
computer control. For systems in which the target cannot be moved, beam scanning can be per- 
formed by a variety of methods that fall into two general categories: those in which the focusing 
lens is placed before the beam-scanning optics, and those in which the beam-scanning optics are 
placed before the lens. The fonner categon/typically requires a long focal length lens to pennit 
space for the scanning device between the lens and the target. Two examples illustrate these 
options. In the first example, two mirrors-one x-axis oriented and the other y-axis oriented-are 
used in an oscillating or gimballing motion to produce a "Lissajou-" type pattern on the material 
surface. In the second example, a rotating polygonal mirror is interposed between the lens and the 
target. As the mirror rotates, a beam is linearly scanned across the target. Angular adjustment of 
the polygonal mirror, at a rate much slower than the rotation rate, permits a series of parallel lines 
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to be drawn on the material surface. When a long focal length lens cannot be used, the scanning 
mechanism can be placed before the lens. ttowever, the field of view of the lens must be 
sufficiently large to maintain focus as the beam "wanders" over the surface of'the lens. Typically, 
the lens diameter is larger when the scanning mechanism is first than when the lens is first. 

The above examples of BDSs have been for flat target surfaces. For curved and nonflat sur- 
thces, optical components such as toric mirrors, axicons for generation of annular beams, and 
field-curving lenses can be used tbr processing. 

5.4.2 Alignment, Positioning, Focusing 
Alignment and positioning of a part or surface go hand in hand. Usually, it is necessary to consider 
the means for positioning prior to won~'ing about correct alignment. In general, positioning refers 
to the ability to move the part to meet requirements for movement in multidimensions with dis- 
tance, velocity and acceleration, and incremental resolution criteria. Closed-loop control systems 
are often used with positioning systems to allow computer-controlled feedback and movement 
timing. Most positioning systems rely on x-y positioning tables, although commercial fixtures 
exist for rotational and angular motion. The size and weight of the workpiece dictate the size and 
choice of the motion system, because the mass of the part provides the inertia the positioning sys- 
tem must overcome. For applications of interest in this chapter, such as micromachining, 
semiconductor processing, and laser microchemical processing, highly precise lightweight 
motion tables are used. The x-y tables are composed of carriages and drivers (usually electric) that 
execute the motion in the desired direction. The electric drivers most commonly used are either 
stepping motors or de-encoded motors. Stepping motors take a single discrete step for each volt- 
age pulse received. This step'by-step motion can be easily computer controlled. Readout of the 
workpiece position is obtained by counting the drive pulses. The dc-encoded motors employ lin- 
ear or synchronous motors and typically some sort of optical encoding scheme for highly accurate 
position readout. 

Once workpiece positioning is established, alignment must be determined and calibrated 
(which means finding the correct workpiece position and orientation). Alignment can be a simple 
or complex process, depending upon the simplicity or complexity of the part to be processed. For 
a flat, square workpiece, alignment can entail no more than location of one corner of the square 
to serve as a reference point. This task can be accomplished by physically placing the part in the 
aligned position and calibrating the motion system. Alternatively, automated visual inspection 
and location can be used. For this technique, simple image recognition methods are employed to 
locate alignment marks purposely placed on the workpiece surface. '['he part is moved until the 
alignment marks are collocated with reference positions previously coded into the memor?" of the 
alignment system. 

Automated visual systems for alignment often perform the secondary function of focusing the 
part with respect to the BDS. There are many kinds of auto-focus systems that have been de- 
scribed in the literature. A common one is based upon the F'oucault "knife-edge" technique. 54 In 
this technique, a collimated input beam comes to a focus on the surface to be processed, and a 
reflected beam returns on the same path. A beam splitter sends some fraction of the return beam 
toward a secondary lens, which causes the return beam to pass through a focal point prior to im- 
pinging upon a split photodetector operating in a differential mode. As the beam diverges from 
the secondary focal region, it unifomlly fills both sides of the split detector so that the difference 
is zero and no error signal is generated. At the secondary lens focal point, a knife or razor edge is 
placed perpendicular to the beam direction, and is then precisely positioned so that the edge just 
cuts the focal spot and diminishes the light incident upon the split detector. When the part is in 
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focus, the secondary focal spot coincides with the knife edge, and light remains uniformly split 
between both detector halves. However, if the part becomes either positively or negatively out of 
focus, the position of the secondary focal spot falls, either before or after the knif~ edge, causing 
more light to fall on one side of the split detector. An en'or signal proportional to the magnitude 
of the change in focus is generated and used to make a closed-loop servo system. 

There are also diverse manual focusing methods that may serve well in a given situation. Of'- 
ten, the tiJcusing or imaging lens system is an integral part of a microscope system that can be 
used for visual monitoring of the processed surface. The microscope can then be used to pennit 
visual focusing of the part. Excimer laser systems present some challenges for focusing with mi- 
croscopes, because the UV radiation of the excimer does not correspond to the visible light the 
user employs for sight. A surface that appears to be in focus to the eye may, in fact, be out of tbcus 
at the excimer wavelength of interest. One solution to this problem is to place a surface that flu- 
oresces visible light under UV irradiation in the same plane as the part to be processed. 55 Irradi- 
ating this "quantum converter" surface with very low-intensity, high-pulse repetition rate excimer 
light induces a visible glow from the surface, which can then be used for precise focusing. 

As with all tbcusing methods, tlle depth of processing must not exceed either the depth of tbcus 
of the lens, or the range over which the lens can move to remain in focus. As the spot of the image 
size is made smaller, this requirement becomes more of a constraint on the system. 

5.4.3 Process Diagnostics 
Lasers have a unique advantage over most material processing tools" they can also be used as in 

situ process diagnostics detectors. Beyond the ability for accurately measuring the distance to a 
surface, lasers have been used to monitor surface deflection, surface temperature, and surface 
contamination level. Lasers can also be used to monitor the ablation or deposition product species, 
either in particle form, using Mie or Rayleigh scattering techniques, or as atomic or molecular 
species, using spectroscopic assignment. In addition, lasers can be used to monitor the surface 
corrugation and topology, either by scattering or by a time-resolved high-gain optical imaging 
technique. In this latter technique, the pulsed laser is used to briefly illuminate the surface, and 
the resultant illuminated image is amplified manifold in a laser gain media. The optical properties 
of a thin-film deposition process can also be measured by monitoring the change in the laser elec- 
tric field polarization vector upon reflection. Similarly, the development and subsequent shifting 
of interference fringes in a reflected beam can be used to monitor the film thickness. A laser can 
be used to monitor the supporting apparatus or the feed lines in a material processing station, such 
as measuring the concentration and flow of a particular reagent or the stability and speed of a 
moving workpiece. 

5.5 Utility and Limitations of Laser Processing 
A common, but now dated, clich~ is that the laser is a solution in search of a problem. While this 
clich6 may have been true at one time, the rapid development of laser science and technology over 
the past 10-15 years has led to the widespread use of lasers. In materials science, chemistry, phys- 
ics, environmental analysis, medicine, biology, seismology, and engineering, the laser has devel- 
oped into a virtually indispensable tool. Similarly, commercial and industrial laser development 
has resulted in significant milita~'y and industrial laser use: range finding, biological agent detec- 
tion, guidance, packaging structures for semiconductor logic and memory chips, automotive 
welding, magnetic disk fabrication, video disk mastering, and many forms of drilling and cutting. 
There are many potential applications for the laser, which are limited only by the creative insight 
of the technologists involved in this work. Nevertheless, a laser solution may not be optimum for 
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a given situation, and atternpting to force-fit the laser into a particular military, commercial, or 
industrial setting may be likened to forcing the proverbial square peg into a round hole. A discus- 
sion follows of the conditions that are appropriate or not appropriate fbr the use of a laser. 

It should come as no surprise that in the majority ot'nonmilitary industrial settings, cost/benefit 
considerations almost always determine the suitability of laser processing. For military ventures, 
the superiority or unique quality of a product fabricated or made possible by a laser technique is 
often given high consideration. So, just when is laser processing an acceptable technique for a mi- 
croengineering application? The many answers to this question can be distilled, as follows" 

• When the laser provides a unique and desirable attribute or quality to a part or process that can 
be obtained by no other technique 

• When the laser provides for unequaled reliability in a finished part 
• When the laser process permits significantly increased throughput and efficiency, resulting in 

superior cost effectiveness and a high benefit-to-cost ratio 
• When the laser can provide the lowest cost solution, based on many factors, to a fabrication 

problem 

It is often a combination of these answers that justifies the use of laser processing. First, lasers 
can, and do, pertbrm amazing functions that routinely tip the scales in favor of their use. Often, 
other techniques and procedures are hard pressed to perform the same functions. If such a filnction 
is required for a given application, then a laser should rightly be chosen. Second, laser processing 
should be chosen if the finished part is to possess high reliability or smooth functioning. This is 
particularly true if the part is to be used in remote or inaccessible environments that would make 
replacement or maintenance difficult or impossible. Satellite'borne instrumentation or compo- 
nents are clearly one of these categories where high reliability is paramount. Chemical sensors 
and associated electronics situated in hazardous environments are another category.. Industrial 
and military users pay for high reliability, and if a laser process can provide that degree of secu- 
rity, then a laser is more likely to be employed. Third, a characteristic of lasers that may result in 
their use is the potential for high throughput. Often, the speed of laser microprocessing distin- 
guishes it from other methods and techniques. Lasers with large-area beams and/or vet7 high 
pulse repetition rates possess inherent capabilities tbr rapid processing. Even if the quality of a 
processed part or surface obtained through laser and nonlaser methods is similar, a laser technique 
with a high throughput will win out over a nonlaser method. Simple economics and cost effec- 
tiveness dictates that this will be so. Fourth, laser processing should be used if it can produce a 
given part with sufficient quali~ and reliability and is also the low-cost solution. The reader may 
wonder how an expensive laser could ever be the low-cost solution. However, looking at the iso- 
lated cost of a laser does not often present a clear picture of the overall cost. Because a laser tech- 
nique may impart special desirable characteristics while providing for high reliability/repeatabil- 
ity and high production rates, it may often provide the lowest overall cost. 

As prevalent as lasers are, they clearly are not used in all situations, nor should they be. Many 
situations exist where the use of lasers for material processing is not optimum. Even though a laser 
might provide a processed part ofhigh quality, another simpler, less exotic technique may provide 
a slightly lower quality, pat~ that nonetheless is "good enough." This is an important point that can- 
not be overemphasized. High quality' alone will not always justify the use of a laser technique. 
The laser's high quality, must be coupled with an ability to fill a niche or special requirement that 
cannot be filled by another method. For example, consider laser wire stripping (to be discussed 
later in this chapter). Without a doubt, excimer laser wire stripping is of superior quality to CO 2 

laser-based stripping. However, many companies use CO 2 stripping because it costs less and is of 
acceptable quality for the particular application. 
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5.6 Microengineering Applications 

5.6.1 Overview 
As a general technology, microengineering has enormous applications in both current and future 
aerospace systems because it purports to offer functionality at a reduced size and volume. Both 
of these reductions are valuable benefits to an aerospace system design engineer, whose nominal 
task is to show fimctional value for every unit mass to be sent aloft. Aerospace systems---whether 
for aeronautical or space applications--..rely on "engineered" materials and structures to withstand 
the environment at takeoff/launch, high-speed cruise/ascent-to-orbit, and landing/deorbit and 
reentry. The requirements for operation can be severe and may impose a wide variation of oper- 
ational tolerances in temperature (--, 100 to--~400 K), pressure (1 to ~10 "13 atm), mechanical load- 
ing (0 to -~ 10 g), and radiation flux (0.3 rad/yr to 106 rad/yr). Because of these requirements, and 
similar to some terrestrial applications, aerospace systems manufacturing relies on "clean" mate- 
rial processing techniques and employs a higher level of precision/tolerances than most other 
manufacturing domains. In this regard, laser-based material processing offers a capability for 
developing and processing engineered materials with high precision and without physical contact. 

The vast number of aerospace applications for microengineering requires the fabrication of 
precision microholes and cuts in numerous materials, the precise fusion of"dissimilar" materials, 
and the controlled deposition and adhesion of an overlayer material. A closely related, but some- 
what new application, is surface texturing to imbue a material with new characteristics. Finally, 
a major application is the development of microengineered components/devices that contain on- 
board "intelligence." 

Precision microholes are used in the development of acoustic suppression systems within jet- 
engine cowlings, in the controlled metering of fluids, and in the development of fuel-efficient mi- 
cropropulsion systems for fi~ture micro/nanosatellite applications. Precise fusion of dissimilar 
materials is used in the development of fimctionally gradient materials, such as for thennal con- 
trol and for developing integrated component packaging. Controlled deposition of novel materials 
is used in the growth of optically selective films; in the deposition of specialized films for tribol- 
ogy (e.g., dry lubricants for space applications); and in the deposition of thick coatings for pro- 
tection against the environment. Surface texturing applications include the removal of oxides 
from metals prior to additional processing and the ruling of fine lines in large array (m 2) polysil- 
icon solar cells. Finally, there are also applications of laser processing to components/devices/mi- 
crosystems, which are fabricated using semiconductor materials and employ integrated circuit 
(IC) processing techniques. For these applications, the laser-based processing techniques are used 
in the high-value-added processing steps, such as for via hole patterning in multichip-module 
(MCM) packaging, for IC circuit/device trimming/turning, or for rapid prototyping or repair op- 
erations. As a further example of high-value-added processing capable only by laser, consider the 
mundane application of drilling holes. Experiments show that controlling the hole shape (e.g., 
noncircular) and taper (e.g., noncylindrical) can result in beneficial properties for fluid and acous- 
tic dynamics. This is also true for cutting trenches/lines. Experiments show that trenches/lines cut 
with noncylindrical shapes or those having rounded bottoms are less likely to fail due to stress 
concentration. The use of smooth tapers and minimizing the number of sharp corners is consid- 
ered a viable solution. 

5.6.2 3D Microfabrication 
Much has been written about direct-write laser micromachining via ablative and chemical assist 

56 techniques. These techniques essentially employ a 2D mass removal process with sequential 
rastering to fabricate true 3D objects. It is also possible to imprint a 3D pattern directly into a 
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material without laser rastering. This imprinting can be done in a photosensitive material that 
absorbs at the laser wavelength. By controlling the laser dose and using direct-write patterning, a 
true 3D image can be imprinted in the exposed volume of the material. 12 There are numerous 
materials that have these photosensitive characteristics, including certain glass/ceramic materials 
that also have technological applications to Aerospace systems. In particular, lithium-aluminosil- 
icate glass is a material with ingredients that enable a photographic image to be transfen'ed to the 
glass after UV exposure and subsequent heat treatment. The latent image is captured by a devit- 
rification process in the glass. There are over 5000 compositions of this type of glass, some of 
which go by the trade names of Fotoceram, Pyroceram, Photsitalls, Vitrokeram, and Foturan. 57 
For Foturan (manufactured by Schott G lassworks, Mainz, Gennany), whose photosensitive char- 
acteristics arise fi'om the additions of Ce203 and Ag20, photoexcitation and devitrification pro- 
ceeds as follows. In the unexposed glass state, both the cerium (Ce) and the silver (Ag) are stabi- 
lized as ions (Ce 3+, Ag+). Upon [,IV illumination within the material absorption band (Fig. 5.4), 
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Fig. 5.4. Transmission curve of Foturan, per manufacturer's data tbr a 1-mm-thick sample. 

there is an electron transfer process that neutralizes file Ag + (reaction is shown in Eq. 5.23) and 
stores the latent image. The ceramization or baking step aggregates the silver nuclei and forms 
silver-lithium silicates (Eq. 5.24). Upon exposure to hydrofluoric acid, the silicates etch faster 
than the unexposed glass (Eq. 5.25). Figure 5.5 and 5.6 present data, measured at The Aerospace 
Corporation (Aerospace), which show an etch rate difference approaching 20:1. 

Illumination" Ce 3+ + Ag + >> Ce 4+ + Ag ° 

Ceramization: nAg ° >> (Ag°)n - Li2SiO 3 

Isotropic Etching" Li2SiO 3 + 3HF >> 2LiF + H2SiF 6 + 31-f20 

(5.23) 

(5.24) 

(5.25) 

Using the above photoexcitation process, along with some detailed understanding of the non- 
linear fluence dependence properties of the material, Aerospace developed a true 3D direct-write 
laser micromachining technique. The technique uses a focused pulsed UV laser to expose a pre- 
cise volume of the material. Under computer XYZ motion control, a pattern is "written" in the 
photosensitive glass. There is no application of resist material, and in general, the exposed volume 
has a depth dimension on the order of the confocal parameter b. Equation 5.3 can give a general 
idea of how large a part can be fabricated with this technique. Setting ~o o between 0.5 and 5 lain 
and ~, between 0.2 and 0.3 lain gives a range in the confocal parameter, b, between 5 and 800 ~tm. 
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Fig. 5.5. Etch depth as a function of time for an unexposed Foturan sample. Sample was exposed to the 
ceramization program bake. The linear fit gives an etch rate of 1.3 ~tm/min. 12 Foturan unexposed~etch 
depth, y =-0.OOI3x + 1.5504' R 2= 0.846. 

E 
E 

v 

t.o 
o3 
¢-. 

._o 
J ~  

1.55 

° 5  - ~  

1.45 - - 

1 . 4 - -  

1.35 

0 5 10 

Minutes 

Fig. 5.6. Etch depth as a fimction of time following 248-nm laser irradiation at 200 Hz and 1.8-mW average 
power. The linear fit gives an etch rate of 21.6 pm/min. 12 Exposed Foturan--~tch depth, y =-0.0216x + 
1.5591; R 2 = 0.9995. 

Key aspects of the process are the laser wavelength, the energy dose deposited, and the single shot 
fluence (J/cm2). The laser wavelength influences the absorption depth, the total energy dose ap- 
plied influences the HF etching rate, and the single-shot laser fluence defines the damage thresh- 
old. Curved 3D structures can be fabricated by also controlling the spatial contour of the laser 
beam near its focus. Experiments were conducted using two laser wavelengths (248 and 355 nm). 
Mesoscale devices were fabricated ranging from 400 to 1500 ~tm thick with microscale structure 
in the range of l0 ~tm. Figure 5.7 shows an optical microscope photograph of two resonant beam 
structures. Figures 5.8 and 5.9 show scanning electron micrographs (SEMs) of spire structures 
fabricated by programmed scanning of the X-Y positioning stages with a focused 248-nm laser 
beam, where the focal spot size is at a constant depth beneath the surface (no Z motion). Figure 
5.8 shows an array of pyramidal tips formed by overlapping X and Y scans. The two SEMs show 
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Fig. 5.7. Optical microscope photograph of a resonant beam structure: (left) the structure is approximately 
5 mm long and 1 mm deep; the spring meander is 20--40 gm wide; (right) resonant structures with patterned 
gold. 
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Fig. 5.8. Two SEMs of arrays of spires. The spires are-~300 pm high. By controlling the ceramization step, 
the spires can be made to have smooth walls or a scaly texture. 

microstructures with sharp and rounded comers. Figure 5.9 also shows two SEMs" a series of con- 
centric rings with a central spire formed by coordinated X-Y motion with nonuniform velocity, 
and a series of  rings about a single spire that share a common tangent (1.2 mm maximum diameter 
by 0.3 mm deep). 

The micromachining of"glasses"  and ceramics by direct-write techniques enables these 
materials to be used for other applications besides those in future space systems. For example, 
these materials can be used in biological applications where glass is preferred over plastics. 
The applications become especially intriguing if silicon can be directly fi~sed to these alumino- 
silicate "glasses" via a low-bulk temperature process. Aerospace is investigating the use of laser- 
based direct-write techniques for silicon-"glass" fusion. The successful development of these 
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Fig. 5.9. Two SEMs of mesoscale structures fabricated in glass/ceramic material. The left SEM center spire 
is--250 ~tm high, but thin walls are approximately l0 I~m thick. The total structure is similar in dimension 
to the right SEM photo (--2.0 mm). In the right photo, a single spire tip is surrounded by a series of walls, 
where each wall is of variable height. 

techniques will permit the integration of electronics, MEMS, and MOEMS (Microoptoelectrome- 
chanical systems) as fabricated in conventional silicon-based foundries with microstructures/de- 
vices fabricated in glasses/ceramics. Glass ceramic devices will be especially usethl in aerospace 
applications where caustic propellants that can etch silicon must be used (e.g., hydrazines). 

5.6.3 Laser Via Production for MCMs 
In 1991, IBM introduced the first commercial mainframe computer that incorporated laser abla- 
tion technology in the manufacturing. 58 This milestone was the culmination of nearly a decade of 
scientific, engineering, and manufacturing effort. Extensive research and development (R&D) on 
308-nm laser ablation ofa polyimide dielectric resulted in the first IBM prototype ablation tool 
in 1987 tbr the production of via holes in thin-film packaging structures. This prototype, similar 
to a step-and-repeat photolithography exposure tool, evolved into a full-scale manufacturing tool 
that currently uses sophisticated beam shaping, beam homogenizing, and projection optics. 

In 1982, Srinivasan and co-workers discovered the spontaneous removal ofmaterial fi'om the 
surfaces of organic polymers subjected to 193-nm pulsed excimer laser radiation. This discovery 
led to much scientific interest in this process. 59 IBM was interested because a new method was 
now available for creating via holes in polymer dielectrics, and this method promised high pro- 
cessing speed and reduced costs. In the early 1980s before this discovery, when thin-film pro- 
cesses for MCM fabrication were being defined, wet etch was the only available low-cost via for- 
mation technique. Therefore, the 1983 announcement that polyimide undergoes ablation by 308- 

6o nm excimer laser radiation significantly changed the situation. A process using this wavelength 
meant that optical problems associated with lenses and rein'ors at 193 nm would be greatly re- 
duced with operation at 308 nm. Additionally, and perhaps more important, the new 308-rim 
xenon chloride (XeCI) laser was of higher quality and reliability than the previously used 193-rim 
argon fluoride (ArF) laser. 
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IBM exploited the new process by launching an engineering program to develop a 308-rim ab- 
lation tool for via formation in MCMs. A chief concern was whether a commercial laser of suffi- 
cient quality for a manutacturing environment was available. The common research-type excimer 
lasers of those years were unstiitable for manufacturing. The component lifetime of the lasers was 
short, and the output power degraded far too quickly. New lasers offered by several companies, 
and designed with industrial use in mind, helped to i'esolve the problem and enable a prototyl.~e 
tool to be built. Further engineering decisions regarding image projection strategy, beam unifbr- 
mity, projection mask technology, and beam delivery' optics culminated in the first prototype 
ablation tool in early 1987. Much of'this early work has been documented by Lankard and Wol- 
bold. 61 

Figure 5.10 displays a schematic of a cross section of the thin-film packaging structure used 
in the MCMs of the IBM ES9000 computer. 62 Clearly shown are the tapered vias created in the 
pols, imide interlevel dielectric. IBM has explored four different technologies for via production: 
wet etching, laser ablation, reactive ion etching (RIE), and conventional lithography using photo- 
sensitive polyiinide (PSPI). Laser ablation has been shown to have fewer processing steps than 
the other technologies mid provides higher throughput in terms of finished substrates per llour. 
Additionally, ablation is the only fillly dry process, allowing additional cost savings. Wet etch, 
RIE, and PSPI are all highly process intensive, and thus expensive, relative to laser ablation. 

The via production process, as cunently practiced at IBM, involves four steps" application of 
the polymer to the substrate, curing, via hole fbrmation by ablation, and final plasma treatment 
fbr laser-generated debris removal. The via ablation step is done by projecting the image of a la- 
ser-illuminated mask onto a polymer-laden substrate. As with modern photolithography, expo- 
sure of the polymer occurs in a step-and-repeat mode, with one chip site on tlle MCM being ab- 
lated in each step. Many stepping actions are required to cover the entire substrate. The details of 
the optics and BDS have been extensively described in the literature 63 and will be briefly re- 
viewed here (see Fig. 5.2). Pulsed radiation from a commercial industrial excimer laser operating 
at 308 nm is passed through beam-shaping optics prior to impinging on a beam homogenizer. This 
"fly's eye" type homogenizer produces a beam uniformity that varies by no more than 3% at the 
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substrate image plane. This uniformity is achieved with only a 5% energy loss in transmission. A 
field lens images the homogenizer output onto a dielectric mask that contains the pattern of vias 
to be processed. In turn, the mask is imaged by a high-quality, UV-eompatible 1" 1 transfer lens 
onto the substrate. The positioning and alignment of the substrate, and fbcusing of the imaging 
system, are all under computer control. Figure 5.11 displays an electron microscope photograph 
of a laser-processed via hole in polyimide surrounded by an ablated pattern of lines and spaces of 
micron-sized dimensions. A higher resolution view of the lines and spaces is shown on the right 
of Figure 5.1 I. 

tn this via hole production application, ablation is used to generate approximately 105 vias 
on a single polymer level of the substrate. The vias are 75 lain in diameter, and are created in 
18 to 20 lam thick polyimide. The two critical parameters for the laser ablation process are the 
laser fluence and the number of pulses per via site. Both of these parameters can be well con- 
trolled, but ill practice, tight control is not necessary. Variations in laser fluence of up to 5% 
are acceptable because many pulses are required to completely form the via and any variation is 
averaged out. Depending on the particular substrate and process, a laser fluence in the range of 
150 to 300 mJ/cm2/pulse is employed. The number of laser pulses needed for a given polymer 
thickness is determined from standard ablation rate curves. At an ablation rate of 0.1 lam/pulse, a 
20-~tm-thick polymer sample would require about 200 pulses to completely fonn the via. At 200 
pulses per second from the laser, via hole fon'nation would take approximately ! s. A suitable 
number of excess pulses are used to ensure that all vias are completely formed, and that small 
variations in polymer thickness and pulse-to-pulse fluence do not adversely affect the result. 
Since nonerodable metal pads reside at the via bottom, these excess pulses cause no further 
ablation at the fluences employed. 

As can be partially seen in Fig. 5. I 1, the via wall angle is less than 90 deg. This angle results 
fi'om the inability of the lens system to transfer high-contrast images from the mask to the polymer 
surface. Additionally, the high intrinsic absorption of the polyimide further inhibits perfect fidel- 
ity of image transfer. This wall angle turns out to be quite useful in increasing the adherence of 
metal that is subsequently deposited into the via hole. The via wall angle can be controlled very 
tightly between about 40 and 70 deg by changing the focal plane tbr ablation. 64 

Fig. 5.11. SEM photos of polyimide via hole (left) with micron-sized lines and spaces (right). The scale bar 
on the left hand SEM is 30 ~tm; the bar on the right is 38 pm. 
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IBM's early laser-projection tools for via fabrication were to a large extent designed and built 
in house. While the tools served the needs and demands occurring from 1985 to 1987, such as 
low-volume production rates and flexibility, they were woet'ully inadequate for high-volume 
manufacturing. As a result, continual improvements were made in the tools. Table 5.5 gives a pro- 
file of the major tool improvements between 1987 and 1994. While not explicitly stated in the 
table, improvements in the beam-delivery optics, the laser, and the computer automation drove 
most of the advances. For example, improvements in the fabrication and assembly of the imaging 
lenses allowed significantly smaller vias to be created. Likewise, longer gas lifi~times, increased 
reliability in high-voltage components, and advanced discharge electrodes all greatly improved 

Table 5.5. Improvements in the Laser Via Process 

Parameter 1987 1994 

Process cycle time 25 min 12 rain 

Via wall-angle range 50-65 deg 20-75 deg 

Minimum via size 11 !am 6 lum 

Exposure field size 14 x 6 mm 2 40 x 30 mm 2 

Substrate alignment Manual Automated 

Alignment accuracy +7 pm ±1 ~m 

1ool availability. 50% >95% 

Process yield ~ 85% >99.99% 

the laser. This improvement resulted in vastly improved tool availability-, defined as the percent 
of time tile tool is operational relative to the demand time. Computer-controlled alignment and 
focusing reduced the en'ors in substrate positioning to the micron level. As a result of these many 
improvements, the mean-time-between-failure (MTBF) for the ablation system grew from about 
150 h to over 700 h for the cun'ent system. The MTBF for the laser itself went from a few hundred 
hours to well over 1000 h-a significant measure of success. The demand time for the via fabrica- 
tion tool is approximately 150 h/week. 

The laser process for via hole fabrication has been used at IBM for nearly a decade. During 
this time, several billion vias have been produced in a varieb, of thin-film packages, including 
MCMs. There have been no known field failures of vias. Clearly, this is one of the most robust, 
reliable, and high-yield technologies in the thin-film fabrication industry. 

IBM chose the laser technology for via hole creation because it could provide highly precise 
and defined vias, high-speed parallel processing that was compatible with large-volume manufac- 
turing, an environmentally sound dry process, higher than acceptable reliability, and the most 
cost-effective manufacturing solution. 

5.6.4 Laser Wire Stripping 
Advanced techniques for localized removal of plastic insulation have found significant applica- 
tion in microelectronic packaging and interconnect technologies. One such application is the laser 
via process described in the preceding subsection. Another application is the removal of the plas- 
tic insulation that typically covers electrically conducting wires. This wire stripping has been 



174 Laser Processing for Microengineering Applications 

performed by a variety of techniques in the aerospace, data storage, and electTical industries. 
Techniques include mechanical cutting, abrasive action, electrical arcing, chemical etching, and 
simple thermal methods such as burning. These tllermo-chemical-mechanical techniques can be 
used, and often are, when the wire is of sufficient durability, and when the processing speed, pre- 
cision, or cleanliness of the stripped region is of no great concern. However, for many applica- 
tions in the microelectronic and computer industries, strip length, precision, and cleanliness are 
major concerns and thus significantly restrict the available choices for wire stripping. 

In the magnetic disk drive industry, a small read/write head is part of a ceramic slider that is 
suspended above a spinning disk. Electrical signals are conveyed to and from the head by very 
fine magnet wires (20-50 ~tm diam) that connect to the supporting electronics. These wires must 
be bonded to the head in such a manner that electrical contact is made. Adequate bonding only 
occurs if metal-to-metal contact is rnade between the magnet wire and the bonding pad on the 
slider. This contact is accomplished by the removal of the polyurethane-based plastic insulation 
in the vicinity of the region to be bonded. The conventional industry technique for wire stripping 
has been the use of electrical arcing. While this has been an inexpensive and efficient method, it 
lacks the cleanliness, and particularly the strip location precision, necessary for current and future 
generations of head suspension systems. Imprecision in the strip length or location may result in 
electrical short failures. To resolve this problem, the magnetic drive industry is exploring the use 
of laser wire stripping. 

Laser-based methods for wire stripping, usually employing pulsed or cw CO 2 lasers, have 
been used in many industries since the mid- 1970s. 65 Laser wire stripping offers the advantage of 
being a noncontact method-a significant factor for the small, precision parts currently used in mi- 
croelectronics. Another advantage is that light can be imaged to small, divergence-limited spot 
sizes, allowing very small lengths of insulation to be stripped. For example, using the UV wave- 
lengths of an excimer laser, a strip length as short as 10 lain should be possible. However, the light 
absorption properties of the insulation are much more important for effective wire stripping than 
are the imaging capabilities of the laser wavelength employed. As will be discussed, precision la- 
ser wire stripping requires the plastic insulation to absorb the laser radiation very strongly, and 
requires the laser energy to be delivered in pulses short enough to limit thermal diffusion effects. 

Primarily because of its high power and relatively low cost, the CO 2 laser has been used in 
many wire-stripping applications. The laser emits IR radiation peaked near the I 0.6-I.tm wave- 
iength-a spectral region where most plastic insulations absorb only moderately. Typical absorp- 
tion coefficients for plastic films are in the range of 102 to 103 cm -! fbr CO 2 radiation. Because 
of this limited absorption, wire stripping with the CO 2 laser requires that the light be fbcused for 
sufficient intensity to break down the insulation. Further, the moderate absorption can limit the 
eMciency with which the last flew insulation layers are removed, resulting in thin nonconducting 
layers remaining on the wire. To prevent charring of the edge in the stripped region, the CO 2 laser 
is often run in a gain-switched pulse mode. Focusing of the pulse onto the insulation surface ini- 
tiates dielectric breakdown and rapid ejection of molten and solid material. Stripping of the local- 
ized wire region can be accomplished in just 2 or 3 pulses incident from a few circumferential 
directions. The strip edge definition is not optimum, and debris generation can be problematic. 
Nevertheless, in many instances, this edge definition is of acceptable quality. When exposed, the 
high reflectivity of the bare (stripped) wire to CO 2 radiation protects the metal fi'om unacceptable 
levels of heating and consequent mechanical fatigue. 

In addition to the CO 2 laser, the excimer laser is used in many wire-stripping applications. Spe- 
cifically, for high-precision, efficient removal of wire insulation, the excimer laser is the laser of 
choice for several reasons. 66 One reason is that most plastic insulators strongly absorb UV light. 
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The short ( 10-20 ns) pulse of the excimer laser, along with the deep UV output, provides a strong 
absorption event in a very short time. It is almost ideal for wire-stripping applications. As the 
pulsed excimer radiation interacts with the plastic insulation, the light only penetrates a short dis- 
tance. For polyurethane insulation, the measured absorption coefficient at 248-nm wavelength is 
about 7 x 10'* cm- 1, providing a short penetration depth of less than 150 nm. The deposited en- 
ergy is some 2-3 orders of'magnitude larger than that for the CO2 laser. At the 308-rim excimer 
laser wavelength, the absorption coefficient is less than 3000 cm-',  accounting for why this wave- 
length provides stripping action considerably less appealing than the 248 nm wavelength. Regard- 
less, the absorption coefficient is larger in the UV than the IR, which results in a number of ad- 
vantages that makes the excirner technique the better choice. For example, 

• In the UV, the shallow penetration depth causes only a thin layer to be ablated per pulse, with 
the result that many pulses are required to completely strip a wire containing a 5-1am thickness 
of insulation. This approach to material removal promotes control and aids in defining the edge 
with precision. 

• Strong absorption in the UV aids in the removal of the last residual layers of insulation, helping 
to provide clean surfaces. 

• Strong absorption means that the laser light decomposes the organic matter, which signifi- 
cantly reduces debris. 

• Strong absorption means that the laser beam does not have to be focused on the surface; rather, 
the incident laser intensity can just be above some threshold value tbr insulation removal. 

• Strong absorption means that blocks of insulation can be removed by image prqjection rather 
than by scanning a focused laser beam. The result is increased efficiency and high throughput. 

• UV laser short pulse limits thermal diffusion and heating of the wire in the laser irradiated 
region, thereby aiding edge definition and precision. 

Figure 5.12 displays an optical configuration for performing excimer laser wire stripping. 
Pulsed 248-nm radiation illuminates a mask. The mask is imaged by a single lens onto the plane 
where the wire is vertically held. The image size at the wire plane is controlled by the size of the 
mask and the imaging system. The image height determines the wire strip length. Because the 
width of the image is much greater than the wire diameter, most of the light passes by the wire 

t i " " . ,  / / "  / 

Image plane - . ~  .t" i," 

_- ;r:,.;"-~ " ~ : : -  S:ph~elical ;mirror 
. - : -'. ",,"' ~ "" Wire  

, . / . f  . " " 

- ' / /  " ~ "  "" " " Lens 

~ n ~  Mask ~excime~ 
Fig. 5.12. Optical schematic for excimer laser wire stripping. 
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and is intercepted by the spherical mirror. At the mirror, the radiation is reflected and reimaged 
onto the back side of the wire for insulation removal. In this manner, excimer pulses strip the en- 
tire 360-deg circumference in a single-beam configuration, without resorting to multiple beams 
or rotating wires. 

Excimer laser wire strip!~ing is pertbrmed on polyurethane-based insulation using incident flu- 
ences of 300 to 400 mJ/cm~/pulse. Approximately 100 pulses are required, and can be accom- 
plished in less than 1 s using high-pulse repetition rates. Figure 5.13 shows electron microscope 
photographs of an excimer-laser-stripped magnet wire. The stripping is clean and well defined, 
with no evidence of debris. 
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Fig. 5.13. SEM photographs of 248-nm stripping of magnet wire. 

One drawback of the excimer laser is the expense required to operate and maintain this device. 
This is the reason why CO 2 lasers, although not as precise, are often considered "good enough" 
for the application. Furthermore, once the metal surface is exposed, excessive excimer intensity 
may cause heating effects that can prove deleterious to the mechanical strength of the wire. These 
effects are much more of an issue with excimer lasers than with CO 2 lasers, because UV radiation 
is more strongly absorbed by metals than is IR radiation. For this reason, the number of excimer 
laser pulses and their intensity must be carefillly chosen and maintained. 

In conclusion, laser stripping of magnet head wire has proven itself as an industry standard 
technique for a variety of reasons. First, although trade-offs exist in the merits of excimer laser 
versus CO 2 laser-stripping techniques, laser stripping provides much higher throughput than non- 
laser stripping techniques. Second, this higher throughput is coupled with high precision in both 
the length and placement of the stripped region. Third, the noncontact laser process reliably pro- 
duces a finished part that ultimately costs less than parts stripped by other techniques. 

5.6.5 Laser Texturing of Magnetic Disks 
The data storage industry has an increasing need tbr higher storage capacities. 67 One method for 
increasing capacity is to increase the areal storage density on the disks within a magnetic hard 
drive. The physics of the magnetic read/write process dictate that a higher areal density can be 
achieved by having the magnetic head (which contains the read element) fly closer to the rapidly 
spinning disk. Currently, the magnetic head flies 30 ..... 100 nm above the disk. To have the head fly 
closer to the disk, and thus achieve higher areal storage densities, requires that the disk surface 
must be smoother and flatter than in the past. 
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One problem with reducing the surf'ace rougllness of a disk is the increased area contact be- 
tween the disk and the "slider." (The slider is the smooth ceramic element containing the magnetic 
read and write head, which is suspended above the disk when it is spinning.) The disk/slider con- 
tact results in frictional fbrces that tend to increase wear on both the slider and the disk. In extreme 
cases, the slider can become stuck to the disk surface. This phenomenon has earned the moniker 
"stiction" for the sum total of all attractive [brces between the smooth slider and the smooth disk. 
The tribology problem in the magnetic storage industry has been, and continues to be, finding 
ways of reducing stiction and wear to acceptable and controllable levels. 

Because stiction is proportional to the area of contact between a slider and disk, one way to 
achieve low stiction is to minimize the contact area. For years, the storage industry has minimized 
the contact area by performing a full-surface mechanical texturing of the disk. Surface texturing 
alters, in a controllable fashion, the surface topography such that the contact fbrces between the 
disk and the slider are reduced in a known manner. This approach has worked for relatively low 
areal density disks that do not require very low slider flying heights. However, for the current and 
f'uture generation of hard drives, this is an unacceptable approach because the full surfb.ce rough- 
ness does not permit the magnetic ltead to fly close to the disk. Because of this rougltness, the 
industry has pursued disk texturing in a dedicated "landing zone" near the inside diameter of the 
disk. In this zone, the requirements of slider-disk tribology can be optimized apart from the re- 
quirements of the data zone that constitutes the majority of the disk surface. In the landing zone, 
the slider can be parked and latched after the drive has been shut down. 

For texturing of the landing zone, pulsed laser in;adiation has been dentonstrated to be effec- 
tive. 68 At high repetition rates, a short pulsed laser creates discrete topographical features that 
have domelike protrusions, or "bumps." The bumps are sized and spaced such that hundreds of 
them are present under the slider, serving as smooth support points. Laser zone texture (LZT) pro- 
vides an efficient, quick, and high-precision texturing method with excellent tribological perfbr- 
mance. This method is so successful that it has permeated the entire magnetic storage industr3', 
becoming a standard manufacturing tool. 

The technique of LZT is dependent on the type of disk substrate employed. Current-generation 
disks consist of an aluminum substrate plated with about 10 ILtm of amorphous nickel phosphorous 
(NIP) to improve smootltness and hardness. It is this NiP surface that is zone textured using a 
solid-state neodymium laser. Subsequently, the magnetic layers are deposited upon the textured 
NiP layer. A carbon wear layer, followed by a thin lubrication layer, completes the tltin film disk. 
Future requirements of disk.s demand that they be smoother, tqatter, harder, and stiffer titan alu- 
minum. Glass substrates nicely fit this demand, and are starting to appear in advanced hard drives. 
Because of its hardness, the glass surface can be directly textured. The differing optical properties 
of glass in comparison to metal (highly transparent to l ILtm wavelength Nd laser light) require 
that a pulsed CO 2 laser perform the texture operation, followed by the deposition of magnetic, 
wear, and lubrication layers. 

For NiP texturing, a high-repetition rate, Q-switched Nd:YLF or Nd:YVO 4 diode-pumped 
solid-state laser is usually employed. 69 This type of laser is chosen for several reasons: (1) the 
near-l-~m wavelength radiation is strongly absorbed by the NiP, pentaitting efficient texturing; 
(2) the short-duration pulse (40-80 ns) creates high-focus intensities that rapidly melt the NiP and 
initiate the bump-fontlation process; (3) because one bump is formed per incident laser pulse, the 
laser's efficient operation at high repetition rates (20-80 kHz) permits rapid texturing and thus 
high disk-processing rates; (4) the pulse-to-pulse energy stability is excellent (less than 1% vari- 
ation), resulting in highly uniform texturing. 
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Glass substrates strongly absorb near a wavelength of 10 lam. Because this absorption coin- 
cides with the output of CO 2 lasers, this laser is employed for LZT of glass. 7° Pulse modulation 
of CO 2 lasers is obtained by either direct modulation of the RF plasma excitation, or by use of an 
acousto-optic modulator operating on a cw beam. The latter technique permits rapid pulse repe- 
tition rates from 10 to 100 kHz. As with the neodymium lasers, the pulse energy variation is low, 
consistent with the observed uniform texture process. In contrast, however, the practiced modu- 
lation methods limit the pulse duration to no less than a few microseconds. This limitation pre- 
sents no practical constraint because well-formed texture bumps are nonetheless created. 

A schematic of the texture apparatus, for either NiP or glass texturing, is shown in Fig. 5.3. 
The rapidly pulsed laser is shuttered to control the placement of the texture bumps on the disk. 
The disk is mounted on a rapidly rotating hub, which in turn is translating. At the same moment, 
the shutter is opened, and a continuous train of pulses passes through a lens and is focused on the 
disk surface. Each pulse creates one texture bump. After I to 2 s of exposure, the shutter closes 
and terminates the operation. The spinning and translating motion of the disk creates a spiral of 
texture bumps in a narrow zone that is 2-5 mm wide. The texture zone placement is precise to 
within 10 to 50 ~tm. 

One of the distinct advantages of LZT is the microtopography of the generated bumps. Be- 
cause of this microtopography, the top portions of the bumps are extremely smooth and rounded, 
which aids in their durability and reduced stiction behavior. For NiP or glass texturing, a single 
focused pulse creates a single bump with a diameter from 5 to 20 ~tm, depending on LZT condi- 
tions. Further, the height of the texture dome ranges from just a few nanometers to several hun- 
dred nanometers. These bumps, though different in geometry for NiP and glass (see below), are 
extremely shallow, with the slope angle on the side being no more than 1 deg. If the correct pulse 
energy is established, true nanomanipulation of the texture bump heights can be achieved. In es- 
sence, micro- and nanotechnology is positively affecting the data storage market through laser to- 
pographic modification. 

Figure 5.14 displays the so-called sombrero bump that forms on NiP and the smooth micro- 
dome that forms on glass surfaces. Qualitatively, the individual bump geometry is different, re- 
flecting the different formation mechanisms for both surfaces. On NiP, the short and intense pulse 
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Fig. 5.14. Examples of laser texture bumps. (a) "Sombrero" bump formed by a Nd:YVO 4 laser pulse on a 
NiP substrate. (b) "Microdome" bump tbrmed by a CO 2 pulse on a glass substrate. Below the photos are 
typical cross sections of the bumps. (a) sombrero, (b) microdome. 
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transiently melts the NiP, pen13itting coinpeting surfhce tension effects to come into play. 49 The 
height of' the central dome, either above or below the outer rim, can be manipulated by pulse en- 
ergy adjustment. On glass, the fbcused CO 2 pulse transiently heats the material to a "softening" 
point at which material can flow. This flow is induced by non nal thermal expansion of the glass 
and by compressive surface stress that exists because of chemical strengthening of the glass. Be- 
cause only a small region of'material is heated, the main material flow is upward, creating the 
dome. As with NiP, adjustment of the pulse energy permits variation of the restlltant dome height. 
The NiP melting and the glass softening both create situations where the dome top becomes mi- 
croscopically smooth. The small laser/substrate contact area and the smoothness of the processed 
area result in excellent start/stop wear behavior and bump durability. 

At a recent 1996 disk industry show, no less than six companies were offering turnkey laser 
texture tools. In addition, several other companies offer lasers specifically made for disk textur- 
ing. Automated laser texture tools (LTTs) tbr the disk industry offer a high throughput, cassette- 
based operation. Cassettes of disks are loaded into an input conveyor, and processed cassettes are 
unloaded from the output conveyor. The procedure is highly controllable, permitting repeated cre- 
ation ofa preselected bump profile. The bump spacing and bump placement are likewise highly 
controllable. Depending upon the inake and model of'the automated tool, and the type of process- 
ing, process rates extend t~om 100 to 500 disks per hour. 

In conclusion, it is clear that the laser microdome formation process is a success story. The 
reason fbr the success of this process, as with all successful laser microengineering techniques, 
lies in its ability to fill a niche filled by no other process in a cost-effective manner. Although tech- 
niques exist for zone texturing by mechanical methods, the zone so produced is of poor quality 
and has only imprecise placement at best. Similarly, lithographic methods have been used for 
zone texturing. However, this latter process is relatively expensive and hence not suitable for 
high-volume manufacturing. The microscopic resolution properties of laser light, coupled with 
the laser's ability to interact with material surfaces in a unique way, has made the LZT process 
the solution of choice for the high-end disk drive market. 

5.7 A Case Study: Developing a PLD Materials-Processing Tool 
5.7.1 Introduction 
PLD has become an active area of materials research over the past decade. It is estimated that, to 
date, over 300 different materials have been deposited using this unique physical vapor deposition 
(PVD) process. The bulk of the work has focused on various oxide compounds such as high-tem- 
perature superconductors (HTSs). However, a significant amount of work has focused on materi- 
als that are of potential interest to aerospace engineers, such as wear- or scratch-resistant coatings 
and tribological coatings. 71 Such materials include diamond-like carbon (DLC), anaorphic dia- 
mond, cubic boron nitride, and various thin-film lubricants such as WS 4, MoS 2, and TiC. 7i Fur- 
ther research is being conducted on new materials such as C3N 4 and various other nitrides. 

PLD offers many well, known advantages over other PVD techniques, and is theretbre an at- 
tractive process for materials research. The advantages of PLD can be summarized as follows: 

• Ease of stoichiometric transfer of complex target compositions directly to the deposited fihn 
• Ability to deposit films in a wide varlet5' of background gas species 
• Ability. to conduct ion-, neutral-, or photon-beam-assisted depositions 
• Ease of target changes, permitting multilayer film growth 

It is difficult to find another PVD process that offers as many features as PLD. When developing 
a PLD system, certain basic issues must be addressed. The following section focuses on these 
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issues. The discussion is directed towards aerospace applications but is also relevant to almost all 
other categories of applications. For the discussion, it is assumed that the reader has some degree 
of familiarity with the rudimentary aspects of the PLD process. An excellent review of this subject 
is given by Chrisey and Hubler. 7! 

5.7.2 Basics of PLD System 
In order to develop a viable PLD tool, the materials scientist must first answer" several questions 
about the nature of the research that is to be conducted. These include the following basic ques- 
tions. 

• What materials or class of materials is to be deposited? 
• What substrate materials and shapes will be used? 
• What is the substrate size (dictated by the minimum device requirements)? 
• What final film thickness will be required for the application? 
• What is the maximum temperature the substrates can tolerate? How does this temperature 

compare to the melting point or crystallization temperature of the material to be deposited'? 
• Does the material system or device require multilayer film growth? 
• What potential background gases will be required tbr the materials to be deposited? 
• Is the process or material of interest sensitive to background gas species such as water" vapor'? 
• Will ion-beam or photon-beam-assisted deposition be necessary to ensure growth of the proper 

phase? 
• What deposition rates and throughput will be necessary for the application? 
• What is the available budget tbr the PLD tool? 
• Will the tool be designed and assembled in-house, or purchased as a complete system? 

The last two questions should be considered carefully. A typical mistake is to add up the projected 
costs of all the tool components and then to expect an outside vendor to sell such a system for 
these costs. Usually ignored in this calculation are thousands of small items (e.g., cables, connec- 
tors, water flow switches, power distribution, safety interlocks) as well as the extensive time spent 
on system design, engineering, and assembly. While design can be conducted "in-house," the cost 
of design is not typically included in the estimate of a system price. It typically takes about l man- 
yr to properly design, procure, and assemble a working PLD system for a group well versed in 
deposition and vacuum technology. Therefore, depending on the overall system complexity, a 
realistic purchase price from a competent vendor is typically two to three times the apparent com- 
ponent "costs." In addition to cost, there are other ancillary issues that should be considered. 
These issues include the versatility of the tool handling the step that follows PLD in the materials 
development process, and the question of whether the system should be scaled up to include a 
larger deposition area, or should branch off into different or more complicated material systems 
and/or processes. Figure 5.15 shows a schematic of basic large-area PLD system based on a rect- 
angular box design. 

When designing a PLD system, the following items should be considered: laser, deposition 
chamber, substrate heater, target, BDS, pump, deposition rate monitor, and large-area PI,D. A dis- 
cussion of each of these items follows. 

5.7.2.1 Laser 
In PLD processing, it is strongly recommended that a UV excimer laser be used. Compared to IR 
or visible lasers, UV lasers generate fewer particulates because of the smaller (--,100-rim) absorp- 
tion depth. In general, higher quality films are grown when UV excimer lasers are used. In addi- 
tion to the UV output from excimer lasers, the UV output (fourth harmonic) from Nd: YAG (and 
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Fig. 5.15. Schematic of a large-area PI.,D system. A-raster mirror assembly, B-rastered laser radiation, C- 
Intelligent Window, D-ablation target, E-plume, F-substrate, G-water-cooled shield, H-shutter, l-heat 
lamp, J-hollow cathode lamp, K---HCL radiation, L-detector, M---target manipulator assembly (only one tar- 
get shown), N-substrate linear/rotary feedthrough, O-current feedthrough. 

other) lasers have also been used in PLD. However, current Nd:YAG lasers produce insufficient 
UV output powers to obtain reasonable deposition rates over useful substrate sizes. Furthermore, 
Nd:YAG lasers have a much higher beam quality, which is actually a drawback for PLD. The 
excellent Gaussian beam profile allows the YAG beam to be focused to a very small spot that 
yields very high fluences. Energy densities achieved with these lasers can actually melt the target, 
increasing particle generation tremendously. Expanding the YAG beam to reduce the fluence pro- 
duces a larger spot with a very nonunitbrm energy density. The excimer laser, oll the other hand, 
produces a large rectangular output, typically 1 × 2 cm. The energy densi~ over the rectangle is 
usually uniform (ifthe laser is working well), except at the edges. Using an appropriate BDS train, 
the output can be tbcused down to a spot on the order of a few millimeters square with reasonable 
uniformity. In summing', excimer lasers offer the best characteristics for the PLD process, because 
they provide sufficient peak power (~-. 100 MW/cm2), usable average powers (10-100 W), and 
multi- or random-mode operation to obtain practical deposition rates and good uniformity. For 
example, an excimer laser operating at 248 nm (KrF), delivering ~-,500 mJ per pulse with a repe- 
tition rate of about 50 Hz or higher, is more than sufficient for the growth of most materials with 
reasonable deposition rates (0.5 to ~-,2 faro/h), over a 2- or 3-in.-diam substrate. Lasers that produce 
very. high pulse energies (~-.1 J/pulse) are only useful if the ablation threshold for the material is 
very high. Such lasers rarely operate at the rated output power for an extensive period (in'espec- 
tive of the vendor claims) and can be very problematic in the long run. Thus, care should be taken 
in determining the proper size of laser for the application; a 1 J/pulse laser is not necessarily the 
best choice. Running the laser at lower output is difficult, because the pulse-to-pulse stability is 
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best when the laser is operated close to the rated output. In high-fluence PLD, most of the incident 
energy is absorbed in the laser-induced plasma, and the yield of particulate generation tends to 
increase. High-fluence ablation is typically used ['or the deposition of DLC films (and usually at 
193 rim). 72 High fluence can also be achieved with smaller lasers and the appropriate BDS. How- 
ever, tbr several of the materials of interest to aerospace engineers, the deposition rates are typi- 
cally very low. Materials such as carbon (to form DLC) and carbides used as wear-resistant or 
protective coatings have very low deposition rates per laser pulse. If these are the materials of 
interest, a laser with a high repetition rate (-~ 150 Hz or higher) and at least 600 mJ/pulse should 
be seriously considered in order to obtain reasonable growth rates and throughput. 

When purchasing an excimer laser, the user must consider both the physical size of the laser 
and other additional operational costs. Typical lasers are on the order ot'4 to 6 ft long, 3 ft wide, 
and 2 ft high. Additional costs include the facilities (electrical power, multiple stainless steel gas 
lines, water cooling, and exhaust vent); supporting table (does not need to have vibration isola- 
tion); several high-purity gas regulators; and a cabinet for the halogen gas and high-purity gases. 
Other ancillary expenses might include an energy detector, a gas purifier, a beam attenuator, 
safety shields and eyeglasses, and a water chiller (because the higher power lasers and some com- 
ponents in the PLD system may require water cooling). All ofthis equipment, plus the size of the 
laser, should be taken into account when procuring the appropriate laboratory space for a PLD 
system. 

In addition to costs just mentioned, there are laser maintenance expenses, which include re- 
placement optics (for the laser and the BDS) and halogen filters. Also, every few years, the inter- 
nal electrodes and preionization pins must be replaced in the excimer laser. Another issue that im- 
pacts cost is the selection of which gas to use in the laser. Argon is significantly less expensive 
than krypton. However, the reduced amount of energy obtained with argon, and the extra wear 
and tear on the laser cavity and optics that occurs at the 193-nm (ArF) wavelength, makes krypton 
(with the laser operating at the 248-nm [KrF] wavelength) a better choice for most PLD applica- 
tions. As mentioned before, 193 nm is the best wavelength to produce high-quality, optically 
transparent DLC. If the user plans to use ArF (193 nm) with high repetition rates, then the optical 
beam path should be purged to remove oxygen. The purging should be done because 193-rim ra- 
diation produces ozone in air, which is a serious health hazard. A simple Lucite box purged with 
nitrogen or argon is sufficient for this purpose and will also keep all of the optics clean. 

Excimer lasers also operate at a 308-nm (XeCI) wavelength. The gain at this wavelength is not 
as high as the gain at 248 nm, but in general the gas lilietime is longer. The 308-nm excimer wave- 
length is also less punishing to the laser optics but is considered more of an eye safety hazard. 
Long-term exposure to even low levels of 308-nm scattered light can cause glaucoma. Glaucoma 
does not occur as readily at 248 nm. However, the 248-nm light can cause an eye condition known 
as "welder's blindness," which can be treated in 24 h. It is easy to change fi'om ArF (193 nm) to 
KrF (248 nm) and back again with little downtime. Changing the laser over from a chlorine-based 
system to an fluorine-based system is not recommended. 

Although excimer lasers are valuable for PLD sources, they have only four distinct wave- 
lengths of operation: 351 nm XeF, 308 nm XeCI, 248 nm KrF, and 193 nm ArF. The PLD tech- 
nique would benefit if the laser wavelength could be altered to match the peak absorbanee in the 
target material. This requires a widely tunable laser with high power. The FEL can be designed 
to be widely tunable. The Department of Energy (DOE) Jefferson Laboratory FEL is in the com- 
missioning phase to provide tunable kilowatt-pulsed laser power in the IR. The laser is designed 
to be upgraded to produce tunable laser power in the UV. This facility will provide tremendous 
insight into the interaction of light with materials. The ability to tune the laser radiation over a 
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wide spectrum will likely allow the materials scientist to more easily couple the radiation to a spe- 
cific target material. The strength of the absorption will be strongly dependent on the chemistry 
(bond nature) of the target. By tuning the laser to individual target chemistry, the user may be able 
to break specific bonds or to couple energy to the target material in various modes, such as excited 
electronic or vibrational states. This energy can then be transferred to the growing film, enhancing 
various film properties such as crystallinity. 

Two examples of strong coupling to specific target material as a function of laser wavelength 
fbllow. As a first example, the optical quality of DLC films grown fi'om graphite targets is clearly 
best at 193 rim. The optical quality is best at this wavelength because the more energetic 
photons obtained with 193-nm radiation break almost all of the carbon-carbon bonds. The result 
is an energetic plume consisting mostly of individual carbon atoms, with very few dimer mole- 
cules. 72 The energetic plume increases the likelihood that sp 3 bonds will form when the carbon 
condenses at the substrate surface. Films grown with KrF primarily have dimers in the plume, and 
yield films predominantly made up of the stronger sp 2 bonds. On the other hand, the basic elec- 
trical properties of yttrium barium copper oxide (YBCO) (the high-temperature superconducting 
compound) films are usually very similar, regardless of'the laser wavelength used (193 or 248 
rim). In this case, the more energetic radiation at 193 nm does not play a significant role (other 
than a slight reduction in particulates). As a second example, in unpublished work, metallic films 
made fi:om metal-carbonyl targets were deposited using two different wavelengths. When the tar- 
get is ablated, it ejects carbonyl compotlnds that decompose upon impinging on the heated sub- 
strate. The volatile carbonyl radicals desorb, leaving a metallic film. Using radiation from 193 nm 
with fluences of'about 1.0 J/cm 2, the film growth rate was on the order of 0.5 lum/h at a 30-Hz 
pulse rate. Using radiation at 248 nm, just three laser pulses completely covered the entire vacuum 
chamber walls with several microns of the carbonyl material and covered the hot zone with a thick 
metallic layer, destroying the substrate heater. V~qfile this result was totally unexpected (and the 
system had to be cleaned and rebuilt, which took several days), it clearly demonstrates that the 
right combination of target material, coupled with the proper laser wavelength, can increase dep- 
osition rates. Also, the right combination can significantly alter the electronic properties of the 
ablation plume and thus, of the deposited films. While both the excimer and Nd:YAG lasers pro- 
vide several discrete working wavelengths, they do not offer the capability to continuously vary 
the wavelength over the wide range that is available with the FEL. Future upgrades of the FEL 
will include high-power operation in the 190-300-rim range. Another interesting feature of' the 
FEL is its very short pulse length. A short pulse length may significantly reduce the amount of 
particles that are generated in the PLD process. 71 It is expected that radiation fi'om the FEL will 
become an active area of research for PLD material scientists in file near future. 

5.7.2.2 Deposition Chamber 
For the vacuum chamber design, attention should be primarily given to the substrate holder, the 
substrate heater (if one is required), and the target or targets (if multilayers are required). Several 
vacuum chamber st3'les have been used for PLD, including a simple four-way cross, a sphere, and 
a bell .jar, all with extra ports. An alternative design includes a rectangular box ctlamber with a 
large hinged access door and several ports. Figure 5.15 shows a schematic of a rectangular box 
chamber design. Ever)' chamber should be designed around the largest substrate diameter to be 
used. Once the substrate size is selected (e.g., 50 or 200 mm), the target shape and size and the 
target-to-substrate spacing, known as throw distance, can be determined. In general, the larger the 
substrate, the larger the target and the throw distance required. While there are no hard-and-fast 
nJles, a reasonable choice is for the throw distance to be set at least the diameter of the substrate 
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size if unitbrm film thickness (+5%) is desired. While some systems allow the throw distance to 
be varied, such variation is typically not necessary. For most material systems, the same film 
properties can usually be obtained at different throws by simply changing the background gas 
pressure, keeping the product of pressure and distance relatively constant. The target diameter 
should be at least the size of the substrate. Both target and substrate can be mounted in almost any 
direction; however, there are more advantageous orientations depending on substrate type. Hori- 
zontal mounting allows the target (or targets) to be simply held by gravity and the substrate to be 
suspended at its edges without the need for clamping to a back-plate. Horizontal mounting is 
important when delicate substrates are used or when the process is sensitive to substrate temper- 
ature, or if the quality or integrity of the back side of the substrate is relevant to the application. 
Regardless of the mounting orientation, if a uniform film thickness is required over substrates 
larger than 50 mm in diameter, both the substrate and target must be rotated in conjunction with 
programmable laser beam rastering (discussed below). 

The chamber should include ports for substrate manipulation (rotation and translation, if de- 
sired); for target rotation (and indexing, if multiple targets are used); for the laser beam entrance; 
for vacuum pumps and gauging; and for substrate/target transfers (if a hinged door is not used). 
111 addition, the chamber should have several auxiliary ports. These auxiliary ports might include 
view ports to see the substrate and target during deposition and to see substrate heater compo- 
nents, including current feedthroughs, thermocouples, and water-cooling connections. View ports 
should use glass that strongly absorbs the laser radiation, or a safety hazard may arise. For exci- 
mer lasers, a simple 3-mm-thick Lucite disk placed over a standard low-profile view port is ade- 
quate to absorb radiation. In addition to view ports, it is helpful to have a port that controls a sub- 
strate shutter and is used for target precleaning prior to deposition. Depending on the ultimate 
system goals, ports might also be considered for plume diagnostics such as atomic absorption and/ 
or emission; ellipsometry or other spectroscopies; residual gas analysis; and gas processing 
sources such as atom. ion, or sputter deposition sources, process gas bleed, and vent valve. Port 
flanges can be knife-edge or O-ring style. It is usually well worth the time to lay out all of the 
ports on the chamber with each potential component drawn in, prior to fabrication of the chamber. 
This layout will help ensure that the design can be assembled as intended. 

5.7.2.3 Substrata Heater 
Careful attention should also be given to substrate heating when designing a PLD tool. Maximum 
substrate temperatures, along with the type of substrate (as detined by its absorptivity and emis- 
sivity) and background gas, are key ingredients in determining the type of heaters to be used. The 
use of oxygen as a background gas signiticantly reduces the types of heaters that can be used, 
especially if the substrate temperature is to reach above ~-600°C. Also, if oxygen or other reactive 
gases are to be used, care must be taken to properly select all the other materials that will become 
heated in the presence of the gas. Materials such as molybdenum or tungsten should not be used 
for heating elements, shields, substrate holders, or substrate clips, as they are easily ignited and 
very dangerous when heated in the presence of oxygen. The design of substrate heaters is consid- 
ered somewhat of an art and is clearly beyond the scope of this chapter. However, the basic con- 
siderations for PLD applications are presented. 

One of the first considerations in the design ofa substrate heater is whether or not the substrate 
can be bonded to a heated backing plate with some thermally conductive material such as silver 
paint or indium. Clamping the substrate to a back plate does not ensure good temperature unifbr- 
mity and is not recommended for most applications. Although thermal bonding materials (e.g., 
paint and pastes) provide the easiest way to achieve a given substrate temperature, they have sev- 
eral drawbacks. 
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• Thennal bonding will be a problem ifthe back side of the substrate will be used tbr subsequent 
film growth (for instance, double-sided YBCO film growth on LaA10 3 substrates), or if the 
substrates are delicate (such as CdTe or HgCdTe). 

• Thermal bonding will be a problem if photolithography will be employed. After deposition, 
the thermal bonding agent will adltere to the substrate back side and will be difficult or impos- 
sible to remove without damaging the deposited film. 

• The thermal paste will also outgas a large amount of organic residue during the pumpdown 
and initial substrate heat cycle. 

• If indium is used, it will form an oxide at elevated temperatures. InO has a high vapor pressure 
and thus will be a possible source of film contamination. 

• When bonding large substrates greater titan 1 in., it is diMcult to ensure uniform bonding after 
heating up the substrate because the substrate may bow slightly, producing local cold spots. 

If bonding is not going to be employed for substrate heating, then more stress is placed on the 
heating elements to achieve the desired substrate temperature. In this case, however, the substrate 
back side remains clean, making it easy to either deposit a back-side film or to do postdeposition 
processing. When not using thermal bonding agents, it is best to hold the substrate only at its 
edges during the heating process. 

Several types of heaters have been used for the PLD process, including projection lamps and 
resistive heaters based on magnesium oxide (MgO)-sheathed lnconel conductors, nichrome, Kan- 
thal, and platinum. Other combinations of materials have been used for heaters, including Si, SiC, 
and graphite encapsulated in boron nitride. The latter heating material is ve~2¢ useful for several 
applications, but if the temperature (not substrate temperature) exceeds ~-,800°C, the boron nitride 
is etched by oxygen, if oxygen is used as a process gas. If oxygen is not going to be used, heating 
elements made from carbon, molybdenum, tantalum, or tungsten wires may be acceptable. When 
designing a heater, careful consideration must be given to all the materials being used to ensure 
compatibility with any of the background or process gases and with the ultimate temperature to 
be reached. Also, care must be taken to make sure that the heating elements or other hot compo- 
nents do not decompose in the desired background gas. 

One important figure of merit for any substrate heater is the temperature uniformity attainable 
across the substrate surface. In order to minimize temperature gradients and the amount of power 
necessary to heat the substrate to a desired temperature, heating elements should extend out past 
the edges of the substrate. Several reflecting shields should also be placed above and around the 
elements and substrate if possible, especially if the substrate temperature is to go beyond ~-,400°C. 
These shields will help improve the temperature uniformity and will reduce the amount of power 
required to heat the substrate to a given temperature. In addition, the shMds will reduce the 
amount of radiation reaching the chamber walls. 

Measuring the temperature of a heated substrate can also be difficult, depending on the heater 
design and substrate materials. For instance, transparent substrates such as sapphire and quartz do 
not readily absorb IR radiation. Furthermore, when a pyrometer is used to read the temperature 
of a transparent substrate, the signal from the substrate is obscured by the radiation from whatever 
is behind the substrate. The result can lead to an incorrect reading. A small thernmcouple placed 
on the substrate itself will not indicate the proper temperature, because the thermocouple will ab- 
sorb more radiation titan the substrate, again indicating the wrong temperature. Thus, measure- 
ment of substrate temperature can be ve~' tricky, and care must be taken to obtain the correct 
value. Sometimes the substrate temperature will not be known, but reproducible growth can be 
obtained by using a free-floating thermocouple that monitors the radiation environment. The ther- 
mocouple should be used as the input to a programmable temperature controller. The temperature 
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controller can then be used to run predetermined thermal cycles and to hold the temperature con- 
stant during deposition. 

Another issue when designing a substrate heater is the total amount of energy that will be radi- 
ated into the deposition chamber and its effect on other internal components. A properly designed 
heater for a 3 in. diam substrate needs about 1.5 kW of power to heat a transparent substrate, such 
as sapphire, to a temperature of 750°C, if no thermal paste is used to bond the substrate to a heated 
block. The radiation from the heater, if not properly dealt with, can cause several problems. To 
avoid the problems, properly designed water-cooled plates should be placed behind the heating 
elements and any of the reflecting shields. This removes excess heat, which otherwise will heat 
the chamber walls and cause a burn hazard. Furthermore, during processing, hot walls liberate 
water vapor (usually the dominant source of background gas in any clean and unbaked vacuum 
system), which can severely intluence the properties of the deposited films. A hot substrate (or 
heater) located a few inches above the target surface can increase the temperature of the target by 
several hundred degrees. This temperature increase can cause the targets to outgas considerably 
and may have other, more deleterious effects on film growth. For example, if the target becomes 
sufficiently hot from the thermal radiation, the absorbed light from the incident laser beam may 
be sufficient to locally melt the target surface. Local melting greatly increases the ejected partic- 
ulate density and produces changes in the deposition rate and film properties. Therefore, water- 
cooled shields should be placed above the target to minimize the thermal radiation, as shown 
schematically in Figure 5.15. These shields should include slots to expose the necessary area of 
the target to the laser beam and to allow the plume to impinge on the substrate. Finally, when 
designing a substrate heater, the following safety issue should be considered: The heater should 
not be allowed to operate above a few torr. Thus, if the chamber is opened, an operator's hand 
cannot accidentally touch one of the electrical feedthroughs, causing electric shock. 

5.7.2.4 Target 
For simple single-layer film growth, only a simple target holder and rotary feedthrough are 
required. Target rotation is necessary as a minimum; otherwise, the target morphology changes 
very quickly under laser irradiation, greatly altering the plume shape and direction. Several types 
of rotary, feedthroughs are available for target rotation. Rotation speeds between 6 and 30 rpm are 
more than adequate for most applications. If the application requires multilayer film growth of 
different materials, then a muititarget manipulator is required. A manipulator allows the user to 
readily change, either via computer or manual control, the active (ablation) target without break- 
ing vacuum. Typical manipulator configurations can include from three to six targets of a given 
size. Figure 5.16 shows a photograph of a multitarget manipulator that holds four 2 in. diam tar- 
gets. This particular manipulator is mounted on a large 12 in. diam mother flange and has a linear 
translation stage that provides up to 4 in. of z-axis motion. A programmable stepper motor is sup- 
plied, which allows the targets to be quickly indexed into the ablation position in any order 
desired. This manipulator is based on a dual-axis, magnetically coupled rotary feedthrough. One 
axis provides continuous target rotation up to 35 rpm; the other axis provides target indexing. The 
magnetically coupled feedthrough is used because it provides longer life than a welded-bellows 
feedthrough. The manipulator in Figure 5.16 also has a water-cooled shield that sits directly above 
the targets. The shield has an open slot to allow rastering of the laser beam over the active target. 
Note that the shield design protects the unused targets from backscattered vapor, which minimizes 
cross contamination, and the water-cooling keeps the targets, gears, and bearings isolated from 
themml radiation. 
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Fig. 5.16. A four-position PLD target manipulator. Photo Courtesy of Epion Corporation. 

Almost any material can be deposited by PLD. It is often said that if you can make a solid tar- 
get of any size and shape, then you can deposit a film by PLD. One interesting example comes to 
mind. At a Materials Research Society meeting in Boston, a researcher showed an x-ray diffrac- 
tion 0-20 scan obtained from a PLD film grown fi'om a small rock taken from the Berlin wall! 
This example also highlights the tact that the purity of the target is very" important. If the element 
(desired or not) is ill the target, it is most likely going to end up in the film. Thus, if the material 
being deposited is strongly affected by impurities, care should be taken to purchase a target with 
vet 3, high purity. In addition, the targets should be handled with clean gloves. 

The target properties (size and density) can play a role in the quality of the films that are pro- 
duced. Typically, round targets, from one to several inches in diameter, are used. Target thickness 
can vary' from below 0. I to 0.25 in. or greater. In general, larger diameter targets are more effec- 
tive than smaller diameter targets, especially if large substrates are to be coated or if very thick 
films are desired. Larger targets are effective because a large amount of material will be removed 
from the target. If a large target is used in conjunction with laser beam rastering, the target surface 
will remain flat, which is preferable. Conversely, if small-diameter targets are used without ras- 
tering, the target surface will become trenched as the target is rotated. As a result, the ablation 
plume angle will be grossly altered, changing the deposition rate at the substrate. 73 Also, the 
trenching of the target surihce will alter the laser beam spot size and thus the laser fluence. Laser 
rastering using a programmable mirror, discussed in the section below, eliminates trenching of 
the target surface and provides tbr more uniform and reproducible deposition. 

When obtaining targets for the PLD process, density is also a consideration. It is widely be- 
lieved that dense targets produce films with the least amount of particulates. This belief is often, 
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though not alLWays, borne out in reality. Though a dense target is desirable, it is also important that 
the target be homogeneous with very small grains. However, in order to obtain high density, the 
target is sintered for a long time, but this also yields larger grain sizes. Theret'ore, a compromise 
must be struck between target density and the grain size within the target. A low target density 
means it is porous but has a small grain size. This porosity will result in outgassing, and for large 
targets, a considerable amount or'pump-out time might be needed before the chamber reaches a 
base pressure. For some materials, target densities in the 80% range have yielded very good film 
properties. In other tnaterials, like the carbide targets, vendors will supply either hot-pressed or 
CVD-prepared targets. The hot-pressed targets tend to generate films with more particulates than 
CVD-prepared targets. However, CVD carbide targets are very difficult and expensive to obtain. 
In some cases, powder ot' file proper" material can be ablated. Also, liquid Ga has been used as a 
target to form GaN films in various background gases. For most materials, the target composition 
should be exactly the same as the composition desired in the film. However, for certain materials, 
such as those containing high vapor pressure elements like Pb or Li, nonstoichiometric targets 
should be considered. The reason is that some of the elements will re-evaporate t'rom the heated 
substrate surt'ace before being oxidized, in some cases, such as the oxide films, the target can be 
nonstoichiometric. For instance, MgO and SiO 2 may be formed in an oxygen background using 
either a simple Mg or SiO target, respectively. Stoichiometric targets would be difl'icult to obtain 
directly because of the poor absorption in file UV of these materials. 

The morphology of the target surf:ace changes as the ablation process is carried out. 73 For sys- 
tems that use a fixed-position (nonrastered) laser beam, the target needs to be resurfaced after 
each run, or after every few runs. Target resurfacing wastes material and raises the issue of con- 
tamination of' subsequent films. 

5.7.2.5 BDS 
While the laser has already been discussed, consideration must also be given to the entire BDS 
that delivers the laser radiation to the ablation target. Two basic approaches to the BDS can be 
used" focusing and imaging. Usually, fluences between I and 3 J/cm 2 are sufficient for most mate- 
rials, with the actual fluence hitting the target being between 50 and --.500 mJ. Again, because sev- 
eral of the materials of interest to aerospace engineers have high ablation thresholds and low dep- 
osition rates, fluences approaching 5 J/cm 2 may be necessary, in general, low fluence and high 
laser repetition rates are better for producing films than high fluence and low repetition rates. In 
a simple BDS, the basic elements are an aperture used to define and remove the nonuniform por- 
tions of the excimer beam, a focus lens (spherical or cylindrical), and a chamber entrance window. 
The excimer laser beam is usually 1 x 2 cm in size. Thus, optics of at least 50 mm in diameter 
should be used. Anti-reflective (AR) coatings are useful for minimizing the laser energy loss at 
the lens and/or window surfaces. The AR coatings are wavelength specific and will be damaged 
by radiation at other wavelengths. A more complex BDS can be employed, including multiple 
focusing lenses, raster mirrors, and beam homogenizers. Laser beam homogenizers are usually 
not necessary for the PLD process, especially if the laser is operatin~ properly. Raster mirrors are 

1 3  11" very useful for scanning the laser" beam over a large diameter target. Rastering the beam greatly 
improves the unifonnity of film properties such as film thickness and composition. Furthenuore, 
by rastering the laser beam over a large target, the target surface morphology does not signifi- 
cantly change during time. The result is reproducible film growth without the need for resurfacing 
of the target after each deposition. 

Care should be taken to properly deal with reflections that occur at all of the BDS surfaces. 
These reflections can cause damage to optical components and can become a safety issue. Thus, 
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it is wise to enclose the BDS in an appropriate box that will absorb the stray radiation. For excimer 
lasers, a Lucite box is strongly absorbing and quite adequate for the job. 

During deposition, the ablated products typically coat the entrance window of the chamber. 74 
The amount of the coating depends on several factors, including typical operation pressure, the 
distance from the target to window, and the angle that the laser makes with the target surface. Th is 
coating reduces the laser fluence that is incident on the ablation target. The consequence of this 
reduction is a change in the deposition rate and the energetics of the ablation process. This change 
potentially results in nonuniform deposition and in process variability during the film growth. 
Furthermore, it is well known that changes in fluence affect the as-deposited stress in PLD films. 
This deleterious effect can be somewhat minimized by the injection of a "curtain" of process gas 
over the entrance window and by the intelligent choice of the incident angle (e.g., at least 45 deg, 
or smaller than 30 deg relative to the surface normal) that the laser beam makes with respect to 
the target surface. Figure 5.17 shows a PLD product, called the Intelligent Window, that not only 
helps to minimize coating on the window but also provides a direct measure of the energy that 
actually enters the deposition chamber. For this window, a large transparent disk is housed inside 
a pair of vacuum flanges. The laser radiation enters the Intelligent Window through a high-quality 
AR-coated window. The backscattered material is deposited onto the transparent disk over a small 
area defined by an internal aperture. When this area has become coated with vapor, the disk can 
be easily rotated, exposing a clean surface via an external feedthrough. A small port is included 
to bleed the process gas into the area around the disk and aperture, thereby raising the local gas 
pressure, which also helps keep the disk clean. When the disk becomes fully coated, it can be eas- 
ily removed and replaced with another disk. The disks can be polished and reused multiple times. 
Another important f~ature of the Intelligent Window is that it allows the user to monitor the en- 
ergy that enters the chamber just prior to deposition of the film. This capability enables the user 
to achieve reproducible deposition rates and overall film quality. Monitoring the energy is pref- 
erable to relying on the laser's energy meter. This meter does not provide a good measure of the 
energy hitting the target, for a variety of reasons. 

,%., ".~"?, ,ii~,~!!!i~,i!!!iiiiiiiiiiiii!,?.,,i.:-, .. ":"'":,i!~i~ ~ ...... ~ i ~ i ~ .  

Fig. 5.17. Intelligent Window, which keeps the vacuum chan~ber window clean for extended periods of time 
and allows the user to monitor the energy that enters the deposition chamber. Photo courtesy of Epion Cor- 
poration. 
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• The laser beam is multimoded, and the beam divergence depends on factors such as gas fill 
quality and laser optics. As the beam divergence changes, the energy hitting the target can 
change considerably (by as much as 25%), depending on other aspects of the overall optical 
train. 

• Quartz optics are well known to produce so-called color centers under intense radiation in the 
UV. The optics produce a red fluorescence under exposure when a sufficient number of color 
centers have been produced. When the color centers are activated, the optics absorb a signifi- 
cant amount of the incident energy, significantly reducing what hits the ablation target. 

• Losses also occur as the coatings and reflecting surfaces of mirrors and lenses slowly degrade 
over time because of UV laser exposure. 

Thus, the ability to monitor the energy that actually enters the chamber is the only way to know 
what is really incident on the target. Because many of the film properties depend strongly on laser 
fluence, the ability to monitor this energy is key to reproducible fihn growth results. 

5.7.2.6 Pump 
Several types of vacuum pumps-such as oil diffusion, cr3,o-, and turbomolecular pumps sup- 
ported by a rough-pump--are suitable for the PLD process. Ion pumps are not considered suitable 
tmless one is using a load-locked system and is not planning on using any background process gas 
during the deposition process. Oil diffusion pumps are not tile top recommendation because they 
call be a source of oil contamination in the deposited films. Turbmnolecular pumps offer the best 
option for most PLD applications. Note that these pumps should not be placed on the bottom of 
tile chamber, where they may be seriously damaged by anything that falls. Turbomolecular pumps 
come in several sizes and varieties, including a molecular drag sb'le. The drag pumps provide 
very high gas throughput but reduce tile overall compression ratio of the pump. A high compres- 
sion ratio, however, is not needed for the PLD process. The selection of pump size, measured in 
liters per second, should be based on the chamber size and the required speed for pumpdown to 
the necessary base pressure. A properly selected pump should achieve an initial pressure below 1 
x 10 -6 torr within 2 h of pumping and a base pressure in the low to mid 10 -7 torr range. Because 
some targets may outgas considerably, there may be a limit to the base pressure that can be 
obtained. Appropriate pump sizes are between 100 and 1000 I/s, depending on the overall cham- 
ber size. At the base pressure, it is likely that the dominant background gas species will be water 
vapor. If the materials to be deposited are sensitive to water vapor, then alternative pumping 
approaches need to be considered, or the chamber walls must be baked out to remove water. The 
latter approach is not particularly convenient, because it is usually takes time, thus limiting the 
throughput of the PLD tool. An alternative approach is to incorporate, with added cost, a load- 
lock facility that minimizes the exposure of the main deposition chamber to atmosphere. Ade- 
quate consideration should also be given to the selection of a rough-pump. While dry. pumps offer 
oil-free rough pumping, they are expensive and not needed if the turbomolecular pump is handled 
properly. A standard rotary-vane mechanical rough-pump is more than adequate for the job. How- 
ever, if oxygen is to be pumped, then consideration must also be given to the pump oil used (e.g., 
Fomblin oil orthe equivalent), because standard hydrocarbon-based oils become highly explosive 
with sufficient oxygen entrapment. Similar considerations as those just mentioned should be 
taken into account if ozone or another toxic gas is being pumped using a cryopump. 

In the PLD process, vacuum gauging is necessa~w, not only to measure the base pressure, but 
also to monitor the pressure of added background gases. Vacuum gauging should include an ion 
gauge to determine the chamber base pressure, and either a thermocouple, Convectron, or Pirani 
gauge to monitor the pressure during the initial stages of the pump-down cycle. A capacitance 
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manometer capable of rneasuring fi'om about 1 x 10 -4 torr to 200 retort is recommended for mon- 
itoring the pressure during deposition. The manometer should be located so that it actually sam- 
ples the pressure in close proximity to the substrate. Monitoring the pressure at the chamber wall 
is usually inadequate, especially if heated st, bstrates are used, because the pressure near the sub- 
strate is strongly dependent on the substrate temperature. 

During deposition, a background gas is typically used to either thermalize the plume or to im- 
prove the stoichiometry of the gas species in the film. For thermalization, an inert gas such as Ar 
can be used. It is important to control the background gas pressure for several reasons. First, as 
the background gas pressure is increased, the amount of gas-phase scattering that occurs in the 
plume also increases. The backscattering of the atornic and rnolecular species in the plume is con- 
siderably higher than the backscattering of the small particulates generated in the plume. For high 
gas pressures, the atomic species are scattered away fi:om the substrate. This scattering results in 
films with poor surface morphology. Thus, the deposition process should be run at the lowest 
pressure that is compatible with obtaining the other properties desired from the material, if film 
morphology is also important for the application. Second, it is well known that the background 
gas pressure plays a significant role in the stress in laser-deposited films. At very low pressures, 
large compressive stresses are usually generated. As the pressure is increased, the magnitude of 
compressive stress can be reduced. In some cases, tensile stress can be generated, depending on 
the film and substrate materials. 75 Stress is usually an issue in very thick films, or in films that 
will be used for protective or tribological coatings. 

In order to control the background gas pressure, several alternate approaches can be used in- 
stead of the usual method. In the usual method, gas is bled into the vacuum system using either a 
needle valve or a mass flow control valve. The pressure is then adjusted by either throttling the 
gate valve or by varying the speed of the turbomolecular pump. In one alternate approach, a sec- 
ondar T valve with a much smaller conductance is used to allow the gas to be bled from the cham- 
ber. In another approach for more advanced PLD tools, the capacitance manometer is used in con- 
junction with a small stepper-motor-controlled bleed valve. The manometer and bleed valve are 
employed in a closed-loop feedback system to accurately control the pressure during deposition. 
Usually, it is best to bleed the process gas into the chamber fhr from the deposition region in order 
to provide a more static gas environment around the substrate. As mentioned above, the best place 
to bleed gas into the system is by the laser entrance window, which also helps the window stay 
clean. Pointing the gas nozzle directly at the substrate is not recommended, because it will pro- 
duce a dynamic flow environment around the substrate, resulting in nonunifoma film properties. 

5.7.2.7 Deposition Rate Monitor 

For most applications, the film thickness needs to be well defined and reproducible. Thus, the rate 
of film growth, and the final film thickness, need to be monitored. There are several types of dep- 
osition rate monitors that work well for most PVD processes. The most well-known monitor is 
the quartz cl~'stal microbalance (QCM). At first glance, it may appear that the QCM is ideal for 
the PLD process, ttowever, this is not the case, for many different reasons. First, if heated sub- 
strates are used, the thermal radiation is usually sufficient to cause the QCM to become unstable. 
Second, the PLD process produces a highly forward-directed plume. In order to achieve any uni- 
formity over reasonable substrate sizes, laser beam rastering is employed, as previously dis- 
cussed. This rastering produces a dynamic tooling factor problem for the QCM and makes any 
real thickness measurement difficult to interpret. Third, the PLD process tends to produce films 
with a high amount of intrinsic stress. Such stress is sufficient to cause the QCM to stop oscilla- 
tions or to become highly nonlinear. Therefore, instead of the QCM, ellipsometlw or optical 
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transmission techniques may be used to monitor the deposition rate. These techniques are usually 
difficult to implement as an in situ process monitor. 

An alternative approach to deposition rate monitoring for the PLD process is that of atomic 
absorption (AA). 74 An AA monitor is depicted in Fig. 5.15 as items J (a hollow cathode lamp 
[HCL]), K (HCL collimated radiation), and L (a detector). In this figure, the monochromatic light 
beam (K) produced by a hollow cathode lamp (L) (J), selected specifically for one of the materials 
in the target, passes through the chamber, intercepts the ablation plume, and hits the detector (L). 
The amount of HCL light absorbed by the specific species within the plume is then a measure of 
the net flux to the substrate surface. Even when the laser is rastered over the target, the HCL beam 
intercepts the same volume of the ablation plume. With proper integration techniques and careful 
calibration, this system can be turned into a useful rate monitor. Such systems are currently under 
development and are expected to be on the market in the near future. 

A wide variety of HCl.,s are available for most materials of interest to the aerospace engineer, 
except for carbon. However, a variety of tunable lasers are now coming on the market that may 
replace the HCL for carbon and for other applications. Thus, it would be wise to include ports for 
A A in any system that is contemplated. 

5.7.2.8 Large-Area PLD 
Initially, there was a lot of skepticism that PLD could be scaled to substrates much larger than 
approximately I in. This skepticism was held because of the nonuniform and highly directional 
nature of the PLD plume. 71 Most applications require the various physical, electrical, optical, and 
tribological properties of the film to be uniform over much larger areas. Indeed, with the proper 
techniques previously discussed, the PLD is readily scalable to large substrates. 73'76 Using large- 
diameter rotating targets, in conjunction with programmable laser beam rastering with rotating 
substrates, excellent uniformity can be achieved over substrates up to 8 in. in diameter. Fihn 
thickness uniformity of better than +4% has been achieved for Y203 films deposited over 200- 
mm (8 in.) diam substrates. 76 Furthermore, the compositional uniformity obtained over a 150- 
mm-diam substrate from a YBCO target was + 1.48%, +-0.17%, and _ 0.36% for the Y, Ba, and 
Cu species, respectively. 76 Uniform electrical properties such as the T c (critical temperature) and 
Jc (critical current density) for YBCO over 75-mm-diam LaAIO 3 substrates has also been dem- 
onstrated. 71 More recent (unpublished) results for the critical temperature ofHTS films indicate 
that in-situ YBCO can be deposited with very high quality over 125 mm (5 in.) diam substrate 
areas with Tc's as high as 89.6 K and with variations of +_0.5 K. It is expected that with proper 
engineering, PLD can be scaled to much larger sizes, if needed. 

PLD is still an emerging technology. At present, applications for PLD-deposited films have 
not demanded production-style machines. However, several applications for small-scale produc- 
tion PLD are emerging, including the HTS market. Also, complex films deposited over a I m 
length are being seriously considered for a roll-to-roll application. Thus, it is expected that PLD 
will soon be a standard production deposition technique for a variety of otherwise hard-to-deposit 
materials. 

5.7.3 The PLD System 
A properly designed PLD system will offer an engineer or scientist many years of research and 
development capabilities without the need for maior modification or upgrades. Several vendors 
that offer commercially available systems are listed in Table 5.6. These vendors can also provide 
components for "in-house" systems. Therefore, the user must decide whether to purchase a com- 
plete system or components or whether to assemble the unit in-house. Care should be taken when 
purchasing a PLD system from a vendor. Vendors who use their own systems to deposit material 
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Table 5.6. Vendors of PI_,D Systems 

Vendor Location 

DC'A Instruments, Inc. 

Epion Corporation 

Kurt .I. Lesker Co. 

Neocera, Inc. 

Surface Equipment, Ltd. 

Thermionics, Inc. 

Woburn, Massachusetts 

Bedford, Massachusetts 

Clairton, Pennsylvania 

College Park, MaD'land 

Huckelhoven, Germany 

Hayward, California 

on a routine basis are much more likely to deliver a working end-product. While complete sys- 
tems assembled by vendors may be more expensive, they should provide the user with an opera- 
tional system in a comparatively short time. Thus, the user will be able to focus on materials 
development rather than deposition system design. 

Figures 5.18 and 5.19 display photographs of  a complete PLD system based on a rectangular 
box design. This load-lock compatible PLD system can handle up to 3 in. diam substrates and can 
provide very uniform thin films. The system includes a three-position large-diameter target 
manipulator, an Intelligent Window, a turbomolecular pump, and a rastered optical train. The sub- 
strate heater uses IR heat lamps and can heat transparent substrates to temperatures in excess of  
800°C in oxygen. In Fig. 5.18, the excimer beam is seen traveling through the optical train on the 
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Fig. 5.18. A PLD system for coating 3-in.-diam substrates. Photo courtesy of Epion Corporation. 
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Fig. 5.19. Interior of the PIJI) system shown in Fig. 5.18 with door aiar. Photo courtesy of Epion Corporation. 

left, where it enters tile chamber through the Intelligent Window. Also shown in this figure is the 
linear/rotary feedthrough, on the top of the chamber, for substrate manipulation; the temperature 
control unit; an emergency off (EMO) button; and the chamber frame and support table. A water 
manifold is seen below the chamber, which provides several water lines that enter the bottom of 
the vacuum system. The large door on the chamber can be opened upon venting, as seen in Fig. 
5.19, which allows the user to quickly change targets and substrates without removing any of the 
flange assemblies. Also shown in this figure is the target assembly (below the flat water-cooled 
plate), the water-cooled heater boxes, the water lines, the shutter, and the substrate rotation stage. 

5.8 Conclusions and Brief Overview of Trends 
It is clear that laser material processing tools will play a significant role in the future development 
of new materials and devices. This prediction is made because, by its very nature, laser processing 
is a "d~,"  environmentally friendly technique, which under controlled conditions can process 
materials with minimum waste. We believe that in the near term, laser processing will more likely 
be applied "at the back end" of a manufacturing process-used for customizing items, enabling 
precision modifications, and performing repairs. However, the trend for "front-end" laser-pro- 
cessing operations will grow as the cost and reliability of lasers are improved. There are already 
applications where laser processing in the front end of a manufacturing line is close to being cost 
effective (e.g., in surface texturing). The Department of Energy's (DOE's) JLAB FEL group is 
attempting to tip the scales by demonstrating that laser photons can be made tbr less than i 0 cents 
per kJ of light. Several major U. S. corporations (e.g., Dupont, 3M, IBM, and Northrop Grum- 
man.) have formed an industrial consortium (Laser Processing Consortium) in support of this FEL 
demonstration. 
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We see laser-based processing techniques especially growing in microengineering applica- 
tions. We forecast the development of laser tools (e.g., for soldering, phase hardening, sintering) 
that will enable the manufacturing of microfabricated devices on a desktop 77 to larger laser sys- 
tems that are designed for volume manut',acttiring applications (e.g., laser marking, fabrication of 
masters, selective removal etching, surface texturing). 78 Furthermore, with the desire in the aero- 
space community to fabricate better or more robust materials (e.g., diamond and SiC for hyper- 
sonic vehicles), the use of laser-coating tools like PLD will be more in demand. 

The laser vendors and the laser-processing community are also taking steps to provide a better 
product and more reliable processes. Lasers will continue to get more reliable as they are imple- 
mented in manufacturing. A strong technological driver that will increase laser reliability is the 
decision of the microelectronics industry' to use lasers in the lithography of'submicron circuits. As 
a consequence, developers of laser-processing tools are now implementing user-fi'iendly software 
and additional controls to increase reliability and reduce process variability. In the horizon are 
other laser sources, currently under development, that will accelerate laser processing. For exam- 
ple, single-mode fiber lasers have achieved power levels approaching 1 W, and one can conceive 
ofbtmdling many fibers together for higher power. Furthermore, there continues to be an increase 
in the power of diode,pumped solid-state lasers. These systems are approaching kilowatt power 
levels, and their total fbotprint in size is diminishing. Also expected in the market are femtosec- 
ond lasers and vacuum UV (VUV) (157-nm) excimer-laser-based material processing tools. 

Finally, in the aerospace community, and especially fbr space applications, there is a growing 
trend to design systems, and for that matter, satellites, as complete integrated packaged units. 79 
To implement this concept, the aerospace community will need to borrow heavily from the mi- 
croelectronics industry. This means more automation in the manufacturing segment, use of clean 
processes, more use of CADCAM software, reliability assessments based on statistical measure- 
ments, and the general miniaturization and integration of common systems. Laser-based tools are 
poised to make significant impact to this development. 
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6 
Rechargeable Li-ion Batterie.  for Satellite 
Applications: Pros and Cons 
J-M. Tarascon t and G. G. Amatucci $ 

6.1 Introduction 
For many years rechargeable lithium batteries have been considered a superior alternative power 
source for a wide variety of applications. However, it is only since the 1990s that rechargeable 
lithium-ion (Li-ion) cells have become key components of the portable, entertainment, comput- 
ing, and telecommunications equipment required by an information-rich, mobile society. The 
electric vehicle (EV) industry, always searching for long-lasting batteries with greater autonomy, 
is seriously considering the rechargeable Li technology as a viable solution. The aerospace indus- 
try is also in need of improved batteries. Satellite reliability, cost-effectiveness, and performance 
depend on many factors, a critical one being the selection of an appropriate battery technology. 

This chapter will discuss the advantages and disadvantages of the Li-ion technology as a pow- 
ering source for satellite applications. A rechargeable plastic Li-ion battery (PLiON TM) technol- 
ogy, a modified version of the liquid Li-ion technology first commercialized in the 1990s by 
Sony, has recently been developed. Advantages of this technology with respect to satellite and, 
more specifically, nanosatellite applications will be discussed. Performance and design flexibility 
of this technology will be compared with those of Ni/Cd or Ni/H 2 batteries, currently used for sat- 
ellite applications. 

A successlkfl satellite mission depends on the proper function of the power system of the 
spacecraI~ in orbit over extended periods of time; therefore, continual efforts are being made to 
realize more reliable power systems. The electrical power onboard a spacecraft generally involves 
tour basic elements: 

• A primar3, source of energy such as a solar cell 
• A device for converting the primary energy into electrical energy 
• Chemical batteries for storing the electrical energy to meet the peak and/or eclipse dernands 
• A system for conditioning charging/discharging 1 

The main source of primary, power for satellites is solar radiation. However, such a primary 
source of power, if not coupled with a supplementary source that can store electrical energy, is of 
little use in most applications. Chemical sources such as rechargeable batteries serve such a pur- 
pose. Specifications of a battery for satellite applications depend on the spacecraft power require- 
ments, which are contingent to a large extent upon the nature of the mission. 

In any spacecraft power system based on the use of solar energy, the storage batter3, is the main 
source of continuous power since it is called upon to respond to peak and eclipse power demands. 
Such demands depend upon the satellite orbit. For low Earth-orbit (LEO) spacecraft, the number 
of eclipses increases as the altitude decreases. Typically, for a 550-kin orbit, there will be about 
15 eclipses per day, 5500 per year, or about 40,000 per usual satellite lifetime (e.g., 7 years). This 

*~;.3 Bell Communications Research, Inc., (Bellcore). Printed by permission. 
5" Universite de Picardie Jules Verne, Amiens, France 
SBellcore, Energy Storage Research Group, Red Bank, New Jersey 
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translates into 40,000 charge/discharge cycles for the selected battery, l These cycles will not be 
deep cycles (the percentages will be defined later) since for an orbital radius of 550 km, the du- 
ration of each eclipse is estimated to be 36 rain. Although partial charge/discharge cycles are re- 
quired, with such a large number it is mandatory that the power storage system proceeds revers- 
ibly without loss (e.g., without any capacity loss between subsequent charge/discharge cycles). 
An additional factor of importance for satellite applications is the weight, since each additional 
pound shortens the lifetime of a satellite in orbit by one month and adds to the launch costs asso- 
ciated with the satellite. Therefore, the rechargeable batteries must be lightweight (e.g., batteries 
with large gravimetric energy densities). 

In short, "an ideal storage cell" for space applications has the following primary requirements. 

• Ability to accept and deliver power at high rates 
• Long charge/discharge cycle life under a wide range of conditions 
• High recharge efficiency 
• Low impedance 
• Good hermetic seals throughout thousands of electrical cycles involving concurrent pressure 

and thermal changes 
• Operation in all physical orientations 
• Ability to withstand launch and space environments 
• Stable long-term overcharge characteristics 
• Maximum usable energy per unit weight and volume at low cost with high and proven 

reliability 
At present no single batter), technology can meet all these requirements. Choosing a technol- 

ogy, therefore, depends mainly on a knowledge of the available and emerging rechargeable bat- 
teries, which requires a detailed survey of such technologies. Rather than conduct a complete sur- 
vey of various technologies, we present how an emerging technology, that is, the Li-ion 
technology both in its liquid and plastic form, can provide a viable solution to the powering issues 
thced by satellite applications. 

The chapter is in three sections. The first introduces battery nomenclature and briefly retraces 
the historical development of lithium batteries. The second deals with the chemistry, materials 
issues, and peribrmances oft,  i-ion technology in conjunction with a comparative study of the per- 
|brmance of the Ni/Cd and Ni/H 2 battery technologies already accepted for use in today's satel- 
lites. The final section introduces the plastic Li-ion technology and its potential lbr space appli- 
cations through exploitation of its intrinsic design and flexibility. A tentative time is tbrecast for 
the implementation of the Li-ion technology either in its liquid or plastic forms with respect to 
space applications, keeping in mind that the choice of a battery depends on suppliers and avail- 
ability as well as technical characteristics. 

6.2 Historical Development of Lithium Batteries 
6.2,1 A General Introduction to Batteries 
Just as a molecule is composed of several atoms, a batter), is composed ot'several electrochemical 
cells. These cells are connected in series and/or parallel to provide the required voltage and ca- 
pacity, respectively. Each cell consists of a positive electrode and a negative electrode (both 
sources ot'chemical reactions) immersed in an electrolyte medium, a solution containing dissoci- 
ated salts, which allows ion transfer between the two electrodes. Once these electrodes are exter- 
nally connected through a resistor, chemical reactions proceed in tandem at both electrodes, 
thereby liberating electrons and allowing a current to flow through the resistor (to perform work). 
Thus a cell can simply be viewed as an electrochemical device that stores energy in the chemical 
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fbrm and converts this chemical energy into electrical form during discharge. Depending upon 
the nature of the chemical reactions taking place at the electrodes, primar 7 and secondary re- 
chargeable cells will be distinguished. 2 

In a primary cell, the chemical reactions are not reversible, so that once discharged, the cell 
cannot convert electrical energy back into chemical energy and must be disposed of. In contrast, 
with secondary cells, the chemical reactions are perfectly reversible so that chemical energy can 
be transformed several times into electrical energy and vice versa. 

The amount of electrical energy that a cell is able to deliver is a function of the cell potential 
and capacity, both linked directly to the chemistry of the systeln. The cell potential (cell voltage, 
t~e//) is the difference between the potential of the redox reactions occurring at the positive (~+) 
and negative (~'-) electrodes simultaneously. 

l cetl = V ~ - I , ~  (6. l) 

The cell capacity refers tothe total quantity of electricity (number of electrons transferred) in- 
volved in the electrochemical reaction and is defined in ampere-hours (Ah). The gravimetric ca- 
pacity of an electrode in Ah/g units is defined as the number of electrons involved in the redox 
reaction lnultiplied by 26.8 Ah (26.8 Ah being tlle capacity delivered by 1 gram, equivalent weight 
of material) and divided by the molecular weight of the active material (Ah/g). 3 

(Ah) ..... 26 S,,e(Ah) 
Capacity,-)--/ MW , ' ~ /  (6.2) 

The product of the Ah of an electrode material (or complete cell) and its potential will give its 
energy density (Wh), 

Energy density (Wh)= Ah. ~ (6.3) 

which can be expressed either per gram (gravimetric Wh/kg) or per liter (volumetric Wh/l). Both 
energy density characteristics are critical in evaluating the perfbrmance of battery technology. 
The power energy of a cell refers to the rate at which the cell can release its chemical energy. We 
will use the C-rate scale, where 1 C is the current at which the batter 7 energy will be fully utilized 
in one hour. The capacity delivered at I C is compared with theoretical capacity and is given on 
a percentage scale. For example, percentage capacity can be given for different rates, C/2 for 2 
hours and 2 C for halt, an hour. 

6.2.2 Why Li Metal? 
The motivation for using a battery, technology based on Li metal lies in the fact that it is the light- 
est and also the most electropositive metal in the electromotive series. The low atomic mass of 
lithium compared with that of lead, for instance, results in a specific capacity of 3800 Ah/Kg, 14 
to 15 times higher than that of lead or 4 to 5 times higher than that of nickel (260 Ah/Kg and 900 
Ah/Kg, respectively). The advantage of using Li metal was first demonstrated ill prilnary Li cells. 4 
Such cells used Li as anode and an inorganic colnpound as cathode, which when electrochemi- 
cally reacted with Li +, led to an irreversible displacement/decomposition reaction of the general 
type: 

2M4+O2 + 2Li +--, I1~ 3+ 03 + Li20 (6.4) 

2.4 Where M is a transition metal, this type of reaction is irreversible However, there now exists 
an entirely different family of inorganic compounds, called intercalation compounds, that are able 
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to reversibly intercalate cations ( A + +  e-  + MXn ,-, A M X , , )  while maintaining their framework 

structure. 5'6 Within an intercalation reaction a guest specie (A +) can reversibly enter and be re- 
moved from the vacant structural sites of the host structure (MXn) .  Intercalation can only occur if 

the host material has both a c~'stallographic and electronic structure that is able to accept ions and 
electrons, respectively. Among the basic requirements for the solid-state intercalation electrode 
materials are 

• Ability to reversibly insert maximum amount of Li + (resulting in a large electrochemical 
capacity) 

• High diffusion of the guest species in the host (resulting in high-power densities) 
• Minimal structural change (e.g., resulting in highly reversible reaction) 
• Good electronic conductivity to eliminate the need for conducting additives 
• Low solubility in the electrolyte to prevent I~igh self-discharge 
• Large free energy of reaction (high voltage)" 

The chemical potential of Li into the intercalation material is governed by the redox potential 
of the transition metal M + n / M + (n-I) redox reaction, which is a strong function of the ionic- 
covalent nature of the M -  X (X is an anion) bond. 7 The highest potential is established by bonds 
with the greatest ionicity, which is why oxides exhibit greater potential than the more covalentiy 
bonded chalcogenides. In addition, the chemical potential is also governed by the local environ- 
ment of the intercalating Li ion. For example, a lithium ion tetrahedrally coordinated by the oxy- 
gen ligands may have a higher voltage than a lithium ion situated in an octahedral coordination. 

In the 1970s, researchers recognized the possibility of utilizing intercalation reactions at the 
cathode of a galvanic cell. A typical rechargeable lithium intercalation battery [Fig. 6. l(a)], pro- 
posed in the 1970s on this principle, uses as the positive electrode, an intercaiation material; 5'6'8 
as the negative electrode, lithium metal" and as the electrolyte, a solution of some Li-bearing salt 
in an organic electrolyte (for instance LiPF 6 in a mixture of ethylene carbonate and dimethyl car- 
bonate). 

During the charge and discharge cycles of a rechargeable Li cell, as indicated by Eqs. (6.5)- 
(6.7), the positive electrode material undergoes a bulk reversible electrochemical reaction (lith- 
ium deintercalation~->intercalation within the open structure of the material). 

x L i  ,--, xL i  + + x e -  (negative electrode) (6.5) 

x L i  + + .re- + MOn *-,, l, i xMO n (positive eleclrode) (6.6) 

MOn + x L i  --', L i x M O  n (6.7) 

Surface reactions, namely lithium plating and stripping on the electrode surface, occur at the lith- 
ium metal electrode. 

Despite numerous intercalation electrode materials, only primary lithium metal cells such as 
Li/CF x and others have been commercialized to date.The difficulties in commercializing room- 
temperature rechargeable Li metal batteries, despite their promises in laboratory prototypes, can 
largely be traced to safety problems associated with the use of lithium metal as the anode. During 
subsequent charge/discharge cycles, Li is removed and replated on the metallic Li negative elec- 
trode. Dendrites or low-density, highly reactive, "mossy" lithium may be formed instead of 
smooth replating on the Li metal surface. The dendritic growth of lithium during the recharge 
cycle can lead to electrical shorts through the separator and catastrophic failure of the battery. 9 
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(b) 

Fig. 6.1. (a) Graphical representation of t|~e LiMn204/liquid electrolyte/Li-metal battery showing formation 
of deleterious Li metal dendritic growth on the anode. (b) Representation of the Li-ion batte~), technology in 
which the Li metal anode is substituted for a carbon-based intercalation compound. 

6.3 The Li-ion Battery 
In the early 1980s, two approaches were proposed to circumvent the problems associated with the 
growth of lithium dendrites at the negative electrode. One approach replaces the liquid electrolyte 
with a solid polymer electrolyte, which impedes the growth of dendrites between the two elec- 
trodes. ~° This research led to the so-called lithium solid pol),rner batteries, extensively studied, 
by Hydroquebec of Canada for example, during the last 20 years. ~ While this approach is com- 
patible with large-scale manufacturing techniques, it has not completely solved the dendrite 
growth problem. The other approach replaces the metallic lithiun~ at the negative electrode by an- 
other intercalation compound (e.g., another litl~ium sponge) so that the lithium activity is reduced, 
since no lithium metal exists in this battery, only lithium ions. ~-~4 A battery tabricated this way, 
in which the lithium ions can be shuttled (or rocked) from one sponge to another as the cell is cy- 
cled, is commonly known as a Li-ion or "rocking chair" batter), [Fig. 6.1 (b)]. When optimized, 
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these batteries have lower energy densities than the Li-metal batteries; however, they exceed ex- 
isting battery technologies in both gravimetric and volumetric energy densities (Fig. 6.2). 

The Li-ion battery is typically fabricated in its discharged state, with the lithium contained as 
ions within structural sites of the cathode material. In Li-ion technology, no lithium metal exists. 
The schematic in Fig. 6.3 illustrates the reactions involved during the charging and discharging 
of the cell. ~6 During the charge cycle of the Li-ion battery, Li-ions are extracted (deintercalated) 
from the cathode structure and passed into the ionically conductive electrolyte. Simultaneously, 
an electron is extracted from the transition metal in the cathode and is passed through the external 
circuit. The result is oxidation of the transition metal.The lithium ion is then intercalated (instead 
of plating on Li metal) into the anode intercalation material from the electrolyte simultaneously 
with the electron from the external circuit. 

During the discharge cycle, the reverse reaction takes place. The electron is removed from the 
anode and is passed through the external circuit where the subsequent electric current is used to 
do work. It then reinserts into the cathode by charge transfer and reduces the transition metal. Si- 
multaneously, the lithium ion is extracted from the anode, passes through the electrolyte, and re- 
intercalates into the cathode. The output voltage of the cell is simply the difference in chemical 
potentials versus Li/Li + of the cathode and anode. 
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Fig. 6.2. Comparison of volumetric and gravimetric energy densities for a variety of rechargeable battery 
systems. ID 
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Fig. 6.3. Illustration of the electrochemical reactions that occur in the Li-ion battet3 ~ upon charge and dis- 
charge. 

This type of batte~' is inherently safer because in contrast to the metallic state where Li is re- 
duced in Li-metal batteries, in the Li-ion battery, lithium is always confined to the ionic state. 
Sony was the first company to commercialize a Li-ion cell in June 1991,17 and several other bat- 
tet3' companies (Sanyo, Matsushita, Fuji, Toshiba, Hitachi, Yuasa, Molt 18) are currently develop- 
ing the Li-ion technology using a liquid organic electrolyte. The feasibility of large-size Li-ion 
batteries for EV applications was demonstrated in 1996 by Sony. This demonstration of the Li- 
ion technology scaleability opens new markets for the LMon battery, namely, the space applica- 
tion market where Li-ion technology could favorably compete with the Ni-Cd and Ni-H 2 technol- 
ogies that dominate this application domain. 

6.3.1 The Chemistry 
To alleviate the safety problems associated with a lithium-metal based battery, a Li-ion cell uti- 
lizes intercalation reactions at the cathode and at the anode, as indicated in Eqs. (6.8)----(6.10). 
However, a price is paid in terms of average output voltage and energy densi .ty as compared to a 
lithium metal cell. In addition, replacing Li metal by another intercalation compound results in an 
overall cell capacity penalty, which can be minimized by selecting intercalation anodes having 
large electrochemical capacities. The following reaction equations show intercalation reactions 
tbr positive and negative electrodes using transition metal (M, N) oxides as intercalation hosts for 
both the positive and negative electrodes. 

L i l N O  n ~ L i  1 _ x N O n  + Li+ + e-(positive electrode) (6.8) 

x L i  + + x e -  + MOn  ~ L i x M O n ( n e g a t i v e  electrode) (6.9) 

L i l N O  n + M O  n ~ Li!  .__xNOn + L i x M O  n (6.to) 

A Li-ion cell's voltage is defined by the difference in the chemical potential of lithium within 
each intercalation electrode material; therefore, to ensure a high cell voltage and high energy den- 
sity, strongly oxidizing (e.g., high V +) and strongly reducing (e.g., low V-) intercalation com- 
pounds must be used for the positive and negative electrodes, respectively. A V- that is too close 
to 0 V is not totally satisfactory either, since it will enhance the risk of the Li plating at the nega- 
tive electrode during the recharge of the Li-ion cell, thereby defeating the purpose of the Li-ion 
concept. 19 Because of this danger, compotmds with intercalation voltages slightly above that of 
0 V versus Li/Li + are used. Present day compounds are now approximately 0.01-0.05 V versus 
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Li/Li +. Furthermore, while very attractive, the use of both highly oxidizing and reducing interca- 
lation electrodes also necessitates electrochemically stable electrolytes that can operate over a 
wide range of potential (0-5 V). 

Within a Li-ion cell, the positive electrode stands as the only source of Li, so for practical man- 
ufacturing, this electrode must be stable in air. In light of this, only lithiated compounds for which 
the chemical potential of Li is greater than 3.4 V (greater than the oxidation potential of water vs 
Li) present a potential interest for Li-ion batteries. If Li potential is lower than 3.2 V, then this 
compound will be oxidized by water ( L i x M O  n --* MO n  + L i O H  + t t  2) . 

In short, implementing the Li-ion concept requires high-perfonnance electrode and electrolyte 
materials. This is the reason why Li-ion technology took many years to reach the marketplace. 
The first fimctioning rocking-chair batteries were based on lithiated negative electrode materials. 

Systems using LiWO2, 20'21 Li6Fe203, 22 or LigMo6Se623 as the negative electrode combined with 

TiS 2, NbS 2, or Mo6Se 6 as the positive electrode were built and tested. 24 Because of the low V + 

and high V- output voltages of these materials, the specific energy density tbr such Li-ion cells 
was at least 3 times lower than that for their Li-metal counterparts and even lower than that of Ni- 
Cd cells. In addition, the negative materials were not air stable. To improve some of these draw- 
backs, rocking-chair cells based on new lithiated positive electrode materials were proposed in 

which the air-stable layered intercalation compound LiCoO 2 was coupled with either MOO2, 25 

WO2, 25 or TiS226 negative electrodes. The highest Li intercalation voltage of 4 V for the LiCoO 2 

positive electrode material allowed the use of TiS 2 (previously given in example as a positive 

electrode) as a negative electrode in the cobalt system. The TiS2-based cell was tbund to have the 

largest capacity, but because of the low output cell voltage (due to the remaining large V-), its 
energy was well below that of the Li-metal counterpart cell or just similar to that of the Ni-Cd 
cells. The poor performance of the Li-ion systems alluded to above combined with the costly syn- 
thesis of the initial negative electrode materials from the non-lithiated material did notjustif3" their 
commercialization. 

These studies confirmed the viability of the Li-ion technology, but also showed that the prac- 
tical benefits of this technology were limited by the lack of high-capacity negative electrode ma- 

terials. The discovery by Japanese researchers 27'28 that some forms of carbon (C) could be used 
as reversible low-voltage lithium intercalation materials drastically changed the scenario. Follow- 

ing this discovery., a carbon (V-) / LiCoO 2 (V +) rocking-chair cell with a performance exceeding 

that of Ni-Cd cells was demonstrated. Recent developments in the field of rechargeable cells uti- 
lizing carbon anodes as the negative intercalation compound have resulted in batteries with spe- 

cific energies almost twice that of Ni-Cd batteries. 22 Moreover, the carbon materials used as neg- 
ative electrodes have the important advantage of being abundant, inexpensive, and nontoxic. 
They exhibit a highly reversible electrochemical behavior, thus fulfilling the three important re- 
quirements for a technology to succeed: safety, performance, and affordable cost. 

6.3.2 Li-ion Battery Technology: Materials Issues 
6.3.2.1 Positive Electrode 

Over the years, numerous materials have been evaluated for their potential use as intercalation 
electrodes. Figure 6.4 shows the voltage range fbr lithium intercalation in various known lithium 
intercalating materials. The data clearly show which materials are appropriate to build a high- 
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Fig. 6.4. Schematic showing the voltages vs Li for a variety of potential positive and negative electrode 
materials. 

voltage, rocking-chair lithium battery. Materials for the positive or negative electrode should be 
chosen in the high or low potential range, respectively. Besides LiCoO 2, other oxides such as 
LiNiO218 and LiMn20429-35 were proposed for use in carbon-based Li-ion systems as they all 
retain voltages versus Li/Li + in the 4 V range. LiMO 2 (M = Ni, Co) compounds, which can cycle 

+ 
about 0.5 Li ion per transition metal atom, and LiMn20 4 materials result in carbon-based re- 
chargeable Cells performing near" the theoretical limit. The LiM3+O2 (M = Co and/or Ni) are com- 
pounds composed ofMO 6 metal oxide octahedra connected at the edges to form single-layer MO 2 
sheets (Fig. 6.5). Layers of these sheets are separated by interlayer sheets containing Li-ions oc- 
tahedrally coordinated by oxygen anions contained in the MO 2 sheets. This results in two-dimen- 
sional (2D) pathways, which allow fast lithium-ion diffusion into and out of the structure. In ad- 
dition, these materials have good electronic conduction, allowing electron charge transfer to the 
transition metal cations (Co or Nil). Upon Li intercalation and electron charge transfer from the 
external circuit, the tetravalent transition metal cations, M4+O2, are reduced to trivalent cations, 
LiM3+O2 . 

The LiMn204 structure differs from the layered LiMO 2 structure in that it contains MnO 6 oc- 
tahedra connected to form a three-dimensional (3D) network (Fig. 6.6). This network creates 3D 
pathways from which Li-ions can be reversibly removed, but the gravimetric and volumetric en- 
ergy densities are lower/'or LiMn204. However, Li-ion cells consisting of LiMn204 electrodes 
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a b 

Fig. 6.5. The layered structure of LiMO 2 (M = Ni and/or Co) showing the 2D pathways for l.,i diffusion. 
Balls represent Li ÷. 

Fig. 6.6. The 3D spinel structure of the l.,iMn204 positive electrode material showing the 3D pathways for 
Li diffusion. Balls represent Li +. 
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offi~r several advantages over the Li-ion ceils based on Ni or Co. These include a lower electrode 
cost resulting from natural abundance and a lower cost for Mn in comparison with Co or Ni; con- 
siderably less-toxic manganese-based oxide materials, which have well-established recycling 
methods; and improved safety in the charged state offered by the 3D fi'amework structure. The 
layered structures have a greater tendency to release oxygen under extreme-abuse conditions 
where internal temperatures approach 200°C. 36 Normally, oxygen is bonded tightly by the t,'an- 
sition metals (M) in edge-shared MO 6 octrahedra, which form MO 2 layers. These MO 2 layers are 
stabilized by interlayer occupation of Li-ions. When the batter), is charged and the l.,i-ions are 
removed, these layers can become unstable at extreme-abuse conditions (>200°C). When this 
happens, transition metals move into the interlayer space, resulting in a structural decomposition 
concurrent with the release of oxygen. The evolved oxygen in combination with the organic elec- 
trolyte creates a potential combustion hazard. The 3 D fi'amework structure of the LiMn20 4 spinel 
offi~rs greater resistance to this evolution. Thus, based on its economy, safety, and environmental 
acceptability, this system is desirable [br manufhcturing. Although this material appeals to battery 
manufacturers, they are still hesitant in implementing it in commercial cells because of solubility 
issues with today's electrolytes. 

6.3.2.2 Negative Electrode 
The most popular negative electrode materials are based on carbon materials. Two major 

forms of carbon, coke and graphite, have been used in Li-ion batteries. Coke results from anneal- 
ing carbon in inert atmospheres to temperatures of 1000°C. Graphite is formed after annealing 
carbons to temperatures approximately 2800°C. Graphite is a hexagonal, layered structure that 
allows 2D intercalation pathways of Li-ions much like that of the LiMO 2 positive electrodes. The 
output voltage (V-) of graphite negative electrodes are satisfactoz.w; however, improvement in 
capacity" has been the main focus of latest research efforts. Recently, attempts to increase the 
capacity" of the negative electrode have focused in two areas: (1) enhancing the electrochemical 
characteristics of the carbonaceous negative electrode and (2) finding alternative materials as a 
substitute for the carbonaceous negative electrode. Chemical or physical means have been used 
to improve the reversible capacit3,;" of the carbonaceous materials. For instance, several enhanced 
capacity" electrode materials have been obtained either by means of a pyrolytic processing of 
organic materials 37 or by mechanical processing 38 (e.g., mechanical grinding) of the negative 
electrode material. These approaches, however, have a tendency to produce carbonaceous mate- 
rials with large irreversible losses and low packinog density, so that no significant improvements 
result when implemented in Li-ion cells. Yoshio 3~ has recently reported that some lithiated vana- 
dium oxide-based electrodes, when discharged to voltages lower than about 0.1 V, could revers- 
ibly intercalate Li-ions in amounts up to 7 lithium per transition metal so that capacities 2 to 3 
times greater than those of graphites could be obtained. However the capacitT retention is poor. 
This was later confirmed by Sigala et al. 4° In substituting oxides for graphites as the negative 
electrode in rechargeable Li-ion batteries, however, a price is paid in terms of cell output voltage 
since the average voltage at which these V-based oxides intercalate lithium is of 1.4 V compared 
with 0.3 V for graphite. The energy density of the Li-ion cell based on an oxide rather than graph- 
ite is the same within 5%. 

6.3.2.3 The Electrolyte 
An ideal nonaqueous electrolyte fbr a Li-ion cell should have the same requirements as for re- 

chargeable Li metal cells: 

• Low cost 
• High ionic conductivity both at room temperature and at-20°C 
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• Chemically stable over a wide temperature range (-30 to 100°C) 
• Demonstrated electrochemical stability over a wide range potential (0-5 V) 
Recent electrolytes, 41 consisting of Li-PF 6 salts and a combination of solvents ........ e.g., ethylene 
carbonate (EC) with dimethyl carbonate (DMC) ......... satisfy most of the required conditions except 
low-temperature perfomlance. However, adding a third solvent, such as propylene carbonate (PC) 
for example, allows these cells to function properly down to -20°C. The main drawback of 
today's electrolytes is their cost, which to a certain extent dictates the price of the Li-ion technol- 
ogy. The high price is a result of the stringent processing conditions to ensure that the salt and 
solvent are as dry as possible, since moisture contaminants will result in the formation of hydro- 
gen fluoride (HF). HF has been shown to be detrimental to the perfonnance of Li-ion batteries 
when present in the system in excess. 

6.3.3 The Li-ion Battery: Assembly and Function 
Like Ni-Cd batteries, Li-ion batteries are assembled in their discharged state and must be 

charged before use. Discharged Li-ion cells have a potential near zero, which greatly simplifies 
manufacturing and eliminates the possibility of accidental short-circuiting during assembly. For 
a Li-ion batter), to function properly and efficiently, the mass of the positive and negative elec- 
trodes must be adjusted so that they have the same capacity. Cell imbalance may result in either 
Li plating or electrolyte decomposition. Balancing a Li-ion cell is complicated by the fact that 
each intercalation electrode exhibits differing amounts of irreversible capacity between the first 
discharge and first charge, and have different capacity fade rates as a function of cycle number 
and temperature. 19 

Performances of Li-ion batteries compared with other rechargeable technologies are shown 
in Table 6. I. These batteries possess higher specific energies and energy densities than Ni/Cd and 
Ni/MeH cells, and exhibit good rate capability and a long cycle lit~. 

6.3.4 Space Allocation Powering Issues: Present Status 
The Ni-Cd battery, well known for its high-power-rate capability and long-cycle life, was 

among the first technologies to be successfully used for space application purposes. More than 
27,000 room-temperaturecycles at a depth of discharge of about 25% have been achieved. 42 The 
system consists of nickel oxyhydroxide as the positive electrode; cadmium, the negative elec- 
trode; and potassium hydroxide, the electrolyte. 
The output voltage of the cell is 1.3 V. Again, these cells are assembled in their discharged state 
and must be charged prior to their initial use. However, there are concerns with Ni-Cd cells: 

• A weight penalty resulting in low specific energy (40 to 58 Wh/kg) 
• Dendritic growth of the Cd at the negative electrode that can induce shorts 
• Hydrolysis and degradation of the nylon membranes used to separate the electrodes in the bat- 

tery that can lead to a serious decrease in the cell's lifetime 
• Toxicity of Cd 
Such concerns have prompted the study, design, and development of more efficient cells. These 
studies have led to improved Ni-Cd cells (cells that utilize a polypropylene rather than a nylon 
separator) but more importantly to the development and optimization of the Ni/H 2 batteries that 
are used aboard GEO and LEO satellites (Hubble space telescope). 

Such Ni/H 2 cells 43 are similar to the Ni-Cd cell only in that they still contain the same positive 
electrode, the negative electrode being hydrogen gas. This technology is superior to the Ni-Cd in 
terms of energy density (50-80 Wh/kg) and cycle-life (for instance, 4000 cycles with a 75% depth 
of discharge compared with 800 for the Ni-Cd). Recently, an outstanding performance of 40,000 
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Table 6.1. Performance Comparison of a Variety of Rechargeable Battery Technologies 

LiCoO2/C Bellcore Bellcore 
Li-ion I,iquid Plastic 

Quantity Ni-Cd Ni-MeH (liquid) Li-ion Li-ion Lead-acid 

Average 1.2 1.2 3.6 3.8 3.8 
voltage 

(v) 

Energy 58 70 90-130 100 100-140 
(Wh/kg) 

Capacity 48 58 25-36 27 26-3 7 
(Ah/kg) 

Cycle life 1000+ 500 1000 1000 1000 

Average cost 0.88 1.50 2.00 1.20 a 0.50 a 
($/Wh) 

Operating varies varies -20¢,,60"C -20*:,60:'C -20¢-60'C 
temperature within -20 within -20 

range and 50 °C and 40 °C 

Toxicity yes yes yes no no 

Memorv yes varies with no no no 
effect processing 

2.0 

30 

15 

200 

0.30 

varies 
within -20 
and 50 °C 

yes 

n o  

a Estimate based on material costs. 

cycles with 40% depth of' discharge was reported for Ni/H 2 batteries. 44 Finally, the Ni/H 2 tech- 
nology is se l f  protected against accidental overcharge or overdischarge. The oxygen produced 
during overcharge at the positive electrode reacts with the hydrogen to give water. With this pro- 
cess, the Ni/H 2 batteries can tolerate extended overcharges 4 to 5 times greater than for the Ni-Cd 
technology. 45 In addition, Ni/H 2 cells exhibit outstanding overdischarge protection. 

These cells are preloaded in hydrogen (e.g., there is always a net hydrogen presstire even in 
the discharged state). During overdischarge the following scenario occurs. 46 After the electro- 
chemically active NiOOH positive electrode is completely reduced to Ni(OH)2 (e.g., cell com- 
pletely discharged), water is reduced on this electrode, resulting in hydrogen. This hydrogen is 
then reoxidized to give water at the negative electrode. The overall result is that during overdis- 
charge the pressure and the water content within the cell remain constant, since once water is re- 
duced at the positive electrode, water is recombined at the negative electrode. On the contrary, in 
Ni-Cd technology, an overdischarge (e.g., cell reversal) will lead to a significant internal cell pres- 
sure. Finally, another important advantage of the Ni/H 2 technology over the Ni-Cd technology is 
that the hydrogen pressure can be used as an indicator of the state of charge of'these batteries. 
Consequently, the present Ni/H 2 technology, although significantly more expensive than the Ni- 
Cd technology, offers a greater transparency to harsh operating conditions. This is why the life- 
time ofNi/H 2 batteries can exceed 5 years under extreme conditions. 

The Ni/H 2 technology is, however, not tt~e ultimate solution to space applications because of 
a major drawback of extremely high se l f  discharge. Indeed, a Ni/H 2 battery can lose as much as 
50% of its initial capacity at 20°C in only 10 days. The direct interaction of hydrogen with the 
fiflly oxidized positive electrode material is at the origin of such a high self-discharge, and it has 
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been demonstrated that the self discharge rate varies linearly with the hydrogen pressure (e.g., the 
/ 4 more charged the Ni/H 2 cell, the larger the self-discharge). 7 A possible solution to this issue is 

to lower the hydrogen pressure within the cell (e.g., increasing the cell volume); however, since 
this can only be done at the expense of lowering the volumetric energy density, such a solution 
was not pursued. 

Another tentative solution regarding this hydrogen pressure has led to the recently emerging 
low-pressure Ni-MeH technology that is supplanting the Ni-Cd technology for portable consumer 
applications. 48 Such cells are similar to the Ni-Cd cell, the main difference being that the cad- 
mium electrode has been replaced with a "hydrogen electrode" in which the hydrogen is stored 
as a medium, cost metal-hydride. Current hydrogen storage materials (i.e., hydrogen "sponges") 
such as LaNi 5 can have hydrogen densities greater than that of liquid hydrogen. Ni-MeH cells 
have up to twice the capacity of Ni-Cd batteries, and significantly higher energy density per unit 
of volume, ttowever, while these ceils show less sell-discharge than the Ni/H 2 ones and greater 
than the Ni-Cd ones (consistent with the kinetics of self-discharge being linked to hydrogen pres- 
sure), they exhibit limited cycle-life performance owing to the lack of alloys that exhibit perfect 
stability against corrosion in KOH media used in the electrolyte solution. Improved hydrogen-ab- 
sorbing alloys with anticorrosion characteristics must be developed, either through new chemistry 
or new processing and manufacturing methods in order to improve the cycle life of the Ni-MeH 
technology before they can be seriously considered for space applications. 

Although current Li-ion technology offers significant advantages in performance over the 
nickel-hydrogen technologies discussed above, there are intrinsic differences between the two 
technologies, which if not properly accounted for, can result in cell degradation. All nickel-hy- 
drogen technologies make use of an aqueous-based electrolyte. In abuse conditions (overcharge, 
high-temperature storage, etc.), electrolyte breakdown (water decomposition) will occur, leading 
to high rates of self-discharge. Recombination reactions, however, make the electrolyte break- 
down reversible, and performance can be largely recovered. This is not the case in Li-ion tech- 
nology. Because of the large range of voltages used in l.,i-ion, lithium salts dissolved in non-aque- 
ous organic solvents must be used. Under abuse conditions like those discussed in the nickel- 
hydrogen aqueous technologies, the non-aqueous electrolyte will also undergo decomposition, al- 
though to a much smaller degree. Unlike the aqueous technologies, no recombination mechanism 
exists, and all electrolyte breakdown is irreversible; therefore, although the Li-ion technology has 
performance advantages, care must be taken not to subject cells to long-term abuse. In light of 
this, care must be taken to keep long-term operation and storage temperatures as close to 20°C as 
possible in order to retain extended lifetimes on the order of 10 years. Such cells can operate well 
in the temperature region near 60°C for shorter times as commonly required by consumer elec- 
tronics manufacturers. The 20°C temperature range has not been very difficult to maintain in tra- 
ditional satellite design, but may pose greater difl]culty in nanosatellite designs relying solely on 
passive thermal management schemes. 

Attention must also be given to the implementation of good monitoring and charge controls, 
especially critical in Li-ion technologies using the layered positive electrode compounds of 
LiCoO 2 and LiNiO 2. In normal operation, approximately 0.5 Li is reversibly removed from these 
electrode compounds. If the cells are charged in excess (removing greater quantities of Li), this 
will have a deleterious effect on capacity retention. In addition, balance between the positive and 
negative electrode capacities will be altered. The excess Li will have no sites available for inter- 
calation in the negative electrode and will plate, causing the formation of Li metal, which will 
cause a reduction of cell performance and safety. For the LiMn20 4 positive electrode, all the Li 
is always removed, so those dangers listed above for the layered compound are not as extreme. 
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However, even in the LiMn204 case, overcharge for extended periods will cause in'eversible elec- 
trolyte oxidation and must be controlled. In light of these special considerations, considerable ef- 
fbrt has ah'eady been expended to make reliable, low-cost monitoring and charge control electron- 
ics. This is particularly important when charging groups of cells are placed in series. 

In commercial Li-ion batteries, many electronic monitors and controls of the charge/discharge 
cycles are built into the multicell batter5, pack. Most circuits include both electronic charge and 
discharge protection. Placing individual cells in series increases the difficulties with charge con- 
trol. Although Li-ion battery cells are not charged individually, constant monitoring of each series 
element is incorporated to set the charge and discharge conditions relative to the weakest cell. 
This type of control eliminates undue stress on the remaining cells. 

Determining the state of charge is an important factor in evaluating completion of the charge 
and discharge cycles and the overall health of" the battery. Such determinations can be evaluated 
by monitoring both current and voltage. Current is usually monitored and integrated to calculate 
the coulombs of'charge remaining in the battery, generally accomplished through the use of a low- 
resistance (0.05 ~)  sense resistor. Depending on the active electrodes used in their manufhcture, 
Li-ion batteries can be designed to have either a sloping or a relatively flat discharge profile. At 
present, this is largely detennined by the choice of negative electrode material (Fig. 6.7). For ex- 
ample, the use of graphite as a negative electrode gives a very flat discharge profile, where the 
voltage changes very little as the cell capacity is consumed during discharge. The flat discharge 
profile offers an advantage in overall higher energy density of the battery (retains consistently 
high Vcell ) and allows a relatively constant current during the full discharge of the Li-ion cell 
when powering devices that work on a constant power basis. In the graphite case, the current does 
not have to increase to off,set the loss in voltage that would be experienced in the sloping discharge 
profile for coke to retain a constant power output. However, the flat discharge profile makes 
charge status determination on the basis of voltage dill]cult. In the use of coke or "hard-carbon"- 
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Fig. 6.7. Difference in voltage profiles vs Li content for graphite and coke-based carbon anodes in LiMn204 
based Li-ion cells. 
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based anodes (such as Sony's), voltage profiles slope steeply, and it is much easier to make a de- 
termination of the charge status on a voltage basis alone. 

In summary, the emerging rechargeable Li-ion technology by no means meets all requirements 
for powering a satellite, but seems to be the one, when compared with Ni/Cd, Ni-MeH and Ni/H 2, 
closest to the "wish list" for space applications outlined at the beginning of this chapter. The suit- 
ability of the l,i-ion technology for nanosatellite applications is being explored by AeroAstro Cor- 
poration. AeroAstro originally developed the Bitsy nanosatellite for the U.S. Air Force and is now 
making it available for commercial applications. Bitsy is a f)ast turnaround satellite that can be de- 
signed and ready for flight within a few months from order, to be used in areas such as remote 
sensing, communications, space science, and astrophysics. The satellite is highly integrated and 
utilizes a single circuit-board design. It is in a very small l-kg package of 15 x 15 x 5 cm. Thermal 
control is completely passive, although the option to incorporate active control may be provided. 
The powering system is based on an 8-V power bus. It is the first nanosatellite designed to use 
liquid Li-ion cells. These cells will otter 4 Wh of energy. 

6.3.5 Projections for Future Development 
Batteries with greater capacity for increasing mobility during use are in constant demand by 

consumers. Such demand has generated, and will continue to generate, much research toward the 
development of new materials. The satellite community will undoubtedly benefit fi'om these ef- 
forts. Capacity improvements within a batter)' technology can result from improvement either in 
the chemistry of the system (e.g, better materials) or in its engineering (e.g., electrode forming 
and packing). Usually, engineering improvements are incremental for mature technologies such 
as Ni/Cd; whereas, material improvements can be drastic for emerging batter3, technologies. This 
is especially true for the Li-ion technology that incorporates materials tbr which only 50% of the 
total capacity is realized. With the surge of activities toward searching tbr better electrode mate- 
rials, the discover), of a cathode that could intercalate/deintercalate one Li per transition metal 
(Mn, Co, Ni, etc.) must happen. Several directions are being pursued. Among them, one reported 
by Goodenough, 49 consists of adjusting the ionic/covalent character of the M-X bond by replac- 
ing the anion with a polyanion. These materials can now exchange one Li per transition metal at 
a potential lower than 4 V. However, volumetric capacity (capacity with respect to volume) im- 
provements are less than the gravimetric (with respect to weight), and the diffusion being so slow, 
such materials cannot at this time be conceived for energy-hungry applications. 

For the negative electrode, a common goal is to find materials with a slightly greater interca- 
lation voltage (to completely eliminate the risks of Li plating) and a larger electroactive capacity 
than present-day carbons. Fuji recently disclosed the fruits of their long research effort employing 
metal-oxide: the discovery of a negative electrode based on Sn-Si-O, which has an intercalation 
voltage of about 0.5 V and a capacity twice that of carbon. 5°'51 Li-ion cells with 50% improve- 
ment in the overall cell capacity were claimed by Fuji, which announced the production of such 
a new Li-ion cell by the end of 1998. 

Li-ion technology, while the most attractive, is still in its infancy, and major breakthroughs in 
materials have yet to come. It is left to the creativity and innovation of the solid-state chemists 
designing and elaborating new intercalation electrodes to ensure that such an advantage endures 
over the next decades. 

One recent advance that addresses the Li-ion battery as a whole is the plastic Li-ion battery. In 
addition to providing the performance of Li-ion liquid technology, the plastic Li-ion battery adds 
shape and performance design flexibility, enhances safety, and offers resistance to vibrations. 
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6.4 Plastic Li-ion Batteries 
Cun'ent liquid-electrolyte Li-ion technology does not meet shape flexibility requirements dic- 

tated by portable electronics, and is limited to cylindrical or prismatic shapes. Rechargeable poly- 
mer Li batteries could provide shape flexibility, but after 20 years of research and development, 
the rechargeable polymer lithium battery technology still cannot function efficiently at room tem- 
perature, mostly because of the lack of polymer electrolytes with sufficient ionic conductivity. 

Midway between rechargeable lithium batteries using liquid and those using pure polymer 
electrolytes are those using the hybrid electrolytes, for example, polymers swollen in liquid elec- 
trolytes (Fig. 6.8). These batteries combine the advantages of both liquid (high-power rate) and 
polymer electrolyte (no electrolyte leakage, easier scaleability)batteries. Reemerging during the 

. . • . . . ,  . . " )  

last several years, the hybrid electrolyte concept was demonstrated by I.emllade and others 52 as 
early as 1974. In addition, the primary dry alkaline cells contain a liquid electrolyte that is "im- 
mobilized" in an elastic matrix. 

The principle of electrolyte immobilization has also been applied to the recently popularized 
rechargeable lead-acid batteries known as VRLAs (valve regulated lead-acid batteries) in which 
the electrolyte is either in the form of a gel or absorbed in a silica mat separator. In the last several 
years, this concept has been widely applied in the field of rechargeable Li batteries to prepare a 
solid polymer electrolyte battery in which the electrolyte is immobilized in an appropriate poly- 
mer matrix. Hybrid polymer electrolyte fihns are usually made by dissolving a polymer matrix 
into a low boiling solvent (acetonitrile, tetrahydrofuran, etc.) together with a non-aqueous Li-salt 
electrolyte. The most popular polymer matrices 53 are polyethylene oxide (PEO) and its deriva- 
tives, such as polyacrylonitrile (PAN). Depending on the voltage range, a variety of liquid elec- 
trolytes were tried, with propylene carbonate (PC)-ethylene carbonate (EC)/Li-based salts being 
the most popular. The resulting viscous solution, consisting of the polymer matrix, low boiling 
solvent, and liquid electrolyte, is cast, usually resulting in tacky and mechanically weak films. 

While many hybrid electrolytes reported in the literature exhibit high ionic conductivities, 
most exhibit various deficiencies preventing them from being used in practical cells. For example, 
their mechanical properties are often very poor, and the films must be hardened by either chemical 
or physical (high-energy radiation) curing. Besides the need for cross-linking, the main drawback 

(a) Typical amorphous 
polymer 

• ~ i ~ i b ~ i  1 

t ~ ~ A r  n .............. 
(b) Fully crystalline polymer (c) Bellcore's PLiON ~M 

hybrid polymer 

Fig. 6.8. Representation of three different approaches toward the polymer incorporation in Li-ion batteries: 
(a) amorphous swollen polymer; (b) fully crystalline polymer, which does not entrap the electrolyte; (c) 
Bellcore hybrid polymer, which combines tile strength of the pure polymer and tile electrolyte entrapment 
of tile amorphous polymer. 
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of the above process is that it has to be carried out in a completely moisture-free atmosphere be- 
cause the moisture-sensitive Li-salt is present at the initial stage. The manufacturing of such bat- 
teries requires advanced technologies tbr providing a low-humidity environment, thereby result- 
ing in high processing costs. 

Aiming to combine the recent commercial success enjoyed by liquid Li-ion batteries with the 
manufhcturing advantages presented by polymer technology, Bellcore researchers introduced 
polymeric electrolytes in the liquid Li-ion system and developed the first reliable and practical 
rechargeable Li-ion plastic battery (Fig. 6.9). 54-56 

A plastic is commonly defined as a combination of various material components, such as poly- 
mer matrix, plasticizers, fillers, stabilizers, and so on. These components are chosen in propor- 
tions, depending on the targeted application, to produce solid but elastic structures. Bellcore's 
plastic electrolyte complies with the above definition, the liquid electrolyte acting as the plasti- 
cizer. The correct choice of a polymer matrix is very important in the cell's manufacturability and 
longevity under extraneous operating conditions. The PI.,iON TM (Plastic Li-iON) battery uses a 
poly (vinylidene fluoride)-hexafluoropropylene (PVDF-HFP) copolymer (8-18% HFP). The Li + 
conduction is carried out by the liquid electrolyte embedded in the separator and the electrodes. 
The polymer remains chemically and electrochemically inactive. The polymer used as the matrix 
possesses several important characteristics: 
• Chemically inert, with respect to electrode active materials and components of the plasticizer 
• Electrochemically stable within the voltage range of interest (0-5 V vs Li) 
• High melting/softening point, providing robustness in the final product 
• Good mechanical stability for ease of processing and battery manufacturing 
• Sufficient liquid electrolyte to provide good ionic conductivity 
• Commercially available in large quantities at a low cost 

PVDF-HFP copolymer consists of mixed amorphous and crystalline phases. Amorphous re- 
gions hold large amounts of liquid for high ionic conductivity, and crystalline domain provides 
the mechanical strength in the polymer film. Having the same polymer matrix throughout all the 
cell layers allows the fusion of the layers (Figs. 6.10 and 6.1 1) when laminated via heat and pres- 
sure, adding an unprecedented robustness to the cells, thereby eliminating the need tbr cross-link- 
ing. In addition, because of the fusion of the electrodes and separator, external stack pressure is 
not needed to ensure contact between the layers. Therefore, the cells can be assembled and pack- 
aged in a thin and soft metal laminate, providing a hermetic seal. 57 

Fabrication of a t3'pical cell is as follows. The positive electrode composite is prepared by cast- 
ing a slurry consisting of the transition metal positive electrode, conductive carbon black, PVDF- 

Fig. 6.9. The unpackaged PLiON'" battery.. 
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Fig. 6.10. Cross section of the PI, iON TM battery. PVDF-HFP polymer and liquid electrolyte are dispersed 
throughout the entire battery assembly and are represented by lines and gray field, respectively. 

• .. • ,. 

Fig. 6.11. The PLiON TM battery laminate showing the individual layers, which are laminated into one inter- 
face free structure. 

HFP copolymer, dibutyle pthalme (DBP) plasticizer, and suitable solvent. The slurry is dried, and 
the resulting tape is laminated to an ahlminum positive electrode grid. The negative electrode 
composite is prepared in very much the same way, except the transition metal positive electrode 
is replaced with a carbon-based negative electrode. The resulting negative tape is then laminated 
to a copper grid cun'ent collector. A separator is also cast, consisting of the PVDF-HFP copoly- 
mer, a filler, and DBP. 

The positive laminate, the separator, and the negative laminate are then laminated between hot 
rollers to produce a bonded cell assembly with a continuous matrix of PVDF-HFP copolymer. 
The laminates can be made in any size, thickness, or shape. The completed cell is then placed in 
a bath of solvent to extract the DBP, which leaves a very fine continuous porosity (20 nm) 
throughout the polymer. Such a process lends itself to continuous manufacturing (Fig. 6.12). 

All the fabrication steps to this point, unlike traditional plastic Li-ion batteries, are done under 
ambient conditions. To bypass the burden of assembling the cell in a moisture-free environment, 
the plastic laminate is activated at the very last stage through an extraction/activation step. The 
last step, cell activation, is perfonned in an atmosphere-controlled dry box. In this step the non- 
aqueous electrolyte is introduced into the cell. Since the porosity is ve~'y fine, capillary action 
soaks in the electrolyte without the need for degassing. The most important aspect of the PLiON TM 

battery is that the plastic laminate does not need to be made in a moisture-free environment. The 
only fabrication steps that require careful moisture control are the activation and packaging when 
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Fig. 6.12. Graphical representation of the PI.,iON'" battery fabrication process from initial positive elec- 
trode, negative electrode, and separator tapes to activated and packaged cell. 

the mois ture-sensi t ive  lithium salt is present.  It is important  to r emember  that the PLiON TM battery 

per formance  is dictated by the Li-ion chemist ry  that is en t rapped within the po lymer  matrix. Any  
combinat ion  of  liquid electrolyte,  posi t ive electrode,  and negat ive  e lectrodes  can be used within 
the PLiON'"  battery. Figure 6.13 gives an example  o f  the flexibility in chemis t ry  by showing the 
per formance  of  the PL iON'"  batteD' using a number  of  different  posit ive electrode materials. 
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Fig. 6.13. Specific capacity vs C rate for PLiON" balteries fabricated with thick and thin electrodes, show- 
ing the intrinsic performance flexibility of the technology based on application. 
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A unique and important feature of PLiON TM cells is that they can be designed for specific ap- 
plications that have specific rate requirements. In a hybrid system, such as the PI,iON'" battery, 
separator thickness plays a minor role in determining how fast the cells can charge or discharge 
(Fig. 6.14). The electrode thickness defines the initial cell capacity as well as the rate capability 
of each cell; this is a component that cannot be varied too much of a degree in today's liquid Li- 
ion technology. Therefore, PLiON'" cells can be designed to either optimize energy densities or 
rate capabilities, depending on the application. 
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PLiON" technology combines the peribrmance of the Li-ion batteries, which contain tree liq- 
uid electrolyte, with the advantages of a polymer matrix. These batteries can be fabricated as flex- 
ible sheets or ribbons of different capacity of dimensions. The cells are thin, flat, flexible, shock- 
and vibration-proof. Unlike Li-ion batteries based on liquid technology, the main components of 
the P[.,iON TM battery are immobile and laminated into one solid composite. This offers advantage 
in situations involving large quantities of mechanically induced vibrations such as those devel- 
oped during launch. The composite will be less prone to internal electrical disconnect and delam- 
ination. PI.,iON TM batter), has high energy density, low weight, low self-discharge, long-cycle life 
both at room temperature and 55°C, and is environmentally benign (see Table 6. I in Subsec. 
8.3.3). In addition, these cells have low internal resistance, demonstrating low voltage drop at 
pulsed discharges of up to 3 C rate, maximizing the usable capacity at high rates. This pertbr- 
mance is compared with that of high-rate NiCd technology in Fig. 6.15 for a consumer portable- 
phone application. In addition, the figures of merit of the plastic technology with its liquid coun- 
teq~arts and the Ni-based rechargeable systems are summarized in Table 6. I. 

6.4.1 The Plastic Battery and the Nanosatel l i te  
Since Li-ion technology has not been proved during tens of thousands of cycles and publicized 

accelerated testing results are basically nonexistent, its implementation in space applications must 
first be targeted to GEO applications because of the limited number of eclipses and the relatively 
low number of cycles required from the battery. 

The real advantage of the plastic technology resides in its design flexibility based on a plate 
type architecture. Current Li-ion technology relies on jel lyroll ing the three main components: 
positive and negative electrode and a separator. After thisjellyroll is rolled under tension, the cell 
is placed into a cylindrical can, evacuated, and then filled with the non-aqueous electrolyte. An- 
other derivative of the jellyroll is found in the liquid-based prismatic cells. In the construction of 
these small "brick-like" cells, an oval jel lyroll is fabricated and fitted into prismatic cell housings. 
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Fig. 6.15. Comparison of 3 C pulse rate perfomlance of comparable PLiON'" and NiCd batteries. 
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Although such cells pack efficiently in a multiple cell configuration, the active components do 
not pack very efficiently inside the prismatic cell, as they are ovally wound jellyrolls inside rect- 
angular, prismatic cans. The plate-like Pl.,iON TM technology allows excellent packing efficiency, 
since multiple plates can be densely packaged in parallel within one cell. In addition, these mul- 
tiple cells can then be placed in series or in parallel. 

In specialty applications such as the nanosatellite, the plastic Li-ion battery can be designed in 
custom shapes that would maximize its use efliciency in a satellite of such design density. If pow- 
ering requirements for the nanosatellite do not require voltages in excess of 4 V, single cells can 
be used in the application of Li-ion to the satellite, greatly simpli~,ing the electronics and cell con- 
struction. The placement of such cells could be extreme, such as under solar cells, depending on 
the thermal conditions on which the cell would be exposed. Although these cells offer excellent 
design flexibility and performance, care must be taken to ensure proper environmental controls. 

One of the first nanosatellites t~)r planned launch is the ASUSatl, designed and developed by 
Arizona State University with the Aerospace Research Center. 58 The I 0-1b nanosatellite will have 
a LEO and perform Earth imagery and AMSAT operations over its lifetime of 2 to 4 years. NiCd 
is the battery technology. Two battery packs are used; each consisting of six cells, presumably set 
in series to give an output voltage of 7.4 V. These cells are mounted in a rectangular foam box 
and mounted to an inside panel. 

Using this as a case study, the adoption of the Li-ion plastic technology could result in signif- 
icant advantages. Li-ion cells would occupy half'the volume and one-third the weight of their Ni/ 
Cd counterparts. This would fi'ee valuable space and weight for the implementation of additional 
analytical equipment in support of the satellite mission. Instead of having six individual Ni/Cd 
cells in series, which requires careful cell matching, the Li-ion cells would be able to deliver the 
required voltage using two cells. The Li-ion would not require any conditioning after partial dis- 
charge, as this technology exhibits no memory effbct. The plastic cells offer exceptional design 
flexibility, allowing the most effective and efficient use of the volume of the satellite, as these 
cells can be manufactured in almost any 2D shape. The design flexibility offers an added benefit 
in thermal management. Passive thennal management is almost always maximized in satellite de- 
sign, which is especially true in nanosatellite technology where volume and weight are at a pre- 
mium. Therefbre, the cell plates can be arranged and packaged in a material that would facilitate 
thermal management to a greater degree than traditional batter3' technology. Plates can be ar- 
ranged so that thermal conduits can be placed between file high surface area stacks. These con- 
duits can then eventually lead to a heat sink or exchanger. 

The application of' the PLiON TM battery also goes beyond the nanosatellite proper in support 
of the general nanosatellite program. One of the intents of the nanosatellite is to be independently 
controlled through remote ground links with devices such as personal laptops. The PLiON TM 

technology can be easily extended to these systems to offer lightweight, high-energy density pow- 
ering systems. In fact such laptop batteries can be expected to enter the consumer market by early 
1998. The cells will offer the performance advantages intrinsic to the Li-ion chemistry, with the 
added design flexibility of plastic. 

6.5 Conclusion 
Li-ion rechargeable battery technology possesses many beneficial attributes with respect to satel- 
lite powering issues. Although not perfect, I.,i-ion technology is superior to the current aqueous 
nickel technologies in both gravimetric and volumetric energy densities. In addition, this battery 
chemistry is relatively young and, in time, will show significant improvements in energy density. 
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Li-ion battery technology coupled with plastic Li-ion configuration (PLiON TM) allows unprece- 
dented flexibility in both physical and performance design. Such benefits in terms of weight, size, 
and design flexibility have much potential for design engineers striving to develop efficient, eco- 
nomical micro and nanosatellite technologies. 
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7 
A Systems Approach to Microsystems 
Development 
J. J. Simonne* 

7.1 Introduction 
The microsystem concept emerged at the end of tile 1980s, introduced by the work of Richard S. 
Muller and coworkers at the Berkeley Sensor and Actuator Center at the University of California, 
Berkeley. Tile concept opened tile way to overall monolithic integration of sensors, actuators, and 
signal-processing functions. Microsystems rapidly became an important aspect in several re- 
search programs worldwide, with some countries concentrating on slightly different objectives. 
For instance, the efforts in the United States were in microelectromechanical systems (MEMS), 
focusing on the microstructures and highlighting the interplay between electrical input and me- 
chanical actuation. Efforts in Japan focused on micromachines to take advantage of the progress 
in precision mechanical tooling. In Europe, efforts were directed more toward an integrated sys- 
tems approach, identified as microsystem technology (MST), which combined the advantages of 
the microstructure world and the progress in interconnection and assembly technologies. 

In this chapter a microsystem is defined to be a microstructure, interacting through sensors and 
actuators with the nonelectric world and providing information and communication with the outer 
world or with other microsystems, typically sizes smaller than l cm 3 through on-board "smart" 
processing. 

Development of the microsystem concept has been driven by two factors: 

• S c i e n t i f i c  a n d  technical: Device development requires a multidisciplinary approach, which 
introduces the technology into many scientific fields at once, thereby accelerating its growth. 

• E c o n o m i c  a n d  industrial: Success in providing enhanced functionality of integrated circuits 
(IC) at reasonable cost is now dictated more by peripheral elements (e.g., packaging) than by 
the active electronic components. 

Batch-processing techniques to tabricate microsystems make them suitable for mass lnarkets 
(;> 1 million/year). Examples include pressure sensors, accelerometers, gyroscopes, etc., dedicated 
to automotive (sensors and fuel injection), ink jet, display (digital micromirrors), information 
storage, and biomedical application technologies. Large markets for microsystems application, 
however, are currently limited to these examples, which has tbrced research-and-development ef- 
forts toward servicing lower volume markets (<100,000 units/year), where each unit is a high- 
value item. Examples include, among others, advanced instrumentation, industrial systems mon- 
itoring, defense, aeronautic and space systems applications. 

For space applications, MST might, at least in the midterm, permit the reduction of size in se- 
lect satellite modules, thereby enhancing performance. In the tar term, MST may even allow the 
reduction of all satellite subsystems, as in the proposed Aerospace Corporation design "all-silicon 
satellite. ''1 The concept of stepwise reduction of satellite size from macro to micro, to nano, to 
picosatellite is a subject for a space systems engineer. An aspect of this is also the center of this 
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present analysis: How does one design and fabricate a complex multifunctional system that is 
fully integrated and assembled using heterogeneous materials? 

This chapter will describe the novelty imposed by the microsystem design on both simulation 
and microtechnologies. The following issues will be examined. 

• Microelectronics has played a pioneer role in microsystem simulation, e.g., rediscovery of the 
working principle of tools like SPICE (a general-purpose analog circuit simulator), which has 
enabled simulation of sophisticated semiconductor circuits worldwide and is now used in 
microsystems design. 

• These tools could be extended to the microsystem that includes mechanics, optics, and thermal 
control; microelectronics becomes one technology in a complex system like a microsystem. 

• Standardized microsystem design is still in its infancy as compared with the maturity of the 
electronic circuit design. How should the standardization proceed? This chapter attempts to lay 
out a framework for this process. 

The argument is made for the need to develop simulation software for building a microsystem. 
This argument is predicated on gaining some insight into microtechnologies and advanced pack- 
aging: examples of microtechnologies include microelectronics techniques, microsystems sen- 
sors, actuators, and signal processing; advanced packaging includes monolithic and hybrid. The 
issues for monolithic type packaging are the use of heterogeneous materials and implementation 
of postprocessing steps. For hybrid type packaging, where sensor and actuator parts are processed 
separately, issues are the specific techniques, such as, micromachining, anisotropic etching, and 
LIGA (lithography, electroforming, and injection molding). Two examples of these technologies 
developed at LAAS (Laboratoire d 'Analyse  et d 'Archi tecture des Systemes),  in the context of 
European programs, will be illustrated. The final part of the chapter will focus on the peculiarity 
of microsystems in space applications: the role they can play in the space industry and how 
emerging microtechniques will significantly modify the design of payloads. 

7.2 Simulation Software 

7.2.1 Simulation of Semiconductor Circuits: SPICE 
The objective of a simulation is twofold: either to check the working design and performance of 
a circuit not yet processed, or to design a circuit from a libra=3' list of specifications and minimize 
the prototype phase. To understand how such a tool works, let us look at the example dealing with 
the simulation of electronic circuits. 2 

The behavior of any component in an electronic circuit is monitored by a physical relationship 
between the voltage V across it and the current I through it. For example, V = RI in a resistor, 
I = Isle -(qr'/Kt) - I] in a diode, and I =Cdl, Tdt in a capacitor. In other words, each component 
can be represented by a matrix. 

The manipulation of these matrix components permits the solving of the implicit equations to 
determine the value of the I-V for the interconnected circuit as a whole when primary signals, or 
vectors, are applied at the input. An analog simulator is a computer program dedicated to solving 
these equations through iterative (or even other) methods. The computer analysis can be managed 
in the dc mode, to determine a static operating point, or in the transient mode, repeating the pro- 
cedure for each value of time. Other types of analysis also calculated are noise, frequency re- 
sponse, and small-signal gain. 

In SPICE (e.g., P-SPICE, M-SPICE, H-SPICE), which is one of the largest simulators, a list 
of the primitive elements (i.e., electrical components) to be interconnected in the design layout 
of the electronic circuit is indexed in a library and associated to the simulator engine. This 
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interconnection between the elements generates a block and is commonly called a "structural" 
model, or structural description of the design. Each element is considered as a black box provided 
with the functions representing the interactions between access pins (or terminals) of'the black 
box. The inner functions within the black box have the form of differential, linear, or nonlinear 
equations. These equations are parametrized to describe the element as realistically as possible. 
In fact, these parameters, also available in the libraries, can be defined and are coefficients of the 
equations. The functions are also associated to an algorithmic (or conditional) structure to define 
the behavior of the element in the circuit more accurately. Taking the example of diodes, the 1 s 
parameter will vary according to the technology used to make the diode (e.g., size, process type, 
temperature coefficient, access resistance). The algorithmic representation of a forward biased di- 
ode is written as: 

I fV > 0 (If'the condition V > 0 is met), 
then"do" - ............ ~ 1 = 17e(qV/kl'); 
otherwise "do" ~ I = -/~ (the diode is backward biased). 

The description of an element, through its functions, parameters, and algorithms, as previously 
defined, is called the "behavioral" model and is associated to the element. 

7.2.2 Simulation of VLSI circuits 
In the most accurate simulation in VLSI (very-large-scale integration), all elements are repre- 
sented at the lowest level of abstraction, also called the physical level. The result is a more precise 
functional description of the circuit. Such circuits are described in terms of basic gates, switches, 
and more generally, in interconnected electronic cell units. 

This procedure provides the highest level of accuracy to the designer. However, working with 
schematics at the gate level involves tens of thousands of components. This becomes impractical 
and requires considerable time. Therefore, for VLSI circuits, a new approach to simulation is 
needed. To reach shorter time scales, new elements should be created at a higher functional level. 
However, this decreases the number of elements and the accuracy of each, which reduces the 
overall design accuracy. 

In the analog simulation world, simulators are provided with libraries rich enough to start sim- 
ulation without the need to create all models (or primitives or templates). The basic principle is 
to associate several models available in the simulator to build larger macromodels. 3 But at the 
same time, a language is available in the simulator allowing the user to enhance the library by cre- 
ating user models. 

A simulator for the design of complex circuits makes possible several levels of abstraction. 
Starting from the physical level as already presented, there is an upper level, where subfunctions 
with larger sizes constitute the new basic entities of the level, followed by a functional level with 
extended size entities also indexed in the library, and finally the top level, the simplest architec- 
tural level, which constitutes the highest abstraction level in the simulator. Structural and behav- 
ioral modelings exist at any level and are managed according to the method followed by the 
designer. 

7.2.3 Top-Down Methodology 
The methodology of the circuit designer is opposite to this "bottom-up" simulator structure, 
where at each level, each element is designed and optimized separately. The t3'pical design meth- 
odology uses more a "top-down" approach, where each subfunction is optimized with respect to 
its interaction with the others. This approach has been formerly applied to the design of complex 
digital systems. 
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The designer starts from the digital system specifications expressed in clear writing and trans- 
lates them into an architectural organization comprising hierarchical levels. At each level, func- 
tional blocks and sub-blocks are defined and interconnected; the logic synthesis is achieved auto- 
matically fi'om this hierarchical decomposition and from file behavioral model of each element. 
A synopsis of the various simulation levels of the digital circuits simulation in the top-down meth- 
odology is shown in Table 7.1. The behavioral description as presented ill the form of abstract 
expressions (algorithms, logic expressions, etc.) will, in this example of logic synthesis, automat- 
ically be translated into basic elements organized as the circuit layout. 

Therefore, there is a need to develop a language that interprets tile structural and behavioral 
descriptions at any hierarchical level. I fsuch a language were to be created, it offers the advantage 
of a common language between designers, manufacturers, and consumers, as well as between var- 
ious simulators. 

7.2.4 VHDL Language (VHSICHDL: Very High Speed Integrated Circuit 
Hardware Description Language) 4 
HDL is associated with the top-down methodology and yields the definition of the digital circuit 
layout. Such a language, when associated to a simulator, also permits systematic verification of 
the design at each abstraction level, such as stray thennal, vibration, and radiation phenomena and 
overall performance. This verification can be done well before the selection of the final technol- 
ogy. Tools, such as SPICE and the ELDO 5'6 simulators, using an HDL were introduced in the 
beginning of the 1980s by IBM, Texas Instruments, intermetrics, and Analogy to offer a founda- 
tion for the development of a global functional simulation program. Specifically dedicated to dig- 
ital electronic silicon systems, the high-speed version called VHDL was developed step by step 
to improve a standard communication format whose usefulness has ah'eady been mentioned. This 
language is standardized under the IEEE (Institute of Electrical and Electronics Engineers) norm 
1076 and is regularly updated. 

7.2.5 Extension of the Simulation to Other Fields 
if we wish to consider how a digital simulator works, we would say that its basic principle relies 
on statistical or algebraic rules applied to signals that are quantized in amplitude and discrete in 
time. An analog simulator, on the other hand, relies on energy conservation rules on actual vari- 
ables applied to analog waveforms being continuous in amplitude and in time. A mixed-mode 
simulator operates through use of synchronous algorithms and can be considered a mixed simu- 
lator having both analog and digital kernels. However for microsystems, which must integrate 
electronic, mechanical, optic, and tluidic elements, a new challenge arises in integrating all the 
various property simulators. Once again, the top-down microsystem design simulation tool must 
adopt a common behavioral language that is able to integrate the necessary intbrmation fi'om the 
multisciences. 

rlkable 7.1. Synopsis of the Various Simulation Levels of the Digital Circuits 
Simulation in the TOp-Down Methodology. 

Level Description Simulation 

System Specification language Behavioral 

Blockswregisters Behavioral language Logic behavioral 

Gates--switches Boolean equations l,ogic 

Circuit Differential equation Analog 
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7.2.6 Modeling Languages for Microsystems 
A language dealing with microsystems must support analog and mixed-analog signals as VHDL 
does for the description ,and simulation of digital systems, but it must also extend its scope to sup- 
port those nonelectrical systems that can be made analogous to electrical systems in their model- 
ing. If one makes VHDL the basis for this common description language, for example, VHDL-A 
(A for analog), 7 it should handle both discrete- and continuous-time-element description, and 
should suppol~ mixed structural and behavioral specifications. It should also provide mechanisms 
that allow the digital and analog parts of a mixed description to interact with each other. 

There is no proposal to make VHDL-A the standard. As a matter of fact, very few simulators 
are able to support mixed, structural, and hierarchical languages and to account for the various 
types of physical phenomena (multiscience modeling). Although standardization on VHDL-AMS 
(analog mixed signals) is progressing, the likelihood of implementation is postponed until 1999. 

Designers, cooperating with manufacturers and consumers, are pushing efforts to see the norm 
VHDL-A set up successfully. Meanwhile, other languages with equivalent advantages are used. 

• ELDO 5 (fast electrical VHDL-A-based simulator designed for simulation of analog, digital, 
and mixed circuits of various technologies,) accepts both mixed and behavioral descriptions 
of multiscience elements, but not a structural description. 

• MAST, 8 a language based on SABER 6 (designed for simulation of analog, digital, event- 
driven analog, and mixed-mode systems), allows expression of behavioral models for multi- 
science elements, structural, and hierarchical descriptions. 

Other behavioral modeling languages are proposed based on simulators such as INTOSOFT 
SPICE, SPECTRE HDL, SMASH, DAULPHIN, and AMESIM. 

Today, simulator users can construct their own element libraries specifically oriented to their 
fields. These elements, included in a layout description, will permit simulations to be performed. 
However, simulators based on different languages cannot combine their libraries directly until 
there is agreement on a standard language basis. Current electronic industries use the top-down 
methodology to design new circuits. Models and simulations of specific integrated circuits (up to 
a few million components) are designed and tested within several months, resulting in a final 
product with a first-run fabrication success rate close to 100%. This success level can be main- 
rained as long as there is a high level of confidence in the representative models and simulation 
tools. This methodology is progressively being applied to microsystems since it cuts down time- 
consumption in the design and fabrication phases and allows the processing of a limited series at 
an affordable cost. But this approach implies a complementar3' parallel effort in infrastructure 
technology to develop components, processing technology, and simulation tools. In short, we rec- 
ommend application of the silicon microelectronic methodology to microsystems design. 

7.2.7 General Procedure for Microsystem Simulation 
We know now that two types of modeling descriptions are available in the simulation procedure: 
the physical (structural) and behavioral. Otltcomes fi'om these modeling studies must be inte- 
grated to design a microsystena. Following is an approach to this integration. 
• The various component designers describe the components at the technology level with FEM 

(finite element method) simulators, using a structural modeling language. The different mod- 
els consist of mathematical representations of physical phenomena acting on components and 
are expressed in various languages. To be able to create a behavioral description of each ele- 
ment in VHDI.,-A format, a model translator is used to store the different transient-domain 
simulation models in a VHDL-A library, which is made available to global access. 
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• The microelectronics designer will extend the standard IC design framework to encompass 
microsystem technologies and generate the layout generation of the whole m icrosystem (elec- 
tronic, mechanical, optical, thermal) and verify a design rule. The result is linked to available 
packaging technologies either monolithic or hybrid. A parameter extraction tool (as found in 
microelectronics) fi'om the layout level enables consideration of the effect of packaging on the 
behavior of the global system. As an example, the mixed-mode multilevel simulator ELDO/ 
VHDL-A allows a full verification of the design functionality (Fig. 7.1). 

7.2.8 Space-based Microsystems Specifics 
Top-down methodology could potentially reduce design and fabrication costs of manufacturing 
in small lots, making it very attractive to the space industry. Moreover, any mass and volume 
reductions brought about by use of microsystems are added benefits in a satellite. By reducing 
mass and volume, smaller launchers can be used. O=1 the other hand, if mass and volume are 
retained, added functionality can be given to the satellite, or the mission life can be extended by 
increasing the attitude control propellant. It should be mentioned that an orbit correction may use 
up to 20 kg of propellant per ton of satellite mass. These actions effectively limit the lifetime of 
a geostationary satellite. Therefore, solutions that t~vor low cost may be important, but those that 
favor lower weight and volume, as in microsystems, may be more paramount. 

Another feature of the top-down methodology is the ability to simulate environmental effects 
on microsystem design, such as assessing stress and thennal design. 9 Given that the space appli- 
cation environment is harsh (e.g., radiation, hot/cold thermal cycling), inclusion of stress analysis 
in the microsystem design would be necessary for any space application. Currently, inclusion of 
global stress modeling is not possible for a microsystem. However, adopting a deterministic 
methodology approach could provide a means for making an assessment for space reliability. 

SYstem~ 
esigner~ 

k__. 

C•d mMsT~ 
ponent I 
signer~ 

J LaYout 
Interface I 

IC design framework 
extended to MST 

. . . . . . . . . . .  

Parameter 
extractor 

. . . . .  

I Result 
interface 

Mixed-mode 
multilevel 
simulator 

(e.g., ELDO) 

!_~ Model translator 
FEM tools FEM ---I~VHDL-A 

Simulalion 

VHDL-A 

/ Model translator 
FEM tools ~ FEM--I~VHDL-A 

FEM tools ~ [  Model translator 
FEM--I~VHDL-A 

Fig. 7.1. CAD tools for microsystem design. 
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7.2.9 Deterministic Methodology 
Space systems reliability has for a long time been based on statistical methods. The procedure is 
to fabricate and test samples, from which statistics are derived to assess the defect probability" for 
instance, a good breakdown rate could be ~B - 10 -6 a 5;ear. Strictly speaking, this would mean that 
at least l06 samples are needed to determine the breakdown rate. To overcome this impracticable 
method, simple procedures are used to accelerate the breakdown rate, such as increasing the tem- 
perature during tests. According to the Arrhenius law, the breakdown rate • at temperature T 
becomes ~ = "c/~e (E/(kT")) , where E is the activation energy, k the Boltzmann constant, and 7'the 
temperature. For example, ~ is reduced fi'om 10 -6 at ambient temperature down to 10 -3 at T -  
1000. Nevertheless, the statistical methodology still requires large-scale arrays to be fabricated 
and tested. 

The deterministic methodology, on the other hand, relies on the simulation of a fabrication 
process (e.g., SUPREM), fonnerly developed for VLSI and extended to microsystems design. It 
includes assembly and packaging procedures. From the combined physical models of these three 
steps in the complete integrated description, time evolution of the operating system parameters is 
deduced. As a consequence, a few samples need to be tested. 

This methodology becomes, for obvious reasons, more attractive and even more accurate: 
more attractive because it is based on simulation methods, more accurate because the breakdown 
rate can be related to one or more physical mechanisms. For example, consider the behavior of a 
system embedded in resin packaging and its failure as a result of water absorbance: the physical 
model will include the water diffusion coefficient based on particular resin absorption properties. 
Even though the deterministic method is already available to microelectronics systems, simula- 
tors for complex microsystems analysis are still under development. In the long term, the deter- 
ministic methodology should definitely ensure cost savings. 

The preceding analysis has summarized the variety of simulation tools that are available to mi- 
crosystem designers or that have to be improved to reach the current level of electronic circuit 
design. The second aspect of this discussion is the technology tools that can be offered to custom- 
ers to implement their projects. In the same way that the microsystem design is an extension of 
electronic circuit design with the addition of new tools, microsystem technology is an extension 
of microelectronic processes with the incorporation of new procedures. New procedures include 

• Silicon and polysilicon surface micromachining, making possible fabrication ofmicrocavities 
and free-standing cantilevers and moving parts by etching away the underlying silicon-dioxide 
films 

° Front- and back-side anisotropic etching, making possible silicon membranes 
° The LIGA technique, 1°'11 making possible mass-replication of high-aspect ratio structures out 

of metals, polymers and ceramics, and the ability to assemble microdevices with a high degree 
of accuracy. 

As regards packaging of microsystems, two approaches are proposed: integrate sensors and 
actuators with the electronics (i.e., monolithic packaging) with postprocessing steps, or thbricate 
the sensors and actuators as separate die and package with the electronic die via a hybrid packag- 
ing approach (e.g., multichip module). 

7.3 Microsystem Fabrication Technologies 
Developing a viable microsystem requires examining not only each functional unit, but also mate- 
rial compatibilities between the various elements, their sizes, and the interfaces between them and 
with the environment, regardless of the fabrication technique adopted. Much information can be 
drawn directly fi'om microelectronic technology" thermal, mechanic, electric, and magnetic. 
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However, there are areas that are important to microsystems but are not in the traditional purview 
of microelectronics, specifically optical, electromechanical, and fluidic functions. Appropriate 
interfaces with these new functions must be dealt with. 

In contrast to electronic devices, no standard yet exists for microsystems, which often require 
assembly of several layers of various materials. In addition, microinstruments may include cavi- 
ties, moving parts of various dimensions and geometries, as well as substrates providing optical, 
fluidic, and electromechanical links. Packaging microsystems has problems similar to those al- 
ready encountered in hybrid packaging of microelectronics. 

As already stated in the introduction of this chapter, the space industry is not a real driving 
force for mass production o fmicrosystems. However, the space industry must make the best pos- 
sible use of new technology to meet the requirement for high-reliability components and systems. 
One solution is the development of a space-qualified, microinstrument-design technology to take 
advantage of components, chips, and associated technologies used in terrestrial and commercial 
applications. 

There are various packaging schemes under consideration for microsystems" monolithic 
microsystem integration (MMI), the hybrid multichip module (MCM), and the new concept 
labeled ultra-thin-chip-stacking (UTCS) technology. 

7.3.1 Monolithic Microsystem Integration (MMI) 
In this context, MMi is understood as an extension oflC processing to fabricate sensor arrays with 
con'esponding signal-processing circuits. The microsystem includes heterogeneous materials 
such as the sensing elements, but the integration process is monolithic in the packaging context. 

The procedure starts with substrate conditioning: a standard silicon substrate is prepared in fl~e 
same way as for microelectronics. Following substrate preparation, the fabrication scheme fol- 
lows the classic IC methodology, which consists of several operations starting from the highest 
temperature down to metallization at 400°C. An exception comes if chemical sensors 12 (ISFET: 
ion Sensitive Field Effect Transistor) are to be fabricated. The metallic gate is replaced by an ion- 
sensitive membrane, upon which resides the electrolyte. The device is completed by incorporating 
a reference electrode. In this particular case no special postprocessing is required for obtaining an 
MMI category microsystem. After metallization, the postprocessing steps follow the same IC 
methodology requirements for temperature processing. The process steps must be ranked in de- 
creasing steps of temperature to prevent modification on the preceding operations. 

These low-temperature, postprocessing steps include deposition of heterogeneous materials, 
like polymers, which are processed to get sensor arrays, and anisotropic etching of fi'ont and back 
side, to fabricate a variety of sensing elements in the substrate area (Fig. 7.2). 

The main drawback of this packaging approach is that the electronic circuits, which are pro- 
cessed first, must survive all postprocessing steps required by the sensor implementation. A good 
example of MMI is the European DEMAC project, where the goal is to define and implement a 
design and technology methodology for smart monolithic integrated sensors and microsystems, 
and to make it available tbr system designers through a standard silicon foundry. This successful 
project could be compared with MOSIS (Metal Oxide Semiconductor Implementation System), 
a low-cost prototyping and small-volume production service for custom and semicustom VLSI 
circuit development at the University of Southern California Information Science Institute. In 
comparison with the MOSIS service where only the postprocess specifications are given to the 
user, DEMAC intends to offer a postprocessing service more like that of D+ T Microelectronica, 
Cenlro Nacional de Microelectronica, Bellaterra, Barcelona, Spain. 
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Fig. 7.2. Monolithic microsystem technology" various options according to postprocessing steps. 

7.3.2 Multichip Modules (MCMs) 
According to standard definition, an MCM is a structure where bare chips are interconnected on 
a common supporting substrate. 13 Considering its hybrid characteristics, an MCM could more 
explicitly be defined as a functional electronic module, composed predominantly of bare die with 
high-density interconnections on a substrate that is either ceramic, silicon, organic, or metallic, 
and an interconnection network of successive isolation and conductive layers. 14 All available 
bonding technologies can be used to interconnect the chips" wire bonding, which includes the 
basic ball- and wedge-bonding; tape automated bonding (TAB), complementary to the preceding 
method where the dice is already bonded and transferred onto a suppo~ film; flip chip, a technol- 
ogy introduced by IBM and achieved through solder balls often distributed as a matrix array on 
its surface. 15 There are other techniques called chip-scale package, thin-small-outline package, 
and chip on board. 13'16 No one bonding technology has emerged as leader, and all MCM technol- 
ogies are still in an evolutiona~)' mode. 

Several approaches 16 to MCM packaging have been developed. They are labeled MCM-C for 
"ceramic," MCM-D for "deposited," and MCM-L for "laminate." A brief review of the charac- 
teristics of these two-dimensional (2D) packaging technologies will be followed by another tech- 
nology called MCM-V, for "vertical." MCM-V is a three-dimensional (3D) packaging approach, 
which gives the highest degree of compactness and, as a result, could become the most attractive 
for space application. 
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7.3.2.1 Multichip Modules 2D-Packaging Technologies 
MCMs are usually ranked according to their substrate technologies and the density level of inter- 
connections. The 2D-MCM families 16 are the following. 

• MCM-L is an extension of chip-on-board (COB) technologies. Substrates can be either a con- 
ventional rigid printed circuit board (PCB) or flexible circuits. 

• MCM-C is an extension of thick-film technologies. Substrates are multilayer ceramic cofired 
(1600°C .... 1800°C), often alumina, where bare chips are motmted on, and interconnected with, 
screen-printed conductors. 

• MCM-D is the solution providing the highest interconnection density owing to very fine-line 
capabilities. Substrates are mainly silicon or ceramic supports, on which polymers or SiO 2 are 
deposited, lnterconnections are processed through metallic thin-film deposition techniques 
using IC processing. 
These hybrid 2D-packaging approaches, where the interconnection densities are close to those 

16 of wafer-scale-integration (WSI) technology (the construction ofvel3, large lCs that completely 
occupy the space of a silicon wafer), already give a solution to packaging of complex systems 
where costs are a concern. 

7.3.2.2 3D-Assembly Approaches 
In the 1990s, the need to develop large memor), modules with a low bit-transfer transit time in a 
package of reasonable weight and volume size promoted the development of 3 D MCMs. With 
this technology that uses vertical interconnection schemes, the interconncction densities 
increased by several hundred percent as compared to the best MCMs-L/C/D and WSI approaches. 

Increasing the number ofl/Os in a 2D system 17,18 requires bringing the die closer, which often 
makes the tloor plan more difficult. The 3D approach offers a solution to this problem and also 
shrinks the signal propagation time. This is a major improvement as clock rates in microproces- 
sors continue to increase (currently 400 Hz). The 3D-integration scheme allows a data transfer 
between two die in just one clock cycle. 

Several methods of die and stacking are used throughout the world, although mainly restricted 
to the packaging of identical elements. 19'20 In the United States, the 3D-packaging scheme has 
been primarily used for space or military products dedicated to specific programs. The MCM-V 
family is basically dedicated to bringing the 3D-packaging concept to the consumer. 

7.3.2.3 3D MCM Technology: MCM-V 
MCM-V packaging involves vertical stacking of substrates with interconnected die organized to 
form a compact assembly of parallel layers. Each layer of stacking is attached to each other by a 
molding, resulting in an overall rigid mechanical structure. This option of a nonseparable 3D 
assembly, developed by Thomson-CSF and its cousin 3D + (European TRIMOD project), is rec- 
ommended for space applications. 

The 3D-MCM approach results in a reduction of size and weight by a factor of approximately 
7 if we compare 21 a very sophisticated MCM-C package with an MCM-V package (see Table 
7.2). A cost comparison between these two approaches is not yet possible because of limited 
production. 

7.3.3 The 3D MCM-V Stacking Technique 
This approach, which enables nonidentical chips to be stacked, involves these steps: 

I. Microassembly of chip-on-tape, using a flexible polymer film or, even better, silicon, which 
can become "smart" when electronic circuits are deposited 

2. Burn-in and electrical testing, a technique commonly used in VLSI 



Microsystem Fabrication Technologies 237 

Table 7.2. Comparison Between Memory Modules in MCM-C and MCM-V Technologies 

MCM-C I)ouble-Side 
Quantity Flip-Chip MemoiT MCM-V 

Area (mm 2) 4053.0 214.5 

Weight (g) 64.5 9.1 

Volume (mm 3) 26625.0 4075.0 

Density (Gbits/dm 3) 13.2 62.9 

3. Stacking substrates and molding, the result being a cube a few millimeters larger than the 
final volume block. Details are given in Sec. 7.4.9. 

4. Sawing the cube with a diamond saw 
5. Side-plating procedure and laser writing; the vertical connections are patterned using a YAG 

(yttrium aluminum garnet) laser. The result is no internal connection between each level of 
the stack 

A schematic view of the process is displayed in Fig. 7.3. This method until now had been an 
industry experiment, using only electronic elements (e.g., block memoI.w with 16 DRAM memory 
chips each of 16 Mbits, giving a total of 256 Mbits, stacked and designed by Alcatei Espace,) 19'2° 
or the development of a microcamera, which assembles 50 components in a volume of 1.5 cm 3 
by 3D + packaging. Recently a new technology development has been prototyped, which intro- 
duces a fluidic element (a micropump) into the stack, the European BARMINT (Basic Research 
of Microsystem Integration) project, 22 developed by LAAS and partners. 

7.3.4 Ultra Compact Assembly Perspectives 
An alternative approach is the ultra-thin-chip-stacking (UTCS) technology, which is still in the 
research phase (1996 European ESPRIT program) but appears promising and could announce the 
next generation of compact assemblies. The basic principle of this novel technology is to build up 
a 3D stack according to the following procedure. Chips, on silicon and even on III-V semicon- 
ductors, coming fi'om standard process lines, are thinned down to 5-10 ~tm. They are mounted on 
a silicon substrate that is metallized ira metallization pattern is required at this level. A dielectric 
layer is deposited and then the substrate is planarized. Vias are drilled into the dielectric to allow 
contacts with the buried chips, and a new metallization pattern on top of the dielectric is patterned. 
More chips are then mounted on the dielectric, and the procedure is repeated.This procedure can 
be extended to several layers. The final stack has a thickness of the same order of magnitude as a 
conventional silicon chip but has bonding pads for I/O. A schematic drawing is shown in Fig. 7.4 

This new approach to miniaturization of electronic systems packaging requires mastering var- 
ious technologies: the thinning technology must be achieved with l- or 2-F,m accuracy; and trans- 
port, attachment, and bonding of very thin chips are difficulties to be overcome. Certainly to be 
considered are thermal problems. However, UTCS, compared with monolithic packaging (WSI), 
has many more advantages; tbr example, difl'erent semiconductor technologies can be mixed 
without incompatibility problems. This project is at its initial stages. This innovative solution is 
of interest to all electronics industries where size and weight are of prime importance, which in- 
cludes all portable applications like telecom terminals, personal digital assistants, portable com- 
puters, and in aerospace systems, avionics and satellite applications. A rough estimate of the size 
reduction given by UTCS was evaluated in the TRIMOD project on a 16 x 16-Mbit DRAM chip 
in comparison with MCM-C and MCM'V technologies. The result is shown in Table 7.3. 
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Fig. 7.4. Schematic cross-section of the ultra-thin-chip stack (courtesy Alcatel Espace). 

Table 7.3. Comparison Between DRAM Chips in MCM-C, MCM-V, and UTCS Technologies 

Quantity MCM-C MCM-V (3D Stack) UTCS 

Weight (g) 52 7 0.5 

Size (mm) 63 x 63 x 5 19.5 x 19 x 11 20 x 20 x 0.5 

Volume (era3) 20 4.7 0.2 

7.4 Two Microsystem Investigation Examples at LAAS 
This section outlines two European programs spearheaded by LAAS. The development of the 
PROMETHEUS-PROCHIP 23 project dedicated to a passive infi'ared obstacle detection focal 
plane array (FPA), and the MCM-V/BARMINT project dedicated to the design and the realiza- 
tion of a 3 D stack that includes a micropump. 

7.4.1 Uncooled Infrared VDF-TrFE Staring Array 
LAAS has developed a 32 x 32 100-~tm pitch copolymer VDF-TrFE (vinylidene fluoride-triflu- 
oroethylene copolymer) staring array, with sufficient definition to be used in imagery applica- 
tions. The light detection is based on the pyroelectric effect in the copolymer. Figures 7.5 and 7.6 
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Fig. 7.6. SEM view of the detector array reticulated by dry etching. 

present the technology and a SEM (scanning electron micrograph) image of the array. The input 
infrared photon flux is converted by the absorbing layer into thermal energy, which heats the co- 
polymer. The temperature change induces an electrical charge on the metallized interface. The de- 
tecting layer is thermally isolated fi'om the silicon by a specific layer that optimizes temperature 
signal change in the copolymer. The copolymer is also reticulated to reduce cross-talk between 
the pixels. The array is processed on a CMOS (complementary metal oxide semiconductor) read- 

. "~4 out circuit that filters, amplifies, and multiplexes the output s~gnal." This pyroelectric FPA is ac 
coupled and requires a chopper. 



Two Microsystem Investigation Examples at LAAS 241 

Another microsystem, which is monolithic in uncooled packaging and provides imagery, is the 
resistive bolometer technology developed by Itoneywel125 and licensed to Loral, Boeing, 
Hughes-SBRC (Santa Barbara Research Center) and Amber. The microdevice has 320 x 240- 
array m icrobridges, where each microbridge has a thermoresistive element (Fig. 7.7). Measure- 
ments of the array N ETD (noise equivalent temperature difference) performance with an t71 lens 
have reached 40 mK at 30 Hz. The sensor is dc coupled and therefore does not require a chopper. 
Only the lens and the pixel geometry limit the camera MTF (modulation transfer function): the 
microbolometer pixels have no thermal coupling between nearest neighbor pixels because of the 
excellent thermal isolation. The focal plane is packaged with a temperature stabilizer operating at 
25°C. 

7.4.1.1 The Staring Array 
The successive processing steps for the development of the LAAS staring array are displayed in 
Fig. 7.8. The copolymer, which crystallizes in a beta polar phase, is available under a liquid form. 
The liquid copolymer is directly deposited by spin-coating upon its support: the CMOS readout 
circuit. The readout circuit is fabricated using a standard CMOS process with 1.2 pm geometry. 
Once the complete detector array has been processed, the material is then poled to give the copol- 
ymer its ferroelectric and pyroelectric properties. The poling procedure is a difficult process to 
perform across the whole structure without destroying the readout circuits. The method first used 
and developed by ISL (German-French Saint-Louis Research Institute), 26 consists of applying a 
low-frequency electric field (0.2 Hz) at room temperature. This allows a hysteresis loop to be gen- 
erated while the magnitude of the field is continuously increased to nearly d~e material breakdown 
voltage limit. Reproducible values for the remnant polarization equal or higher than 8 pC/cm 2 are 
commonly reached. Finally, all circuits are tested on the wafer befbre packaging. The whole 
development process is fully compatible with microelectronics processing technology. The com- 
plexity of the staring array technology is comparable to that of BiCMOS, and meets the "low- 
cost" fabrication requirements, which is an advantage over the costlier quantum-detection, 
cooled-semiconductor technology. 
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aJ 
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~ , -  . . j i t ) ~ ~ ~  , /vanadium oxide 

t "  . . . t . .  

/ ' ~ ' ~  ,R radiation L ~  
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Fig. 7.7. Thermal isolation structure employed in the uncooled monolithic thin-film 2D resistive bolometer 
array (from R. A. Wood et al., Honeywell Technology Center, reprinted courtesy Honeywell). 
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Fig. 7.8. Copolymer array technology. 

7.4.1.2 Sensor Modeling 
In order to optimize the performance of the sensor, theoretical analysis of the response has been 
investigated using a classic thermal diffusion model, which is adapted to the heterogeneous 
monolithic structure. The general thermal diffusion equation shown as Eq. (7.1) has been com- 
puted to predict thermal diffusion through the heterostructure. 

(o2~:(x,y,z, t) + ~2"r(x,J,,z,t) + o2T(x,y,z,t)) O T ( x , ) , , z , t )  = D r  . , . -~ . ~ , 

0 t O x "  O x "  O x "  
(7.1) 

where T(x,y,z,t) is the temperature in the copolymer and D 7. is thennal diffusivity of the layer 
(m2s'l). 

Figure 7.9 shows a static simulation result when only one pixel is heated. This model allows 
evaluation of the mean temperature in the pyroelectric layer and thus the pixel response Vpixe 1 
when the pyroelectric coefficient of the copolymer is known. Eq. (7.2) relates the temperature dis- 
tribution with the COiTesponding voltage response. 

= (0(T(.~-,.v,~,t)-T,m ~) 
~ V2 Vpix';t P ~ . . . . . . . . . . .  Oz . . . . . .  ) , (7.2) 

where e is permittivity, p the pyroelectric coefficient, and Tam b ambient temperature. 
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Fig. 7.9. Thermal diffusion through the pyroelectric structure. 

Y 

7 . 4 . 1 . 3  S e n s o r  N o i s e  

Noise of the copolymer has been calculated assuming the copolymer as a dielectric material. 
Assuming that the dielectric loss can be represented by a loss resistance of the form Rp = 
(C(otanS) "1 in parallel with the copolymer capacitance C, Eq. (7.3) gives the noise input voltage 
e b due to the copolymer, after transformation of the R p - C  parallel circuit into an R s - C  s series cir- 
cuit, where C s = C, and R s = (sin(28)/2o)C) 

/(2 k 1'sin ( 28 ) 
(eb) 2 = 4k TRs, or e b = Ĵ .............. (~-(~ .............. , (7.3) 

where 6 is the loss angle, o) the pulsation frequency, and k the Boltzmann constant. 
Sensor performances are typically characterized by the NETD (noise equivalent temperature 

difference) parameter. The NETD represents the minimum contrast temperature, which gives the 
sensor a response equal to its RMS noise level. NETD defines the thermal resolution with a sig- 
nal-to-noise ratio of one. This parameter can be calculated once the measured responsivity (mV/ 
K) and the total output noise (mV) of the sensor is known. Figure 7.10 shows typical electroopti- 
cal characterizations with an f/1 lens at a chopper frequency of 10 Hz. A mean value of NETD of 
0.4 K has been measured; however, with an ideal VDF-TrFE sensor, which is only limited by the 
copolymer noise, a flleoretical limit of 160 mK should be reached. In the data shown in Fig. 7.10, 
the sensor performance is actually limited by the readout circuit noise. 

The Honeywell microbolometer and the 128 x 128-array copolymer sensor distributed by 
Thomson-CSF are available on the market. Performances of the microbolometer are only slightly 
better. But the microbolometer approach has a technological advantage in that the thermal insu- 
lation provided by the air film is 10 times better than that provided by the polyimide film. 
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Fig. 7.10. NETD histograms of detector arrays. 

7.4.2 B A R M I N T  Project  
The objectives of the BARMINT (Basic Research of Microsystem Integration) project are to set 
up a methodology, to define simulation tools, and to implement generic techniques requisite to a 
microsystem integration. Design approaches are validated and a 3 D-stacked microsystem demon- 
strator is fabricated to check the silicon processing techniques, the design tools, and the general 
assembly process. The goal is to integrate a micropump actuated by a resistance heater, pressure 
sensors, chemical ISFET (ion-selective field effect transistor) sensors, temperature sensors, IC for 
signal processing, an optical =nodule for the power source, and a test module that includes strain 
gauges and temperature sensors to give information on stresses during the annealing phases. The 
whole package is to be molded in a compact plastic cube of I cm 3 (Fig. 7.11 ). This basic research 
demonstrator project has been implemented to check the design and the technology approach, the 
functionalities and the behavior of sensors, and more especially, the integ,'ation of a mio'opump. 
The results of this project are expected to determine whether this methodology could be applied 
for medical and space applications. 

The aim is to create microsyslem structures in a monolithic package, based on existing VLSI 
approaches (CMOS, BiCMOS, etc.) with postprocessing techniques that involve single- and dou- 
ble-face micromachining, etching, and active layer deposition, in order to achieve a multisensor 
system, including a fluidic element, coupled with its basic integ,'ated electronics. The BARMINT 
project will use existing computer-aided-design tools, such as the SABER simulator associated 
with the MAST language. Mechanical aspects of the mic,'oinst,'ument will be designed by using 
ANSYS softwa,'e, which can do 3D calculation of mechanical parts. In addition, the MCM-V pro- 
cedure will be validated on this demonstrator project. The specific modules to be fabricated are 
the micropump, the photovoltaic converter, and the multisensor package. 

7.4.2.1 Mieropump 
The micropump consists of two substrates bound together: one is alumina with a deposited Ta2N 
resistor (the thermal actuator of the micropump); the other is a micromachined silicon substrate 
having one cavity, two holes for liquid inlet and outlet, and two additional polysilicon valves. 
Upon fusing the two substrates, the cavity region is sealed. A current through the Ta2N resistor 
raises the temperature and induces flexure of the silicon membrane, which moves the liquid 
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Fig. 7.11. The BARMINT microsystem schematic view. 

through the physical and chemical sensors integrated in the bottom parts of the micropump. This 
operation can be repeated by applying a periodic voltage across the resistance to produce the liq- 
uid flow. The liquid flow direction is determined by the geometrical shal)es of two microvalves 
and the pressure difference across the valve popette (Fig. 7.12). The polysilicon microvalve is 
made of a polysilicon valve lid and supported by four polysilicon supports. The valve was pro- 
cessed by CVD (chemical vapor deposition). The valve is designed for one-way operation. If the 
liquid pressure under the valve lid is high enough to deflect the four arms of the valve, the liquid 
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Fig. 7.12. BARMINT: detail of the micropump unit. 
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flows through the narrow gap between the valve lid and the substrate; the valve is open. When the 
liquid flows in the reverse direction, the valve lid is pushed against the substrate closing the gap 
and stopping the flow. The following deposition and etching techniques give details on the fabri- 
cation of the m icropump. 
* Si3N 4 and SiO 2 deposition on the alumina for mask-making; masks used [br chemical etching 

and passivation 
o Spin-on-glass deposition used as a sacrificial layer 
. KOH anisotropic etching polysilicon deposition used to fashion the m icrovalve structures for 

the micropump 
° Photolithography and dual-face alignment 

7.4.2.2 Photovoltaic Converter 

The micropump consumes most of the power, which is several hundred mW (ac voltage); the 
other elements require only 50-100 mW (de voltage). The option of supplying energy through a 
photovoltaic converter has been selected in this project. Light energy supplied by a laser is guided 
to the photovoltaic cells through optical fibers. The converter includes six rows of eight integrated 
silicon cells in series that supply a total voltage of 3.3-5 V (Fig. 7.13). This design solution is 
convenient tbr "high-power" modules. The light conversion yield is estimated to reach 15%, but 
is currently between 5 and 10%. 

7.4.2.3 Multisensor Module 

This module includes chemical sensors (i.e., ptt measurements) based on an ISFET, physical sen- 
sors, such as pressure and temperature, and all the associated electronic circuits for signal pro- 
cessing integrated in one package. The module is positioned beneath the micropump and is in con- 
tact with the fluid. These elements provide a measure of the temperature and pressure of the fluid, 
parameters that are used to control the operation of the micropump (Fig. 7.14). 

7.4.2.4 Packaging Process 

The MCM-V stack begins with the selection of the substrate material, which may be either a sil- 
icon substrate or a flexible substrate made of plastic. A silicon substrate offers the advantage of 
good thermal conductivity (for power dissipation) and a high Young's modulus. In addition, dur- 
ing the processing, etching can be fast (1.5 pro/rain for a KOH wet etch). In general, reproduc- 
ibility is good, and the accuracies can be done to the micrometer scale. Other advantages are com- 
patibility with CMOS technology and the use of the cheaper polysilicon material, for example, 
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Fig. 7.13. BARMINT: side view of the power module. 
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Fig. 7.14. BARMINT: schematic view of the multisensors. 

porous silicon. The disadvantage in using a semiconductor is that electrical lines must be insu- 
lated by a dielectric layer. The different steps of the packaging process based on silicon substrates 
follow. 

1. Silicon wal~r double-side polished, (100) orientation 
2. Deposition by LPCVD (low-pressure CVD) of Si3N 4 (thickness 90 nm) 
3. Deposition by evaporation of Cr (50 rim) and Au (500 rim) 
4. Photolithography step: definition of electrical lines/bonding pads 
5. Wet etching of gold and chromium 
6. Photolithography step: definition of windows and holes 
7. Photolithography step: opening Si3N 4 mask 
8. Anisotropic etching with KOH based solution 

Flexible substrate, such as plastic material, appears to be less costly, but a poor performer in 
comparison to silicon. Its advantages are that it is a dielectric and its plasticib, allows some flex- 
ibility in the thermal-mechanical constraint parameters. The main disadvantage of flexible film is 
its limited machining by stamping or milling; for example, the industrial flexible film used (FR4) 
does not support laser micromachining techniques. (However, other plastic films such as polyim- 
ide allows processing by eximer laser.)The BARMINT approach uses two polymer layers to 
achieve a standard substrate, and three layers when channels or cavities have to be fabricated. 
Each layer is machined, and gluing is used in the assembly. The different steps of the process are 

1. Flexible epoxy or polyimide film with an average thickness of 100 mm 
2. Stamping and/or milling the two films: definition of the opening design 
3. Rolling a 35-lure copper leaf onto the first film 
4. Photolithography of the copper: definition of electrical lines 
5. Electrochemical depositing copper, nickel, and gold 
6. Assembling the two layers by gluing 

The next step is the chip-to-substrate assembly process. In order to keep the process unifbnn, 
the epoxy resin prefon~n concept was selected, which provides perfect alignment between the 
chip/substrate and the preform. The preform can be reworked before final curing (see Fig. 7.3). 
The setting by stamping techniques allows shapes of 500 ~m with a linear accuracy of 5 #m. The 
curing temperature recipe is 150°C for 30 rain, which is fbllowed by gluing the chip and coating 
the backside. Electrical bonding between chip and substrate is carried out by wedge bonding with 
gold wire, and shows a good metallization quality (50 raft2 sheet resistance). 
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In the final packaging operation, the chip/substrate assemblies are glued on top of one another 
with the epoxy prefon3as. The four-level stacking is an exacting process, requiring alignment of 
the different substrates (or foils) with a precision less than 10 pm. This is accomplished by means 
of alignment holes at both ends of the tape. Space between each layer is filled with a resin approx- 
imately l mm thick. The embedded silicon-coating epoxy takes up 80% of the volume, which is 
reduced after the cutting operation. Following the stacking and cutting is a molding process: the 
molding glue is an epoxy resin with remarkable physical properties~CTE (coefficient of thermal 
expansion) = 19 ppm/°C, to be improved to 9 ppm/°C. This critical step is the injection of the glue 
under slight vacuum in order to eliminate bubbles fi'om the stack. After curing, the module is a 
solid-state block. The next step is trimming the excess resin on the sides of the block; a thickness 
of I cm is removed on the side with the holes. A few millimeters are removed on the other sides 
to leave a 500-~lm thick resin film between the wire ends and the outer surface. The resin is re- 
moved with a diamond saw to minimize resin fracture and damage to the wires. It also gives a 
good surface finish. The resulting process cube shows on the lateral sides 35-1~,m sections of gold, 
which are used for interconnection. 

To avoid using expensive metallization interconnect, the technique for plating PCB through- 
holes is used for simultaneous metallization of the six sides of the cube: a binder layer of 2-pro 
nickel is chemically deposited, and a conductive layer, 5-7 !xm thick, is electrochemically depos- 
ited, followed by a nickel diffusion barrier and a gold protective layer. 

Laser writing is the final operation for patterning the vertical connections. An Nd-YAG 
(neodymium yttrium aluminum garnet) laser beam is used for the patterning process. Patterns are 
placed on any of all sides of the block (see Fig. 7.3). To limit cross-talk, a ground plane is pro- 
vided between all signal lines. A visual form-recognition device, working in conjunction with the 
laser, detects locations of conductors and controls positioning. Each quadrant of the cube carries 
lines for a specific microsystem function: two sides are dedicated to electrical signal routings, an- 
other to cooling by using conductors appearing atter sawing the mini heat sinks, and the final 
quadrant to fluid input and output for the micropump. 

Industry created this packaging technique, at first for a pure electronic application to extend 
the memory capacity of a module, and then with cooling lines to remove the excess heat. The 
space industry has also shown an interest in this packaging concept. 

7.4.3 MCM-VApplications in Industry 
Industrial investigations have been conducted in 2D and 3D packaging for potential use in space 
applications. AIcatel and IBM have developed a 320-Mbit MCM module that uses flip-chip pack- 
aging technology for all the chips; this technology has been space qualified and will be used in 
the SPOT V/HELIOS ll satellite. The next step in this integration is a module incoqaorating 10- 
DRAM chips consisting of 16 or 64 Mbits. These are mounted with the ASICs and packaged us- 
ing MCM-V technology. 27 The size is 19.5 x 16 x 19 ram, and weight is 13 g (see Figs. 7.15 and 
7.16). 28 

The most advanced 3D-packaged microinstrument that will fly in space is a digital CCD 
microcamera 27 to go on the ROSETTA mission (WIRTANEN comet space physics and compo- 
sition studies). The challenge is the travel mission, which takes l0 years to reach the comet sur- 
roundings. The microinstrument payload is to provide stereovision, using several microcameras. 
Four outputs fi'om the CCD provide the video information; each is processed with four analog 
video circuits, followed by four sample and hold circuits, A/D converters and multiplexers, total- 
ing about 290 components. The microcameras and associated components will be set up on the 
"Champollion lander ''2~) for providing stereovision of the comet surface (Fig. 7.17). The mission 
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Fig. 7.15. MCM-V: wiring of chip on tape (3D+). 

Fig. 7.16. Stack of  16 films with DRAM chips and center pad "lead on chip" type wiring (3D+). 
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Fig. 7.17. Schematic view of the Champollion lander (CNES). 

duration is a few minutes. The size of the  module is 35 x 25 x 10 mm (the CCD is external to the 
module); the mass is 35 g (a 1024 x 1024 pixel CCD is used, optics not included in the given 
mass). Main specifications of the microcamera are listed in Table 7.4. The behavior of  this micro- 
camera will be tested prior to the ROSETTA mission in the experimental technological satellite 
STENTOR, to be launched in 2002. 

'lable 7.4. Main Specifications of the Microcamera 

Definition 1023 × 1024 pixels 

Power Typical 1.7 W 
Maximum: 2.3 W 
< I 0 mW standby 

Digital output I Mpixel/s 
I 0 bits/pixel 
(I frame/s) 
Double speed available 

Sensitive area 3/4 in. (square) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Temperature Storage: - 150°C to +85°C 

Working rate (camera output) I Mpixel/s 

Antiblooming included, providing an electronic shutter function 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Antirellective window in 40(t-700 nm bandwidth 
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7.5 Reliability 

7.5.1 Thermal Stresses Associated with Satellite Microsystems 
In a systems-integration process, analysis of thermal properties is an important aspect of the de- 
velopment. Thermal control management must be incorporated into the design from the begin- 
ning. For example, controlling thermal equilibrium is much more difficult as the mass is reduced. 
Thermal fluctuations tend to be fast in small devices. A microinstnm~ent or a small satellite op- 
erating in low Earth orbit (LEO) is sensitive to these effects. Real-time thermal control systems 
will be necessary to manage this problem, and designs for transferring heat out of micromodules 
will be necessary. This approach involves use of materials with large thermal conductivities, in- 
clusion of micro-heat-exchange systems based on fluid flow or mechanical microactuation, and 
development of thermal micromachines. Thermal control must be managed in space applications. 
Although this is vexing, it is being considered for high-end microprocesssors, other wafer-scale 
integrated devices, and certainly MCM packaged devices. 

7.5.2 Mechanical Stresses in Membranes 
CITstalline silicon has mechanical properties better than stainless steel, and it is ve~" suitable tbr 
fabrication of membranes. However, current interest is focused on polysilicon, a noncrystalline 
material, which is commonly used to fabricate mechanical parts like cantilevers and membranes. 
As a material, polysilicon has not yet been investigated extensively. One problem is that polysil- 
icon is grown under a wide variety of tbrms and recipes, and grain boundary properties influence 
the mechanical response. Empirical methods are used to adjust the process recipe and doping lev- 
els of polysilicon to arrive at a minimum residual stress. Initial data as to the mechanical and 
material properties are presented in Chapter 3. 

7.5.3 Thermomechanical Stresses in Packaging 
Thermomechanical stresses induce failt~res, including breakdown of interconnection wires, 
changes in electrical properties, cleavage in crystal materials, destruction of membranes and 
micromachined cantilevers, unsticking in epoxied materials, and pressure modulation in existing 
microcavities following temperature variations. Thermomechanical stress can happen in the fol- 
lowing two circumstances: 

• During the assembly process, as various components are encapsulated into the resin at high 
temperature and are then cooled 

• During operation in a temperature-cycling environment, for example, a LEO mission of a very 
small satellite with little heat capacity. The temperature cycling would result from the "day/ 
night" segments of the approximately 90-rain orbits. 

7.5.3.1 Stress During the Assembly of the Microinstrument 
For the BARMINT microinstrument, cracks in silicon substrates were detected in the initial trials 
after resin molding following block cutting. These defects affected mainly substrates positioned 
at file boundaries of the stack. This is shown in Fig. 7.18, where the reported crack on the silicon 
substrate is shown with a connecting wire. Mechanical relaxation of substrates during cutting 
caused the defects. Another type of defect is shown in Fig. 7.19, where there is a delamination 
between the resin and the substrate; a third is a crack that resulted from a defect made during the 
micromachining process. Improvements in several processing steps permitted the fabrication of 
five silicon substrate units without the above defects (shown in Fig. 7.20). The improvements 
were a reduction of the mold size to decrease the mass of resin and a related adaptation of the cut- 
ting parameters, and the optimization of the cutting parameters and the reticulation cycle 3° (de- 
fined to mean polymerization plus chain cross linking, as seen in Table 7.5). 
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Fig. 7.18. Crack in a silicon substrate after block cutting in a 3D stack. 

Fig. 7.19. View of delamination of a substrate and further propagation of the crack. 

Fig. 7.20. Elimination of cracks after process improvement in a 5-silicon-substrate stack. 
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Table 7.5. Optimization of the Reticulation Cycle with Temperature 

Time (h) 

Reticulation Rate (,%) 1 10°C 125°C 140°C 165°C 

10 0.06 0.03 0.01 0.00 

25 0.18 0.07 0.03 0.01 

50 0.42 0.17 0.08 0.02 

60 0.56 0.23 0.10 0.03 

75 1.84 0.35 0.15 0.04 

95 0.82 0.75 0.33 0.09 

99 2.80 1.15 0.50 0. ! 4 

7.5.3.2 Thermal Expansion 
When a structure made of two materials is in contact and submitted to a large temperature gradi- 
ent, a thermomechanical stress is generated along the interface, according to Eq. (7.4): 

o = kl3:/~(ot A .... a s)A I" (7.2) 

where ot A and ot S are the coefficients ot'thermal expansion (CTE), E A the Young' s modulus, k is 
a geometric factor, and AT is the temperature difference. We consider an adhesive epoxy A, de- 
posited on a substrate S, with a CTE c~.4, which is higher than that of the substrate CTE ~-~s. For 
the chosen system, if A75>-0, the substrate experiences a compressive stress force while the epoxy 
undergoes a tensile stress (Fig. 7.2 I). This stress can be measured during the stacking process by 
varying the rising and fhlling times of the temperature. To minimize these effects, a stress model 
simulation was conducted to gain some information about the potential thennomechanical prop- 
erties of the stack. 

7.5.3.3 The ANSYS Software Simulation Applied to the Stack 
A finite element method (FEM) analysis to determine the stress evolution in the resin coating was 
applied. The basic principle consists of approximating the continuous actual structure with a dis- 
continuous model constituted of a finite number of elements of limited sizes, interconnected 
through nodes at their boundaries. By application of the virtual work theorem, the problem is re- 
stricted to the resolution of a sysWm of linear equations of high order (often 1,000 equations up 
to 100,000). The unknown variables are the node displacements. The method can be applied to 

Epoxy 

, ,  

Substrate 

. . . . . . . . . . .  

Fig. 7.21. Stresses generated at the interface of two materials. 
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structures made of boards, cantilevers, or bulk elements, in both static or dynamic modes. In 
highly stressed zones, the denser the number of nets/modes, the more accurate the solution. The 
software ANSYS has been used fbr simulating the effect of a compressive stress at high temper- 
ature close to a membrane located at the upper part of the stack and how the distribution is mod- 
ified at a lower temperature. Figures 7.22 and 7.23 show these results. One typical result from the 
simulation is optimized geometric and assembly techniques. The straight cut windows have been 
modified into a T-shape to shift the high-stress zone away from the cut line (Figs. 7.24 and 7.25). 
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Fig. 7.22. Stress mapping inside assembly with a cavity, at + 100°C (ANSYS simulation). 
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Fig. 7.23. Stress mapping inside assembly with a cavity, at:-50°C (ANSYS simulation). 



Reliability 255 

.. 

. . 

.. ~.....~...~ ............ 

i ~  :: .":'..'..- . -. ........ ." 

. . . .  . .i~,,~: .:~i~:~.~. 

Fig. 7.24. Stress applied into silicon by a straight etched window (ANSYS simulation). 
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Fig. 7.25. Stress reduced at the sensitive point with a T-shape window (ANSYS simulation). 

Conclusions from a number of simulations enable the tbrmulation of general rules regarding 
the assembly of the microinstrument. Simulations with a pitch of 100 l~;m give good representa- 
tion of the microinstrument properties. 

• Use materials with CTE close to each other. 
• Reduce the resin thickness. 
• Increase the substrate thickness. 
• Reduce the curvature radius by favoring a symmetrical stack and by increasing the number of 

layers. 
° Set the thicker substrates at the bottom of the stack. 
• Protect sensitive elements by sheets with CTEs lower than elements to be protected. 
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7.5.4 Space Reliability of Plastic Packaging 
For a long time, plastic encapsulated devices were not accepted by militar3, and space specifica- 
tions. One reason for this reluctance to use the best available commercial plastic parts was a per- 
ceived risk of poor reliability. Fortunately, progress in commercial technology and data published 
on the relative reliability of solid-encapsulated packaging changed minds at the beginning of the 
1990s. An investigation into the applications of commercial, plastic-encapsulated components for 
the space environment, initiated in 1994, showed they are reliable. It also called for using a deter- 
ministic methodology to assess space reliability (see Sec.7.2.9: The Deterministic Methodology). 
Conclusions also published by Hakim et a/., 31 give a positive assessment of the use of commer- 
cially-produced, component-encapsulated packaging, but caution that radiation effect is the major 
barrier for space application. It appears that a statistical analysis of the behavior of plastics in a 
space environment yields a poor reliability evaluation, which is the opposite when deterministic 
evaluation is used. Previously the impact of radiation on materials was evaluated per each com- 
ponent rather than on the whole system, which may encapsulate a radiation-intolerant component. 
Today radiation hardening is evaluated by considering the whole architecture of the microsystem. 

7.5.5 3D Stacking Reliability Performances 
The 3 D stacking technology has been comprehensively evaluated through demonstrator programs 
for electrical, thermal, thennomechanical, and reliability, performances within the ESPRIT Euro- 
pean program. 32 The following main features tested were. 

• Thermal and thermomechanical performance of the 3D-stacking package 
• Structural reliability ofthe structure 
• Reliability of the contacts between surface and internal interconnect metallization 
• Long-term reliability of the overall stack 

The stress test program used is given in Table 7.6. These are the main conclusions on the reliabil- 
ity assessment" 

• A small thermal resistance variation in modules was noticed before and after the evaluation 
program. This indicates a minimum physical change in the structure, as such effects could be 
generated by delaminations and internal cracking of the resin. 

• Thermal and thermomechanical performances are good enough to allow the use of the tech- 
nology with no additional cooling. 

• No corrosion of the surface metallization was observed. Triple-track aluminum meander struc- 
tures were used on the ICs to monitor corrosion on the witness structures and the on-chip wire 
bonds during highly accelerated stress testing (HAST), an environment test used to check corro- 
sion resistance to salt air. 

7.6 Conclusions 
This chapter has examined a global approach to microsystem development. The design approach 
should be an extension of the top-down methodology developed for microelectronics, including 
the multidisciplinary aspects required for microsystem development. We believe this is achieved 
by the use of a "behavioral" modeling language like VHDL-AMS with a multifunctional/multi. 
disciplinary simulation capability. 
Regarding packaging technologies, the choices are either the monolithic approach based on stan- 
dard IC process plus postprocessing steps or the hybrid approach of the MCM type. Both 
approaches must be adapted from microelectronics to microsystem applications. The 3 D-stacking 
approach should be an attractive way to package the most compact assemblies. 
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Table 7.6. Test Program Used in the ESPRIT Project for 3D-Stacking Reliability Assessment 

Test Test Conditions 

Mechanical shock 

Temperature cycling 

Thermal shock 

H igh-temperature storage 

Humidity 

HAST 

Endurance 

Vibration 

Power cycling 

5 shocks 300 g/0.5 ms 

100 cycles per step to 500 cycles (-55°C, +125°C) 

0°C, + 100°C 

+ 125°C, 2000 h, unbiased 

2000 h, unpowered, 40°C, 95% Rtt 

40 h, I I0°C, 85% RH 

2000 h. 125°C, powered 

50 g 

500 cycles on/off 

The ultra-thin-chip-stack (UTCS) approach is also very, promising but is currently in its infancy. 
More research effort is needed before UTCS technology challenges the other approaches. Both 
monolithic and hybrid microsystem packaging technologies successfully tested on demonstrators 
that can be transitioned to space applications. 

Regarding reliability, it is preferred that thermomechanical stress-analysis tools be applied for 
the assembly process and for the specific application as well (i.e., a space mission). To better as- 
sess microsystem reliability, deterministic rather than statistical methods should be used, even if 
initial results reveal no cost savings. For space applications, radiation effects are still considered 
to be the major issue tbr microsystem technology insertion. 
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8.1 Introduction 
Packaging provides an essential bridge between the materials and structures that represent elec- 
tronics components to an end user or another bridging assembly. Examples include computer 
chips, printed wiring boards (PWB), digital watches, and satellites. Packaging is recursive or hi- 
erarchical in nature. Usually an item that can be handled is a package for things within, and those 
things within are packages for other things, and so on. Packaging can be identified as having sev- 
eral fundamental roles or fimctions, such as getting electrical power in and waste heat out. it is 
possible to show that those roles change or expand as more is expected from packaging. Tiny 
structures that interact with the environment, sense light, and channel fluid are examples of things 
that define new roles for packaging. 

While packaging represents many key scientific disciplines, including electrical engineering, 
mechanical engineering, polymer chemistry, material science, and mathematics, the practice of 
packaging is both ad hoc and driven by de./acto standards, the latter of which define various facets 
of an infrastructure. This infrastructt=re represents a barrier to evolution, regardless of whether 
that evolution represents beneficial improvements to the technological status quo or, in the case 
of new technologies, if that evolution represents an expansion in the traditional roles. 

This chapter will introduce basic concepts in packaging technology, not only to provide a bet- 
ter understanding of related teclmologies and concepts, but to provoke the extension of packaging 
beyond traditional roles to include microelectrolnechanical systems (MEMS). The confines of the 
chapter prohibit prescribing a discipline for inventing new forms of packaging, but it should mo- 
tivate a better understanding of some basic principles of engineering electronics packaging solu- 
tions for systems. We hope also that it will make clear why packaging is needed and has evolved 
into its present form and why there may be considerable room for improvement. 

The following section presents some basic concepts in packaging technology. Section 8.3 ad- 
dresses the principle of engineering packaging solutions and introduces new, nontraditional tech- 
nologies, such as MEMS. Finally, Sec. 8.4 examines a few advanced packaging concepts and case 
studies and discusses a new three-dimensional (3 D) heterogeneous packaging framework under 
development for compact packaging of high-performance systems. 

8.2 Basic Concepts 
Almost everything looks like a package! Packaging is an arrangement of" separately fabricated 
structures that achieves a desired function, which is different from monolithic systems, where all 
structures are formed in a single overall fabrication process. In fact, it is almost always necessary 
to package even monolithic structures. 

Many systems, even entire platforms such as satellites, may be viewed topologically as elec- 
tronics packages. This view is useful, even necessary, when optimizations of size, weight, power, 

*.Air Force Research Laboratory, Kirtland Air Force Base, New Mexico 
!"General Electric Corporate R & D Center. Schenectady, New York 

259 



260 Space Electronics Packaging Research and Engineering 

and performance reduction are considered. Not doing so sometimes results in suboptimal treat- 
ments of a packaging problem, which in some cases is a desired result. It is often necessary to 
retrofit a complex function within an existing nonoptimal system, where very tight size, weight, 
and power budgets exist for that function. In these cases, little opportunity exists tbr shrinking the 
particular circuit board involved, much less an entire satellite. It is tempting for a technologist to 
address wider optimizations than may be practical. In fact, file ripple effect of packaging optimi- 
zation can be so dramatic as to provoke a large-scale system redesign. Ii1 satellite systems, which 
do not have to deal with the issue of accommodating the handling by "parasitic humans," the pos- 
sibilities can be staggering and have led to serious consideration of micro- and nano-satellites. In 
some cases, size and weight minimization possibilities are limited only by the size of apertures 
needed tbr communications and energy gathering from solar panels, which must have surface ar- 
eas consistent with physical reality. Further considerations of even these problems have led to dis- 
cussions of deployable, even inflatable structures. In the vacuum of space, bereft from most of the 
deleterious effects of gravity and atmosphere, many creative possibilities exist for minimizing the 
ratio of stowed volume to deployed surface area, which might be viewed as a metric of packaging 
optimization in these platforms. 

Packaging has structure and function, but it is predominately viewed as overhead, a price to 
be paid tbr accessing the inherent power of an integrated circuit or for protecting delicate sensors. 
Technologically, it has not yet been demonstrated that the one-piece or monolithic fabrication of 
an entire system on chip is possible. The earliest attempts to build wafer-sized chips began in the 
1960s and probably led to the whole notion of cutting apart wafers into dice. There existed at that 
time no integrated circuit (IC) industry to prejudice researchers; it was economic reality that dic- 
tated the severing of silicon planes into yieldable pieces. Similarly, as more functions are ex- 
pected from a monolithic process, complexity grows and yields shrink. This basic realization mo- 
tivates packaging and its hierarchy. 

Packaging (or a hybrid arrangement of components) is not that bad (as an alternative to mono- 
lithic construction). By combining the best-yielding pieces ofthings built in the same or different 
processes, systems can be formed with some practicality. The idea has a lot of merit, since it is 
possible to put within a common package components fabricated from processes that would be 
incompatible in a monolithic process. Furthermore, as most IC processes are planar, packaging 
provides more options to be creative with geometries in the engineering of systems functions. For 
example, rather than attempting to build a three-axis accelerometer or gyro in a monolithic pro- 
cess, it is in many cases more practical to build three optimal planar single-axis units and rear- 
range them as an orthogonal set through packaging. 

8.2.1 Roles of Packaging 
Traditionally, packaging plays at least four roles in electronics: ( I ) power deliver3' to constituents, 
(2) signal mapping from outside a package to within and between the constituents, (3) thermal 
management, and (4) environmental protection. These roles, represented schematically in Fig. 
8. l(a), must be minimally accommodated for every electronics element and system, in microsys- 
terns, particularly those involved with MEMS devices, the traditional roles of packaging may 
need to be expanded to accommodate a number of other roles. Examples of these extensions, as 
suggested in Fig. 8. l(b), include light (photon) transport and mapping, fluidic transport and map- 
ping, mechanical (linear and rotary coupling), and environmental access for chemical sensing. 

Power delivery refers to the mechanism by which electronics within a package assembly re- 
ceive electrical energy to effect operation, usually by electrical conductors, in some cases similar 
to those used for signal transport but sometimes more robust to ensure low resistive loss. Some- 
times the system can receive energy in a nonelectrical Ibrm and convert this energy into electrical 
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Fig. 8.1. Functions of packaging: (a) traditional (b) expanded. 

tbrm. Solar cells in a self  contained system are one example. A fluidic coupling could be envi- 
sioned in which a tiny turbine might generate energy. In very low-power systems, it is possible to 
exploit power conversion fi'om radio-fi'equency (RF) electromagnetic waves, as is done in some 
commercial RF identification systems (although it must be indicated that tlle RF power can be 
distinct fi'om RF communication). In some cases, a system or element has no external power 
source, usually only in the cases where temporary operation is required and/or the element is ser- 
viceable fbr replacement of the internal power source. Consumer electronics are common exam- 
pies. It is possible to mix modes of power delivery, most notably where an internal source is re- 
generated from an externally coupled electrical or nonelectrical source. 

Signal mapping is the most often regarded runction of packaging. In the case of ICs, this func- 
tion is accommodated internally through multilevel interconnections and externally through ter- 
minals referred to as bond pads. In traditional packages, an internal shelf usually is the attachment 
point for electrical component terminals within the package, and a wiring system is mapped to the 
outside of the package to facilitate, for example, attachment of a package to a PWB. When mul- 
tiple nonmonolithic components are placed witMn a single package, then the resulting assembly 
is refielTed to as a multichip module (MCM). Connectors are tl~e most common Mgh-level signal 
access method for complex electronics assemblies, such as PWBs and boxes. 

The notion of"plug and play" deserves some particular mention here. Packaging is the "plug" 
part of plug and play, usually in the form of connectors. As the role of packaging is to provide not 
only the capability to access functionality of components within, plug and play is suggestive of 
the idea of obtaining this access automatically or autonomously. Are there attributes that 
packaging can provide to extend the concept of'plug and play beyond the relatively constrained 
fbrm in which it is practiced today? Such attributes might include" 
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• The ability to physically reroute signal and even power interconnections 
• The more intimate connection of mating plug and socket "surfaces" (for example, by imple- 

menting a MEMS version of a zero-insertion force socket whereby many thousands of signals 
could be mapped, aligned, and connected in a seamless, automatic way). 

Clearly, the plug-and play concept is more than physical packaging structures, but perhaps the co- 
ordinated physical (plug) and logical (play) aspects of interfacing could themselves be recognized 
as another role that packaging supports, one pertaining to system configuration. 

8.2.2 Packaging Hierarchy 
A painful lesson learned by many over the last decade is that MCMs alone provide only a partial 
solution to packaging advancement. Often, MCMs are invoked as cure-alls in a technology devel- 
opment program, yet in many cases the MCMs do not achieve the dramatic improvements sug- 
gested by simply comparing the MCM substrate to the bulk of the packaged components replaced. 
The key to achieving system-level improvements in electronics density clearly lies at the higher 
levels of what is referred to as the packaging hierarchy. PWBs, boxes, and even the system plat- 
form itself interact with, and affect the density of, possible packaging solutions. 

In the traditional packaging hierarchy, level 0 (L0) refers to interconnections between individ- 
ual transistors on an IC. Level 1 (L 1) interconnect refers to the transition from diced wafers to a 
package. Level 2 (L2) interconnect refers to the package-to-package or PWB interconnect. Level 
3 (L3) interconnect commonly refers to the interchassis board-to-board interconnect. Finally, 
level 4 (L4) refers to the system platform when viewed as a collection of electronics chassis com- 
ponents linked together by cables and connectors. 

The traditional packaging hierarchy (Fig. 8.2) has occurred as a happenstance over the last 4 
decades. Its present form is convenient and represents the embodiment of most modem electron- 
ics. The traditional hierarchy, however, is limiting at higher levels (above level 2), representing 
the substantial reliance on monolithic ICs for rendering the vast majority of today's electronics. 

8.2.2.1 On-chip Interconnections (L0) 
Formed in some cases billions at a time, the IC interconnect has enjoyed a substantial investment 
since the monolithic IC was invented in the 1960s and has been responsible for explosive perfor- 
mance advances. The improvements in IC perfbrmance and density have been so powerful that 
the IC has dwarfed and superseded many other packaging technologies, beginning with the abor- 
tive attempts of wafer scale integration (WSI) in the 1960s. Many attempts have been made since 
then to augment and accelerate the gains made possible through monolithic IC improvements 
alone. Since monolithic IC integration has been so successful, little incentive has existed in the 
electronics industry to seek substantial improvements in higher levels ofthe packaging hierarchy, 
a consequence being poor eMciency in most of'the packaging hierarchy above L0. 

8.2.2.2 Chip-to-Packaging (L1), Hybrid MCMISubstrate (L1.5) 
Chips are typically interfaced to anything else through packages, which are often regarded as the 
first true level of the hierarchy. MCMs are sometimes referred to as level 1.5, since they are often 
treated as the more traditional packages that predominately contain only one component. Pack- 
ages to IC designers represent a severe "speed bump" caused by the sometimes significant para- 
sitic impedances of associated packaging structures. Herculean efforts are made to keep things 
within a single die. 

8.2.2.3 Package-to-Package (L2) 
Level 2 is usually synonymous with "boards." The first significant forward step and "kink in the 
armor" in the current L2 packaging is the Pentium I1 processor, which employs a cartridge for 
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electrical and thermal management, rather than tile previous Pentium (single-chip packages) and 
the Pentium Pro (a fairly crude hybrid). L2 tends to be an inefficient integrating medium for 
MCMs, sometimes more dramatically so, as a result of package bulk and fanout requirements. 

8.2.2.4 Board-to-Board 
Level 3 integration is typically for complex systems, and includes the integration of multiple 
boards into a chassis. As such, a personal computer is a typical L3 system. The L3 packaging in- 
efficiency is embodied in traditional bus specifications such as VME (virtual-menlory environ- 
ment). Because the speed bump is so severe (in the sense of tile interconnections between transis- 
tors of nonmonolithically integrated components), bus-specifications affect the clock skew much 
worse orders of magnitude than those possible within L0. System efficiencies measured as vol- 
ume utilization show that conventional packages have efficiencies of less than 1% and as low as 
5% even when MCMs are used in a system. 

8.2.2.5 System 
Level 4 is box-to-box interconnect, usually the highest level present in a system, such as an air- 
craft or satellite. The penalties of cable and connector in weight, propagation delay, and power 

Fig. 8.2. Traditional packaging hierarchy. (a) schematic representation. (b) example L0 (transistor), (c) 
example LI (package) (inch scale), (d) example L2 (board, 8 x 12 in.), (e) example 1,3 (box, 15 x 9 in.). 
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consumption are so severe that when these barriers can be overcome, it is not tmcommon to con- 
sider as possible as two orders of magnitude improvement in size, weight, and power. 

8.2.3 Packaging Metrics 
Metrics in packaging attempt to quantify some benefit from a change of a technology (improved 
wire-bonding) or an approach (3D vs 2D). The desire to obtain improvements to size, weight, and 
power promote the development of metrics that reflect these characteristics. Improvements in per- 
formance could suggest other metrics. Then there are technology-specific metrics, such as wiring 
and contact density, which pertain to attributes less meaningful to end users, but can be applied 
to assess the adequacy of a technology to achieve a certain required performance level. As such, 
we regard two classes of metrics: reduction metrics and performance metrics, some of which re- 
main undefined. 

8.2.3.1 Reduction Metrics 
Reduction metrics denote improvements in density of packaging. The most meaningful measure 
of planar size reduction is substrate efficiency, defined as 

Acomp ~l = (8.1) 
" 4 s u b  

where q is substrate efficiency, Acomp is the area consumed by components, and .4su b is the area 
consumed by the substrate. The metric could be extended to effective substrate efficiency, in 
which file areas of only usable components are computed. Substrate efficiency addresses one 
degree of how aggressively a particular MCM is filling a particular area with silicon or other 
components. 

As a 3D metric, the substrate efficiency metric is largely meaningless. Attempts to apply it to 
3 D systems lead to impressive but somewhat nonsensical numbers that are greater than I in value, 
which is difficult to interpret. A 3D equivalent metric, the volumetric efficiency, is more sensible, 
but also difficult to apply since a standard is needed for comparison. One approach involves using 
the volume displaced by silicon fabricated onto a typical wafer (defined as 0.5 mm thick) as the 
unit reference: 

V 
_ , ' o , , w  (8.2) 

r l v ° l  - V . 
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where ~|vol is volumetric efficiency, l~omp is the volume consumed by components plus the vol- 
umes inscribed by mounting overhead in cubic millimeters, and Vsi is the surt~ce area of the 
equivalent amount of silicon multiplied by 0.5 cubic mm. This metric reveals staggering ineffi- 
ciencies in most packaging systems. Conventional PWBs have tirol values of less than I%, 1 and 
simply replacing small groups of components with MCMs will probably not result in tirol values 
greater than 4-5%. 

The present definition of volumetric efficiency is somewhat suspect, since silicon die are not 
always 0.5 mm thick, and it may be possible to distort the metric when thinned silicon is intro- 
duced. 

Weight and power reduction metrics have not been reported in any consistent manner, and 
most improvement claims in these areas are based on heuristic arguments. Weight reduction 
seems to grossly track with volumetric efficiency. Power reduction on the other hand is generally 
slight (e.g., 8-15%), since most ICs are not designed to exploit the reduced capacitance and trace 
length of MCM substrates compared with any other wiring medium. 



Basic Concepts 265 

8.2.3.2 Performance Metrics 
The only performance metrics reported pertain to attributes of packaging, such as wiring density 
and contact density. Wiring density is a product of the number of wiring channels in a layer of 
interconnects multiplied by the number of layers. The linear form is concerned with the number 
of channels per linear dimension (e.g., 30 lines/cm); whereas the areal form is based on the 
amount of interconnect in an areal dimension (e.g., 125 cm/cm:). Contact density refers to the 
number of l/Os (input/output) between the boundary defined at one level of packaging (e.g., IC 
chip) and the next level (e.g., the package). Contact densities are defined normally by wiring pitch 
in the case of bond pads and packages and by the number of signals per inch in connectors. As in 
the case of weight and power metrics, no metrics have been previously described for performance 
improvements because of reduced electrical latency in MCM substrates. 

8.2.4 Packaging Taxonomy 
A taxonomy refers to an organizational scheme, and the many concepts in packaging can be con- 
fusing at first. The taxonomy summarized here deals with MCMs, packages, and 3D assemblies. 

8.2.4.1 MCM Technologies 
MCMs cornbine more than one component onto a unifiying substrate or package that usually has 
some nontrivial interconnection within the substrate between components. A generic depiction of 
an MCM is given in Fig. 8.3. An MCM, besides components, consists of an interconnection sub- 
strate, a mechanical substrate, and a package. The package contains a body and I/O terminals for 
contacting to the MCM substrate on the inside, and the terminals extend to form leads on the ex- 
terior of the package to fbrm the next-level interconnect. For the most general representation, the 
structures are distinguished. Sometimes the mechanical and interconnection substrates coincide, 
and sometimes one or both of these substrates coincide with the package structure. 

A general taxonomy or organization system for MCMs must consider several material and 
structural configuration concepts that relate the MCM to both the components it contains and the 
next-level package. Figure 8.4 presents an atternpt to capture the attributes that generally define 
a type of MCM. A type of MCM can be defined generally by starting at the top of the diagram 
and working down, choosing one of the several arrows at each level. In this diagram, we chose to 
consider first the interconnect an'angement relative to components in an MCM. Two possibilities 
exist: patterned substrate and patterned overlay. For patterned substrate approaches, components 
are mounted onto a substrate. We next consider the way components are integrated into the MCM. 
The means by which components are mounted to a substrate is referred to as the element-attach 
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Fig. 8.3. Anatomy of MCM. 
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MCM 
Taxonomy 

Element Attach 

Next-Level Packaging 

Fig. 8.4. MCM taxonomy (2D). 

approach. Though a variety of approaches exist, only the dominant ones (solder, wire-bond, tape- 
automated bond, and flip-chip) are considered. For patterned overlay MCMs, the substrate is 
formed directly over components, metallurgically interconnecting to component bond pads, elim- 
inating the need tbr another element-attach approach. Another differentiating characteristic of an 
MCM is its relation to an enclosure. There are two basic enclosure or package configuration 
cases. In the first case, a separate package structure with a body is required. In the second case, 
the substrate of tile MCM is tile package, which is also referred to as an integral package case. 
Finally, we consider the substrate material itself, more specifically the intermetal dielectric of an 
MCM, around which the common industry definitions of MCMs are based. There are three basic 
kinds of substrates, which are given the names MCM-C, MCM-D, and MCM-L. 

it must be indicated here that the taxonomy is nonrestrictive. While Fig. 8.4 suggests that an 
MCM is categorized by selecting a pa~licular path from top to bottom, it is in fact possible to have 
several coexisting possibilities within a single system. For example, if components are mounted 
onto the surface of a patterned overlay MCM, then both options of interconnect arrangement ex, 
ist. It is common to have a single MCM with wire-bonded, flip-chip, and soldered assemblies on 
the same substrate. Figure 8.4 serves to illuminate the facets that define MCMs, but it is not an 
orthogonal classification scheme. 



Basic Concepts 267 

8.2.4.1.1 Interconnect Arrangement 

The interconnect arrangement refers to an assembly ordering, but more importantly defines the 
relation between MCM components and the substrates (interconnection and mechanical) of an 
MCM. As an assembly ordering, the industry has coined terms such as "chips first" and "chips 
last" to designate patterned overlay and patterned substrate configurations. Figure 8.5 illustrates 
the two approaches. As shown in the patterned substrate case, the interconnection substrate and 
mechanical substrates are both "below" the component. In the patterned overlay case, however, 
the components are between the mechanical and interconnecting substrates. The patterned over- 
lay is refi~rred to as "chips first," since the components must usually be housed within a planar 
mechanical substrate before the interconnection stlbstrate is fbrmed. As it turns out, the mechan- 
ical substrate is not always required for either configuration, a case that is retire'red to as chip-on- 
flex. As remarked befbre, the patterned substrate and overlay approaches are not mutually exclu- 
sive, and their combination provides a powerfhl means for increasing density, fbr example, by 
pernfitting the addition of surface-mount sensors. 

8.2.4.1.2 Element Attach 

Since patterned overlay approaches fbrm interconnections over components, the approach creates 
substrate and component attachment in the same process. For patterned substrate approaches, 
components must be electrically and mechanically attached to the interconnecting substrate me- 
dium. Even in the case of patterned overlay, surface component attachment is fi'equently impor- 
tant. A number of well-known techniqtles exist for surface attachment of bare components. The 
most common include solder, wire-bonding, tape automated bonding (TAB), and flip-chip or con- 
trolled collapse chip connection (C4), as it is sometimes called. 

Soldering in the ordinary sense (flip-chip approaches are also solder-based) can provide elec- 
trical and mechanical attachment of components to a substrate, although as in the case of wire- 
bonding, mechanical attachment of" the components through an adhesive (die attach) is often pre- 
scribed. This is desirable, especially in aerospace applications, to secure components indepen- 
dently of the solder mechanism. 

Since its inception, wire-bonding has been by far the dominant form of electrically intercon- 
necting ICs (the wire bonder was invented in 1960, preceding the invention of'the monolithic IC 
in 19612). Recent estimates indicate that 4 trillion wire bonds are f'ormed annually worldwide. 3 
In wire-bonding, gold or aluminum wires, spooled through the capillary of a wire-bonding appa- 
ratus, establish a flexible system in which a series of bridging conductors are formed between in- 
tegrated circuit bond pad terminals and corresponding terminals on another component or sub- 
strate, lnterconnections are formed ultrasonically (cold-welded at ambient temperatures) or 
thermosonically (at or below 150 ° C) to achieve a good metallurgical connection to bond padding 
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Fig. 8.5. Patterned-substrate (a) and patterned-overlay (b) substrate configurations. 
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surfaces. Wire-bonding continues to det), predictions of its demise. In the 1980s, predictions were 
made that wire-bonding would be replaced by TAB at I/O counts above 100. 4 Instead, wire-bond- 
ing has continued to find use at I/O counts above 500, and the pitch in wire-bonding machines has 
decreased from 150 txm to less than 80 ~tm (Fig. 8.6). 

TAB technology involves the application ofprefbrmed frames to first the IC and then the sub- 
strate. They are observed to have the advantages of allowing pretesting, since the ICs can be trans- 
ported and exercised after mounting onto TAB fi'ames. Furthermore, TAB devices can be gang- 
bonded, which in theory allows a higher volume throughput to be achieved. However, the predic- 
tions of TAB sweeping the entire IC field as the choice element attach approach have not reached 
fi'uition. TAB's disadvantages include expense and lack of flexibility. Part of the expense associ- 
ated with TAB is in the nonrecurring cost of TAB frames, which are unique to a particular IC 
bond-pad arrangement. 

Flip-chip technology, established by IBM in the 1960s, involves forming a pattern of solder 
balls over the surface of an IC die, then inverting the die and aligning it with similar patterns on 
a substrate, fbllowed by reflow. The process has a simple elegance in that electrical and mechan- 
ical attachments are performed simultaneously. Flip-chip has the ability (as do patterned overlay 
technologies) of placing bond pads over the entire die surface, which greatly increases the total 
number of contacts possible on a given IC. Flip-chip approaches continue to gain momentum, par- 
ticularly with more complex ICs. One disadvantage cited for flip-chip technology is the need to 
introduce additional process steps to form a solder bump-compatible metallurgy over the IC' s sur- 
face, which makes the technology difficult to apply to preexisting die, especially if they have al- 
ready been removed from a wafer. Post-facto interconnection redistribution can result in subop- 
timal electrical performance. As such, flip-chip approaches are more easily mechanized in cases 
where new IC designs are involved. 

8.2.4.1.3 Next-level Package 

MCM substrates are sometimes considered incomplete assemblies and in those cases require 
mounting within a package. In some cases, however, the essential packaging structures are em- 
bodied directly into the substrate. Such constructions are referred to as integral packages. Usually, 
in the case of hermetic assemblies, a lid must be introduced, and sometimes a leadframe must also 
be soldered or attached in some other matter. 

8.2.4.1.4 Material Classification 

The industry usually classifies MCMs by only the type of substrate used. MCMs are then catego- 
rized as MCM-C, MCM-D, or MCM-L. More specifically, the types of dielectric used within the 
wiring layers of an MCM are actually addressed in this classification scheme. 

Fig. 8.6. State-of-the-art gold ball wire-bonding (50-l.tm pitch). (Courtesv ASM Pacific Assembly Products. 
inc.)5 " , . 
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Ceramic-based MCMs, for example, are referred to as MCM-C technologies. Ahnost any 
aerospace MCM built befbre 1990, and almost any assembly bearing the name hybrid, is probably 
built with MCM-C technology. Several variations exist within the class of MCM-C, but most 
commonly, the designation describes a m ultilayer system based on alumina (A1203) or aluminum 
nitride (AIN), in which multiple metal-dielectric layers are cofired to form a substrate. Since these 
materials must be fired at very high temperatures (>700 ° C), they usually employ refi'actory met- 
als for conductors and are referred to as high-temperature cofired ceramic technologies. More re- 
cent work in low-temperature cofired ceramics has enabled introducing metals with better elec- 
trical properties. Thick-film approaches, used in the original types of hybrid microcircuits (the 
"original" MCM), employ prefired substrates onto which a metal (e.g., gold) layer is fbrmed. 

The deposited thin-film or MCM-D approaches employ dielectric layers of polymer (e.g., 
polyimide, benzocyclobutene) and high-performance conductors usually of copper (with barrier 
metals such as titanium or nickel) that can be patterned with high resolution (e.g., 15-50-1am line 
widths). Also in the MCM-D class are approaches that employ a Si-SiO2-aluminum like that used 
in VLSI (very-large-scale integration) technology. This system is capable of higher resolution, 
but the associated processes require modification for good electrical perfornlance. For example, 
typical VLSI interconnections are built with thermally grown oxides only 0.5 ~tm thick; whereas 
much thicker oxides are required to achieve sufficiently low capacitance for high performance. 

The third industry material class, MCM-L, employs laminate materials (e.g., FR-4, polyimide, 
and BT [bismaleimide triazine] resin), usually the same employed in the fiabrication of PWBs. 
The most common name for MCM-L assemblies is chip-on-board (COB). The MCM-L is a grey 
area sometimes, since on the lower end of technology (line widths above 0.004 in/100 ~tm) it is 
possible to directly introduce bare die into ordinary PWBs. The higher end of the MCM-I., tech- 
nology employs line widths approaching 25 ktm, which when combined with microvias, is very 
competitive in perfornlance range and cost with other classes of MCM technologies. 

The C-D-L scheme is not sufficiently rigorous to describe all the approaches in materials for 
MCMs. For example, some supercomputer designs employ a mixture of ceramic (MCM-C) and 
polyimide (MCM-D) in the sarne substrate. Consequently, a number of perfunctory attempts to 
establish hybrid designations, such as MCM-C/D, MCM-E/F, 6 and MCM-L/O, have been at- 
tempted. None of these schemes have received any real acceptance from the industry. In aero- 
space work, the MCM-D approaches have been most common, dating from the 1960s. General 
confusion and reluctance have slowed the acceptance of MCM-D and MCM-L approaches, but 
these material systems are making gradual inroads into a variety of space applications. 

8.2.4.1.5 MCM Technology Examples 

This section outlines a few planar MCM technology examples, not a complete cross-section of" 
processes, but a representative sampling. Outside the normal taxonomy is a class ofrapid- 
prototyping technologies for MCMs o1" MCM-like assemblies, which are briefly discussed. 

Patterned Substrate Technologies. Several representative ceramic-based (MCM-C) patterned 
substrate examples are shown in Fig. 8.7, each demonstrating a different form of the commonly 
available element attach technologies. TAB is shown to be useful for high-density connections in 
complex digital die [Fig. 8.7(a)], where multiple occurrences of several die exist, but fbr power 
hybrid assemblies [as shown in Fig. 8.7(b)], special fonns of wire-bonding are required. The ap- 
plication of flip-chip technology to memory module [Fig. 8.7(c)] is straightfbrward, as demon- 
strated in a space-qualifted application fbr a French satellite. 7 One of the more interesting "closet" 
examples of an MCM-C design is the Pentium Pro, which is based on a two-chip MCM (processor 
and cache). 8 
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(a) (b) (c) 

Fig. 8.7. MCM-C examples. (a) communications module, employing TAB bonding 9 (courtesy Harris. Semi- 
conductor, Harris Corp.), (b) power converter hybrid, using (in some cases vet3' large) wire-bonds l0 (cour- 
tesy Teledyne Microelectronics), (c) French SATURNE memory module (IBM). employing flip-chip 
bonding (courtesy TechSearch International). 

MCM-D examples are shown in Fig. 8.8. In the early 1990s, the most common form of MCM- 
D was a copper polyimide (Cu/PI) process, and suppliers of this technology were usually captive 
(e.g., Hughes Aircraft Co., Boeing, Control Data Corporation, IBM, Digital Equipment Corp. 
[DEC]). DEC's spin-off of MicroModule Systems established a merchant MCM-D capability, 
one of the few remaining commercial sources of Cu/PI based MCMs today. Its Gemini module is 
shown in Fig. 8.8(a), a complex processor core containing a complete Pentium-based com- 
puter. 11,12 Other examples of MCM-D technology exploit existing VLSl-like processing capabil- 
ities. Figure 8.8(b) illustrates a module built in the VHSIC (vet3' high-speed IC) chip-on silicon 
(VCOS) technology, fabricated on the same line as the components that populate it. The advan- 
tages of this polyimide-aluminum form of MCM-D technology include a very high wiring den- 
sity, comparable to that of the integrated circuit itself, and in this case, a vertical integration of a 
chip and MCM. However, the use of thin polyimides (about 3-4 pro) results in a Iossy intercon- 
nect, restricting the performance range to lower clock frequencies. The example module shown, 
a memory module, was built at Lockheed-Martin (Manassas, VA) on the world's first qualified 
manufacturer's list certified MCM-D process. A slightly more progressive MCM-D technology 
is represented by nChip's Si-on-Si process [Fig. 8.8(c)], in which an alum inum-SiO 2 process, 
even closer to the native technologies of VLSI, is used to form sophisticated MCMs. Unlike tra- 
ditional VLSI, which suffers from the limits of thermally grown oxides (about 0.5 Itm thickness), 
nChip's special low-stress oxides allow for much thicker dielectrics (4-7 I tm), permitting much 
greater electrical performance as a result of reduction in capacitance. 

(a) (b) (c) (substrate) 

Fig. 8.8. MCM-D technology examples. (a)copper polyimide substrate, with wire-bonded parts 12 (courtesy 
MicroModule Systems), (b) aluminum polyimide process (Iossy RC), with flip-chip attachment. (c) Si/SiO 2 
substrate with aluminum conductors (courtesy Flextronics International Ltd.). 13 
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Patterned Overlay Technologies. The most well-known patterned overlay MCM approach is 
the high-density interconnect (HDI) process, developed by General Electric under government 
and corporate funding. The standard HDI process is illustrated in Fig. 8.9. In addition, newer 
fbrms of the HDI process have been developed. The microwave HDI process, 1415 fidr example, 
can accommodate air bridges and monolithic microwave integrated circuit components. Power 
HDI has more robust copper (thicker) structures for improved power delivery. Each of'these vari- 
ants of HDI is based on premilled substrates, usually ceramic. Newer versions of the HDI process 
include the plastic HDI and single-sided chip-on-flex (SSCOF) processes. 16 In these processes, 

(a) Preparing substrates 

The HDI process begins with a 
flat blank of a starting material, 
such as alumina (most commonly 
used), aluminum nitride, silicon, 
glass. This flat blank becomes 
the substrate, which provides a 
mechanical supporting structure 
for the HDI module. 

Pockets are formed in the 
substrate using industrial 
computer-controlled milling 
equipment (other high-volume 
production techniques can be 
implemented). These pockets 
become receptacles for the 
various integrated circuits and 
passive components required 
for the functional HDI module. 

A thin layer of aluminum is 
deposited uniformly onto the 
substrate. The metal is then 
selectively patterned and 
etched to form "backside 
metal" contacts for certain 
components and other 
special functions. 

(b) Placing components (c) Forming a patterned overlay 
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After a computer-determined 
quantity of SDAN adhesive is 
automatically distributed in each 
pocket, components are transferred is laminated to the substrate 
from dispensers with a robotic at 300°C. 
"pick-and-place" machine. The 
chips are placed with their elec- 
trical contact pads facing upward. 
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Following a spray-on application Vias are then laser-drilled to 
of Ultem 1000 thermoplastic open contacts to the compo- 
dielectric, the first Kapton layer nent terminals. A 4-pm thick 

metal system (Ti-Cu-Ti)is 
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Additional dielectric layers are 
laminated, and metallization 
layers are formed as necessary. 
These subsequent laminations 
utilize a thermosetting siloxane- 
polyimide adhesive. 

(d) Final packaging 

processed through sputtering 
and electroplating, forming 
the first layer interconnections. 

One of the most common modes 
of packaging for HDI modules is 
the hermetic package. In this case, 
the HDI substrate is glued into a 
package made of Kovar. Wire 
bonds are formed between sub- 
strate and package leads. 

Finally, a package lid is welded 
or soldered to form a hermetic 
seat. Other HDI packaging 
options include hermetic 
integral substrate and non- 
hermetic carriers. 

17 Fig. 8,9. Standard HDI process. 
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components are placed upside down (bond pads facing down) onto a drumlike film of stretched 
Kapton, coated with adhesive. For plastic HDI, the ensemble ofcomponents is potted (tbr exam- 
ple, with Plaskon polymer), while for SSCOF no mechanical substrate is formed. The Kapton 
sheet is then inverted, and traditional HDI process steps [Fig. 8.9 (c)] are employed for creating 
a patterned overlay. In these processes, leadframes can be added to create integral packages for 
low-cost assemblies, or the entire assembly can be enclosed within a hermetic package. To 
achieve even further reductions in process cost, it is possible to use copper-clad Kapton "drums" 
that are prepatterned with interconnect. Such films are commonly available in high-density flex- 
ible circuitry work, and reduce the HDi-specific processing to via connections between compo- 
nents and flex-based conductors. One or more additional layers of HDI can be added to achieve 
higher wiring capability. 

Rapid Prototype Technologies. Several options for "quick turn-around" and rapid prototyping 
technologies exist that promise to achieve faster fabrication cycles than those normally associated 
with MCMs (8-26 weeks). MCC, for example, offers a quick turn-around interconnect (QTAI) 
technology, based on a copper-polyimide process that can be fonned within 2 weeks. The QTAI 
process involves a series of cuts and links formed on a nominally prepatterned substrate. Since 
most of the substrate interconnect is already formed, the QTAI process averts a lengthier fabrica- 
tion cycle. 18'!9 

Another rapid-prototyping technolo~;y is based on an antifuse substrate technology. Devel- 
oped originally by Mosaic Computers2" in the 1980s, this rapidly configurable substrate technol- 
ogy is employed in a variety of aerospace applications by Pico Technology, Inc. The substrates 
are formed a priori and are programmed as required to realize an application. These substrates 
are densely patterned with multiple interconnect layers and thousands of unprogrammed antifi~ses 
[Fig. 8.10(a)]. The programming process forms near short circuits at selected grid points, thereby 
creating connections between conductors in the multilayer system. Bond pads for signal, power, 
and ground are strategically positioned about the substrate such that almost any conceivable die 
placement a~Tangement will have access to one or more as required to connect components to the 
substrate. Such an approach can create complex MCMs rapidly, as shown in Fig. 8. I 0(b). A recent 
Air Force Research Laboratory (AFRL) contract with Pico Technology is exploring a system for 
portable MCM creation in which "blank" antifi~se substrates can be programmed fi'om a personal 
computer attached to a special apparatus. This software/hardware combination will establish the 
advent of field-programmable MCM substrates, giving organizations the capability of autono- 
mously creating substrates as rapidly as designs can be formed. 

(a) Universally programmable circuit board 

Unprogramm ed " ii~ii~! ..... "Bond wires 
antifuse -... ~i~;.:~..i:~i~:.~ii;~.. 

~:~:;~S~g,:.:~:?~~-~,,:~:.~-"-,E - - -  Upper plane 

~ !~::::~::::%:?:i~.:::i.?Z ...... • .:~i~;.;~:;(:;::;!~:::~,. signal traces 

: ,. " \ ' -  Power plane Lower plane . . . . . .  
signal traces Ground plane 

Programmed antifuse 

(b) 

Fig. 8.10. Pico Technology's rapidly programmable substrate technology. (a) antifuse concept, (b)encoder 
MCM example (courtesy Pico Technology, Inc., Toledo, Ohio). 21 



Basic Concepts 273 

8.2.4.2 Package Technologies 
The package (L2 of the packaging hierarchy) contains one or more components. Packages, in a 
traditional sense, are the containers oflCs or MCMs that might be soldered onto a PWB. To most 
people, the package is the chip. Packages are limited in physical size, as they must be large 
enough to be handled by humans, but small enough to mount within other assemblies. 

Simultaneous growth of signal count and increase in operating frequency of contemporary sin- 
gle-chip packages (SCP) and MCMs demand spatially efficient, adequate, electrically effective 
packages for test and operation. Many military still demand hermetic solutions. Despite the great 
variety of package formats, some designs still have unique requirements. 

Packages are enabling or inhibiting, depending on one's perspective. Efficient packages pro- 
vide an ideal protective environment for the components within, while providing a convenient 
handle and delivel~y mechanism for electrical and thermal performance. For MEMS devices, the 
package is a limiting factor. Accelerometers can be made smaller than bolts, but poor packaging 
creates an embodiment only marginally better than a non-MEMS alternative. Monolithic ICs usu- 
ally require packages, but with some chip-scale packaging approaches, it may be possible to con- 
vert raw silicon into a fore1 ready for assembly. Sometimes an MCM is its own package, but in 
other instances the MCM must also be protected with an external package. 

Here we consider the types of packages used in electronics. The breakout of package usage by 
type is shown in Fig. 8.11. Packages can be broken into the dichotomies of through-hole/surface- 
mount, plastic/hemaetic, and peripheral/areal. 

8.2.4.2.1 Through-Hole Approaches 

Through-hole approaches are traditionally represented by transistor "cans" [see Fig. 8.2 (b)] and 
dual in-line packages (DIP) (Fig. 8.12). Through-hole packages have existed as long as have 
PWBs. Their conductive leads penetrate a PWB, and the combination of mechanically crimping 
leads against the board and forming soldered connections provided a sort of"belt and suspenders" 
approach for securing electronics electrically and mechanically to a board. For ICs the dual in- 
line package has been a dominant fonn of package until the pin grid array (PGA) was developed 
for devices with higher I/O count. 

Despite a significant loss in market share to surface-mount technology, through-hole technol- 
ogy remains in abundant use in systems. In 1995, 34% of all IC packages were through'hole, a 
traction that is expected to decline to 10% by 200 I. 22 It is unlikely that through-hole technology 
will completely disappear, however. For example, penetration of a circuit board is required for 
other reasons, such as providing access portals for sensors, actuators, heat sinks, and coolant flow. 
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Fig. 8.11. Histogram of package usage. 23 DIP--dual in-line package, SO: small outline, CC" ceramic car- 
rier, QFP ........ quad flatpack, PGA ........ pin grid array, BGA ......... ball grid array, CSP ........ chip scale package, DCA ........ 
direct chip attach (bare die). 
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Fig. 8.12. Ceramic version of dual in-line package (CERDIP). 

8.2.4.2.2 Surface-mount Approaches 

Recently, the quantity of surface-mount (SMT) packages used in assemblies worldwide exceeded 
through-hole packages. A summary of SMT packages follows: 

• Metric and thin quad flat package (MQFP and TQFP). QFPs are square, flat packages with a 
single row of leads emanating from each edge at pitch ranges from below 20 mils to 50 mils. 
They constitute the most commonly used package style today for lead counts above 20. MQFP 
sizes range from 10 mm to 40 mm square, and I/Os from 44 to 304. TQFP sizes range from 7 
mm to 28 ram, with I/Os from 32 to 256. The size and lead configurations normally conform 
to JEDEC (Joint Electron Device Engineering Council) standards. 24 

• Thin small outline packages (TSOP). A very thin package, predominately for memory appli- 
cations, which calls for backgrinding a normally 20-rail-thick silicon wafer to as thin as 7 mils. 

• Thin very small outline package (TVSOP). More aggressive form of TSOP, with 16-rail lead 
pitch. 25 

• Very small package array (VSPA). An advanced package style developed by the Panda Project 
(Boca Raton, Florida) tbr high-density applications. 26 

8.2.4.2.3 Ball and Other Grid Arrays P 

The ball grid array (BGA) package may be viewed as the single most important development in 
packaging this decade. Though BGAs represent a small percentage of the total package usage 
today 27 (Fig. 8.13), BGA technology is one of the fastest rising in the advanced packaging field. 
They have been applied to workstation and computer processors, complex gate arrays, field 

Fig. 8.13. BGA package. 28 (Courtesy ASAT Inc.) 
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programmable gate arrays, and consumer and automotive applications. 29 Few technology tbre- 
casters in the early 1990s viewed BGAs as having the dramatic potential they currently display. 

BGA Advantages. BGAs can support higher numbers of l/Os much more efficiently than can pe- 
rimeter-based packages. 30 In Fig. 8.14, the same I/O pattern is represented twice on the same IC, 
first as a pattern occupying three rows about the perimeter of the IC and second as an areal pattern 
resembling a stop sign. I/O capacity in the areal pattern can grow as N2; whereas a perimeter lay- 
out approach has I/O growth at most as 4 N (where N is I/O spacing). 

~I~T~TTTTTTT~T~T~T~ 

Placement fiducial 

Flipchip I/0 pattern 

Perimeter I/0 pattern 

Fig. 8.14. Dual I/O distribution of the same pattern on the same IC (source: IBM). 

BGAs have many other important advantages. As surface-motmt approaches, they have im- 
proved routability over through-hole approaches of similar complexity, since pins do not pene- 
trate the mounting board, thereby occluding valuable routing real estate. Their electrical perfor- 
mance is significantly better than other traditional package types. 3t BGA packages are smaller 
and lighter than other package types. They are less fragile than QFPs, which have delicate leads 
that if bent even slightly require special handling for assembly. 

One of the most striking advantages of BGAs over other package styles is ease of assembly 
(notwithstanding the application ofunderfill) because of the self-alignment property of solder ball 
arrays. The surface tension of solder acts to bring the array of solder connections into alignment 
with the mating pattern of contacts on the board onto which a BGA is assembled. As shown in 
Fig. 8.15, misalignments (which can be as severe as half the ball diameter) can be corrected as the 
assembly is heated to the solder reflow temperature point. Though it had been a criticism of BGAs 
that they would not be penuissible in assemblies because of their inability to inspect solder joints, 
it has been the experience of some assemblers that BGA failure rates are extremely low, in fact 

32 lower than that experience in QFP designs. X-ray inspection processes ~ were developed for 
BGAs, but in some cases manufacturers have dropped the x-ray inspection regimen after finding 
that with proper design, failures were so few as to warrant such procedures unnecessary. In the 
cases where rework is required (assuming no underfill), effective procedures have been devel- 
oped for BGA repair using hot-air convective tools. 33 

Fig. 8.15. Self-aligning property of solder ball arrays. 
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BGA Types. Several common BGA versions are shown in Fig. 8.16. By far the most common 
type of BGA in current use is the plastic ball grid an'ay (PBGA) [Fig. 8.16(a)]. The PBGA in- 
volves forming a BGA package ti'om circuit board material, usually BT resin. One side of this 
board contains a BGA I/O pattern, and the other side accommodates an IC direct chip attach, usu- 
ally through wire-bonding. In the formation of the BGA, the component is mounted and encap- 
sulated, and the solder balls are then attached in one of several ways, resulting in a finished as- 
sembly. Enhanced fomas of PBGA, usually with improved thermal management features, have 
also been developed. 34,35 In one type, a combination of flip-chip attach and metal backing plate 
results in a BGA system with high thermal and electrical performance [Fig. 8.16 (b)]. 36 Tape or 
flex BGAs employ thin-film interconnect (e.g., polyimide) instead of board materials (e.g., BT 
resin). 37 Ceramic versions of ball grid arrays (CBGA) have also been developed. 38 

Overmolded Bond wire / D i e  attach epoxy adhesive cove, n  ! 
Die p a d d l e ' " ~  _ i i~i ~ ~ ~ . . 1 ~  SOlder mask 

• BT resin/glass 
C u t r a c e s ~ ~ ,  ~ .  I! !1 I~ ...... i l  " ~ "  epoxy PWB 

Plated through via Thermal via Solder ball (eutectic) 
(a) 

/ ! lo ~o_ooooo I / 
l _ i i _ I 0 00000000 

Sol ball (b) 
Fig. 8.16. BGA packages: (a) Plastic (PBGA), (b) Flip-chip based plastic with metal substrate. 

BGA Issues. The most significant problem in BGA application is thermal expansion mismatch. 
In the case of PBGAs, the problem occurs within the package itself, in the region of the package 
where silicon is mounted, the expansion of the board material is constrained relative to its expan- 
sion on tile silicon-free regions. The differential expansion sometimes creates cracking in solder 
balls in tile boundary between the two regions. Overall package expansion can occur, particularly 
in metal and ceramic BGAs, in which cases the stress is an increasing function of size. Fractures 
often occur at solder ball interfaces. 

Several concepts have emerged to deal with mismatch problems. In some cases, BGA designs 
avoid placing balls in constrained regions. To improve robustness of the solder ball/package in- 
terface on CBGAs, a "dimpled" BGA (DBGA) has been proposed, in which green state ceramic 
and paste are contoured as receptacles for each solder ball. To increase the range of compliance, 
a number of approaches have been employed to increase the height of the solder balls. 39 These 
approaches involve stacking several balls in each position or tbrming solder columns, and such 
assemblies are referred to as column grid arrays (CGA). A more common practice, however, in- 
volves the introduction of an underfili, a polymer injected underneath the mounted package, 
which surrounds the solder balls and creates a much more robust mechanical attachment. It is only 
with reluctance that assemblers use underfill, though, as most underfill compounds render the as- 
sociated BGAs nonrepairable, and the underfill application process is time-consuming 40 and 
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problematic. Problems are not altogether confined to the solder; some of the more traditional plas- 
tic package reliability problems can also exist, such as popcorning. 41 Package coplanarity prob- 
lems have also been reported. 42 

Other Grid Array Technologies. "l"he other most commonly used grid an'ay package is the 
PGA, which is usually a ceramic assembly in which pins protrude downward. PGA packages have 
reasonable electrical performance and thermal performance, but are bulky, require significant in- 
sertion force into assemblies (unless they are equipped with zero- or low-insertion force sockets), 
are difficult to rework, and create significant routing problems because of the significant amount 
of board real estate that is removed to make room for pins. The land ~rid array (LGA) is similar 
to a BGA without solder balls, and is used in some workstation cores. 43 LGAs require a compres- 
sive force and a compliant contact system, such as a socket, as there are no pins or solder bumps 
to secure them to an assembly. 

8.2.4.2.4 Chip Scale Packaging 

A chip scale package (CSP) is a package that is the same size or slightly larger than the component 
that it contains (up to about 1.5 x in area). 44 CSPs represent the state of the art in minimally pack- 
aged ICs, allowing board assemblies to approach the density of MCMs while preserving the abil- 
ity to pretest components. Most CSPs employ a compliant contact redistribution system in a pe- 
ripheral grid or a distributed an'ay. Several general CSP types are shown in Fig. 8.17: 
• Micro-BGA. Pioneered by Tessera (San Jose, California) [Fig. 8.17(a)], it relies on a poly- 

meric pad fbrmed over tile die surface for compliance, and tile BGA lead system wraps from 
the die bond pads on the perimeter to a surface fornled over this pad. 45 

• Rigid-substrate mini-BGA [Fig. 8.17(b)]. Designed using a PWB substrate, with die attached 
by wire bond, TAB, or flip-chip. 

• Lead-on-ti'ame [Fig. 8.17(c)]. Relies on bond pads located away fi'om the perimeter to achieve 
a smaller package area. 

• Molded [Fig. 8.17(d)]. Miniature molded versions of standard packages. 
• Wafer-level [Fig. 8.17(e)]. Connections fbrmed on wafer through postprocessing (no separate 

package). 
• Floating-pad [Fig. 8.17(0]. Based on the HDI process, employs a novel floating pad structure 

for mechanical compliance. 46 

CSPs obviously employ denser I/O pitches than standard perimeter packages, which quickly 
become pad-limited at higher I/O counts. Standard BGA pitches are 1 mm and 1.2 mm; whereas 
CSP mini- and micro-BGA pitches are at 0.5 ram. The BGA forms of CSP resemble flip-chip 
mounted die, but strictly differ in the coarser size and pitch of the solder balls and the presence of 
a compliance system. Flip-chip devices, on the other hand, are typically underfilled as some BGA 
systems. CSPs have been shown to have good reliability without underfill. 47 

Do CSPs replace MCMs? For many of the less complex MCM designs, it may be possible to 
implement a CSP-based alternate design. Part of the limitation of CSPs lies in the substrate's abil- 
ity to support dense wiring. MCMs represent a sort of limit argument in substrate density, and in 
fact, the CSP creates a blurring between the boundaries of MCM and traditional packaging. The 
MCM, besides providing for a more compact design, offers "relief" to the wiring requirements of 
a substrate, pelrnitting simpler boards in an overall system design, while the CSP, in some cases, 
forces more complexity at the board and/or next level of packaging. Application constraints pro- 
vide insight to the proper use of CSPs and MCMs. An obvious guideline is to examine the trade- 
offs in cost and complexity as the wiring "burden" is shifted from the board level to the MCM 
level while keeping an eye on the associated impacts on size of each prospective implementation. 
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Fig. 8.17. Various CSP types. (a) interposer with tlex circuit. 48 (b) interposer with rigid package, 48 (c) lead- 
on-chip, 48 (d) miniature mold, 48 (e) wafer-level package, 49 (f) HDl-based, with close-up of floating-pad 
structure used in pad array. 

8.2.4.3 3D Packaging 
Three-dimensional packaging is suggestive of approaches that can overcome the barriers of the 
next-level packaging problem. The approaches are almost always formed from a collection of 
ICs, MCMs, or packages that are stacked in a very compact configuration. The desired character- 
istics of a 3[) approach include" 

• High volumetric efficiency 
• High-capacity layer-to-layer signal transport 
• Genericness (the ability to accommodate random circuitry and the widest possible variations 

in layer ~pes) 
• Heterogeneity (the ability to accommodate multiple "modalities," e.g., analog, digital, power, 

RF) 
• Serviceability (the ability to isolate and access a fundamental stackable element for repair, 

maintenance, or upgrade) 
• Ease of interface and integration to a variety of existing and emerging next-level packaging 

technologies 
• Adequate heat removal to the next level of packaging 
• High pincount delivei3' to the next level of packaging with high electrical efficiency 
• Adequate structural support 
• A practical scheme tot" extending to an arbitrm3, number of layers 
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Establishing a categorization system or taxonomy for 3D packaging is difficult, given the di- 
versity of packaging concepts involving the stacking of die, MCMs, and packages. A taxonomy 
is proposed in Fig. 8.18. We consider first that two regimes exist relative to layer count. In few- 
layer 3D, the assemblies are generally mounted onto a next-level assembly flat, like a deck of 
playing cards. In many-layer 3D, the ntmlber of"playing cards" is high enough to topple over. In 
packaging, such stacks are edge-mounted instead. The distinction is important for thermal man- 
agement purposes. The term "layer fixity" simply refers to the ease of'disassembly. The possibil- 
ities ofnonseparable and demountable are fairly self  explanatory. The element interconnect 
scheme describes the mode through which the primary stacked elements "communicate." We 
identi~ three possibilities: plane-edge (similar to backplanes), plane-plane (such as mounting a 
BGA to a circuit board), and edge-edge (a twist literally on the edge-edge scheme). There are 

3D MCM 
Taxonomy 

Layer Fixity 

Element Interconnect 

Iteration Schemes 

Stacking "Operator" I 

,o io Chip ck e Module 

Fig. 8.18. 3D-MCM taxonomy. 
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three general conceptual possibilities that describe how stacking occurs in an assembly. The iter- 
able-uniform case is like stacked playing cards, namely identically sized assemblies stacked in an 
identical manner. The iterable-nonuniform case covers the possibilities of telescopically stacked 
or stagger-stacked assemblies. In the former case, the assemblies stack directly upon each other, 
but each assembly is progressively smaller. In the latter case, identically sized layers are staggered 
as they are stacked. The noniterable designation is the "catch all" default, covering other ap- 
proaches, such as folded MCMs, double-sided MCMs, and compound MCMs (MCMs inside 
other MCMs). Finally, the stacking "operator" is considered, that is, which type of element is be- 
ing stacked (IC die, MCMs, or packages). 

The remainder of this section discusses examples of chip, package, and module stacks to illus- 
trate some of the interesting possibilities that have been attempted in the construction of micro- 
miniature systems. 

8.2.4.3.1 Chip Stacking 

Chip stacking appears to be the dominant tbrm of 3 D packaging, most commonly applied to in- 
crease the density of memory components in a system. Most chip-stacking approaches would be 
classified as few-layer, iterated, nonseparable, plane-edge approaches. Examples of memory 
stacking approaches are shown in Fig. 8.19. These approaches are popular as "baby-steps" in 3 D 
packaging, as they allow stacked components to replace normally planar components in a design. 
For memories in particular, increased density is a fairly simple architectural modification in most 
cases. The first approach, the short-form memory stack technology developed by Irvine Sensors 
Corp. under USAF funding ([Fig. 8.19(a)], employs a ti~w-layer concept employing wafer-level 
processing, derived from the many-layer "sugar-cube" approach [Fig. 8.19(c)]. The StackTek 
concept (Fig. 8.19(b)] applies a special fi'ame to each die and stacks them, bussing all intercon- 
nects at the side edges. Many other examples of short-lbrm stacks are tbund in the literature. 5° 

8.2.4.3.2 Module Stacking 

Module stacking approaches involve stacking elements or modules that contain one or more com- 
ponents. Unlike die stacking approaches, the components of each layer need not be identical in 
function, shape, and size, but the module boundaries usually have identical shape and size. A 
summary of some of the more eclectic approaches is provided in Table 8.1. illustrations of some 
of these approaches are provided in Fig. 8.20. 
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Fig. 8.19. Memory chip-stacking approaches. (a) short-form die stack based on water-level processing 
(courtesy lrvine Sensors), 51 (b) short-form leadframe stack (courtesy Staktek Corp.), 52 (c) many-layer ver- 
sion of (a) (courtesy Irvine Sensors). 53 
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Table 8. I. Summary of 3D-MCM Stacking Approaches. 

Technology Organization l)omain Fixity Interface Iterability 

3D high-density. 
interconnect 

G E both nonseparable 

ttDI-folded flex GE both nonseparable 

MCM-V 3D-Plus many-layer nonseparable 
(France) 

Double-sided ceramic Honeywell few-layer nonseparable 

Mezzanine-stacked sub- ATT, Space few-layer separable 
strates Computer 

Corp. 

3D silicon MCMs LET1 (France) few-layer nonseparable 

Mosaically arranged 
data compression and 
processing (MADCAP) 

Boeing 
Obrmerly 
Rockwell) 

edge-plane iterable 

various 

edge-plane 

plane-plane 

plane-plane 

plane-plane 

noniterable 

iterable 

noniterable 

iterable 

iterable 
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Fig. 8.20. Representmive 3D module approaches. (a) 3D Silicon MCM (photo courtesy L a b o r a t o i r e  d ' e l e c -  

t ron ique  de  t e c h n o l o g i e  et  d ' i n s t r u m e n m t i o v z - - L E T I ,  Grenoble, France; photo by Artechnique), (b) MCM- 
V (photo courtesy 3D Plus Electronics, France), (c) 3-D I IDI four-layer stack, (d) folded I-IDI MCM. 
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8.2.4.3.3 Package Stacking 

Package-stacking approaches offer a simpler, low-technology method of achieving higher density 
than possible with 2D approaches. The most common implementation involves stacked-memory 
components. One package-stacking supplier, Dense Pac Microsystems, Inc., employs a variety, of 
concepts, one of which is shown in Fig. 8.21, to achieve a compact stack that is not as dense as 
the approaches shown in Fig. 8.19, but can be made at a lower cost. 
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Fig. 8.21. Dense-Pac Microsystems stacked-package memory system. 54 (Courtesy Dense-Pac Microsys- 
tems.) 

8.2.4.3.4 Boards, Boxes, and Cables 

The ability to mount electrical components onto a planar structure and interconnect their termi- 
nals without a tangled nest of point-to-point wiring connections was made possible with the ad- 
vent of printed circuit boards. Board technologies can be crudely divided into: (1) single-sided 
(copper clad), (2) double-sided (copper clad), (3) multilayer with drilled vias, and (4) microvia 
technologies. Boards are most commonly thought of as rigid, planar structures onto which com- 
ponents can be mechanically affixed and electrically interconnected. Another important class of 
printed wiring technologies, refen'ed to as flexible circuit technologies, is capable of conformal 
application. 

Often an aerospace platform's electrical system is partitioned into units, and boxes contain the 
electronics of each unit. The boxes are selviceable enclosures containing a collection of one or 
more circuit boards, which are secured by screws, wedge-locks, and connectors. Significant 
wasted space usually results, as board-to-board pitches must provide sufficient clearance for all 
components. Board-to-board connections are formed using two primar)' methods. The first 
method involves a backplane (edge-plane) interconnection approach. The second method in- 
volves a mezzanine (plane-plane) interconnection approach. Sometimes boxes can embody es- 
sential performance enablers, such as the resonant cavities in microwave designs. As always in 
the hierarchy of packaging, the box must address all necessary roles of packaging, including ther- 
mal management, power delivery, signal transport, optoelectronic, fluidic, and other couplings. 
Except for the structure and thermal management, these functions are usually provided through 
connectors. 

It has been remarked that connectors should actually be called "disconnectors," since that is 
what they permit. Connectors are bow of the need to rapidly plug or assemble systems, and they 
are especially important when those systems have to be serviced. Connectors define a $23 

55 billion industry, which attests to their pervasiveness in any electronics assembly. Cables usually 
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bridge connectors between enclosures and provide interconnections between n oncollocated ele- 
ments at different levels of an assembly. In space systems, connectors and cables consume a sur- 
prising amount of bulk and mass. Connectors are used most often in one of the following ways. 56 

• Board to board 
° Component to component 
• Board to cable 
• Cable to cable 

Connectors and cables are generally thought of as routing electrical power and signals, but they 
can also route photonics and fluids. 

8.3 Engineering Considerations for Packaging 
Packaging is the "wrapper and mapper" of systems to their components at various levels of re- 
gard. For example, the package of a Pentium or PowerPC microprocessor is a protective wrapper 
of the delicate IC within the package. The wrapper should be as small as possible, since structure 
adds size and hinders performance. Conflicting with the goals of miniaturization are the mapping 
requirements, such as power distribution, heat removal, and electrical access to terminals. The 
package provides a heat sink to keep the IC operating within reasonable temperature bounds and 
maps that heat sink through the package structure to the IC. Power and signal delivery are mapped 
through the pins or the l/O of the package. 

The goal of good packaging design is to make packaging "invisible" to the circuits that are af- 
fected and to the system that uses the associated assemblies. A good packaging system adds the 
minimum amount of size and weight to a collection of components and enables essentially the full 
performance potential of components to be delivered to the system. This section addresses the 
balance of considerations one must deal with to engineer assemblies of monolithic components. 

8.3.1 Engineering to Constraints 
The development of packaging involves the coordinated consideration of many constraints in ma- 
terials, geometries, and architectures. 

8.3.1.1 The Integrated Circuit Die 
The size of an integrated circuit die is determined by yield, the amount and complexity of circuitry 
within the die, and the number of I/O terminals (bond pads) and how they are accessed. 

8.3.1 . I .  I Y i e l d e d  S i z e  

A rough estimate for the number of yieldable die is given (modified fi:om Moresco 57) as 

_ ( i) ND ~ 4(X + dsa w (8.3) 

where ND is the number of die, D is the wafer diameter, a is the scrap border region at the perim- 
eter of file wafer, X is the length dimension of a square die, and dsa~,, is the dimension of the saw 
street. The actual size of the die is determined by the quantity of functionality required, the density 
of which is obviously increased as feature sizes of the semiconductor technology are decreased. 
In the system-on-a-chip philosophy, where vast amounts of functionality are required, the size of 
the die is limited by the inherent yield of the semiconductor process. For processes with good 
yields (>30%), Murphy's model applies: 

__ e-A D \ 2 / 
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where Y is yield, A is chip area, and D is defect density ("killer defects"/cm2). 58 From a yield 
standpoint, smaller die are obviously better, but packaging bottlenecks and additional assembly 
complications seem to drive a high degree of"monolithicness" whenever possible. 

Gate-Limited vs Interconnect-Limited ICs. Two general cases exist for resource utilization 
within a complex digital microcircuit. The first case, interconnect density-limited, involves cir- 
cuit elements (digital gates) built at densities far greater than the interconnect wiring can support. 
In the second case, gate density-limited, the IC density is limited by the size of those circuit ele- 
ments. For complex digital processes, interconnect density limitations result in wasted silicon, 
and the addition of more wiring layers in silicon has been a popular trend in the 1990s to improve 
utilization. Of course, adding metal layers has its own form of penalty, usually in the form of yield 
loss because of severe topogra~,hical warpage of interconnections. Technologies such as chemical 
mechanical polishing (CMP), 59 which serve to minimize the accumulation of topographic mis- 
alignments, are now common practice in many processes. 

8.3.1.1.2 I/O Terminal Count and Placement 

The number and arrangement of l/Os have the most profound impact on the complexity of the 
next level of packaging. The vast majority of components have fewer than 200 I/Os, as shown in 
the chart in Fig. 8.22, based on 1996 market research. 22'6° Even though high-pincount compo- 
nents only constitute 1% of the total market, 500 million units still represent a signiticant quantity 
(48 billion packages were assembled in 19956o). 

I/O Count. One of the most important models for the temlinal density of electronics systems in 
general comes fi'Oln an empirical relationship known as Rent's rule. The relationship is named 
after E.F. Rent, who developed a functional description for the number of pins required by a dig- 
ital design based upon the number of logic gates required. 61'62 Some packaging experts have 
stated that Rent's rule can with reasonable accuracy predict the unconstrained terminal count of 
assemblies such as super-computers. 63 Furthermore, Rent's rule has been used to analyze the ar- 
chitecture of field-programmable gate an'ays (FPGA). It has been suggested that it is possible to 
predict which applications optimally map to FPGAs by fitting parameters of Rent's rule to FPGAs 
based on their internal mix of logic and interconnect routing resources. As such, it is possible to 
predict which types of functions are poorly mapped onto particular FPGAs, or conversely how to 
establish more optimal FPGAs for particular applications. 64 

>300 pins 
1% 

I " ~  <20 pins I 
sOOjo / 

\ 20-200pins I 

Fig. 8.22. Breakdown of packages by pincount (%). 
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The Rent's rule relationship is of the form 

/ =  bcp (8.5) 

where I is the number of I/Os, b is the average number of connections per circuit, C is the number 
of circuits (gates), and p is a positive component. 65 Rent's rule is domain-specific; that is, file 
coefficients b and p differ based on the class of function. The pin count of simple, regular struc- 
tures, such as memories, follow a relatively slow growth compared to that manifested by high- 
performance computer systems and random logic (as commonly implemented in gate arrays). 
Moresco 57 uses b = 3.2 and p = 0.434 for Rent's parameters in a group of logic cells, while 
Bakoglu 61 uses b = 1.9 and p = 0.5. Bakoglu also suggests that the Rent's parameters for static 
memory are b = 5, p = 0.12, and for microprocessors, b = 0.82, p = 0.45. I/O growth for several 
different circuit types is shown in Fig. 8.23. 

Rent's rule, however, requires careful interpretation. As it is heuristically accepted that the ter- 
minal count in an electronics system is generally a growing function of the number of subele- 
merits contained, at the highest level of a system the terminal count decreases. A personal com- 
puter, for example, which contains many millions of gates, exhibits a veo' low terminal count 
when viewed at a system level. This "necking down" phenomena is sometimes referred to as 
"breaking Rent's rule," a strong motivation for systems on a chip. However, the same personal 
computer system, when randomly bisected (say by chopping it with an axe) exhibits many thou- 
sands of"tenninals" represented by the newly cleaved conductors. Rent's rule it seems may de- 
pend on reasonable or optimal partitions of systems and subsystems, and finding these optimal 
system partitions is computationally complex. 66 Systems that are not partitioned in concert with 
Rent's pr~ections may suffer in performance. Even systems with optimal partitioning may be 
bandwidth-limited if the serviceable terminal count cannot meet the Rent's prqiection for that par- 
ticular system class. This phenomena is observed in some multiprocessing systems, especially 
those that allow restrictions in intemode terminal count due to packaging technology limitations. 
Rent's rule also only provides a projection of signal terminal count. The total system terminal 
count must include the terminals dedicated to power distribution, which can approach a signifi, 
cant IYaction of the total signal count. 

! / 0  Placement. Whatever the actual terminal count of a system becomes, the number of termi- 
nals can create a packaging problem. Since most connections are done through wire-bonding, 
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Fig. 8.23.1/O predictions based on Rent's rule for different types of circuits as a function of the number of 
circuits (gates). 
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perimeter location of bond pads are often required in practical configurations. Given the current 
practical limits of wire-bonding (60-75t~m), 2 it is quite possible [br high l/O devices to waste lots 
of silicon simply from the need to provide the minimum fanout requirements for bonding. In such 
cases, the chip is rei~n'ed to as pad-limited, meaning that were it not for perimeter bond-out re- 
quirements, the chip could be made smaller. In these cases, switching to an areal I/O distribution 
can be advantageous. In a recent research project, dramatic die size reductions (75%) were 
achieved by utilizing HDI technology to access bond pads distributed about the surface of a die, 
rather than construct a much larger, pad-limited die (Fig. 8.24). 

8.3.1.2 The MCM S u b s t r a t a  

For MCM designs, the substrate is a critical integrating medium of a number of components. The 
components are usually assumed monolithic, but this restriction is not essential. Provisions in an 
MCM assembly must be made consistent with the potentially wide variety of components it may 
contain. Other considerations must enter at this level because of the larger physical scale of the 
assembly. 

8.3.1.2.1 Size of an MCM Substrate 

The factors affecting MCM size are similar in principle to those in the monolithic case" required 
functionality and yield. Additional consideration is given to MCM size and aspect because of car- 
rier utilization and structural considerations. 

Yield. In the case of an MCM, a larger number of yield mechanisms must be accounted for, and 
one expression fbr the total yield Y presuming independent mechanisms is given by: 

Y = Vc,,,,,p Yinl Ya,sy (8.6) 

where Ycomp is yield due to components, Yint is yield due to interconnect, and Yassy is yield due to 
assembly. Of these, the component-based yield is by far the dominant loss mechanism, and has 
led to what is commonly referred to as the "known good die" problem (see Subsec. 8.3.4.1.1). In- 
terconnect yield loss, process-related, is usually of more concern in new processes and is mani- 
fested in conductor trace and via opens, shorts, and leakage paths, along with other process- 
related problems of all varieties. These are usually more rare in well-established processes, where 
facility cleanliness, stable process parameter windows, and design rules work in concert to mini- 
mize the probability of such defects. Assembly yield mechanisms refer to the variety of problems 
that occur as components are united to the substrate, substrates are shipped, and to some degree, 

Pad-limited design 
requiring much larger 

silicon area 

Fig. 8.24. Example of die size economies in basic instrument controller gate array when built as an "ttDI- 
ruled" pad array vs a perimeter design. 
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as they are integrated into a higher-level assembly. Process controls are often more difficult to 
exercise in assembly as material surface and component preparation varies across a wide base of 
manufacturers. MCM developers attempt to combat these problems creatively by specifying care- 
rid component inspection procedures (often with more stringent acceptance criteria than specified 
in military, standards) and sometimes adding extra component treatments to improve adhesion 
characteristics. 

The size ofsubstrates affects yield in an intuitively obvious way. Larger substrates can contain 
more components, which aggravates component and assembly yield loss, while interconnect yield 
loss degrades more or less continuously with increased size. A simple case of a module containing 
devices of area a and yield y reveals that total yield can be specified as" 

y = y(l/,7)~n (8.7.1) 

where I is lengfla (square substrate is assumed here) and q is substrate efficiency. Since y is by 
definition less than 1, total module yield gets worse with increasing size. ?'he sum c f these  argu- 
ments suggests that smaller MCMs fare  better overall. 67 

MCM carrier utilization is an often-neglected motivation for carefully controlling MCM size 
and aspect, especially for some of the MCM-D processes that utilize can'iers below 6 in. diam. 
Ca~Tiers for MCMs are analogous to wafers in ICs, and a grouping of carriers form a lot. The dif- 
ference can be dramatic, as shown in the simple example in Fig. 8.25. In Fig. 8.25(a), a 6-in. car- 
rier (5.5-in. usable diana) is shown with a single 2-x 4-in.-MCM substrate. Obviously, only one 
MCM can be arranged onto a complete carrier. In Fig. 8.25(b), 17 small l-in.-sq MCMs can be 
arranged onto the same can'ier, improving carrier utilization from 34% to 72%. If the two designs 
represented, for example, memory modules, the Fig. 8.25(b) design would often be more cost- 
effective, since the yield of each smaller substrate would be higher and amol~ized lot-processing 
costs lower than the Fig. 8.25(a) design. 

As a final consideration to the selection of MCM size, and certainly not the least important, is 
the structural implications of MCM size selection. MCMs are typically much larger than any in- 
dividual IC component; large physical dimensions can complicate the design of a higher-level 
package, board, or direct system mounting structure. Most MCMs are planar and not intended to 
experience flexure in their operation. Larger MCMs require additional stiffening structures, 
which in turn add size and weight to the system embodiment. Any material incompatibilities in 
next-level packaging can further exacerbate mounting because of mismatches in thermal expan- 
sion coefficients. The additional complications serve to decrease reliabilit3', and the advantages 
of MCM implementation become questionable. 

(b) -~~~~... 

Fig. 8.25. Carrier utilization (6-in. diam) in MCMs. (a) 2 x 4 in., (b) 1 in. sq. 
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8.3.1.2.2 MCM Component Selection and Compatibility 

One of the greatest strengths in an MCM embodiment of electronics is that a number of choice 
components from individually optimized fabrication processes can be united onto common sub- 
strates. For this reason, it is often better to use MCMs to implement designs involving MEMS, 
photonics, and other "mixed-mode" designs (designs that involve mixture of power, analog, dig- 
ital, and microwave components). In many cases, the resulting MCM will achieve performance 
comparable to that of a truly monolithic implementation, while offering a substantial flexibility 
not possible in any monolithic fabrication process. Yet to access the features of a particular com- 
ponent in an MCM, for example to release gears and cantilevers in a MEMS device, requires care- 
ful consideration of the MCM substrate fabrication and assembly processes. In most cases, merg- 
ing diverse components will have impacts far subtler than would be experienced in, for example, 
the monolithic integration of a MEMs device with a fiber-optic transceiver and digital processor. 
The most notable examples in current research are the merging of simple MEMS devices wifllin 
an MCM, where the impacts of release chemistry must be handled without damaging other com- 
ponents within the MCM. 68 Changes in processes that are needed to accommodate traditional 
nonphotonic silicon and GaAs devices are referred to as intrinsic accommodations. Dealing with 
t~atures beyond those needed in these traditional devices is referred to as extrinsic accommoda- 
tions. Intrinsic accommodations include material compatibility (e.g., thermal expansion mis- 
match) or environmentally influenced (e.g., extremely high G-[brce) factors. Extrinsic accommo- 
dations cover special cases imposed by application. Examples include: 

• Alignment of a MEMS accelerometer-gyro mounted onto a substrate 
• Single-mode optical fibers, which have in most cases submicron alignment tolerances 
• Provision of optical windows or environment access portals, a possible requirement at a 

substrate level 
• The need to "map" aspects of the outside world into the package 

Some of the newer sell-assembly techniques being explored for MEMS devices otter potential 
solutions in some cases to alignment problems, 69 and micromachining techniques allow for the 
integration of fluidic channels 7° for improved thermal management. 

8.3.1.2.3 Wiring and Contact Density Implications 

Wiring in any assembly, whether an IC, MCM substrate, PWB, or harness, is a "supply and de- 
mand" game. Point-to-point connections must be made within and between subassemblies at a 
particular level in the packaging hierarchy, and substrate technologies must match closely the 
ability to deliver an appropriate level of interconnection. Too little wiring capacity creates intrac- 
tability, while too much wiring capacity is costly and a poor design trade, in the former three 
cases, strict limitations are imposed on planar multilevel wiring media, while in the latter case, 
point-to-point wiring is channeled through cables or individual jumper wires within an assembly. 

Planar multilevel wiring is made possible by the concept of a via, which is simply a connection 
between wires formed on one plane to another. Vias in VLSI and MCM processing are normally 
formed from one level of metal to the next level only. Some MCM processes, such as HDI, can 
form "spanning" vias that cross several levels of interconnect (say from level 3 to level l). These 
concepts are illustrated in Fig. 8.26. These vias are sometimes called staircase vias, which cannot 
be stacked directly. Forming a connection from level 1 to level 4, for e×ample, requires a stagger- 
ing of the vias from one level to another, creating the staircase effect. More aggressive VLSI pro- 
cesses have begun to employ filled vias, which can be stacked upon each other, providing a 
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Fig. 8.27. Simple packaging of MEMS accelerometer with microelectonics IC die. 72 (Courtesy Electronic 
Packaging and Pro&tction.) 

8.3.2 Basic Packaging Engineering Concepts 
8.3.2.1 Electrical Interconnect Performance 
An interconnections network handles the signal and power distribution functions in packaging. 
Desired electrical perfomaance characteristics of these interconnections are domain-dependent, 
and the performance that can be realized from these interconnection structures depends on mate- 
rial and geometric parameters. Generally, ideal interconnections would have perfect electrical 
conductivity, zero loss, and infinite isolation. For cases in which the time-of-flight of the electrons 
is appreciable, the ability to deliver signals effectively fi'om one point to another also depends on 
the impedance of the source, load, and interconnections, in the lumped-element regime, the elec- 
tron time-of-flight does not influence perfomlance. The distance over which the lumped-element 
approximation is valid is referred to as a lumped-element distance, a distance that decreases at 
increasing fi'equencies. When interconnect lengths exceed the definition of the lumped-element 
distance for a particular application, impedance control at the interconnections is requi,'ed. This 
is one definition where the microwave frequency domain begins. 

Signal integrity refers to the ability of the packaging to maintain fidelity of the electrical wave- 
forms impressed. Distortions can come from many sources. The general categories of distoaion 
are loss, delay, and noise. Loss results from signal attenuation and dispersion (a frequency-depen- 
dent form of loss). Delay is the result of a finite time-of-flight and in the case of digital systems 
by interconnection loss that induces delay transitioning from one state to another. The primary 
noise contributions in interconnections come fi'om noise directly injected on the power-supply 
conductors (such as simultaneous switching noise), transmission line reflections, and undesired, 
coupled energy fi'om neighboring interconnections and electromagnetic interference sources. We 
briefly review the sources that compromise signal integrity and examine the more realistic inter- 
connection requirements driven by application. 

Resistive Loss. Assuming interconnections as ideal is often adequate only in low-performance 
electrical systems or application domains where imperfections in interconnections are tolerable. 
For example, zero-resistance interconnections, a desirable attribute, is rarely a problem in low- 
performance digital electronics. The series loss due to the voltage divider across the virtually in- 
finite input impedance of a digital gate input is inconsequential. As shown in Fig. 8.28, when a 
low-frequency signal drives a MOSFET (metal-oxide-silicon field-effect transistor) input (typical 
in VLSI) where the input impedance is virtually infinite, very little attenuation is experienced, but 
when a matched receiver is employed, or more generally a finite input impedance is encountered, 
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Fig. 8.28. Effects of input impedance on resistive loss. (a) infinite input impedance, (b) matched impedance. 
(oo represents the infinite input impedance of a MOSFET gate.) 

then voltage divider loss occurs. If for example, a ve~2¢ long interconnection has a 50-~ series 
loss, a signal experiences a 25% attenuation when driving a 150-~-). receiver load. 

Dispersive Loss. Dispersion refers to a fi'equency-dependent loss mechanism. Whereas a purely 
resistive loss mechanism does not affect the shape of signal, dispersion mechanisms attenuate 
some components of a waveform more than others, and the resulting composition is both attenu- 
ated and distorted in shape. The dominant sources of dispersion are material related and geometry 
related. An example of material property related dispersion is a dielectric permittivity that 
changes with frequency (usually decreases). Geomet~j-caused-dispersion sources include, for ex- 
ample, transmission lines that have an inhomogeneous material composition (permits propagation 
of undesired electromagnetic modes). Another dispersion mechanism that is affected both by ge- 
ometry and material parameters is the loss in conductors at high frequencies due to the skin effect. 

Signal Delay. The delay arises because the electron group velocity has a finite time-of-flight, 
which is given simply as 

_ c ( 8 . 8 )  

where c is the velocity of light and e.e is the relative permittivity of tile interconnection medium. 
Using Eq. (8.8), the time-of-flight delay for a distance I is given by" 

l (8.9) T, TO F = __ Vp 

In digital systems, an often more significant delay results from the distributive resistive-capaci- 
tive parasitics in the interconnection network, which distorts the pulsed waveforms in logic cir- 
cuits. This dispersive distortion results in a delay in switching events marked by a change in the 
wavefonn crossing a certain fixed threshold. For those systems, the total delay is given by the sum 
of time-of-flight and resistance-capacitance loss-induced delays. 
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Delay is combatted in systems by using short interconnections of lossless (inductance- 
capacitance dominant) transmission line structures. Advanced packaging can more directly tackle 
the interconnection length, but loss is controlled by interconnection geornetry and material pa- 
rameters that are mostly process influenced. 

Simultaneous Switching Noise. Another facet of interconnect performance is the quality of 
power delivery to components within packages and MCMs. Particularly at lower voltages (e.g., 

< 3.3V), the resistive loss in power delivery has a more pronounced effect because of I2R losses. 
More problematic in complex digital systems is simultaneous switching noise (SSN). SSN is 
manifested in the form of a voltage spike, caused by circuit drivers in ICs rapidly switching states. 
The induced noise voltage as a result of SSN is approximated as: 

AV = NLeff-r~t (8.10) 

where N is the number of drivers switching at the same instant, L~:ffis the inductance of the power 
delivery interconnections, and di/dt is the time rate change of current. 73 

Further exacerbating the effects of noise injected into power and ground conductors is the im- 
perfect nature of conductors, which puts into question the assumption that a true ground reference 
or a power plane is exactly the same voltage at any point. Since it is not possible to eliminate in- 
ductance altogether, localized energy storage in the form of decoupling capacitors (between the 
power and ground terminals of particular circuits) may be essential, especially in high-perfor- 
mance systems, where many millions of gates can be switching within a system at the same time. 
Capacitance between power and ground serves a second important role: reducing the impedance 
of the power and ground planes. Often the two functions inflict competing requirements on ca- 
pacitors, so it is often necessary to incorporate two capacitors at each decoupling point, one for 
localized energy storage and one for reducing the power-ground impedance. The number of driv- 
ers switching in one instant N can not be reduced substantially without compromising fimction- 
ality, but staggering the switching intervals of some portions of a circuit or system element can 
provide benefit, if system synchronization is not compromised. 

Asynchronous system designs that do not use a global clock may suffer less from problems in 
simultaneous switch noise, since in principle, many switching activities might be spread out in 
time, providing a much lower effective value for N. On the other hand, other design schemes, such 
as wave pipelining, which operate on multiple global clocks, could suffer potentially more from 
SSN, since more of the functional logic within a given monolithic component (or perhaps MCM) 
is operating in an instant. TM 

Transmission Line and Full-Wave Effects. When a significant portion of a signal's frequency 
content is above the lumped element distance, then reflections caused by impedance mismatches 
can have a pronounced distortion effect on the waveform. This can be particularly damaging in 
pulsed digital wavefbrms, as such effects can create distortions severe enough to cause multiple 
triggerings of logic functions. This distortion is caused by the superposition of time- and ampli- 
tude-shifted reflected versions of the original signal. When a wave is launched in the form of a 
signal from a logic driver, it traverses an interconnection indefinitely until a physical discontinu- 
ity, such as a circuit load, is encountered. A reflection occurs as a necessary consequence of the 
wave equation's boundary, conditions when that discontinuity is not identical to the characteristic 
impedance associated with that interconnection. Termination of the interconnections in the char- 
acteristic impedance can eliminate this problem (assuming no other discontinuities in the inter- 
connection create a reflection problem), but matched impedance receivers are uncommon in com- 
plex digital IC designers. Hence, by the previous definition, digital designers will always strive 
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to keep the Manhattan distance of circuits (the true length of the boxlike interconnect network vs 
the Euclidean distance, the true point-to-point distance) less than a lumped element distance. Fail- 
ing to do so requires in some cases the use of special circuitry ['or matched drivers and loads, as 
well as impedance control in interconnections. Many claims in the literature of controlled imped- 
ance have little meaning when only the interconnection manifold is considered, given that the cir- 
cuit elements attached to the manifold create most of the transmission line effects problems. 

At increasing frequencies, each change or transition in the interconnection structure, including 
comer turns and vias, can contribute to undesired electromagnetic effects. In these cases, the sys- 
tem is considered to be operating in aJidl wave regime. Here, the 1D transmission line approxi- 
mations become less approximate, as they are based on a transverse electromagnetic (TEM) 
assumption. At sufficiently high fi'equencies, longitudinal components are manifested in inter- 
connections, making the associated waves non-TEM, and resonant modes can be established by 
any conducting material of the appropriate length. The entire interconnection manifold then can 
interact with the ordinarily dominant propagation modes, a situation requiring the special disci- 
plines of 3D electromagnetics modeling in full-wave regions. 

Electromagnetic Coupling. Crosstalk is a transmission line phenomenon involving the coupling 
of energy on a conductor fi'om neighboring conductors. While crosstalk is considered a near-field 
phenomenon, some electromagnetic interference sources can be external to a substrate, circuit, or 
assembly. For planar interconnection media, the analysis of crosstalk is straightforward, assum- 
ing that the interconnection manifold can be viewed as a very sparse matrix. In other words, if 
coupling effects can be approximately confined to a few nearest neighbors, then crosstalk can be 
determined by using a coupled transmission line formulation for the interconnections. This for- 
mulation can be written as: 

d[v] = -([R ] - jw[L ] )[i] d[.t~.] = _([ (7 ] -./'w[ C][ v ] 
dz dz 

(8.i i) 

where the [R],[L],[G], and [C] are the N x N per unit resistance, inductance, conductance, and 
capacitance matrices, respectively, and [i], [v] are N-element column vector representations of 
current and voltage. The assumption of a sinusoidal wavefbn~n reduces the basic coupled partial 
differential equation into this ordinary differential equation system. The system can be solved by 
establishing the per-unit parameter matrices through an extraction procedure, in which transverse 
cross sections of the associated interconnections are analyzed and solved with correct current and 
voltage boundary conditions. When the boundary conditions impress one source voltage only in 
a group of conductors, the crosstalk on neighboring conductors is solved. If the [R] and [G] off- 
diagonals are nonzero, then conductive leakage mechanisms exist; whereas if the [L] and [C] off- 
diagonals are nonzero, then electromagnetic coupling (EMC) mechanisrns exist. 75 

Consideration of the coupling problems gives insight on their mitigation. By keeping interele- 
merit capacitance and inductance small, or the length of the interconnections short, coupling ef- 
fects are reduced. All other things being equal, higher permittivity materials (e.g, ceramic vs poly- 
imide) create higher amounts of crosstalk. In "unguarded" structures (no intervening grounding 
conductors or planes), the greater the separation, the less the crosstalk. These considerations each 
motivate particular approaches in materials, processing, and layout. 

The more general problem of nonlocalized energy coupling or electromagnetic interference 
(EMI) is difficult to treat analytically, although some software tools exist that examine the man- 
ifestation and more importantly the effects to a necessarily limited degree. As a general guideline, 
sensible grounding and shielding practices are necessary, motivating the many standard ad hoc 
practices (e.g., EMI gaskets, conductive screens). Some of the packaging approaches can create 
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excellent approximations of Faraday cages. The more ad hoc practices of EMl mitigation become 
more exacting forms of design discipline in microwave systems, particularly at frequencies 
greater than a few GHz. Chapter 13 in this book explores some of these details. 

lntereonneetion Performance Based on Application Regime. In the several application re- 
gimes, divided loosely into digital, analog, power, and microwave, different electrical parameters 
are emphasized depending on that domain. For example, digital signals are less sensitive to noise 
and can accept some degradation to gain wiring density. Series loss becomes important only in 
the sense that it affects delay. For analog signals, however, isolation is very important, as a result 
of the continuous dependence in analog functions on signal values, lnterconnection resistance be- 
comes more problematic. Controlling resistance values in these cases is often more important than 
minimizing them. For power waveforms, on the other hand, any resistance is undesirable. Finally, 
at microwave frequencies, many problems can occur from variations in impedance in structures 
because of dispersive interconnection structures (non-TEM structures, frequency-dependent per- 
mittivity, and skin effect) and discontinuities. 

Material Considerations in Electrical Performance of Packaging. One of the top-10 trends 
identified in a recent technology forecast is for improved dielectrics and metals in integrated cir- 
cuits. For dielectrics, the lower the permittivity, the better, at least for signal'bearing intermetal 
dielectrics. For metallization, especially in ICs, improved conductivity is seen as the most impor- 
tant enhancement for 0.25-tttm ICs. 76 See 'Fable 8.2. 

8.3.2.2 Thermal Performance 
Thermal management addresses the viability of a packaging system at its various levels to (1) 
maintain a specific thermal environment for a subset of the components it contains, and/or (2) 
keep component temperatures below a specified design point. The former concern is associated 
with the need to control the temperature of, for example, an oscillator circuit tbr stability or per- 
haps an imaging focal plane array to reduce Johnson noise. In one case, the temperature is close 
to ambient or slightly elevated, while in the latter case, it may be necessary to cryogenically cool 
particular components. The latter concern, keeping component temperatures below a design tar- 
get, is a common requirement of electronic systems. The basis of most concerns in thermal man- 
agement is the view that reliability follows an Arrhenius relationship and that it plummets as tem- 
peratures are high. Such a view drives a design requirement to keep, for example, the junction 
temperatures of transistors below a certain value (e.g., 150°C). While the Arrhenius assumption 

77 78 79 Table 8.2. Electrical Characteristic of Representative Packaging Materials ' : 

Material Alumina Polyimide Silicon FR-4 

Representative class MCM-C IVlCM-D MCM-D MCM-L 

Permittivity 9.0 3.4 3.9 (SiO2) 4.5 

Conductor material W or Mo Cu AI Cu 

Sheet resistance 10.0 m~2/sq 

Line widths/spaces 2-5 nails 

Height between 125 lu 
metal layers 

,, . . . . .  ~ . . . . .  L i , , . . . .  L 

0.97 (1/2 oz) to 0.16 NA 0.97 (1/2 oz) to 0.16 
(3 oz)mQ/sq (3 oz) mt2/sq 

10-42 lam I Ittm min 1-10 mils 

4-371u 0.5->41a 40--60 ~ or more 
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is sometimes taken for granted but should always be viewed in the context of reliability physics 
when analyzing failure modes. 8° Thermal management is also important to prevent failure caused 
by mechanical sources, such as fatiguing. 

Heat transfer usually involves accessing surfaces of structures, which can be complicated in 
some packaging approaches. The mechanisms [br heat transfer include conduction, convection, 
and radiation. Conduction refers to the intermolecular transfer of kinetic energy, which requires 
continuous interfaces. Thermal conductivity is a material property that conveys the effectiveness 
of a material to transfer heat by conduction. Convection cooling refers to heat transfer through 
liquid or gases. The effectiveness of convective heat transport is determined by fluid velocity and 
certain intrinsic fluid properties. Finally, radiative heat transport involves electromagnetic waves, 
and the rate of flow is determined by the fourth power of temperature (T4). 81 

In space systems, only conduction transfier is usefi~l within the interior of the spacecraft, and 
special panels are sometimes used to radiatively transfer heat by rejecting it into deep space. Con- 
vective approaches involving air are obviously impractical, while some concepts fbr self-con- 
tained fluid systems have some application. 

8.3.2.2.1 Analysis 

Most thermal analysis is based on the heat conduction equation, 82 and for many packaging prob- 
lems the 3D time-dependent form is reduced to a simple one-dimensional, steady-state equation, 
which leads to a cookbook approach involving thermal resistances. Here, each interface between 
the junction of a transistor and the ambient is modeled as a resistor, which provides a loose, intu- 
itive fi'amework for considering the impacts of interfaces on thermal perfomlance (Fig. 8.29). 

In Fig. 8.29, each thermal resistance is given by R = X/(L4),  where X is layer thickness, A is 
the area through which heat is flowing, and k is thermal conductivity. In this simple model, the 
total thermal resistance is the sum of all intervening resistance components. An example expres- 
sion for a plastic package might be given by: 

Ria = Rdevice + Rmold + RDieAttac h + RLeadf?am e + Rconvection_to_e,~vironmen t (8.12) 
. . . .  

The difference in ambient and junction temperature with the dissipated power are related by: 83 

(1' ) 
R/ , ,  = " ,# , , , c , io , ,  .... I - 'ambien, '  "- R / c +  Rea (8.13) 

P o w e r  

The total resistance, Rja, can be conveniently divided into the sum of Rgc (thennal resistance of 
junction to package case) and Rca (tllermal resistance of package case to ambient). In general, 
lower levels of packaging hierarchy (at and below L2) deal with minimizing Rgc, while higher lev- 
els are concerned with minimizing Rca. 

As one might envision, these expressions are of limited applicability in most real cases. "rhey 
approximate infinite planar slabs, a situation unrepresentative of most real packaging situations. 
Consequently, many thermal management problems must be delineated in formats that enable nu- 
merical analysis solutions such as the finite element method, where a problem domain is reduced 
into many elements, each with bounda~7 conditions that can be solved to detennine the overall 

I ~_Device---1, T J-junction temp. R 3 4 R R R 

- - / \  ,/~/~, ~ A A ,---/~ A / \  ~ / ~ ,  A f-- / \  ,A/~\ ,___TA-ambient 
¢go &'g e "/, ' 

Device Die attach Substrate Substrate Package 
material attach 

Fig. 8.29. Simple, 1D thermal model showing packaging structure as a series of resistances (after Ref. 81). 
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temperature distributions. While 2D analyses can provide some insight, 3D analyses are usually 
required to obtain reasonable estimates. Computer-aided analysis is an art form, since it requires 
meaningful data on material properties, knowledge of how problems might be partitioned to ex- 
ploit symmetry o1" reduce dimensionality, and an understanding of the methods and idiosyncrasies 
of the particular tools to achieve convergence. 

Hierarchical View of Thermal Management. Thermal management must be addressed in a hi- 
erarchical sense to be meaningful. It may make little sense, for example, to put thermally efficient 
MCM substrates onto PWBs with low thermal conductivity. Here, efficiency refers to the ability 
of a packaging entity (chip, module) to efficiently transport undesired heat generated within the 
assembly to the physical boundaries of that assembly. In aerospace systems, there are sometimes 
requirements to heat assemblies as well, and sometimes this can be done by intentionally adjust- 
ing thennal conductivities. As such, each cascading level of the packaging hierarchy can be 
thought of as a thermal "shuttle," and in order for thermal management to work as a whole, each 
segment must perform this function effectively. The following paragraphs present some thennal 
management concepts and issues at several levels of the packaging hierarchy. 

Chip level. The assumption that power dissipation occurs unifonnly across an integrated circuit 
die is viewed as reasonable for typical silicon-based digital microcircuits, 84 as silicon has good 
thermal conductivity, in the cases where a diversity, of structures is present within a monolithic 
die, especially MEMS devices, the assumption must be revisited, it is conceivable that some 
classes of MEMS structures, because of the evacuation of large amounts of silicon, manifest an 
effective thermal conductivity lower than bulk silicon, creating a greater isolation of electronic 
functions within the same die. it is also conceivable that as feature sizes continue to shrink, the 
heat flux densities of silicon can reach a point where good conductivity of the bulk material is 
inadequate for beneficially spreading heat over the die (laterally and through the thickness of the 
die). Consequently, mounting the die directly to even a good heat sink will not adequately handle 
generated heat within the die. This problem exists in some nonsilicon semiconductors. In technol- 
ogies such as gallium arsenide, more localization of heat occurs, as the bulk material has a much 
lower conductivity'. The problem is combated by thinning the entire die to about 50 lure, coating 
the back with gold, and securing the component to a thermally efficient substrate or package. 

Chip-to-Substrate. Monolithic components are secured to a substrate or package typically 
through a die-attach material. This material must have reasonable thennal conductivity and be 
uniformly distributed across the bottom surface of the die, as voiding in the die-attach material 
effectively creates an infinite thermal resistance in the voided area. The die-attach material can 
sometimes buffer the differences in thermal expansion coefficient mismatches between the die 
and substrate. This practice is problematic as the thickness of die-attach material would need to 
increase to be more effective at buffering, which would also increase its thermal resistance. 

In the case of ttip-chip devices, the mechanical and interconnecting substrates coincide, and a 
separate backside contact system is sometimes used to effect eMcient heat removal. The bottom 
(unprocessed) side of the silicon is processed for the purpose of heat removal. For example, the 
back surthce of the die can be textured or micromachined to enhance thermal transport. For su- 
percomputer applications, a variety of approaches have been attempted 65 each of which add struc- 
tures to the packaging system. In other cases, thermal bumps (vias) have been introduced to the 
chip (substrate), which are electrically unnecessary but serve to lower overall thermal resistance 
by increasing the number of thermally conductive channels between the die and the substrate. Un- 
derfilling the die provides some additional improvement by replacing air/vacuum regions be- 
tween the die and substrate with a material having nonzero thermal conductivity. 
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Substrate-to-Package. In some MCM concepts, the MCM is the package. In others, the MCM 
substrate must be placed within a package, using a substrate attach material, usually an adhesive. 

Substrate. 11] MCMs, thermal conductivity is the most important factor in facilitating heat trans- 
port fi'om components to the next level of packaging. In the MCM-D and MCM-L cases, the in- 
terconnecting substrate is usually a poor thermal conductor, while MCM-C substrates offer sig- 
nificantly better thermal transport. Fu~lher enhancements to these patterned substrate 
technologies are possible. For MCM-D and MCM-L technologies, thermal vias can be distributed 
throughout the substrate underneath the die mounting locations, so as to increase the effective 
thermal conductivity locally. A variant of the patterned substrate approach discussed earlier, re- 
fen'ed to as recessed patterned overlay, improves thermal management by "excavating" a region 
of the interconnect-bearing substrate area and mounting die there (Fig. 8.30). These approaches 
reduce thermal resistance, but do so at the expense of routing capability. 

In patterned overlay approaches, which separate electrical and thermal paths, it is possible to 
achieve simultaneously high thermal 8~ and electrical performance. In other cases, where the in- 
terconnecting and mechanical substrates coincide (refer to the previous taxonomy discussion), 
some compromise is necessary' to either thermal or electrical performance. 

~L ............ _/__ ......... _bstrale//~-L_.__z .......... --[~z - .......... ..... -j__,, ]------->I-II--I--V~/'I_L_____Z_ ............ :: ............. J 

Fi G 8.30. Recessed patterned substrat¢. 
3D MCMs. Modules stacked in an an'angement nltlst effect special measures to deal with thermal 
management. Two important regimes exist in 3D assemblies from a thermal management stand- 
point: few-layer and many-layer MCM stacks. The few-layer regime [Fig. 8.31 (a)] refers to a sit- 
uation in which the number of layers in a 3D stack are few enough to permit adequate heat transfer 
through the stack vertically. The many-layer regime [Fig. 8.3 l(b)] cannot achieve adequate ther- 
mal management from ve~lical transport alone, but must rely on lateral thermal transport. This re- 
sult follows intuitively even from a simple thermal resistance model. The success of thermal man- 
agement in either case depends on designing transport mechanisms consistent with the regime. In 
both cases, the need for adequate thermal transport may compete with efficiency, and the associ- 
ated structures should be included in any "fair metric" of 3D system density. 

.... ~- ............. S iiiiiiiiiii ii ~Z i ~Z ...... 
• :i~i~_~'i:i~-i ::::::::::::::::::::::::::::::::::::::::::::::::: 

.:~:~:~:]:~:~:~:~:~:~:~:~:~:~:~:~:~:~:~:~:~:~:~:?:] . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

i -- ~ L  ....... ii ........ I I_~___H . . . .  7 : : - :~ : ,  ~ . . . . . . . .  _I'JI!!!Z:J~ ........... 7 
: i i - ~ ~ ' _ - ~  . . . . . . . . . . . . .  :~:~:~:~:i:i:i:!$!:~:i:K:~:~:~:::::~:i:i:ii? 

(a) (b) 

Fig. 8.31. Thermal paths of two 3D thermal management regimes. (a) few-layer (b) many-layer. 
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Package. The package for a single-chip or MCM assembly can be viewed as yet another set of 
thermal resistances, although packages can improve overall thermal management by spreading 
heat more uniformly. Additionally, the package can support more advanced thermal management 
approaches (e.g., embedded fluid flow channels) because of the extra physical structure. Most 
packages are designed to be mounted directly to boards, and in many cases the board is a vital link 
in the them~al management system. This is not always the case, as demonstrated in some super- 
computer designs. 

Boards and Boxes. The PWB plays a lesser role in thermal management, for good reason: boards 
are typically constructed from FR-4 or polymide laminates, which are very poor thermal conduc- 
tors. In fielded military systems, ruggedized boards often rely on forced-air convection cooling, 
which is not an option in space systems. Space systems based on the standard board-box model 
rely often on conduction through the board. Two approaches are often used. In the first, boards 
are affixed to an aluminum cold plate, and conductors that must pass from one board to another 
do so through either the backplane or holes fonned into the cold plate. In the second approach, a 
single multilayer PWB is used with one or more thick copper planes to provide grounding and 
lateral heat spreading/conduction. In both cases, the board-to-box conducts heat through wedge- 
lock structures, which can be a critical path. 

Box-to-Platform. Boxes in space systems are mounted to structural panels, and the nature of the 
usual interfhce between the box and panel is a plane-to-plane contact with good thermal conduc- 
tors over a large surface area. When two presumably fiat surfaces are placed together, the micro- 
interlace is typically rough (Fig. 8.32), and heat transport is a hybrid between conductive and ra- 
diative heat transport. To improve thermal transport, the effective contact area must be increased 
through the use of a softer material (e.g., thermal grease) between the two surfaces. Solutions in- 
clude greases, oils, tbils of soft metal (lead, indium), composite material and adhesives, and sur- 
thce treatments (e.g., deposited films). 86 

Trends in Thermal Performance. It is generally projected that the average heat flux of micro- 
electronics assemblies has increased during the last several decades. In microelectronics, the 
reduction in feature size has permitted increased frequency and a corresponding increase in power 
dissipation all in the same unit area (less power per device, but more devices). Advanced packag- 
ing approaches exacerbate the situation, especially 3D approaches, as they make it possible to 
accumulate large numbers of such components in the smallest possible size. Of course the need 
to reduce voltage in microcircuits because of the potential of gate oxide breakdown has favorably 
affected power and heat flux per unit area, but this mitigating effect does not fully compensate 

\ 

Fig. 8.32. Heat flow between surfaces (after Fletcher). 86 
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fbr the increase in circuit and packaging density. As such, complex 3D packaging arrangements 
must be "punctuated" by adequate thermal management approaches. In terms of sheer density, 
these accommodations, though a necessity, serve to erode any fair metric that measures the quan- 
tit)' of components, say per cubic centimeter. Claiming higher densities based on incomplete 
packaging structures, at least in real systems, is illusory. These considerations lead to the sugges- 
tion of limit arguments in packaging density as a function o f"thermal content." 

8.3.2.3 Mechanical Reliability Considerations 
Many problems in mechanical integrity within packaging systems occur when joined materials 
experience differential expansion. Usually this occurs as a result of mismatches in thermal expan- 
sion coefficients between material interfaces. The magnitude of stress per unit area in a film-to- 

87 substrate interface can be expressed as: 

cr = Et  AcJtA T (8.141) 
...'[ - v 

where Ef i s  the elastic modulus of the fihn, v is Poisson's ratio fbr the film, At~ is the magnitude 
of difference in the thermal expansion coeMcients, and AT is the magnitude of temperature 
change. Other mechanisms for manifiesting stress include moisture absorption, material phase 
transformation, and (in metallic materials) grain growth. 87 In components on substrates that ex- 
perience severe thermal cycling as a result of" (for example) rapid power cycling, severe differen- 
tial stress can occur even when Act is zero, as is the case fbr a silicon-on-silicon substrate assem- 
bly. Differential stress has many manifestations in packaging, including die and package 
debonding, fihn delamination, conductor lead and solder bali fractures, and popcorning. 

Other mechanical problems in packaging come about because of deflections in large structures 
created by resonances at low frequency. Md detlection, for example, in large packages has been 
studied extensively. 88 

8.3.2.4 Materials and Compatibility 
Constructing a viable packaging system requires development of a "wrapper" that does not im- 
pede the efficient delivel7 of "services" (e.g., signals in-and-out, power in, heat out), and some- 
times the materials in a packaging system compete with this desire. Specific examples illuminat- 
ing this issue are provided: 

• Signal interconnects benefit fi'om low capacitance, but power interconnects benefit from high 
capacitance. 

• High electrical conductivity is desired in sensor interconnections, but the high thermal conduc- 
tivity usually associated with this property creates thermal losses, making sensor packaging 
more problematic. 

• Many dielectric materials with good conductivity have high permittivity, suggesting the need 
to trade between high thermal conductivi .ty and high electrical performance. 

• Die attach often must mate semiconductors and substrates with widely different thermal coef- 
ficients of expansion. Since most die-attach materials have poor thermal conductivity, this 
condition suggests the need to trade between high thermal conductivity and reliable die 
attachment. 

• High operating temperatures (>150°C) create many obvious compatibility problems. 

Other issues of compatibility exist in fabrication processes. In patterned-overlay MCM 
processes, for example, components embedded within substrates must withstand the processing 
temperatures. When MEMS devices are introduced into MCM processes, copackaging with other 
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electronics components requires a manufacturable solution that includes a MEMS-device release 
process and does not damage the MCM and components. Recent investigations have illuminated 
aspects of this problem and have highlighted solutions. 68'89 

As such, the balance of considerations in material and process compatibility against perfor- 
mance limitations in IC and MCM processes set boundaries on application domains and use en- 
vironments. Changes in the IC component size or process, for example, may further open or con- 
strain these boundaries. For example, a larger IC builds more differential stress in thermal cycling 
when on a dissimilar substrate. While a l-cm die size might work over a 100°C excursion in a 
particular case, it may be that a 1.25-cm die size will fail as a result of shearing from its mount. 
Furthermore, a I-cm die with a higher power cycling performance may also fhll outside a permis- 
sible use boundary. 

8.3.3 A p p r o a c h e s  to Des ign  
The proper design of packaging is intertwined with the design of a systeln. A breakdown of a 
structured engineering process that integrally addresses packaging is shown in Fig. 8.33. Though 
automation is desirable, design reflects the ability to map aspects of problems into partitions that 
are readily solvable and may require a solution process not =napped in automation. In new tech- 
nology fields or in the first-time combinations of existing technologies, boundaries are crossed 
that are not often captured in existing automated tools. While some may conclude that design re- 
alization is indeed a process, 9° it is important to realize that humans will continue to play a nec- 
essary role in all but the most trivial aspects of design. Several basic engineering principles are 
summarized in an excellent essay by MacLennan, 91 who took lessons taught by bridge makers 
and applied them to the design of computer languages: 

• Efficiency ........ seeks to minimize resources used. 
• Economy ........ seeks to maximize benefit versus cost. 
• Elegance ....... applies a tenet that"designs that look good will also be good." 

Functional specification ~ Architectural design 
and system engineering and system transfer functions 

. . . . . .  i 

Thermal/mechanical ~ Detailed design and ~ Predictive: behavioral 
analytical design subsystem partition and simulation and DOEs 

reliability/cost allocation and constraint flowdown 

Packaging, assembly System IIO and 
and technology environmental robustness, board/backplane 
selections, EDA manufacturability guideline power delivery 
design libraries and testability requirements 

Physical design DFM ~ Performance validation, signal integrity 
placement, autorouting and simulation component/assembly/system 
back annotation, DRC, ERC manufacturing process capability flowback 

Fabrication release ~ Procure components, 
manufacturing files, CIM build, integrate, and test 

Fig. 8.33. A structured electronic design process: a design methodology that considers packaging. 
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Nevertheless, automation is not only a good thing, but also essential for most practical wod~ 
done in advanced packaging and underlying component technologies. Designers need both power 
and flexibility, captured in the fonn of tools that free design tedium, while allowing the necessary 
access to certain details and aspects of design to which aesthetics can be channeled. In packaging, 
MCM design automation has become increasingly more sophisticated. More comprehensive 
assemblies (e.g., 3D packaging) are, by contrast, embryonic in their infi'astructure. 

8.3.3.1 Role of Automation in Design and Fabrication 
A Computer Aided Design (CAD) information system generally supports all modem electronic 
design processes because of the complex and collaborative nature of cun'ent design processes. 
Automation can only be achieved by adopting a stn~ctured process. In CAD, the design process 
is b, pically structured by the Electronic Design Automation (EDA) vendor and in-house EDA 
management system resources that together provide tools and interfaces that may be applied in a 
consistent methodology. These interfaces include the graphics user involved with design (sche- 
matic/layout) capture, the library manager involved with components, the test manager involved 
with design-for-testability, and the factory interface involved with design-for-manufacturabili~" 
(DFM) and assembly. These interfaces support an iterative design process. Because electronics 
payloads in space systems are made of many classical functional domains (power, RF, digital, an- 
alog), interface between many such CAD processes may exist in one system design environment. 
Standard interfaces have evolved to permit interchange of electronic CAD-generated data. 

Electronic design libraries form the backbone of support to the two principal processes that 
dominate the CAD and manufacturing processes: component information systems and module or 
board fabrication processes. At the manufacturing site, assemblers will depend on the CAD sys- 
tem to provide industry standard databases that meet manufacturing requirements for quality. Au- 
tomation in the design process plays the following key roles" design cycle reduction, design reuse, 
design sustainability, consistent design methodology, design library development and mainte- 
nance, and iterative optimization for DFM. Automation in the fabrication of electronic assemblies 
includes CIM (computer integrated manufacturing) as well as documentation, distribution, com- 
ponent and assembly inventory, process assembly and test scheduling, factory standard design file 
creation, version control, design rule checking, and DFM. 

8.3.3.2 CAD 
Design automation technology remains the most significant advantage to shrinking design devel- 
opment cycles. In logic design and optimization, timing analysis, hardware software codesign and 
verification, automation tools enable significant savings in time and reduce the potential for de- 
fects to pass into fabrication, where cost to discover errors are the highest. Many of these tools 
and physical layout techniques migrate from integrated-chip design tools to MCM and PC board 
design environments. However, the MCM design provides microsystem integration at high com- 
ponent densities and high speeds with several newer technologies that have begun to employ sen- 
sors and MEMS technology. The challenge of CAD tool performance for these developments has 
begun to be addressed in the DARPA (Defense Advanced Research Projects Agency Composite) 
CAD program that will begin to offer new EDA products a few years from now. 

Finite-element-analysis tools can add to CAD tools the ability to explore the physical design 
space for mechanical and thermal simulations. EMC/EM! design tools have emerged to provide 
detailed signal integrity simulation for completed and predictive physical layout, including exam- 
ination of crosstalk and interlayer 3D coupling on circuit performance. As increased speed and 
reduced geometries create concern over parasitic effects, newer CAD tools must be employed to 
examine performance. 
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8.3.3.2.1 Discussion of CAD Flow for MCMs 

The CAD infi'astructure for MCMs has evolved considerably over the last decade. As improved 
understandings of interconnect performance, component selection and availability, thermal man- 
agement, and other requirements have been achieved, CAD tools have evolved to incorporate fac- 
ets of this understanding. MCM CAD tools provide the design engineer with all pertinent criteria 
necessary for successful layout and interconnect design integration. Process technology is typi- 
cally offered in the form of a design guide from tile manufacturer that provides the user's EDA 
system with the "technology reference files" for correct construction layout. Design libraries must 
also support the component data management including physical data (geometry), performance 
data (critical pin function or power-supply connection) and schematic mapping (logical pin to 
physical pad)files. Often there are additional performance libraries associated with simulation, 
and in the case of FPGA devices, additional map files per instance of the device (a common trap 
t~)r interconnect optimization routines). To permit back annotation of physical interconnect 
lengths or proximity effects, CAD tool interoperability can aid the information process in early 
identification of potential flaws being created during physical design. DFM techniques can be 
more effective if fabrication process guides are also available in the CAD tool database or are sep- 
arately available to ensure compliance. 

A sample CAD ttow for the electronic-design process is given in Fig. 8.34 and shows the task 
areas and tool categories necessary for proper design implementation and database creation. In 
this case, separate front-end design capture and physical design construction may share data 
through interfaces provided by the EDA vendor and/or open database connectivity. While often 
the status of EDA standards prevents some productivity enhancement because of tool incompat- 
ibility, it is also possible to employ deJacto standards that remain common within the data ex- 
change community and for which translators are low-cost and universally available. Homoge- 
neous and heterogeneous design environments are two grouping categories for user environments 
and CAD tools. In a homogeneous design-tool environment, all EDA CAD tools share a common 
user environment in an encapsulated or integrated manner (e.g., mentor, cadence). Heterogeneous 
CAD environments consist of several programs operating independently but linked together to 
create functional tool methodologies (by various vendors). Generally, heterogeneous environ- 
ments can link a "shopping list" of the best software modules and can include batch-mode simu- 
lation and verification software, to aim at incorporating the best in class tools. Because EDA ven- 
dors ofl:er configurations that may include a wide variety of software modules to enable cost/ 
performance trade-offs, information system managers must target their requirements to design 
domains most likely to be encountered by their users. 

8.3.3.2.2 CAD for 3D Packaging 

Three-dimensional CAD remains relatively unexplored. The extension of planar MCM concepts 
to 3D approaches has been examined in which a 3D assembly is decomposed into a number of 
logically linked 2D representations. 92 In the case of stacked planar MCMs of identical size, 
MCMs can be viewed as components of a system whose terminals are projected onto one or more 
planar backplanes. The net list of such backplanes can be routed in a traditional way (as, for ex- 
ample, a custom VME backplane would be), delining the interconnections within the entire 3D 
assembly in terms of the connection patterns of contacts emanating from the planar constituent 
MCMs. Other research has examined the decomposition of3D assemblies into a number of tower 
routing problems, more representative of a true 3D routing problem. 93 
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8.3.3.3 Virtual Process 
"I~e idea of a virtual process involves nonlocalized realization of one or more parts of an overall 
fabrication process, especially in a dynamic manner. Given enough diversity and sophistication, 
it may not be possible to establish and maintain in one facility all the techniques required to make 
a complex MEMS device, integrated circuit, multichip module, or system. In the packaging hier- 
archy, a set of relatively "clean breaks" naturally exist for transporting subelements. In a complex 
3D MEMS structure, it may be necessary to design a process particular to a single device type, 
such as a microthruster. The features needed for good microtlu'usters are rarely common with the 
features needed tbr good gyros or switches. Specialty assemblies cannot command the level of 
investment required for a dedicated tabrication line, and by definition no existing "commodity" 
process will have everything needed for their construction. Unfortunately, the flexibility to freely 
barter microfabrication process services is much less developed than, for example, the commod- 
ity-oriented business of building PWBs. Understanding how to develop virtual processes will 
probably be essential for achieving maximal integration of microassemblies. In order to under- 
stand how to make vi~lual fabrication work, it is necessary to address a few basic questions: 

• Why do high-volume processes achieve better quality control? 
• How can virtual processes be brokered or arbitrated? 
• How can a reasonable set of process/product qualification guidelines be set up dynamically? 
• How can design rules be dynamically set up for particular processes'? 
• How can virtual processes be created, retired, reestablished over time, even as particular facil- 

ities and the processes that they support come and go? 

8.3.4 System Issues 
Systems are collections of components in one sense, so system issues span the various compo- 
nents at a particular level of regard. It is necessary to include level of regard, as pieces can some- 
times be considered systems themselves. The boundary ofwhat is a system is further confounded 
by jargon such as "system on a chip," which is sometimes referring to things that are neither 
systems nor chips. 

It is important to realize that not all elements embody a full ensemble of the system's require- 
ments. In other words, the pieces of a system are not necessarily a microcosm of a system. In a 
satellite, for example, the requirements of a satellite's bus (the vehicle) are not the same as the 
requirements of a payload. Hence, the system (satellite) will have subsystems (the bus and pay- 
load) that have some common requirements and some distinct to the subsystem. 

8.3.4.1 Total Realization of Functions with Minimum Cost 
With the variety of components they contain, MCMs represent a complex cost optimization prob- 
lem. It is at least possible to obtain access to a variety of sophisticated MCM technologies, but 
cost is a substantial driver. The cost objective may not always be met with minimum component 
count or aggressive design, but may depend on the end quantities. In space systems, it may be 
more economical to build MCMs because of the large cost of qualification than to employ many 
individual discrete components. Here we consider the cost problem by reflecting upon some key 
factors that could affect cost. 

8.3.4.I.I Known Good Die and Known Good "X" 

The so-called known good die (KGD) problem refers to the limitation of yield that occurs in 
MCM assemblies caused by failure of one or more tmtested die in an assembly. In many cases, 
IC die are not tested until packaged, and once packaged cannot be recovered for use as bare die 
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fbr MCM assemblies. This problem is amplified, as previously discussed, when more components 
are used. l.,arge and/or complex MCMs are then driven to great expense because of yield fallout. 
Wafer probing can provide some insight about a die's performance, but in many cases it is not 
possible to exercise ICs at full speed with traditional probes. When MCMs are built, failure rates 
can still be high when compared to board versions of" the same assembly. 

KGD has been referred to as a technological nonproblem, since it is predominately caused by 
a lack of will on the part of die manufacturers to solve the problem. Besides, it can be argued that 
a number of approaches exist to solve the KGD problem physically at least. The solution of KGD 
involves three aspects: 

• Die fixturing 
• Environmental profile 
• Test vectors or exercising signal patterns to which the die will be subjected 

The first problem has been the center of focus in much of the KGD research; both die-level and 
wafer-level approaches have been defined to theoretically solve KGD. Die-level testing for KGD 
focuses on die that have already been sawed by a wafer; whereas wafer-level approaches are sim- 
ilar to more traditional wafer probes. Die-level testing approaches usually apply one of the fol- 
lowing techniques: 

• Low-impact wire-bonding (die-level) 
• Wire-bonding to alternate bond pad sites on same die (die-level) 
• Bladder probe (copper polyimide) (die- or wafer-level) 
• Test on TAB bonding fi'ames (die-level) 
• Redistribution of chip I/Os (basis of all chip-scale packaging approaches) (die-, assembly-, or 

wafer-level) 
• Sacrificial redistribution layer (removable pelt) (die-, assembly-, or wafer-level) 
• Sacrificial substrate (e.g., saw-away flip-chip substrate) (die-level) 
• Snapstrates (break-away test substrates that are dropped as an assembly onto a final substrate) 

(die-level) 
• On-chip self-testing (self-booting or injected into assembly through simple interface) (die- or 

water-level) 

The environmental profile refers to what conditions to which die or wafers are subjected for 
testing. In space systems, a class-S burn-in is often prescribed on ICs, which is usually a 168-h (1 
week) burn-in. Yet particularly in MCM assemblies, shorter tests that identify a comparable set 
of failures may be more cost-effective, even though the end assembly is subjected to the longer 
burn-in. Examples of this accelerated test include the so-called below-a-minute burn-in (BAMBI) 
approach. 

Even with finding solutions for the first two KGD aspects, potentially the most expensive part 
of establishing a KGD baseline is subjecting the devices to a set of tests adequate to identify a 
failure mode. The test vectors for complex ICs are often very large and ve~-y proprietary. When 
they are not proprietary, they are rarely in a format compatible with other test machines. Clearly, 
a complex MCM with ICs from several vendors faces a miserable proposition in getting every 
component rigorously tested in the true spirit of KGD, which is why this is considered less a tech- 
nological problem than a cultural problem. Fortunately, a larger number of vendors are offering 
KGD products in bare die, TAB, or CSP form. MCM designs that involve engineering the ICs 
within the MCM are in a potentially advantageous position of engineering a KGD strategy. 

Establishing known-good MCMs may not require having all KGD. In memory modules, it is 
common practice to include spare die in MCM designs; however, redundancy is not always 
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possible, especially in mixed-signal modules that cannot afford the complexity or real estate for 
truly redundant approaches. Other options include a strategy of repair-to-yield, in which case a 
substrate is reworked until fully functional. Low-cost MCMs may not have this option, in which 
case the MCMs are discarded, and yield statistics must be favorable for this practice to be viable. 
As such, simple MCMs are better as a design approach. What might have been a large 2-in.-sq 
MCM in 1993 might be four simple 1-in. MCMs today. The boundaries for properly sizing 
MCMs are based on the yield statistics of the components and the assembly process. It is soon 
apparent that the known-good philosophy must be extended throughout packaging designs, not 
just MCMs. As designs become more complex, for example a 3D-MCM stack, it is important to 
apply recursion in the definition of known-good assemblies, which imply known-good modules, 
known-good submodules, etc. 

8.3.4.1.2 Process Improvements 

Complex processes are costly, and reducing complexity should arguably reduce cost. Process 
reduction and optimization is a rather involved subject, but in principle reducing the number of 
steps and the amount of labor and/or time in existing process steps are worthwhile considerations. 
For example, photoimageable polvimides and BT 94 resins might allow reductions in processes 
that address the dielectrics and photoresists separately. 

Process simplifications are treated as system issues when multiple component processes can 
be involved. For example, in a complex MEMS process with integrated electronics, it might be 
possible to divide components along process lines, particularly in MCM implementations. In this 
manner, the MEMS portion of a design might be built in a simpler MEMS-specific process, and 
the electronics would be built from a standard IC process. Such a concept does not impact any of 
the IC processes but seeks to avert the use of any processes that are more complex than necessary. 

8.3.4.1.3 Substrate Design 

A number of cost-mitigation practices can be exercised through substrate design. The first prin- 
ciple here is in deciding if an MCM is needed at all. Sometimes an MCM is an unnecessary com- 
plication, particularly when cost is a driver and performance, size, weight, and power are not. 
Given the choice of MCM implementation, the selection of a con'ect process is impm~ant. Some 
designs do not require the highest density process, and sometimes the highest performance design 
is not the highest density design. In the VCOS process, for example, or a silicon-based MCM-D 
process with normal (thermally grown) SiO2, very high interconnection densities are possible at 
the expense of highly Iossy resistance and high capacitance. Such as in the case of SSCOF-HDI, 
it is possible to employ prefabricated Cu-PI film to reduce cost without sacrificing performance. 
Sometimes. a chip-on-board process is ideal for low-cost, low-wiring-complexity applications. 
Using the wrong MCM process for a particular design is sometimes worse than not using MCMs 
at all. For example, high-density planar MCMs built in an MCM-D process are usually less cost- 
effective than a 3D stacked package for memory implementations, particularly when hermetic en- 
closures are involved. 

When an appropriate MCM process is selected, a number of basic principles can be applied to 
reduce potential cost during design. At least two apply to the KGD problem: small substrates and 
redundancy. When these can be incorporated into an MCM design, they are generally beneficial. 
MCM l/Os should be distributed in a manner that pennits a lower-complexity wiring medium at 
the next packaging level. When high contact density or pad-limiting is evident in a perimeter de- 
sign (e.g., flat pack), a BGA or LGA approach should be considered to reduce substrate size. The 
carrier or panel that MCMs are built from should always be considered in the design process, and 
substrate sizes should be chosen to maximize utilization. 
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In patterned overlay design, liberal quantities of redundant via contacts should be used on 
bond pads whenever possible (i.e., this practice does not impact perfbrmance) to improve reliable 
contact and improve power deliver),. This guideline may actually be necessary when probe dam- 
age is evident. In patterned overlay designs, whenever possible, double booking of the intercon- 
nect real estate should be exploited. It is often possible to put components above and below the 
interconnecting substrate. It is advisable to put more complex ICs underneath the overlay and sur- 
face mount passive components, particularly if tuning is required. In cases where an experimental 
component is involved, on the other hand, it may be advantageous to place that component on top 
of the overlay and employ a repair-to-yield strategy. 

Any element of an MCM design that is subject to change should either be removed fi'om the 
MCM design or made easily accessible. An example of this is fuse-link programmable memory 
components. In many cases, that component will require replacement. A general statement for any 
device that can be programmed but not within the system should be avoided. This would include 
a great variety of one-time programmable memory and FPGA devices. Fortunately, in-system 
programmability is an increasingly available feature in such devices, although not the case for 
space systems at the time of this writing. 

8.3.4.1.4 Economies of Scale 

Economies of scale can be exploited if they exist, and it is not always possible to detennine that 
they do. In many aerospace applications, fewer than 10 units of a particular MCM design are re- 
quired, which makes the proposition, for example, of tooling custom TAB frames particularly dis- 
concerting. On the other hand, if an aerospace design is to be used en m a s s e  in several applica- 
tions, some design-specific tooling can be greatly beneficial to the program in the long run in both 
cost and schedule. Low-quantity runs may benefit from the use of low-volume prototyping tech- 
nologies described previously. Economies of scale also apply to back-end processing (assembly 
and test) as well as fabrication. 

8.3.4.1.5 Die Optimization 

Die optimization refers to the exploitation of IC design based oll the unique enabling benefits of 
MCMs. ICs may be designed with lower power, smaller size, and higher performance when they 
are "keyed" to an MCM design, particularly when access to the entire die surface is possible. ICs 
are generally designed to drive the parasitics of conventional package leadframes and PWB trace 
lengths. Often it is necessal~' to buffer the IC signals with several driver stages, each of which 
consumes power, occupies space, and adds delay to the signal. Ii1 some cases, transmission line 
design techniques are used because the Manhattan distances associated with the interconnection 
manifolds exceed a lumped element distance. If those drivers are optimized for the shorter dis- 
tances and lower parasitics inherent within an MCM substrate, significant economies may be re- 
alized in some cases. If, for example, a die-optimized formulation is used for an interconnection 
manifold and reduces the lengths below the lumped element distance, it is possible to avoid trans- 
mission line design constraints, which results in considerable design simplification. Propagation 
delay reduction and greater control of path-lengths can lead to improved simultaneous delivery 
of waveforms (reduced clock skew) and increase in the clocking frequency, which when com- 
bined with techniques such as wave pipelining, 74 can tremendously improve performance in dig- 
ital designs. Recent work in the HD! process, for example, has led to the conclusion that with 
time-of-flight delay control with specially designed patterned overlay designs, uncertainties in the 
subpicosecond range may be feasible. 

Die optimization reduces cost by promoting simplified MCM designs for a given performance 
level. These economies must be balanced against those associated with design verification. When 
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die optimization is thought of as promoting a "seamless" MCM design philosophy, fllen an MCM 
can be considered as a large IC device. As such, a small MCM with few components is treated as 
a monolithic unit. In this case, the entire MCM is tested at once, as though it were a large IC chip. 
The point where this assumption breaks down is a function of IC process maturity and MCM de- 
sign complexity. If KGD issues surface on a large MCM that is treated as a seamless design, then 
the cost increases as a result of considerable complications in testing. KGD strategies are very dif- 
ficult to implement on truly optimized ICs because of test fixture loading. 

8.3.4.1.6 Qualifying Die vs Qualifying Assemblies 

MCMs are often more expensive in space programs because of a multiplicity of test and qualifi- 
cation procedures that are applied at both a component and an MCM level. In more complex as- 
semblies, a number ofrecursive qualifications could be envisioned, resulting in extremely expen- 
sive systems. Using a more progressive view, MCMs and more complex assemblies need to be 
built with known good elements, but the assemblies, not their pieces, should be qualified. If a 
KGD procedure can be rapidly implemented, then there seems to be little justification in perform- 
ing, for example, a 168-h burn, in, particularly if the MCM will receive another 168-h burn-in. 
MCMs can actually reduce cost when the considerable cost of qualifying many individual com- 
ponents can be eliminated with the qualification of a single, integrated assembly. 

8.3.4.1.7 Plastic Packaging 

The controversy of plastic packaging in space is discussed in "Hermeticity and Hermetic Alter- 
natives" under Subsec. 8.3.4.2. I. Here, we consider the benefits of plastic packaging for cost re- 
duction in space systems. The first obvious advantage is in raw weight reduction, particularly in 
multichip assemblies. When combined with integral package concepts, a plastic MCM can easily 
save 50-90% of the mass of a competing ceramic assembly. The lighter packages tremendously 
simplify system assemblies. Since plastic packaging has lower mass and theretbre inertia, the as- 
semblies require less structural reinforcement, leading to less bulky and more robust assemblies. 

8.3.4.2 E n v i r o n m e n t  

Environment for space as it relates to package comprises two essential facets: effects of space on 
the packaging and its contents, and effects of packaging and its contents on the rest of the space- 
craft (e.g., payloads). These facets are discussed, together with the need to control environments 
within a package. 

8.3.4.2.1 Protection as a Role of Packaging 

Packaging in a properly designed system will provide an adequate environment for operation of 
its contents despite external environment conditions. 

The Space Environment. A summary of typical operational environmental requirements tbr 
space applications is given in Table 8.3. The table is notional, as it is impossible to prescribe a 
universal specification that could both cover every possible mission scenario and be met by an 
electronics assembly. Interplanetary mission scenarios, which can have dramatically different 
radiation, shock, and temperature requirements, are not addressed here. 

Radiation is typically cited as a special environment for space systems. Also of concern to low 
Earth orbiting system is the atomic oxygen hazard. The oxygen in these orbits remaining in the 
atmosphere at these altitudes acts as a plasma that can attack exposed surfaces. Spacecraft charg- 
ing effects are also a severe concern in some cases, and plastic materials can aggravate the 
problem of dielectric charging. It is a common practice in spacecraft designs to provide conduc- 
tive bleed paths from every piece of metal in an electronics system to mitigate charging effects. 
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Jhble 8.3. Summary of Operational Environmental Requirements for Space Applications 95'96 

Mission Requirements Low Earth Orbit Geosynchronous Orbit 

Temperature -65 to + 120°C - 196 to + 128°C 

Thermal cycles 6000 cycles/yr 90 cycles/yr 

Vibration/acoustic Latmch up to 20 G RMS, 
sound pressure to 145 dBs 

Launch up to 20 G RMS, 
sound pressure to 145 dBs 

Outgassing < 100 ppm < 100 ppm 

Radiation Orbit, time dependent Orbit, time dependent 

Gravity 10 -6 to 10 3 G 10 -6 to 10 -3 G 

Pressure 10 -8 to 10 -3 Pa 10 -ll Pa 

Plasma 0.3 to 5 x 105 particles/cc 0.24-1.12 particles/cc 
0.2-0.2eV 120-295 keV 

Atomic oxygen 1014 atoms/(cm-sec) 107 to 108 atoms/cc 
(1000 K exoatmospheric) 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ~ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Though these environments can be challenging, the harsh environment of Earth, not space, can 
more often provide the more difficult challenge. Many electronics in space systems are subjected 
to flight testing, long periods of storage, and transportation, as they eventually make their way to 
launch. Outside of radiation effects, the space environment can in some respects be comparatively 
benign in comparison to prolonged storage. 

Hermeticity and Hermetic Alternatives. Plastic packaging, or nonhermetically enclosed poly- 
meric material usage, is an area of continuing controversy in space applications. The origin of 
most concerns in plastic packaging took place many years ago, when significant amounts of ionic 
contaminants existed in plastic used tbr packaging. These contaminants, when combined with 
moisture, created a catalyst for eventual destruction of the ICs within. After nearly 20 years of 
continued improvement in both the materials used in plastic packaging as well as,~rocess control, 
plastic packages have been noted to be more reliable than hermetic packages. 96'~7 These argu- 
ments are based on the fact that packaging materials have much lower ionic contamination levels. 
This issue still raises a significant polarization in the community. 

The opposition to the use ofnonhennetic packaging appears to hinge on two basic arguments: 
(1) something will get into the ICs and damage them, and (2) something will outgass from the 
packaging materials and damage sensitive parts of the spacecraft. The first argument was domi- 
nated by the issue of ionic contamination. Residual concerns also exist regarding very long-term 
storage, as experienced in munitions and nuclear weapons. It is important tbr these systems to 
have the abili b' to function reliably and immediately, even after 20 years storage. Very long-term 
storage raises the possibility." for the manifestation of second-and third-order failure effects that 
would never be seen in other applications. Here, even humidity cycling over many years could 
create failures in nonhermetic circuits. In modern space systems, this does not appear to be a com- 
mon condition, despite the cases where long storage occurs, which is usually less than 5 years. 



310 Space Electronics Packaging Research and Engineering 

Outgassing, the second concern of n onhennetic materials, refers to possible contamination of 
materials that would be emitted fi'om surfaces and would condense onto optics, solar cells, and 
other sensitive payload instruments. NASA standards and databases for low outgassing materials 
exist, and many packaging materials meet appropriate specifications. 98 Minimizing the outgas- 
sing in spacecraft requires reducing the surface area of outgassing contributors and advanced 
packaging approaches to accomplish this. In some cases, the cable harnesses of a spacecraft are 
worse contributors to outgassing than electronics. 

Precedents do exist for the use of plastic encapsulated microcircuits (PEM) and nonhermetic 
assemblies 99'1°° in aerospace systems. It has also been shown that artificially prohibiting the use 
of plastic on milita~ programs has resulted in tremendous disadvantages to include cost and lack 
of supply sources. 101 Of course, failure modes and some mysteries still exist regarding the use of 
plastics. Popcorning is a well-known problem in which absorbed moisture causes cracking in a 
package, usually caused by inadequate bakeout procedures. Other failure modes can occur from 
delamination and cracking of passivation caused by severe thermomechanical stress. 97 Finally, 
radiation-induced leakage currents have been reported to be higher in plastic packages than in her- 
metic packages, specitically after bum-in. 1°2 

If it is required, hermeticity can be achieved at various assembly levels. At the die level, for 
example, sol gels have been widely studied, 1°3 and more recently technologies such as 
ChipSeal. 1°4 Die-level hermeticity ideally protects die, but does not prevent package-level prob- 
lems such as popcorning. At the substrate level, a number of studies at AFRL have examined the 
use of hermetic coatings, such as Si2N3105 and diamondlike carbon (DLC) 1°6 at a package level. 
A class of polymer, liquid crystal polymer (I.,CP), has been shown to have hemletic performance 
levels comparable to the glasses used in package. LCPs can be used to create PWBs and other 
packaging structures, including enclosures. 107 

Shielding. Radiation effects are best combated ill electronics tlu'ough process hardening, which 
addresses the common space radiation effects (total ionizing dose, latch-up, and single-event up- 
set) by carefully considering how semiconductors can be processed to minimize charge trapping. 
Even with hardened processes, careful attention to design practice is required. Some circuits and 
architectures, such as transmission gates and dynamic logic, for example, can be problematic even 
when those circuits are cast in a rad-hard process. As such, process hardening and design princi- 
ples must be combined. Some improvements to existing processes can be realized in a harden-by- 
design methodology, which has been practiced successfillly on simple gate arrays. In commercial 
processes, however, the hardness level can vary from fabrication run to fabrication run, so care 
must be exercised when hardness is not assured in the inherent semiconductor process. 

Sometimes process hardening cannot be perfonned on components because of the expense or 
lack of access to the appropriate intellectual property of a design. It is possible in some cases to 
improve the radiation hardness of components by surrounding them with shielding materials. It 
is important to note several important limitations to shielding approaches. First, the degree of im- 
provement falls rapidly as more shielding material is added. The benefit in the first millimeter of 
shielding material is dramatic, the benefit of the second far less, and so on. Second, shielding ben- 
efit depends on mass, and thin shields are better if made fi'om a high-Z (atomic number) material. 
Finally, and most importantly, shielding only addresses total ionizing dose effects. Shielding does 
virtually nothing to help the critical (potentially destructive) latch-up problem, nor can it signifi- 
cantly mitigate single-event phenomena, well known as "soft-errors." Single-event problems can 
be addressed by architectures in some cases, but latch-up problems are sometimes impossible to 
dismiss without thorough examination of a design at a transistor and process level. 
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Shielding approaches are nevertheless very popular and in some cases the only way to provide 
some protection against radiation to many classes of components. The first non-ad hoc approach 
to shielding in packaging was established through the development of Rad-Pak, invented at the 
Air Force Weapons I.,aboratory, 1°8,1°9,111 a precursor to AFRL. Rad-Pak, now marketed by 
Space Electronics, Inc., (San Diego, California), and other comparable approaches have gained 
increasing use in space systems. They work by replacing a normal single-chip package with a 
package similar in appearance but with shielding materials embedded above and below to provide 
nearly complete coverage. They are popular, effective with due consideration of the previously 
mentioned concerns, but they are heavy--and much heavier still when applied to large numbers 
of components, one at a time in a complex design. 

Fortunately, the advent of advanced packaging, along with some new technologies, can do 
much to reduce the mass penalty. For example, more efficient versions of Rad-Pak approaches 
can be formed. Research at AFRL has resulted in the development of a novel chip-scale package 
version of Rad Pak, shown in Fig. 8.35. As shown, this CSP Rad Pak exploits a combination of" 
floating-pad miniball grid arrays and a high-density tungsten step lid for improved sidewall cov- 
erage [Fig. 8.35(c)]. The package achieves only hemispherical coverage by design, allowing a 
user more strategic control of the final shielding. Options include implementing symmetry at tl~e 
substrate level [Fig. 8.35(d)] or simply applying a closing plate on the opposite side of a board 
assembly [Fig. 8.35(e)]. The mass penalty for the CSP Rad Pak is minimal: the package shown in 
Fig. 8.35 has a 4-g mass, which becomes al.~out 8 g in a spherical coverage case. 

Approaches like Rad Pal< need not be restricted to single-chip packages. Even simply applying 
shielding to MCMs can reduce the mass penalty as viewed on a per-component basis. The greatest 
benefit in a shielding system is gained by shielding the smallest possible volume, implying the 
application of shielding to the surfaces of the most compact 3D assembly possible. This consid- 
eration is obvious, as a planar arrangement can consume much more surface area than an efficient 
3D approach. The graph in Fig. 8.36 serves to illustrate the benefits of shielding a 3D an'angement 
of components. The shielding can be integrated within a 3D packaging system by careful structure 
design. Also, a new class of radiation shield coatings exist that can in principle be applied to a 
completed assembly. 112 
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Fig. 8.35. Chip-scale form of radiation package. (a-b) photograph of separate pieces: min-HDl BGA and 
tungsten step lid, (c) cross-sectional view, (d) applicalion employing symmetry, (e) application showing 
tungsten plate to complete shield system. 
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Fig. 8.36. Reduction of weight possible in a 3D packaging system normalized to a planar assembly as a fimc- 
tion of substrate efficiency and the number of substrates in a stack. 113 

8.3.4.2.2 Control of Environment Inside a Package 

While packaging is expected to provide some protection of internal components from an exterior 
environment, it is sometimes necessary to create special environments for particular components 
within a packaged assembly. Examples include microhermetic volumes, temperature control for 
precision operation, and isolation from vibration. In the case ofmicrohermetic volumes, it is 
sometimes necessary to ensure that the ambient density around a particular component does not 
change and the potential of particulate contamination is minimized. This is commonly true for pi- 
ezoelectric crystals, MEMS accelerometers and gyros, and internal optics perhaps for a detector. 
Sometimes the opposite is true; in other words, an environmental portal is required so that a 
MEMS sensor can sample an environment's chemical composition, temperature, and pressure. 
Sometimes it is necessary to maintain temperature control at a component location to guarantee 
precision, as is sometimes needed in precision oscillators. Many infrared systems require cooling 
a focal plane array to cryogenic temperatures to reduce Johnson noise. In most cases, this implies 
a dedicated cryocooler engine, which for space is often a closed-cycle engine. Limited research 
has been performed on chip-scale cryocooling techniques involving MEMS. In principle, such 
microcryocoolers could be embedded within an electronics package, but many challenges must 
be met to make these devices practical. Isolation from vibration is sometimes important in appli- 
cations related to visual sensing and inertial referencing, and the engineering of the packaging 
system is sometimes critical to achieve reductions in certain vibration modes. 

8.3.4.3 Test and Verification 

Test and verification is one of the least glamorous but yet most important steps in a development 
process. Testing is done for veri~ing design, verifying product performance, assisting in the 
modification of hardware and software, and troubleshooting and maintenance. Design for test- 
ability is emphasized here, since without the intent of verification, it is unlikely that designs will 
accidentally have the necessary degrees of controllability and observability to permit this verifi- 
cation after the tact. 

For MCMs and complex 3D systems, boundary scan approaches are a very powerful concept 
114 115 tbr test and verification. ' " The 1EEE (Institute of Electrical and Electronics Engineers) 
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1149.1 standard for boundary scan has been widely accepted, not only fbr test, but also for device 
configuration and system maintenance. Boundary scan operates by inserting registers at the inputs 
and outputs of subcomponents, components, modules, and assemblies and linking them into sev- 
eral serial scan chains. Under the control of a test access port controller, it is possible to set and 
read patterns for the purposes of configuration and verification (Fig. 8.37). Implementing bound- 
ary scan requires intimate access of a system during the design phase, and may only be partially 
effective when components that do not support boundarT are used. Other types of testing ap- 
proaches complement boundary scan approaches, such as quiescent current monitoring (also 
known as IDDQ testing 116,117) and the ad hoc built-in self  test approaches. 

Additional complications result from not being able to physically access cornponents within 
MCMs and complex packaging structures. Fixturing is, fbr example, a major issue with the new 
fhmilies of'BGA and CSP components. For a complex 3D packaging system under construction, 
it is difficult to implement systern-level testing. In-circuit emulation is also not possible for many 
of the system-on-a-chip concepts, particularly when specialized processing hardware is involved. 

Breadboarding. In a perfect world, systerns could be simulated and built to work correctly the 
first time. While great strides have been made in IC simulation, complex MCMs often comprise 
components that cannot be simulated because of lack of intellectual property access. Furthermore, 
many problems unforeseen in most simulation systems can afflict a system's design. In recent 
AFRL designs, problems were experienced in shorting together 5 V and 3.3 V supplies, one of 
many things that the sophisticated VLSI and MCM design tools did not check. For these reasons, 
breadboarding a system beforehand is not necessarily a"belt and suspenders" approach, but rather 
an important risk-reduction step in systems development at the current state of the art in design 
realization. In breadboarding, a system to be implemented in advanced packaging is brought to a 
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form referred to as high-fidelity netlist, in which a board containing the discrete parts constituting 
the MCM is built with as close to identical a netlist as possible. The board is socketed for system 
insertion. Only alter functional verification is achieved with the "high-fidelity netlist" is the de- 
sign released for fabrication. Aiter fabrication, the resulting MCM is temporarily socketed into a 
board identical in size and fixturing to the high-fidelity netlist format. The MCM is then inserted 
interchangeably and functionally verified. The procedure of high-fidelity verification is recursed 
as necessary, in more complex approaches, such as 3D-MCM stacks. The high-fidelity netlist is 
not without drawbacks, particularly in die-optimized cases where fixturing access is difficult or 
impossible because of the severe differences in parasitic capacitance. Another pitfall that often 
occurs in schedule-pressured development programs is the temptation to "shot-gun," that is, to at- 
tempt to verify breadboards while the MCM is in design (or worse, fabrication). 

8.3.4.4 Putting the "Play" into Plug and Play 
The vision of plug and play epitomizes an effective open-systems approach, since it employs a 
number of open-systems standards in a synergistic manner to achieve interchangeability and in- 
teroperability. The plug-and-play concept is familiar as a result of the attention it has received 
from recent attempts to improve hardware interchangeability in PC hardware. The results of these 
attempts have been the fomlation of a set of industry specifications, t 18 Despite these specifica- 
tions, which were built upon physical (connector), electrical (e.g., 5 V / 3.3 V), logical (high-per- 
formance, low-power CMOS), software characteristics (drivers layered onto a standard operating 
system), many early industry attempts to achieve plug and play were problematic, leading in some 
cases to the less flattering descriptor, plug-and-pray. 

Nevertheless. the plug-and-play concept is clearly the highest and most desirable level of 
open-systems implementation, in the limit argument, a true plug-and-play system would require 
no hardware bridges, fixes, or software patches, and it would adapt to integrate, in real time, with 
theoretically unknown assets if strict compliance to the appropriate plug-and-play specification 
were achieved. Unfortunately, by the same token, plug and play is one of the most abused descrip- 
tors used to advertise or market components and even subsystems. Often wide-ranging 
applicability is confused with the real ability to achieve plug and play. 

8.4 Advanced Approaches 
This section examines the following advanced approaches to packaging. 

• Some extensions of packaging boundaries presented through case studies and techniques 
• An advanced 3D packaging system that embodies a fresh look at packaging: the Highly Inte- 

grated Packaging and Processing (HIPP) program is developing this concept, one that seems 
to address the key issues of both micro- and high-performance systems. 

• A hypothetical third-generation in MCM packaging 
• An approach to remove many boundaries in packaging, multifunctional structures (MFS) 

8.4.1 Extending the Boundaries that Define Packaging 
Three broad approaches exist for engineering a system of packaging. The first is to simply use 
available technologies, such as to order from a catalog or do commodity-oriented practices, such 
as printed circuit board or cofired ceramic substrate design. The approach is safe albeit limited in 
the potential benefits accrued. The second approach involves localized optimizations, such as en- 
gineering a system element for a preexisting system in which only the new element can receive 
benefit of advanced packaging engineering. The final approach, reminiscent of a system-on-a- 
chip philosophy, encourages reviewing a large piece of a system, perhaps several subsystems, for 
exploitative opportunities in package engineering. 

Previous Page
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In the latter cases we have the opportunity to extend the boundaries of packaging, and not nec- 
essarily force a rote procedure. We begin considering some possibilities by first reviewing two 
case studies in HDI packaging, followed by a discussion on some techniques applicable to high- 
performance microinstruments. 

8.4.1.1 Case Studies in High Density Interconnect 

8.4.1.1.1 Radiation-Hardened HD! Space Computer (RHSC) 

Type of Design. Stand-alone ruggedized general-purpose computer. The RHSC CPU (central 
processor unit) was based on file Lockheed-Martin rad-hard 1750A, and the design contained a 
collection of radiation components fi'om many other vendors representing a component cost well 
in excess of $100,000/module, making the RHSC one of the most costly MCMs based on com- 
ponent cost alone. -I'he RHSC design is unique in its capability to operate in nuclear radiation 
environments without upsetting real-time operation and without loss of data. 

Radiation-hardened implementation contained, besides a dual lock-step 1750A microproces- 
sor, several megabits of main memory" and special-purpose integrated circuits for memory man- 
agement, data protection, and system control. Though seemingly simple compared with advanced 
commercial microprocessors, the RHSC is designed to provide military space platforms with a 
survivable computer in the minimunl size, weight, and power possible. In its form, the system re- 
places a 10.8-1b computer while providing dramatically improved robustness from the implemen- 
tation of an operate-through approach that protects critical data and real-time operation from up- 
set in a nuclear environment. Traditional practices for space systems require hermetic assemblies 
because of concerns of reliability degradation from long-term moisture permeation and the out- 
gassing products of hybrids and MCMs affecting other sensitive instruments in space systems. 

Advanced Packaging Technology Used 

• Large format, complex digital MCM system 3.8 x 2.5 in., >500 I/Os, 12.3 W, hermetic 
assembly 

• HDI patterned overlay MCM substrates 
• HDI subtile construction (planar MCM inset within another planar MCM) 
• 3D, edge-interconnected stacking methodology 

In the RHSC, the HDI process was exploited in new ways, as shown in Fig. 8.38. For example, 
a minimodule (1.4 in. sq) containing the 1750A processor was fabricated, separately tested, and 
inset within a larger substrate as an ttDI subtile component. As in the case of individual compo- 
nents, the minimodule was also placed into a larger, planarizing substrate with dozens of other 
integrated circuits and passive components. This compound MCM was then subsequently inte- 
grated into a stacked ensemble of two identically sized substrates using the 3D extension of the 
patterned overlay process. Photographs of the RHSC before and after insertion of the subtile are 
shown in Fig. 8.39. The complete construction of the very compact RHSC system involved no 
fewer than five multilayer copper-kapton interconnect systems, as shown in Fig. 8.38. 

The 3D RHSC system required hermetic assembly into a package; the associated structures are 
depicted in Fig. 8.40. The special package developed involved a series of highly dense multilayer 
ceramic (MLC) inserts, placed within a kovar enclosure. MLCs were used in the RHSC because 
of the tight pitch (<50 mils precludes the use of the more traditional glass beads). The kovar can 
was designed to permit wire-bonding from lands on the top substrate to an inner bond shelf 
formed by the MLC inserts. After wire-bonding, the RHSC package was sealed with a lid through 
a standard seam-welding process, forming the desired hermetic enclosure. 
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A Real Product or a Prototype for an MCM Technology? RHSC was built as a generic dem- 
onstration of advanced packaging and survivable computer technology for various U.S. Depart- 
merit of Defense applications and funded through the Defense Nuclear Agency. A limited number 
of prototypes were built successfully as a proot~of-principle demonstration. The design was 
proven in brassboard form prior to MCM design in high-radiation environment tests. The MCM 
itself was specially developed. The fabrication and initial demonstration were in spring 1994. 

Unique Design Features. RHSC represents one ofthe most complex MCM systems built to date. 
It examined new forms of HDI, the integration of large MCM form factors in 3D form, the unique 
provisions/requirements of HDI MCM construction with subtiles, the trade-offs (electrical, ther- 
mal, mechanical) of a 3D MCM, the merging of IC components from a number of disparate sup- 
pliers, known-good-die, and known-good-module. 

Lessons Learned 

• PROM components locked into substrate were impacted by later software changes. 
• Partition of the design was driven to two large substrates instead of four smaller substrates 

because of the I/O requirements, which drove the minimum perimeter size used in RHSC. 
• Testing drove much of the I/O demand and most of the special features of the RHSC, espe- 

cially the subtile configuration. A module-on-board approach facilitated testing each large 
substrate. 

• The subtile was designed to drop into an existing package used by Lockheed Martin, simpli- 
fying functional test of unique ICs. 

How an MCM Approach Benefited this Development. Space systems require maximal econ- 
omy of launch weight and power consumption. The MCM implementation of the RHSC replaced 
large brassboards, which themselves contained one or more MCMs. The closest off  the-shelf cor- 
relating to the RHSC before it was designed was a 10.8-1b computer, which was less mechanically 
robust and would have been disrupted by nuclear environments through which the RHSC could 
have operated. 

The key result of the RHSC project was to press the limits of integration and complexity for a 
specialized application, including large-format MCMs, compound MCMs, and 3D MCMs 

8.4.1.1.2 Advanced Instrument Controller (AIC) 

Type of Design. Stand-alone low-to-medium performance, general-purpose processor designed 
for radiation-tolerant operation, with versatile interface/operating options. The AIC block dia- 
gram, shown in Fig. 8.41, involves a tightly coupled processor-memory-analog interface-chip 
combination. Through a tightly coupled MCM design approach: the AIC achieves a 3 g, 1.0- x 
1.4-in. form factor and a 50-roW-power budget, and is designed to operate in 30,000-G environ- 
ments at operating temperatures down to ..... 130°C. The AIC was developed under NASA/USAF 
funding for the Deep Space II interplanetary, probes attached to the Mars 98 mission. 

Advanced Packaging Technology Used 
• Few-chip, mixed-signal MCM system (1.0 x 1.4 in., 120 l/Os, plastic assembly) 
• Tightly-coupled MCM design 
• Plastic HDI patterned overlay MCM substrates 
• Surface-mount components for trimming end performance 
• In situ reprogrammability of memory 

Die-level interconnections for plastic HDI are as in the standard HDI patterned overlay pro- 
cess. In the AIC, modules are sawed apart after carriers containing 6, 8, or 12 modules each are 
fabricated (like IC wafers). Most surface-mount components are then mounted and soldered, and 
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tile balance are added after testing. In the initial modules built, modules were wire-bonded tern, 
porarily to small boards for evaluation, and then transferred to flight assemblies (e.g., another 
board), where wire-bonds are replaced by a flex-based lead attachment. Later generation AICs 
employ lead frames added during surface-mount attachment, which greatly reduces difficulty of 
testing and end use. 

The AIC leaves hermetic assembly as an option, which has not been required by current users. 
The AIC can be placed within a kovar or ceramic package, if required, similar to traditional 
ICs and MCMs. A ICs are being investigated for a number of applications with dift~rent end- 
packaging arrangements, ranging from using AIC as a subtile to fully enclosing the AIC within a 
small kovar package. 

A Real Product or a Prototype for an MCM Technology? The AIC was an enabling applica- 
tion and provided a unique opportunity to do "intelligent things" with advanced concepts in 
plastic-based HDI technology. While ceramic HDI technology had received exposure to a number 
of flight projects, the plastic form of HDI had not been used in previous applications (since AIC, 
other flight experiments based oll plastic HDI have been established). The appeal of the AIC, a 
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simple ultralow-power utility controller designed for space application, has not been limited to 
the original application. A number of other NASA and DOD programs are developing systems 
for flight with AICs or are evaluating AIC samples for potential use. 

Unique Design Features 
• CPU modified from an 8051 design 
• 128 K x 8 SRAM and EEPROMs 
• Analog application specific integrated circuit (ASIC) 
° Large number of resistors bundled into a resistor-ASIC 
° A p-channel FET, and other passive components 

The AIC employs tightly coupled MCM design, which permits exploitation of 

° Nonl~eripheral die area 
• Smaller drivers on integrated circuits (sized for less than i0 pF drive) 
° Large l/O between components within an MCM with relatively low I/O count 
° Splicing in components from multiple processes 

The AIC's CPU, for example, has more than 150 I/Os, while the MCM has only 120. The re- 
sistor ASIC reduced many fabrication uncertainties as well as design time for the analog ASIC, 
since the resistor values could be optimized independently, regardless of the sheet resistance val- 
ues of the analog IC. The unwieldy number of resistors (--60) are absorbed within the MCM, free- 
ing the user from the burden of more complex integration. In some applications, the AIC only 
needs applied voltage, as the collection of components (including even two oscillators) required 
for a minimal system are within the MCM. The AIC represents, therefore, a system-on-a-chip, 
albeit a relatively simple system. The ability ofnonperipheral access was not exploited, however, 
as this was viewed as too traumatic a change in the CU~Tent IC design/verification culture. 

Some of the ICs used in the AIC are shown in Fig. 8.42. The CPU, built in the National Semi- 
conductor 0.35-ram process, is obviously pad-limited [Fig. 8.42 (a)], based on the concentration 
of VLSI interconnect in the central region of the die. Had a distributed I/O a~Tay been used, the 
die size could have been substantially reduced. The CPU contains a barrage of user I/Os (includ- 
ing 32 discrete l/Os and 6 serial ports, along with a variety of power-management features and 
interfaces). Some of the interesting power-management features of the A1C include its ability to 
select from a palette of internal and user-provided oscillators and a separate copy of the entire data 
and address bus that is generated for the EEPROM (electrically erasable programmable read-only 
memo~-y) to enable the AIC to physically remove power fi'om the EEPROM when it is not in use 
without creating an undesired bus-loading condition for other components. 

! 

Fig. 8.42. Some of the ICs used in the AIC. (a) AIC51 CPU, shown here during all intermediate fabrication 
step (IIDI traces visible over die and bond pads), (b) analog ASIC, (c) resistor ASIC. 
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The analog ASIC [Fig. 8.42 (b)] built in the Orbit Semiconductor 2-ram process contained 
approximately 70,000 components and implemented a surprising array of functions: 
• 32 external A/D channels, 12-bit resolution 
• 16 additional internal A/D channels, 12-bit resolution to monitor ASIC health and status 
• 8 individually programmable DAC channels, 10-bit resolution (fed back to some of the inter- 

nal A/D channels) 
• Band-gap reference 
• Proportional to absolute temperature (PTAT) thermal sensor 

One of the most interesting features of the AIC is the in-situ reprogrammability of its program 
and data through one of the six AIC serial ports. The AIC, because of this feature, can be repro- 
grammed without disasselnbly. Furthermore, the AIC can literally be personalized with a variety 
of unique data, such as serial codes, calibration coefficients, even a reduced "traveler" containing 
process history. In the Deep Space 11 mission, the AIC is designed to function with discontinuous 
applied power, because of the high probability that the extreme cold will periodically render file 
battery temporarily nonfunctional. The AIC, by virtue of this capability, can display history- 
dependent behavior and be put to sleep for extended periods of time. 

L e s s o n s  Learned 

• The AIC did not exploit the ability to access nonperipheral bond pads on its ICs, which was 
fortunate at least at the time this decision was made, as it would have been difficult to pretest 
the die. The impacts of pretest (somewhat short of the KGD functional guarantee) can be 
profound, even with few-chip MCMs. 

• At the time of this writing, the analog ASIC is not pretesting and is consequently the most 
common failure mode. 

• Simple wafer probing of the CPU has kept the yield within tolerable bounds. Hence, tightly 
coupled approaches must be assessed carefully. 

• It is believed that in time, a few-chip design can more advantageously exploit reduced drivers 
and nonperipheral distribution, in which case the MCM is viewed merely as a monolithic 
component. 

• Similarly, the choice of a resistor ASIC was found to be much more costly than previously 
imagined. Newer versions of the AIC were designed without it, and a 75% cost savings and 
12-week schedule savings were realized. This finding is disturbing, as the elimination of many 
passive components heuristically should reduce cost, indicating opportunities for improve- 
ment in the current component development infrastructure. Newer technologies with embed- 
ded passives could possibly be exploited. 

• The most sobering impact that the tightly-coupled design has on a time-critical project is that 
it requires concatenation of the development of both the ASIC and the MCM, resulting in a 
very lengthy development cycle. 

• In the AIC development, both the CPU and analog ASIC were first-pass successfid, but the 
resistor ASIC and MCM were not. in the former case, no overall schedule impact was experi- 
enced, as the refabrication was effected while the CPU and analog ASIC were still in develop- 
ment. The MCM design en'or, however, resulted in a 4-month schedule impact. The schedule 
impact could have been doubled had the CPU contained flaws. 

• The MCM design flaws, while preventable, were not caught by traditional tools. 
• Conclusions are that while tackling both die and MCM designs, especially for a tightly cou- 

pled design, results in optimal size, weight, power, performance, and ultimately low recurring 
cost, the risks can be great. Mitigating this risk requires careful design and planning up front. 
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How an MCM Approach Benefited this Design. The MCM implementation of the AIC is 
shown in Fig. 8.43. AICs could not have been built without MCM technology. While not a high- 
perfonnance device, the AIC represents a greater amount of silicon than a monolithic IC can 
accommodate, but not much greater. The use ofMCM permits the independent optimization of 
separate components. For example, better EEPROMs in the future can replace the current ones, 
and enhancements can be phased in gradually. As monolithic silicon improves, the A IC can either 
shrink through the use of BGA/CSP approaches, or increase in functionality. When the cun'ent 
AIC can be rendered as a single chip, new AICs with added functionality will be realized such 
that the packaging remains just outside the realm o1: monolithic implementation. This is in direct 
contrast to tl~e WSI research of the 1980s, in which WSI circuits could often be realized mono- 
lithically (with higher performance) during the horizon of a single project. On the other hand, 
designs such as AIC seem to offer the greatest possibility for success because they can stay just 
outside the reach ofrnonolithic ICs. 

The key result of the AIC project was to demonstrate the utility of a simple system-on-a-chip 
concept, made possible through a tightly coupled MCM design approach. 

 ili 
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Fig. 8.43. AIC MCM. (a) AIC after first two levels of metallization; (b) legend: (1) CPU, (2) analog ASIC, 
(3) resistor ASIC, (4) 128 K × 8 EEPROM, (5) 128 K x 8 SRAM, (6-10) capacitors; (c) CAD files of some 
AIC metal and "drill" (via) layers; (d) AIC after HDI fabrication (components obscured by metallization and 
green solder mask coating). 

8.4.1.2 Exploitation Techniques for Microinstrument Design 
Just as a monolithic IC can be viewed as a synergistic arrangement of many individual transistors, 
microinstruments should be viewed as a synergistic arrangement of many individual components, 
not just electronics, but sensors and actuators. Sensors and actuators of an integrated microsystem 
con'espond to the interface of physical domains, such as heat, light, sound, 119 radiation, and 
chemistry. This integration can be achieved monolithically or by hybridization, that is, the "magic 
of advanced packaging." Are aggressive miniaturization efforts always rewarding? It seems that 
in some cases physical size does scale and can accommodate miniaturization, but losses may not. 
The use of more sensitive physical effects may be required, or cleverer exploitations of designs 
pursued. Robustness is always desired, as it allows a greater diversity of operating conditions. 

In this section, a few techniques that could be readily applied to constructing microinstruments 
are discussed. Constant-floor plan or quick-time reconfigurable designs allow more rapid mech- 
anization of new concepts. Flex-based construction permits novel exploitation of flexible circuits 
to create 3D systems. Finally, some approaches for exploiting the high-performance nature of 
packaging to build better instruments are discussed. 
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8.4.1.2.1 Constant Floor Plan MCMs/Quick-time Reconfigurable Techniques 

In a constant floor plan (CFP) MCM, preplaced components are arranged strategically in a sub- 
strate, but only partially interconnected, permitting an end user to complete the last stages of wir- 
ing and assembly for a particular application. The technique is particularly attractive in HDI pro- 
cesses, where a variety of components can be recessed within a substrate, leaving the entire 
module top surface available for adding components. The CFP MCM is a packaging analogy of 
a gate-array IC, where prefabricated transistor arrays are interconnected by completing the met- 
allization system. The quick-time reconfigurable (QTR) approach is a variation on the CFP MCM 
in which a largely nonconnected MCM is programmed by adding a circuit board containing the 
final connection pattern and surface-mount components. In the QTR scheme, it is possible to ex- 
change the circuit board quickly, creating a kind of plug-and-play system. QTR approaches are 
particularly convenient for complex sensors. The development of analog processing for a given 
sensor is necessarily custom because of the need to supply special timing, bias, amplification, and 
level-shifting networks for each variation. Furthermore, the resulting output signals vary in signal 
amplitude and fonnat and have their own special timing relationships. 

A conceptual example of a QTR system is shown in Fig. 8.44, involving a patterned overlay 
HDI module. Since patterned overlay MCMs feature planar surfaces, the introduction of a solder- 
bump array provides a compliant contact system for mounting a quickly customizable PWB. It is 
the introduction of the latter component that provides the QTR feature. Through custom pattern- 
ing of commodity PWB technology (it is possible to fabricate them within 24 hours after trans- 
mittal of electronic design files), the final interconnection scheme is patterned, configuring bias, 
timing, filter, and amplification networks as needed for a given sensor. MEMS sensor and actua- 
tor arrays can also be implemented in a flexible and rapid manner. The use of semirigid flex 
PWBs also allows the integration of a final connector. 

8.4.1.2.2 Flex-based Construction 

In flexible circuitry, the "flatland" analogy of planar construction approaches can be, if not bro- 
ken, at least bent. The example of a folded flexible MCM shown in Fig. 8.20(d) can be extended 
to many other concepts. For example, a three-axis inertial reference unit could be readily 
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HDI module with 
external tie points 

Fig. 8.44. QTR MCM. 
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constructed using a single-axis MEMS device built on three small MCMs, as shown in Fig. 8.45. 
The assembled MCM, fabricated as a continuous planar assembly, is readily converted into a 
three-axis system by folding the assembly like a box, around perhaps a "trueing" block, which 
could contain other electronics. 

8.4.2 Highly Integrated Packaging and Processing 
Traditional packaging hierarchy has, by comparison, seen little improvement because continual 
progress in feature size improvement of the IC takes pressure offstriving for improvements. Most 
research in 3D packaging suffers fi'om a lack of critical mass and applications pull, resulting in 
many impressive "hand-crafted" laboratol 7 curios that lack acceptance. For the most part, 3 D 
packaging research has centered around simple die stacks, with a considerable spread of substrate 
stacking approaches, most of which are implemented once with unclear benefit. 

An AFRL initiative, refen-ed to as the HIPP program, offers a fundamental reexamination of 
the packaging hierarchy and the successes and failures in 3D advanced packaging. In essence, it 
provides the implementation of a new hierarchy that complements the traditional one, but with 
important benefits to new technologies such as MCMs. The HIPP system offers a counterpoint to 
the inefficient frameworks in conventional packaging, which often cannot exploit the benefits of 
functions with multiple MCMs. Assemblies built in the HIPP approach can be merged into L2 ..... 
L4 of the existing hierarchy whenever necessary and convenient. The HIPP framework, as an ef- 
ficient MCM containment system, may not on the surthce seem to achieve the impressive densi- 
ties of laboratory-created 3D approaches. Spectacular gains of certain 3D approaches can be 
meaningless in complex system applications since those benefits cannot be accrued to the variety 
of component and circuit classes that make up an average system because of an intrinsic lack of 
"packaging services" needed in a complete system (e.g., then nal and electrical management). 
HIPP provides these services in a multitechnology fi'amework, one that can allow any individual 
MCM to deliver the maximum benefit in most systems of reasonable complexity. 

8.4.2.1 HIPP Assembly Structure 
The HIPP program has sought packaging solutions more optimal at a system level, based on the 
concept of closely integrating a collection of various MCM substrates or other assemblies of iden- 
tical size and conductor arrangement. Early artist concepts for these approaches are shown in Fig. 
8.46. The first approach [Fig. 8.46(a)] involved the use of framed interposers and surface border 
interconnections, where contacts passed through entire substrates. Though eMcient for bussed 
structures, this approach exacts a severe I/O penalty tbr complex substrate-to-substrate intercon- 
nections. For example, if the first substrate connects to the eighth with 80 signals, those 80 signals 
must be passed through substrates 2-7, whether or not those signals have a connection within 

[] 

~D IZ53 

Fig. 8.45. Three-axis MCM built onto folded-flex ttDI (shown before folding). 
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(a) 

• ..:.. 

i '~ ~ 
• e ~ . ~  

Fig. 8.46. Original HIPP concepts. 

those substrates. At the random complexities represented by many heterogeneous systems, an un- 
acceptably high amount of substrate real estate would be devoted to "pass-through" interconnect. 
The edge-interconnect system, shown in Fig. 8.46(b), provides an obviously more "agile" inter- 
connection manifold, but requires tremendous edge-contact density on particular substrates, 
which could not be readily accommodated by the present state of the art (20-40 mils). 

The requirements of candidate H1PP structures include: 
• High l/O densities (up to 1000/layer) 
• Heterogeneous signal composition (i.e., analog signals, digital, power, and microwave signals) 
• Modularity and serviceability for layer repair and replacement 
• Adequate power and thermal management 
• Adequate I/O density at the second level of packaging 
• Robustness for applications in harsh environments 
Continued research led to a hybridization of the earlier conceptual approaches in which the theo- 
retically high-contact densities of the first approach could be combined with the interconnection 
manifold agility of the second approach while addressing the basic requirements of a candidate 
heterogeneous 3D packaging system. Such a system, the baseline for a demonstration for the Dis- 
criminating Interceptor Technology Program (DITP), is shown in Fig. 8.47. 

8 . 4 . 2 . 1 . 1  S e g m e n t s  

Figure 8.47 illustrates a many-layer 3D packaging approach that combines a number of' segment 
entities into an assembly. The segments, which are the common and fundamental building blocks 
of HIPP, contain one or more MCMs or small circuit boards containing components. Systems, 
such as the DITP platform, can be partitioned into a number ofsegments, as shown in Fig. 8.47(a). 
In this case, the HIPP assembly baselined for DITP consists of approximately 16 segments (num- 
hers reflect cun'ent order of segments from the front in the preliminary design): 

• MSP (malleable signal processor) Subsystem 1 
- Sensor adaptation segment tbr passive focal-plane array sensor (2) 
- MSP 0.5 core segment (4) 
- MMGT (MSP management) segment, which contains MSP management processor 

and FI32 interface (5) 

• MSP Subsystem 2 
- Ladar (light-based [laser] radar) adaptation segment containing nondigital interface 

(level shifiers) (3) 
- MSP 0.5 core segment (6) 
- MMGT segment tbr second MSP core (7) 
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8.4.2.1.2 Segment Layers 

The contents of each segment can be completely different, and in fact the type of MCM technol- 
ogy used in each segment can be different so long as the segment definition is not violated. As 
such, layers do not necessarily need to be based on MCMs, but in fhct could be single-chip pack- 
ages, small PWBs, hybrids, or MCMs. In the terminology of HIPP, segments are said to contain 
one or more layers. Examples of possible layer arrangements within segments are shown in Fig. 
8.48. Figure 8.48(a) illustrates a single-layer segment containing a single coinponent mounted on 
a PWB. Figure 8.48(b) illustrates a single-layer segment containing one MCM. Figure 8.48(c) is 
an example of a segment with multiple layers, in this case two high-density interconnect MCMs. 
In principle, extremely dense MCMs could be used in multilayer arrangements, as shown here, to 
increase the volumetric densities of individual segments over that possible with a single-layer 
segment. Finally, Fig. 8.48(d) shows a single-layer segment in which a number of densely stacked 
3D-chip configurations have been placed. In this manner, the HIPP packaging technology is ver- 
satile in that it can accommodate many existing modern forms of 
single-chip, multichip, and 3D packaging. 

~."..:: _'.-'.~-';~;.~: ;~;?z~r,r era:: ":- r,:~::::, ~:~G:.B~:~" ~ , : ~  :. 
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Fig. 8.48. Generic segment examples. 

8.4.2.1.3 The Microbackplane and Assembly 

As such, HIPP defines an efficient heterogeneous MCM-containment system. The deliberate 
stacking of segments is referred to as an assembly. Figure 8.47(a) gives a simplified, exploded 
picture of a HIPP assembly for clarity; Fig. 8.47(b) illustrates some of the special structures 
needed to integrate multiple segments into a complete assembly. These structures include the mi- 
crobackplane, a number of inteq}osers, an applique superstructure option for attaching more con- 
nectors or electronics, and hardware for secure segments to the microbackplane. 

While each of the structures in Fig. 8.47(b) is essential, it is the microbackplane that uniquely 
defines the pattern of all interconnections in the DI['P SAFE system (Fig. 8.49). The microback- 
plane is a compound flex system, based on a long manifold of multilayer copper-polyimide with 
orthogonal tabs of flex that address the face of every segment in the HIPP system. The microback- 
plane can be thought of as the "nervous system" of a HIPP assembly, and the design approach 
used for it combines the best elements of the two original HIPP concept designs shown in Fig. 
8.46. Figure 8.47(b) illustrates the notion of clamshell mounting, a technique by which particular 
segments are mounted face-to-face through the microbackplane. Clamshell mounting allows a 
more intimate interconnection between two particular segments, which can serve to reduce 
complexity in the microbackplane. 

Interposers foml a springlike, compliant contact system, which mates the pinless conducting 
surfaces of segments to the tabs in the microbackplane. Such compliant inserts, which replace 
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Fig. 8.49. Segment combination with microbackplane. 

pins on ordinary packages, are necessary to ensure electrical continuity, exist between a large 
number of patterned conductors on flat surfaces. As shown in Fig. 8.50, an interposer is a com- 
pressible material that provides a conductive feedthrough, matching identical patterns on oppos- 
ing surfaces. When the opposing surfaces are brought together, the interposer is compressed, 
forming electrical contact between the opposing surfaces. The compliance picks up any slack in 
in'egularities between the otherwise flat surfaces to ensure a good contact. Since HIPP segments 
may contain up to 1000 I/Os, then so must the interposers. Since the pressure required to achieve 
the desired compliant travel range can be as high as 2 oz per contact, a significant amount of force 
could be required to tension the 16,000 total contacts possible in a DITP system. A "divide-and- 
conquer" approach is employed in the HIPP concept, involving localized tension of a smaller 
number of layers (usually one or two) to reduce the compressive requirements in the entire assem- 
bly. The concepts of segments, interposers, microbackplanes, and localized tensioning are illus- 
trated in experimental assemblies shown in Fig. 8.51. 

Segment 

Mating surface 
(backplane or 
test fixture) 

 iiiiiiiiiii ii iiiiiiiiiiiii 
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Fig. 8.50. Interposer detail. 

: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . . .  

Fig. 8.51. Experimental HIPP assembly, exposing some segment details. 
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8.4.2.1.4 Powel; Thermal, and Electrical Management 

As a heterogeneous packaging system, the HIPP approach must deal with extremes in power man- 
agement, thermal management, and signal integrity. Power delivery concepts under definition for 
HIPP are addressing the problem of delivery of 70-80 A of current at 3.3 V. Power delivery, to 
systems with a large switched-signal content is a significant energy supply challenge. Also, the 
delivery of large amounts of current could require heavier metal structures than those available in 
a microbackplane. By contrast, only small amounts of current are required for analog sensors, but 
these current paths must have extremely low noise. 

The thermal management in HIPP is hierarchical, based on first shuttling heat generated within 
each segment efficiently as possible to the outer edges of the segment walls and then coupling a 
second-level thermal management system. In the SAFE system, segment power dissipations 
range fi'om about 1.5 W to 60 W per segment. Thermal transport in HIPP must occur laterally, 
parallel to the plane of the layers within the segments. This is because many HIPP assemblies are 
many-layer MCM assemblies, in which lateral transport is most important. Figure 8.52 illustrates 
the segment level thermal path. Segment thickness, segment wall thickness, and segment material 
selection can be based on local and global HIPP assembly needs. The second level of thermal 
management is application dependent, but must deal with power dissipation levels as high as 500 
W for 16 segments. In the DITP SAFE assembly, as suggested in Fig. 8.52, lateral heat transport 
from segments into a phase change material is a second-level thermal management approach un- 
der consideration. For operation at longer intervals, a number ot:other options can be considered, 
ranging from heat sinks to heat pipes and liquid flow-through systems. Thermal management sys- 
tems can more intimately link into segment walls, through texturing, flocking, insertion of flow- 
through channels, and other methods. 

8.4.2.1.5 A New Packaging Hierarchy and Extensions of tile t t iPP Framework 

HIPP establishes an alternate packaging hierarchy, one that is compatible with the existing hier- 
archy, but potentially much more efficient. L l in the HIPP packaging hierarchy refers to internal 
layer composition, L2 is defined by layers within segments, L3 is defined by the segment itself, 
and L4 is defined as the HIPP assembly (of segments). Various forms of compatibility with the 
existing packaging hierarchy are readily achieved. For example, HIPP segments can be face- 
mounted onto PWBs through proper socketing or through conversion of the land grid array on the 
segment face to a ball grid an'ay. Alternately, entire HIPP assemblies can be mounted onto a 
PWB, given the proper structural design. HIPP assemblies can be used to replace entire boxes; 
miniature connectors can be introduced on the front and back surfaces and onto the microback- 
plane itself. 

Backplane edge 

Segment wall 

Phase change jacket 

Fig. 8.52. Segment level thermal management. 
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HIPP offers a packaging system that meets the essential requirements of a 3D modular pack- 
aging system with high efficiency and flexibility. Segments are in essence interchangeable, rep- 
arable, and replaceable without great difficulty. In contrast to many 3D packaging approaches, 
HIPP can intemaingle a great diversity of functional domains in electronics, providing in this way 
a great flexibility for system designers. Design guidelines under development will in time reduce 
to practice many aspects of the analysis needed to effectively use HIPP technology, such as elec- 
trical and thermal design rules and guidelines for exploiting CAD tools. It is believed that with 
these guidelines it will be possible to design HIPP-based systems with the ease and confidence 
one would use to design present-day VME or SEM-E (Appendix E of the military, standard for 
standard electronic modules) board-based systems. 

The HlPP-inspired packaging hierarchy may be further extended to include two additional lev- 
els: the cluster of assemblies (I.,5) and the cluster-stack (L6). Many potential concepts can be in- 
troduced to combine a number of HlPP assemblies into an efficient configuration that provides 
extremely high interassembly bandwidth and preserves good access of segment structures for 
thermal management. One such arrangement is shown in Fig. 8.53. Here, the cluster formation 
consists of a 2 x 2 arrangement of 16-segment assemblies [Fig. 8.53(a)]. A compound microback- 
plane [Fig. 8.53(b)] exploits short interassembly distances and affords a much higher interassem- 
bly bandwidth than nearly any other connector-based system, including present-day fiber optics. 
If the front and back of each assembly were fi, tlly exploited for I/O, the current HIPP standard 
would permit a signal transport of 8000 l/Os fi'om the cluster. Two lateral edges of each assembly 
are available for them~al management, and the cluster could be completely encircled if necessary 
by an annular thenr~al management system. Figure 8.53(c) depicts a notional thermal manage- 
ment concept based on heat sinks. 

Clusters of the nature described could be readily extended to fon n even more complex assem- 
blies based on stacking clusters vertically to fon'n cluster-stacks. The intercluster contacts could 
be accomplished with interposers, and system 1/O and power delivery would be achieved through 
a connector system introduced at the top or bottom of the system. Such a stacked system has vir- 
tually no waste real estate; every part of the surf~.ce can be allocated to either thermal support or 
electrical transport (power and signal). In principle, the four-tier cluster-stack shown in Fig. 8.54 
could aggregate well over one teraflop of processing within an approximately 5 x 5 x 4 in. volume 
(exclusive of them3al management structures such as the heat sinks shown). This assertion is 
based on clusters of 16-segment assemblies, where each segment contains four layers of WSSP- 
based processing elements (each layer containing four WSSP components). 

i! ............................... iiiiiii!iii!!i!  . . . . . . . . .  "}; 

(a) (b) (c) 

in. 

Fig. 8.53. Cluster arrangement of assemblies (extensions beyond present DI'I"P embodiment). 
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) 

Fig. 8.54. Cluster-stack (teraflop concept). 

8.4.2.1.6 Extensions of HIPP Through Improved Densities at LI 

Beyond the extensions proposed for HIPP clusters and cluster-stacks, which provide a scheme fbr 
aggregating assemblies, the HIPP system can take full advantage of any new advances in micro- 
electronics, MCMs, and 3D packaging technologies. HIPP can also take advantage of advances 
in connector, BGA, chip-scale packaging, and related technologies to increase segment 1/O and 
system I/O densities. HIPP is then a fi'amework for packaging, and new advances serve to accel- 
erate further the density of this fi'amework. 

An e×ample of such an accelerator is ultrahigh-density interconnect (UHDI). UHDI is cen- 
trally based around the idea of membrane-thin electronic MCMs. In the most aggressive tbrm of 
this program, the electronic membranes are 0.002 in. thick, contain arbitrarily complex MCM cir- 
cuits, and are tlexible around structural contours or stackable into arbitrarily dense assemblies. 
The ideal UttDI system would use IC processes and designs optimized for this form ofassembly, 
which could lead to significantly improved perfornlance-to-power ratios (for example, 75% less 
power/MIP). In the simplest form, the first stepping-stone, existing ICs can be demonstrated func- 
tionally in substrateless versions ot: the HD! process (Fig. 8.55). Given that substrateless HDI is 
t~asible, the remaining issues are solving crucial technical challenges in the tbur key UHDI re- 
search areas: 

• UItrathin semiconductor device processing 
• Electronic membrane development and qualification 
• 3D (membrane stacking) development 
• Architectural optimization of 2D and 3D UHDI 

Current AFRL-funding research is examining a number of these research areas. Recent exper- 
imentation on a limited scale has produced functional modules approximately 0.04 in. thick that 
contain four stacked substrates, compared with a normal single HDI module, which is normally 
0.06 in. thick. This simple step alone quadruples the potential density of a HIPP segment based 
on HDi layer components. One potential application for the ultrathin UHD! technology is in con- 
gested MCM floor plans where planar arrangements of memory die can be replaced with compact 
tiles containing UHDl-based memory stacks. Such an approach can eliminate the space normally 
occupied by several components. 
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~l~i~/~l®~l~t¢ ~ ....... ! ~ ~ l ~ i  

Fig. 8.55. Substrateless HDI technology. 

8.4.3 A Third Generation of Advanced Packaging 
It" tile ordinary hybrid microcircuits developed in the early days of space exploration can be con- 
sidered a first generation of packaging, then surely the new emergent forms of MCMs in the late 
1980s and early 1990s constitute a second generation. The5' differ not so much in role but rather 
in degree from their simpler precursors. While 3D approaches offer tremendous possibilities in 
extending the benefits of 2D MCMs in systems, they do not necessarily drive a change in the fun- 
damental substrates. In fact, with approaches such as HIPP, first- and second-generation modules 
can be inserted with equal facility. Have we reached the end of improving the MCM, notwith- 
standing the obvious improvements gained, fbr example, by decreasing pennittivity in the inter- 
metal dielectric? Clearly not, given the trends in microcircuit technology. In fact, we believe it is 
possible to define a third generation of MCM technology, one that as befbre does not substantially 
differ in role but in degree. Coupled with the implied improvements in wiring density is the en- 
ablement of substantial improvements in 3 D packaging by thinning. We introduce here the notion 
ofhyperthinning in silicon, a domain in which silicon bends instead of breaking. The implications 
to confomaal packaging, 3D systems, and integral passives are manifest. We believe the third gen- 
eration of packaging will offer new challenges in design, both in complex homogeneous domains 
and mixed functional domains. 

8.4.3.1 Density of Contacts and Wiring 
Current MCM technologies are commonly limited to a 25-70-1um pitch. Technologies that can 
achieve a sub-10-1am pitch do so at the expense of performance, since in many such cases the di- 
electric and metal layers are thin, which gives rise to increased line resistance and capacitance. 
When the dielectric layers are not thin, then vias between two layers are often large to permit 
yieldable processes with good metal step coverages. What is needed in MCM approaches for the 
most advanced next-generation systems is a much greater line width for wiring density that has 
good electrical performance and permits high via and contact density. In this manner, both wiring} 
and contact densities can be high enough to permit devices with many thousands of l/Os per cm" 
to be accommodated, consistent with the trends predicted by Rent's rule. The implications for pat- 
temed substrate designs are clear: only flip-chip approaches will suffice for high-density devices 
(devices that would force a perimeter wiring density below 35 to 40 ~m). Such requirements are 
already met by advanced cryogenic hybrid detectors in which over 1 million contacts are made 
between a detector substrate (e.g., HgCdTe lnaterial) and a silicon readout IC at sub-40 ,~tn~ using 
indium bumps. 
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It is important to note one impact of increased modular l/Os on the next level packaging sys- 
tems, whether a 3D arrangement of MCMs or a tiling format onto boards. Precision alignment 
will be required at the next level of packaging. The alignment of modules at high density can be 
realized in two ways, using precision assembly approaches or using autonomous postassembly 
alignment, which we shall refer to as a two-phase connection approach. The former approach is 
tractable but highly undesirable for systems that would be fielded since servicing assemblies 
would require extremely specialized equipment (e.g., microscopes and micromanipulation/ 
assembly equipment). In the case of a two-phase connector (shown in Fig. 8.56) an automatic 
alignment system affects a precision connection of two surfaces. The two-phase approach works 
by engaging coarse connection points under normal press fit connection tolerance (tens of mils). 
Then, after the first stage of connection, an active alignment system is activated that corrects for 
translation and angular misalignment. The precision sections of the assembly are then finally 
"docked." Such a two-phase concept could enable many thousands of l/Os between two surfaces 
to be efficiently interconnected. 
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• ~.:.:.:.:.:.:.:.:,:.:.:.:.:.:.:.:$i~.:.:..¢..:.:.:.:,:.:.:.:.:.:.:....:~ :~ 

:~ . . . . . .  .-.~,; ....... 

i !~ i;ii!:i:ii:i~ :~ 

t '.,.:.: ........ .:.:.:.:~........x.::~ .;:~:.:.: :.: 

. .  r.....~.....,.. .......... :::::::::::::::::::::::::::::::: ~ 

(a) 

~.i 'I :i:! 

... ~ ~,.....;...;: 

~. .-.-..:......:.,........ :.:.:... .... 

;i?'~"~"~:~~"":";~"~"~ ''''~f. i 

(b) 

:.~ ~::r::::::':<rx,:-:.:r:.:..:-:.'.-:r:-:.:-'.:-:~.: 

.. 

i i i;;~ 
i:! iii !~;::~ 

iii i; ............. ~; ~::..~ 

i: ~ ................. "'"~::.'..:::~ 

..': ,.~: .................................. ..,.....,. 

(c) 
Fig. 8.56. Two-phase alignment, sequence. (a) gross or coarse alignment after passive connection, (b) cor- 
rections made by active alignment system, (c) final connection made. 

8.4.3.2 Hyperthinning and Its Implications 
Typically semiconductor wafers are about 500 ttm thick. For some packages, millions of devices 
are thinned in production to 0.007 in. In some 3D packaging approaches where thinning has 
occurred to 25-100 t tin, silicon is observed to be very fragile and difficult to handle and process. 
At thinner extremes (< 25 ~tm), however, silicon becomes pliable (as shown in Fig. 8.57), com, 
pletely changing the mechanical support/rigidity issues. This regime is referred to as hyperthin 
and creates a range of new possibilities in packaging. 

The first obvious benefit is component density, particularly when patterned overlay technolo- 
gies are used. With patterned substrate technologies, the height of the chip-attachment system 
(e.g., wire-bond loop height) will fundamentally limit density. I=1 patterned overlay systems, the 
limiting factor is the height of the interconnect film, which is defined to be consistent with per- 
fornlance requirements. In other words, a 25-125 lxm thickness in the patterned overlay sets the 
only limitation in how thin a hyperthin silicon MCM could be made. Layers this thin could be 
treated as electronic membranes, stacked like pieces of paper. It" the layers could be permanently 
stacked, then it could be possible to laminate entire substrates together, forming connections in a 
manner analogous to interconnects between layers of the same MCM. Theoretically, especially 
for a system with low interconnect "intensity," such as a memory system, it is possible to fornl a 
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Fig. 8.57. Ultrmhin silicon for specialty applications. (Courtesy Virginia Semiconductor.) 

stack containing 500 MCMs/in., leading to a staggering 200 Gbits/cubic in. density based on 64 
mblts/cm" in silicon memory technology 

A second benefit ofhyperthin silicon and overlay packaging is conformability, that is, the abii- 
it5' to bend substrates as though the flexible circuitry, contained no components at all. As such, 
electronics could be formed like membranes and merged into structures of interest, planar and 
nonplanar, in ways never possible before. Computers could be wrapped around heat sinks, and 
distributed health monitoring systems "woven" into structures. The conformability raises inter- 
esting questions about the robustness of the packaging system. Does the silicon change its prop- 
erties when bent? It has been shown that some insulators under pressure can become semicon- 
ducting, for example. 120 

A third speculated benefit of hyperthin silicon is improved radiation resistance. Since silicon 
substrates trap charge, which causes some radiation effects, by removing the substrate, radiation 
performance might be improved, which is a fundamental reason why silicon-on-insulator proc- 
esses are of keen interest in radiation-hardened semiconductor research. 

To be sure, the hyperthin silicon (or semiconductors in general) face significant challenges. In 
the case of dielectrically isolated silicon, a natural release layer may exist, permitting selective 
processing to remove the back of the die. Since most of the devices are built in bulk silicon, how- 
ever, the hyperthinned approach is of little appeal unless a general thinning procedure can be 
found. Second, handling is a concern. If devices are thinned and then transferred to assemblies, 
the possibility of damage is great, and such an approach is likely to be very costly. One hope is 
that in using patterned overlay approaches, the die could be thinned e n  m a s s e  after they are 
bonded to the interconnection system. For HDI in particular, the ability to create substrateless 
MCMs (Fig. 8.55) could be particularly convenient in developing a system for creating hyperthin 
components without extensive special handling of individual components. Another concern in 
creating hyperthin MCMs is creating a compatible process for introducing capacitors and resis- 
tors. Some of the integral passive research may provide a solution, since discrete components do 
not necessarily lend themselves to thinning without destroying the components or their salient 
properties. 

8.4.3.3 Next-Generation Design Approaches 
The third generation of MCMs would place an increasing burden on the CAD infrastructure. 
Greater densities of interconnects and commingling of MCM and chip interconnect can create 
much more complicated design trade spaces. Exploiting fully the ultrathin systems when stacked 
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may promote specialty architectures, such as those explored in 3D monolithic wafer-scale inte- 
gration. 12! In this approach, many parallel computers were partitioned into several subsections, 
each implemented on a different layer. Complete computers were formed only when all layers 
were stacked and interconnected. Finally, the ability to commingle functional domains remains a 
greater potential challenge in third-generation systems, given the significantly more complex 
signal integrity environment. 

8.4.4 Advanced Multifunctional Structures 
A sensible extension of packaging involves treating the structure of a system itself as part of the 
packaging solution. MFS refers to the general idea that structural members can serve other func- 
tions besides providing support. For example, a structure could be extended to serve the role of 
thermal management, signal and power distribution and/or generation, fluidic, and fiber-optic 
routing. While some examples of MFS can be found in ordinary life, no standard discipline exists 
for engineering MFS into systems. 

Endowing structures with nontraditional functions is not an easy task. it is desirable to create 
a concept for MFS that promotes generality rather than inhibits it. Such generality promotes wide- 
spread use, which in time could lower cost through the economies of scale. 

IfMFS panels are to become the "LEGO Tu'' blocks of future systems, then it is necessaI~y to 
establish principles that permit a usable variation across a class of solutions for the things that 
MFS would functionally eliminate. For example, if an MFS panel were to replace power and sig- 
nal distribution cables and harnesses, it would be necessa~ to either standardize the an'angement 
of signals on all panels, introduce concepts that allow changes to occur easily (e.g., reconfigurable 
interconnects), or both. The promise of MFS is realized when the technology can be shown to en- 
able more rapid assembly of panels and more rapid configuration/reconfiguration of flight bus 
and payload systems. These benefits complement the potentially substantial reductions in size, 
weight, and power that could accrue when functions are handled by one set of structures as 
opposed to several. 

What possibilities then exist tbr an MFS? A partial listing includes" 
• Electrical power generation (embedded batteries and solar panels) 
• Electrical power distribution (through high-power adaptations of flexible circuit technology) 
• Electrical signal distribution (through multilayer flexible circuit technology) 
• Microwave signal distribution (through low-loss, impedance control transmission line 

structures) 
• Antennas (through surface-emitting dipole, microstrip patch antennas) 
• Optical signal distribution (through embedded fiber-optic conduits/polymeric waveguides) 
• Thermal management (through controllable heatpipelike structures within the MFS panel) 
• Fluidic distribution (through standard distribution of embedded channels) 
• Vibration control (embedded and distribution sensor, actuator, and control system) 
• Distributed health and status monitoring (arrays of sensors in standard locations of each panel 

with built-in controllers and nonvolatile memo~3,) 
in each case, some concept of standardization and/or reconfiguration of channels is implied. Fur- 
thermore, in each case, a concept of socketing is implied. For effectiveness, socketing should be 
repeatable as necessary to permit rapid disassembly/reassembly. 

8.4.4.1 Types of Electronics in MFS Systems 
A possible organization of electronics subsystems in MFS-based spacecraft would divide the plat- 
form into bus-electronics and payload-electronics systems. Such a concept is illustrated in Fig. 
8.58. In this approach, the bus electronics would be as invisible as possible, seemingly woven into 
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8.4.4.1.1 Space Logistics Involving MFS and HIPP Technologies. 

An overall, "hot-pluggable" electronics integration concept for in-orbit replacement of electron- 
ics on MFS panels is depicted in Fig. 8.60. Groups of layers or segments containing MCMs are 
combined with the necessary microbackplanes, shields, and protective layers to fonn an inte- 
grated HIPP assembly [Fig. 8.60(a-d)]. To effect a more intimate thermal management system, 
orthogonal fins protruding from the spacecraft panel could serve the dual purpose of improving 
thermal transport as well as providing a mechanical locking mechanism, similar to that shown in 
Fig. 8.60(c). The HIPP assembly is then integrated onto the spacecraft on the ground or in orbit 
[Fig. 8.60(e-f)]. To effect such a space logistics concept, improvements in connector technologies 
will be needed. Adaptation of existing interposer concepts could create an approach that automat- 
ically connects the payload to the spacecraft as the docking procedure is completed [Fig. 8.60(f)]. 
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Fig. 8.60. MFS in-orbit "hot-plug" concept for space logistics. (a) HIPP assembly, exploded view, before 
integration; (b) HIPP assembly with integrated electronics: (c) addition of microbackplane, shielding, and 
protective layers; (d) a completed HIPP assembly, representing payload electronics t'or example, ready for 
integration onto panel; (e) partially integrated assembly; (f) fully integrated assembly, showing detail of 
underside flush-mount interposer system that electrically connects payload to MFS interconnection mani- 
fold formed oll panel surface. 
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8.4.4.2 MFS Interconnection Manifolds 

For purposes of affordability, the need to standardize MFS interconnection structures is manifest. 
Yet as previously discussed, the desired properties of interconnections are domain-specific. 
Hence, it is not possible to establish a "one size fits all" signal and power distribution scheme. As 
such, some regions of the MFS interconnection manifold might be optimized for power, some for 
digital, and still others for microwave and for analog. 

8.4.4.2.1 Power lnterconnection and Distribution within all MFS Panel 

Power interconnections, which require low-resistance and sometimes high-current conductors, 
could be routed along gridlines, with branches fi'om the grid to service particular points on the 
MF'S panel corresponding to areas where bus electronics would be attached, mounting points for 
payloads. Figure 8.61 depicts a simplified grid. The metallization for the power grid would be ro- 
bust enough for high-amperage power distribution, much heavier than needed for any other signal 
type. On some panels, where no special high-power electronics are mounted, the grid would sim- 
ply "pass through" power to another panel. Each of the power "bars" would in fact be a collection 
of power conductors that can be separated for multiple voltage connections. Unused conductors 
on the power bars could be shorted together for lower loss power delivetT. Discrete and specific 
regions of each panel could serve as tapping points for the various power lines passing through a 
panel. These regions, referred to as power service points (PSP), provide convenient supply points 
for electronics introduced post.fiwto. 

Power routing of the interconnections could be accomplished with three distinct methods. The 
first method, a priori routing, is reserved for the bus electronics, which are to be an intrinsic part 
of the panel. This type of power conductor routing could represent a deviation from the standard 
grid scheme, especially for distributed health and status monitoring networks, which are typically 
fairly low-power functions needed for less robust interconnection. The other two power routing 
methods rely on a number ofpower switch routing nodes (PSRN). PSRNs, in this concept, contain 
a number of links that allow "horizontal" power conductors to electrically connect to either "ver- 
tical" conductors (to map a voltage source to a load) or to another horizontal conductor (to in- 
crease current-handling capability of a pmticular voltage). In the second routing method, integra- 
tion-point routing, the interconnecting links in PSRNs are "hard-wired," that is, prefabricated and 
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Fig. 8.61. Conceptual power routing manifold for an MFS panel. 
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installed during spacecraft integration. While this method preserves flexibility of MFS power 
routing until fabrication, it does not permit any flexibility after integration is completed. 

This limitation is overcome by the third method, run-time routing, in which link connections 
are programmable within the panel and are reconfigurable even after integration and theoretically 
after launch. Configuration information on links for a panel can be stored in nonvolatile form 
within housekeeping electronics resident in the panel. At worst, the link elements that would be 
required would have to be nonvolatile and bistable themselves, and would necessarily have to pre- 
clude the possibility of glitching during spacecraft operation. The most significant barrier in the 
run-time routing concept, which enables plug-and-play spacecraft, is finding a bistable link-for- 
mation mechanism. Solid-state switches cannot be employed for the mechanism because such 
switches need to be at a particular threshold voltage with respect to power rails. As the rails are 
dynamic, it is impossible to guarantee that all switches can maintain the proper electrical relation- 
ship. Furthermore, power switches are subject to radiation effects, which can serve to increase on 
resistance. One technology not subject to this limitation is MEMS-based relays. In AFRL re- 
search, concepts for bistable MEMS relays (Fig. 8.62) suitable for such applications have been 
defined for inclusion in monolithic arrays and even within interconnections of an MCM. The 
number of such relays required is (n2-n)/2 for nonblocking permutations of n different conduc- 
tors, which is beyond reach 01"any non-MEMS relay technology. Fortunately, with MEMS-based 
switch approaches, it is possible to place a very high density of these switches within the space 
required of a PSRN. 

Given the trends for continuing decreases in voltage for microelectronics, other issues remain 
for power distribution within a spacecraft, which makes the eft'ects of 12R losses caused by con- 
ductor resistance increasingly pronounced. Localized (point-of-load) power distribution will be 
realistically required at or below 3.3 V, even in small spacecraft. As such, some consideration is 
required for inclusion of such power converters directly within the MFS panels. Currently such 
converters are selected based on somewhat rigid specifications of input voltage, output voltage, 
and load conditions. With breaking improvements in radiation-hardened electronics, MEMS 
switches, integrated magnetics, and power-converter topologies, "smart power" is possible. Such 
smart-power converters could be reconfigured in-system, perhaps dynamically, to adjust for vari- 
ations in voltage and load, considerably improve robustness and conversion efficiency. 

In considering the issue of power distribution, it may make sense to also consider power gen- 
eration/storage within the panel. In traditional spacecraft, power-combining electronics operate 
centrally and distribute power throughout the spacecraft. Other schemes based on a distributed 
power generation scheme should also be possible, eliminating a large amount of electronics 
devoted to centralized power management. The advent of the lhin-film battery and solar-power 
technology might make possible the creation of panels that literally "carry their own weight" with 
respect to power generation, storage, distribution, and dissipation. 

Fig. 8.62. LIGA-based bistable relay (courtesy Maj. John Comtois, AFRL). 
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8.4.4.2.2 Digital Interconnections within an MFS Panel 

Digital connections within an MFS panel correspond to digital discretes, busses, and other 
general-purpose wiring. The digital interconnections are more tolerant of series loss and isolation 
in comparison to power interconnections, but unfortunately occur at a much higher density. It is 
envisioned that many hundreds of I/Os could be required for an average panel. As such, it is nec- 
essary to consider large groups of wires routed as in Fig. 8.61. In some cases, this can be done 
"virtually," that is, with FPGA or field-programmable interconnect devices. This approach as- 
sumes relatively low-signal frequency content, which is not true for many high-speed bus struc- 
tures. When the interconnection distance exceeds a lun~ped element distance, transmission lines 
exist in the interconnect, requiring proper terminations. This situation is compounded consider- 
ably by the many naturally occurring discontinuities in the interconnection manifold. Once again, 
the use of MEMS switching devices could combat this complexity by effectively eliminating 
some of the transmission line stubs that would otherwise exist in the interconnection manifbld. 

8.4.4.2.3 Analog lnterconnections within an MFS Panel 

Analog signal types are classified as: low-frequency instrument (< l MHz), high-fi'equency instru- 
ment (>20 MHz), and power analog. Interconnections that bear instrument-class analog signals 
have strict signal integrity requirements, chiefly in series attenuation and isolation from crosstalk. 
It is possible to form sophisticated shielded quasi-coax interconnections. And the quantity of such 
interconnections is higher than that required for power delivery, but not as high as for the complex 
digital portions of typical systems circuitry'. Distributed, embedded analog signal capture nodes, 
which can be formed wifll a network of AICs laminated into the panel structure, greatly simplify 
the management of many dozens or hundreds of signal monitoring points. Such a network would 
localize AICs physically near the points where analog signals are generated, alleviating the need 
to protect long-distance analog signals from loss and crosstalk. Higher-performance analog mea- 
surement needs can be accommodated through higher-perfonr~ance capture modules similar to 
AICs but with higher bandwidth. Here, transmission line effects could be problematic. Finally, 
power analog signals, associated with motor drive, require significantly larger conductor cross 
sections to minimize power delivery loss. 

8.4.4.2.4 Microwave Interconnections within an MFS Panel 

Microwave interconnections pose one of the greatest challenges in an MFS system, as microwave 
signals are subject to most of the previous concerns in signal integrity except tbr high wiring den- 
sity. Impedance control tbr a fixed interconnect arrangement is difficult without the desired adap- 
tive properties needed for a plug-and-play spacecraft. Finding switch configurations with low- 
loss and high bandwidth is not trivial, nor is designing the associated transition configurations to 
appropriate interconnection manifolds. Here, interconnections can generically be established in 
several arrangements for planar media (e.g., stripline, microstrip, coplanar waveguide, coplanar 
strip, and slotline). Figure 8.63 illustrates an evaluation approach for prospective MEMS switches 
that might operate at microwave frequencies. 

If MEMS switches and flexible interconnection manifolds can be shown adequate for 
microwave applications, then some novel concepts might be exploited to more readily establish 
an adaptive system in which several interconnection paths could be formed for different applica- 
tions using the same panel. It is possible, for example, that MEMS devices could create a tunable 
impedance manifold. Several concepts for this include the use of a transmission line in which a 
series of MEMS louvers adjust path impedances and implement MEMS-tunable stubs. The 
former concept, illustrated in Fig. 8.64, can tune the impedance of a transmission line with a di- 
electric of permittivity el by using small pieces of material attached to MEMS levels with higher 
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Fig. 8.63. MEMS switch test configuration. 

penn i t t i v i ty  (e2). Ad just ing the posit ions o f  the M E M S  louvers can alter the localized effective 
penn i t t i v i ty  o f  the transmission line, permit t ing fine-scale impedance control. A second M E M S  
concept, that o f  tunable stubs, can employ relays s imi lar  to those shown in Fig. 8.61 to physical ly 
add or take away conductors and circuits; permit t ing some potent ia l ly  useful adjustments in the 
microwave sections o f  a design. 

8 . 4 . 4 . 3  P a n e l - t o - P a n e l  A t t a c h m e n t / C o n n e c t i o n  

The abi l i ty  to attach mult ip le panels togetho" and connect the various MFS features properly is an 
obvious requirement. Let us introduce the concept for a generic MFS " t i le "  o f  the r ight dimension 
to accommodate a wide range o r  possible satellite types and functions. The ti le should have: 

• Good structural c h a r a c t e r i s t i c s  

• Ab i l i t y  to form larger structures through t i l ing 
• Ab i l i t y  to support assembly wi th more than one attachment angle to address vertices 
• Ability to be stacked densely in a stowed configuration for mass deployment and in-space 

assembly 

P'2' 

# I i l i i i I i i ~  

. ,  

Fig. 8.64. MEMS-tunable transmission line. 
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A notional example of such an MFS tile is shown in Fig. 8.65. The particulm" geometry need not 
be hexagonal as chosen here, but should be chosen to pennit flexibility in possible arrangements. 
The tile can be attached from any of the six edges shown; one mounting post or threaded insert is 
shown in the center. Larger planar arrangements are readily fbrmed through juxtaposition as 
shown in Fig. 65(b), and payloads attached on a standard grid, as shown in Fig. 65(c). 

i i o II o Io I o , 

(a) (b) (c) 

Fig. 8.65. MFS panel connections. (a) fundamental MFS tile, (b) tiles arranged to tbrm larger planar structure 
with central payload attach point, (c) application of payload assembly that spans a number of the payload 
mounting points. 

In this concept of panel-to-panel attachment, it would be important to support tile ability to 
mount at certain angles to form boxlike and other polygonal shapes from which a system could 
be built. As shown crudely in Fig. 8.66, such a system would allow both planar and nonplanar 
engagement angles. Novel concepts for the joining process itself are suggested from other MEMS 
and non-MEMS sources. Large, coarse grids of panel-to-panel conductors correlate well with 
ordinary mechanical fitting tolerance and are readily accommodated by plug-and-socket arrange- 
ments. Dense conductor clusters, some optoelectronic and fluidic, and other connections will re- 
quire greater precision in assembly, suggestive of a two-phase connection system as depicted in 
Fig. 8.57. The structural requirement fbr panel-to-panel attach will require good mechanical con- 
tact at several engagement angles. Perhaps this requirement can be addressed by special detented 
mechanisms involving shape memory actuation, which could be employed for the primary me- 
chanical connection system. For ground assembly, more conventional techniques could be em- 
ployed, but the big advantages are joining mechanisms in space for plug-and-play spacecraft. 

\ 

/ / . . / .  . . . . . . . . . .  \ 

/ ~ ~ ",,. 

....................... -) / ..................................... 

"-C22 
Fig. 8.66. Depiction of nonplanar engagement of panel and suggestion of detented attachment connection. 
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8.4.4.3.1 Extension to Space Logistics 

If the several aforementioned elements of MFS design can be applied, then it is possible to con- 
sidrer satellites that can be serviced in orbit. Such a hypothetical repair operation is posed in Fig. 
8.67. In this case, the faulty MFS panel [shown in Fig. 8.67(a) as a non-colored tile] is identified, 
and its edge connections are disengaged, permitting removal [Fig. 8.67(b)]. A known good tile is 
used for replacement and is inserted in the location previously occupied by the faulty tile [Fig. 
8.67(c-d)]. Though a number of practical issues musrt be addressed to implement this space logis- 
tics concept, a number of powerful advantages clearly exist, such as spacecraft reuse (good tiles 
recovered fi'om decommissioned spacecraft). 

(a) 
A 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

(d) 

Fig. 8.67. Space logistics concept. Plan view (left), longitudinal view illustrating sequence (right). (a) Detec- 
tive panel noncolored, (b) released from spacecraft, (c) new tile panel added, (d) completed rei.~lacement. 

8.5 Conclusions 
This chapter addresses the technologies of advanced electronics packaging. Packaging is prima- 
rily enabling to the extent that it allows the outside world to access functions contained within 
packages, recursively defined through a hierarchy that spans from the transistor to the system 
platform. Specific packaging concepts, especially those involving 2D and 3D MCMs, are dis- 
cussed here as a practical introduction to the state of the art in electronics packaging. A review of 
the principles of package engineering includes discussion of the drivers for the materials and 
geometries of packages, substrates, and their respective configurations within systems, as well as 
the system design philosophy in which packaging is integrally considered. We present a number 
of advanced techniques and case studies in packaging and what we believe is an enabling heter- 
ogeneous 3D packaging concept, one that deliberately exploits the most promising microcircuit, 
MCM, and 3D packaging. This framework extends to the future of packaging~a "third genera- 
tion" of packaging. Finally, in MFS, we consider both the challenge and the enabling benefits of 
approaches that can lead to LEGOTM-like spacecraft, in which both ground and space assembly 
concepts are possible. 

Packaging is the wrapper and mapper of systems at various levels. It is useful, in some re- 
spects, not for what it does but for what it does not  do, such as not  delaying or distorting signals, 
not  restricting thermal transport, not  contaminating sensors. By the same token, packaging is an 
enabler, as it enables a system to access the capabilities of disparate components. The goal of 
advanced packaging is to do this very well, even to the theoretical limits of what components can 
deliver. 
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Micromachined Rate Gyroscopes 
T. N. Juneau, W.A. Clark, A. P. Pisano, and R. T. Howe t 

9.1 Introduction 
Modem aviation, space travel, and navigation would be impossible without gyroscopes. Gyro- 
scopes are used to measure the rotation angles or rotation rates between a moving-body fixed axis 
and an inertially fixed axis. This allows estimation of pointing direction or vehicle heading. In this 
respect a gyroscope is akin to a magnetic compass, except that a gyroscope can reference any di- 
rection (not only North) and is not dependent on magnetic field lines. Whereas a compass may be 
inaccurate in the face of magnetic anomalies or helpless in space, a shielded gyroscope can pro- 
vide measurement independent of outside magnetic environment. Conventional gyroscope tech- 
nology ranges from high-end inertial navigation instruments to low-end consumer product sen- 
sors. 1 This diversity, in performance and operational requirements has spawned a vast diversity in 
gyroscope technology. Spinning-wheel, vibrating-tuning-fork, solid-state laser, and magnetohy- 
drodynamic gyroscopes are but a few examples of current technology. Unfortunately, what al- 
most all high-end precision technologies have in common is high cost, large size, and appreciable 
power consumption. Micromachining has given rise to the possibility of revolutionizing the field 
by providing inexpensive, miniature gyroscopes with good performance. 

Inertial sensors are crucial for spacecraft missions. Attitude correction, maneuver control, 
tumble recovery, health monitoring, and large stn~cture stabilization can all be implemented using 
accurate inertial measurements from gyroscopes. 2'3 Inertial sensors allow stabilization and point- 
ing of instruments such as cameras, antennas, solar panels, and detectors, l-tigh-performance in- 
ertial sensors provide backup and "fill in the gaps" during Global Position System (GPS) outages 
caused by physical or electrical interference, sun-sensor loss as a result of solar eclipses, and star- 
tracker down time between star acquisitions. As with all space technology, inertial sensor size, 
weight, and power consumption must be minimized. Every added watt of power requires added 
solar panel area, which fllen adds more weight and cost. The need for miniature sensors is inten- 
sified by the goal to design microspacecraft several orders of magnitude smaller and cheaper than 
present generation spacecraft, as exemplified by Galileo (2223 Kg). Many of these applications 
do not require inertial navigation grade sensors, but rather require tactical grade sensors. Gyro- 
scopes with 1-10 deg/h bias stability and accelerometers with 10-100 ~tg stability are adequate. 2 

Conventional macrotechnology gyroscopes cannot meet future microspacecraft or nanosatel- 
lite requirements. 4 Although conventional technology can be utilized in large spacecraft, an ap- 
preciable price is paid in weight, power consumption, and cost. Even the new generation of min- 
iature tactical gyroscopes weigh many ounces and fill cubic inches of volume. Adding support 
circuitlLy for operation, filtering, trimming, compensation, and analog-to-digital conversion mul- 
tiplies the volume, the power consumption, and the cost many fold. In fact, current miniature me- 
chanical and quartz gyroscopes, 5'6 with all mounting brackets and support circuitl3, included, cost 
thousands of dollars, require nearly 12 cubic inches of circuit volume, and have a substantial 
power draw. More accurate ring-laser gyroscopes and fiber-optical gyroscopes can be even larger 

*Integrated Micro Instruments (IMI), Berkeley, California. 

tBerkeley Sensor and Actuator Center (BSAC), University of California, Berkeley. 
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and more expensive. Fulther disadvantages of conventional gyroscope technology include mod- 
est shock survival, low bandwidths, and inadequate lifetimes. The fact that many of the stabilizing 
gyroscopes aboard the NASA Hubble Space Telescope had to be replaced testifies to rite need for 
improved technology. In sho11, there exists a clear and present need for innovative gyroscope 
technology. 

Recognizing this unfulfilled need, microelectromechanical system (MEMS) researchers have 
pursued the goal of devising a micromachined g3'roscope. The inherent size, weight, and power 
advantages of MEMS should allow micromachined rate gyroscopes to fill the void left by con- 
ventional technology. Batch fabrication utilizing standard very large-scale integration (VLSI) 
compatible surface-micromachining techniques should yield at least an order of magnitude in 
price reduction. The solid-state sensor robustness to both shock and vibration makes microma- 
chined designs even more attractive, especially in launch environments. Finally, the absence of 
bearings or friction surfaces should translate into greater lifetime and long-term stability. As is 
shown in Fig. 9. l, current micromachined gyroscope technology has modest performance; pro- 
jected future performance lies in the widely useful tactical regime. 

Even more impressive gains in economy, size, and performance can be achieved by integrating 
circuitry with the silicon micromachined sensors. Placing interface electronics, signal-processing 
circuits, and analog-to-digital conversion on chips allows improved noise performance, extreme 
miniaturization, and inexpensive manutacture. The need for a multitude of discrete components 
on large printed-circuit boards can be virtually eliminated. In the future, integration may apply to 
more than just circuitry. The mechanical sensors themselves may be integrated to form entire 
monolithic microsystems. 

The true micromachine revolution may not emanate fi'om the individual sensors themselves, 
but fi'om the integration of many sensors into a microsystem. Orthogonal triads of accelero- 
meters 7'8 and gyroscopes 9-12 have produced an inertial measurement unit (IMU) on a fingernail- 
sized microchip with signal-processing included. The micrograph in Fig. 9.2 shows a prototype 
IMU designed by Berkeley Sensor & Actuator Center (BSAC) researchers and fabricated by San- 
dia National Laboratories. 13 Offspring of this technology could revolutionize the navigation 
industry. 1416 Ever3, portable computer and cell phone may someday have the navigation 
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IIi ! 
Fig. 9.2. Micrograph of the ~.tlMU sensor array designed by BSAC and fabricated by Sandia National Labs. 
The z-axis gyro is at upper left; the x- and y-axis gyro is at lower left; x-, y-, and z-axis accelerometer is at 
right. This fingernail-sized chip is 9 x 5 ram. 

capability of present-day aircraft. Total automobile safety and navigation modules may one day 
deploy multiple air bags, operate anti-skid braking, optimize ride comfort, and display maps and 
best routing to the driver. Even now, micromachined inertial sensor sales are experiencing explo- 
sive growth. Market forecasts 14'16 project 40---60% yearly growth, compounding to a $2-billion 
annual market by the year 2000. The space industly can directly leverage this technology base to 
vastly reduce costs while retaining performance. Combining other chemical sensors, physical 
sensors, and functionality could drastically alter the economics and capabilities of space science. 
Fleets of microsatellites smaller than a hockey puck may encircle the globe or explore the outer 
reaches of space. 4 Possibilities are endless, and the micromachine revolution has only just begun. 

9.1.1 Survey of Micromachined Gyroscope Designs 
As previously discussed, the principal use of gyroscopes is to measure orientation, heading, or 
pointing direction. Gyroscopes can be divided into two broad categories: one category measures 
orientation angles directly, while the other actually measures rotation rate. For this second type, 
true orientation angles must be estimated indirectly by integration. Free gyroscopes or spinning- 
wheel gyroscopes mounted on gimbals are included in the first direct-measuren~ent category. 
These were the mainstays of'aviation and navigation for decades. 17 However, the advent of inex- 
pensive, miniature computers allowed the rise of strap-down navigation. The term strap-down 
navigation refers to inertial measurement units that have no gimbal-mounted gyroscopes, but 
rather use nongimbal rate gyroscopes. This computationally intensive method uses rate gyro- 
scopes of the second broad category. In essence, the angular rate measurements fi'om rate gyro- 
scopes are integrated to estimate orientation angles. Although this approach requires more com- 
putation, advantages in gyroscope cost and reliability have allowed strap-down navigation to 
become dominant in many applications. Some applications, such as platform stabilization and 
missile guidance, require angular rate in addition to true orientation angle, rendering rate gyro- 
scopes the natural choice. 

Micromachine technology lends itself well to the fabrication of strap-down rate gyroscopes. 
Fabrication of rotary micromachines with long-lift, time, low-friction bearings is exceedingly dif- 
ficult using micromachining, so fi'ee gyroscopes or spinning-wheel gyroscopes are rarely at- 
tempted. Instead, spring-mounted vibratory gyroscopes requiring no bearing and measuring an- 
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gular rate are the nora1. A number of research centers are investigating silicon micromachined 
gyroscopes. Each group has different design philosophies and fabrication techniques. Most work 
has focused on variations of surface micromachining with structural fihns between 2 and 20 tam 
thick. The basic operating principle of all vibrating gyroscopes is based on the generation and de- 
tection of a Coriolis acceleration. For a Coriolis acceleration to be generated, a proof mass must 
be put in motion. Some of the typical proof masses for micromechanical gyroscopes are pictured 
in Fig. 9.3. These broad types include translational tuning fork, rotal3' disk, translational shuttle, 
structural mode ring, rotational X-shape, and translational X-shape. Because the automobile mar- 
ket offers massive sales volume and requires only low performance, most research has focused 
on micromachining automotive grade 1 deg/s gyroscopes. 

Draper Laboratories was the first organization to develop a micromachined gyroscope. 18 
Recent Draper designs include a tuning-fork gyroscope19 developed for both the automotive and 
aerospace markets several years ago. The silicon-on-glass fabrication process used is not condu- 
cive to circuit integration, but did allow quick prototyping. However, Analog Devices Inc. (ADI) 
may soon be the first to actually commercialize a low-cost, automotive-grade gyroscope using a 
translational shuttle design. 2° Delphi Automotive Systems has developed a vibrating ring derived 
fi'om the "wine glass" gyro for the automotive market. 21'22This design has good attenuation of 
undesirable translation and rotational disturbances. However, this excellent robustness also 
results in relatively low sensitivity, making improvement to inertial grade performance difficult. 
Several Japanese manufacturers including Murata 23 and Matsushita 24 have published gyroscope 
designs involving both translational shuttle and translational X-shape designs. Again, these are 
aimed directly at the low-accuracy, high-volume automobile market. NASA Jet Propulsion Lab- 
oratory. (JPL) produced a novel rotational X-shape gyroscope with a brass pillar for added iner- 
tia. 25 It has exhibited useful drift perfomlance, but is not designed for mass production. Clark at 
BSAC has also developed a fidly integrated, translational shuttle-type microgyroscope that mea- 
sures rotation rates perpendicular to the substrate. 9'26 A similar shuttle design was later reported 
by Samsung. 27 This design ports naturally into the new high-aspect-ratio processes 28'29 made 
possible by deep-trench etcher technology and is the basis for commercial gyroscope develop- 
ment by Integrated Micro Instruments (IMl). 3° As Fig. 9.4 shows, the new high-aspect-ratio SO1 
(silicon-on-insulator)-MEMS process yields much thicker mechanical structures and an order of 
magnitude more capacitive sense area compared with traditional surface micromachining. The re- 
sulting increase in sensitivity, is projected to yield perfonnance in the 0.2-0.5 deg/~/h range. Al- 
though this is clearly not an exhaustive list of researchers, the most common types of silicon nil- 
cromachined gyroscopes have been included. 

The micromachined dual-axis rate gyroscope used as a design example for this chapter utilizes 
a rotational disk-type proof mass. This design is first mentioned in a 1992 internal BSAC 

O Rotational disk O Structural mode ring 
(Ljung and Pisano, BSAC) (Putty, GM Research) 

Translational tuning fork 
(Bernstein, Draper) 

X Rotational X-shape 
('rang, JPL) 

Translational shuttle X Translational X-shape 
(Clark, BSAC) (Yamashita, Matsushita) 

Fig. 9.3. Silhouettes of common micromachined designs. 
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Fig. 9.4. Proposed z-axis gyroscope as implemented in the new SOI-MEMS tectmology by Integrated Micro 
Instruments (IMI). 

document written by Ljung and Pisano. 31 This was chosen because it illustrates all the important 
features and design requirements common to the majority of the micromachined gyroscope de- 
signs mentioned above. A prototype has been fabricated and tested to compare with theory. The 
dual-axis rate gyroscope is one of the few micromachined gyroscope designs that measure angu- 
lar rate about two orthogonal axes simultaneously. The symmetric circular design is the key to 
dual-axis operation. In contrast with two separate gyroscopes, the dual-axis rate gyroscope re- 
quires only a single set of drive and sense interface circuitry and does not require precise axial 
alignment of two separate proof masses. Furthermore, two separate gyroscopes would have two 
separate drive frequencies, which may result in corrupting electrical cross-talk. 

9.1.2 Chapter Outline 
The chapter is divided into six sections. The Introduction, Sec. 9. l, presents motivation for the 
research and reviews the state of the art. Section 9.2 describes the underlying theor)' of operation 
starting fi'om gyroscopic dynamics. The next three sections detail aspects of the gyroscope design" 
Sec. 9.3 delves into the mechanical structure design; Sec. 9.4 explains electrical interface and sig- 
nal processing; and Sec. 9.5 provides an overview of electrical and mechanical design trade-otfs. 
The final section, 9.6, provides solutions to current problems and envisions future directions. 
Concepts presented throughout the chapter are directly applicable to most micromachined gyro- 
scope design. The underlying gyroscopic dynamics, mechanical structure design, resonant drive 
design, Coriolis motion sensing, and signal processing are similar ['or all vibrating gyroscopes. 

9.2 Principle of Operation 
The classical mechanical gyroscope is composed of a spinning wheel or rotor that exhibits Cori- 
olis acceleration because of conservation of angular momentum. 17 Unfortunately, fabricating mi- 
croscopic, low-fYiction bearings needed for this classical approach is challenging. This chapter 
presents a rotor mounted on springs rather than bearings. Hence, the rotor motion is a counter- 
clockwise and then clockwise angular oscillation rather than a constant spinning motion. This os- 
cillatory motion still exhibits gyroscopic Coriolis motion that can be used to measure angular rate. 

The dual-axis rate gyroscope was fabricated using the ADI BiMEMS surface micromachining 
process. 32 As Fig.9.5 shows, the micromachining is compatible with standard integrated circuit 
processing, so circuits are integrated with the mechanical structures on the same substrate. All 
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Fig. 9.5. Cross-section of ADI BiMEMS process showing interconnect from circuitry on the left to the 
mechanical structure on the right. 

mechanical structures are fashioned from a planar, thin-film polysilicon layer. The inertial rotor 
is in fact a 2-pro-thick polysilicon disk. As depicted in Fig. 9.6, this inertial rotor is suspended 1.6 
~tm above the substrate by four symmetrically placed beams anchored to the substrate. These 
beams provide a torsional suspension allowing rotational compliance about all three axes. Fabri- 
cation begins with a 1.6-~m sacrificial silicon oxide layer applied to a bare silicon substrate. 
Holes are etched into this oxide to provide tile anchor points to the underlying substrate. Next, the 
structural polysilicon 2 t.tm thick is applied over the sacrificial oxide and patterned. Finally, tile 
sacrificial oxide is removed leaving tile dual-axis rate gyroscope suspended above the substrate. 

The basic operating principle of all vibratory gyroscopes relies on the generation and detection 
of a Coriolis acceleration. In gyroscopic dynamics, there is a distinct motion about all three or- 
thogonal axes. 11 First, the proof mass is put into oscillatory motion about the z axis perpendicular 
to the substrate. Once in motion, the proof mass is sensitive to angular rates induced by tile sub- 
strate being rotated by outside threes. This input rotation rate is on a second axis (.say the x axis) 
perpendicular to the first drive axis. The input rate induces a Coriolis acceleration about the third 
axis (y axis), which is perpendicular to both tile z-axis drive and the rate input x axis. This Coriolis 
acceleration induces a Coriolis motion with an amplitude proportional to the angular rate of the 
substrate. Detecting the Coriolis motion induced by the Coriolis acceleration allows the original 
rotation of the gyroscope to be inferred. 

The key to dual-axis operation is the circular symmetry of the device. The mechanical 
sensor is identical about the x and y axis in the plane of the substrate. When the inertial rotor is 

Z axis 

@ ~ e s o n a n t  drive 
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" ~ ' ~ ~ - r - ~ - ~ ~  - "~-.~. suspension 

Inertial ~ // I "~ ~ -~ .  
rotor ~ ~ / ~  

Substrate 

X axis,,~ / Y axis 

Fig. 9.6. Conceptual illustration of the underlying mechanical sensor element for the dual-axis rate 
gyroscope. 
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resonating, any rotation rate of the substrate about the x axis will induce a Coriolis angular accel- 
eration about the y axis, which in turn induces a tilting oscillation of the rotor about the y axis. 
Because the mechanical gyroscope is symmetric in two orthogonal axes, any rotation rate about 
the y axis likewise invokes a tilting oscillation about the x axis, thereby allowing dual-axis rota- 
tion rate measurement. Hence the rotation rate about both these axes can be measured simulta- 
neously, resulting in a dual-axis rate gyroscope. The axes are orthogonal, so the small tilting de- 
flections associated with Coriolis motion will not mix or combine. However, the designer must 
be vigilant to ensure low cross-axis sensitivity. The conceptual illustration in Fig. 9.7 shows the 
out-of-plane tilting motion of the inertial rotor in response to a rotation rate input. 

These intuitive dynamics are reflected in the simplified dynamics of gyroscopic motion. The 
linearized, first-order dynamics are described in Eqs. (9.1) and (9.2), where ct x and ctv are Coriolis 
accelerations for each axis, ~x and ~-2y are the input rotation rates to be measured, and 0~ is the 
resonant drive angular rate. 

x axis" ct x = 2f~y¢t~ (9. I) 

y axis: C~y .....  2 ~ 0 z  (9.2) 

The Coriolis acceleration is proportional to the product of the drive motion and the input rotation 
rate to be measured. The drive motion is an oscillation at the natural frequency oJ z of the drive 
axis. Therefore the tilting oscillations about the x and y axes are at the same frequency as the res- 
onant drive frequency o~ z. These tilting oscillations are amplitude-modt~lated signals with ampli- 
tude proportional to the respective rotation rate inputs. Therefore, the rotation rate can be inferred 
by measuring the rotor tilt oscillation and demodulating this measurement at the resonant drive 
frequency. This is very much like amplitude-modulated (AM) radio. The dual-axis rate gyroscope 
oscillation drive frequency can be thought of as the radio station frequency, while the Coriolis 
motion is analogous to the modulated signal transmitted from the station. A listener uses a radio 
receiver to pick up and demodulate the station signal, leaving the original sound or music. For the 
dual-axis rate gyroscope, sense circuitry measures the rotor Coriolis tilt motion and demodulates, 
leaving a voltage signal proportional to the original angular rate input. 

For an AM radio receiver to operate, the radio must be tuned to the proper frequency. A similar 
analogy exists for vibratory gyroscopes. Performance can be much improved by matching drive 
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Fig. 9.7. Conceptual view of the Coriolis tilting motion invoked by rotmion of the substrme. 
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oscillation frequency with the natural frequencies of both sense axes. This is because the gyro- 
scope sense axes have large resonant peaks, so several orders of magnitude improvement in sen- 
sitivity is gained through matching modes. This is analogous to tuning a radio receiver until the 
best reception for a particular station is found. In a gyroscope, tuning using electrostatic force is 
used to "down tune" (i.e., reduce the natural frequency) of both sense axes natural frequencies 
until they nearly match the drive frequency. Because electrostatic force is always attractive, the 
electrical force between the rotor and the substrate-mounted electrodes is opposite the restoring 
force of the beam suspension. As the rotor moves closer to the substrate, the electrostatic force 
becomes stronger. Likewise, as the rotor moves away from the substrate, the electrostatic force 
becomes weaker. I'ilting motion also exhibits the same behavior as the edge tilted closer to the 
substrate is pulled down, while the edge tilted away from the substrate has less force acting upon 
it. Hence, the electrostatic force acts like an unstable or "negative" spring working to force the 
rotor away fi'om steady-state equilibrium. As will be discussed later, close mode matching can 
exhibit some disadvantages if the gyroscope is operated open-loop without force balancing. With 
the basic dynamics illustrated, the problem of actually setting the gyroscope in motion and sens- 
ing Coriolis tilting can be tackled. 

There can be no rotation rate sensing unless the inertial rotor is driven into rotational reso- 
nance. This task is accomplished using a highly linear electrostatic comb drive. 33 Pairs of alter- 
nating differential combs, half drive combs and half sense combs, can be seen surrounding the 
rotor in Fig. 9.8. A voltage difference between the inertial rotor and the stationan3' drive combs 
around the rotor circumference induces attractive electrostatic forces on the rotor. By varying this 
voltage difference, alternating clockwise and counter-clockwise moments can be applied to the 
rotor, thereby exciting oscillation. The key to exciting oscillation is to use this drive moment to 
cancel out the natural air damping of the rotor. With no damping, the system becomes unstable 
and the inertial rotor self-oscillates at its natural fi'equency. A differential trans-resistance ampli- 
tier (i.e., current-to-voltage converter) measures rotor rotation rate using the sense combs and pro- 
vides positive feedback to the drive combs to effectively cancel viscous damping. 34 Since the am- 
plitude of resonance directly detemaines the scale factor, an automatic gain control loop is used 
to ensure constant oscillation amplitude. 35 The details of resonant drive and amplitude control are 
given in Subsec. 9.4.1. 
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Fig. 9.8. Micrograph of the first generation dual-axis gyroscope fabricated by Analog Devices in the 
BiMEMS foundry. 
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With the rotor in oscillatory motion, the gyroscope is sensitive to substrate rotation rates. As 
previously noted, a rotation rate input induces a Coriolis acceleration, which in turn induces a tilt- 
ing oscillation. Using a differential capacitance measurement scheme to detect the tilt oscillation 
amplitude, the original rotation rate input can be inferred. In Fig. 9.9 the rotor is shown with an 
underlying pair of quadrant-shaped electrodes. These electrodes form a capacitive divider with 
the inertial rotor. If the rotor tilts about the axis perpendicular to the page, then the capacitance of 
one sense capacitor increases while the capacitance of the other decreases. 36 This differential 
change in capacitance is detected via an integrator electrically connected to the inertial rotor in 
conjunction with a modulated sense voltage applied between the pair of quadrant shaped elec- 
trodes. If the sense capacitors are equal, then the modulation voltage causes charge to flow be- 
tween the sense capacitors with no charge escaping through the integrator. If the sense capacitors 
are unbalanced because of inertial rotor tilt, then some charge flows through the integrator pro- 
ducing a measurement voltage proportional to tilt displacement and modulated at the sense-volt- 
age frequency. Hence, the Coriolis motion is measured, and the desired input rotation rate mea- 
surement can be derived through signal processing. 

Dual-axis operation is achieved by placing four quadrant-shaped electrodes beneath the rotor. 
This allows Coriolis tilt detection about both orthogonal axes. A different voltage modulation fre- 
quency is used for each pair of sense electrodes, thereby allowing the signal-processing circuitlT 
to discriminate between the two axes. Separate demodulation circuits for each sense axis provide 
two voltage outputs proportional to the two angular rate inputs. The output voltages must be de- 
modulated twice: the first demodulation removes the sense modulation frequency, and the second 
removes the drive resonant frequency leaving the base band rate input measurements. 

The micrograph in Fig. 9.8 is of a dual-axis rate gyroscope designed at BSAC and fabricated 
in the ADI BiMEMS foundry, and will be used as a design example. Table 9.1 lists the key struc- 
tural dimensions, dynamic model parameters, and noise performance. 

9.3 Mechanical Structure 
9.3.1 Simplified Gyroscope Dynamics 
Intuitive dynamics discussed earlier are reflected in the simplified dynamics of gyroscopic 
motion. The fidl dynamical equations of motion are nonlinear and coupled, 17,37 and thus not 
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Fig. 9.9. System-level schematic of the Coriolis tilt motion sense electronics for a single axis. Note only two 
of four quadrant electrodes are shown. 
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Table 9.1. Final Design Parameters 

ADI Closely 
l)esign Parameters Matched Modes ADI Unmatched Modes 

Outside rotor radius R 

Inside rotor radius Rt 

Suspension beam length L 

Suspension bearn aspect ratio b/h 

Number of drive comb gaps N 

Drive mode frequency o) z 

Drive/sense mode mismatch 

Quality factor Q 

Experimental random walk noise 

150 gm i 50 lam 

50 lxm 50 lxm 

180 ~m 180 I~m 

0.90 0.90 

384 384 

28.3 kHz 28.2 kHz 

2% 8.5% 

960 950 

0.08 deg/s/. ,~ 0.7 deg/s/.,/~ 

suitable for design synthesis. For this reason, approximations must be made. These approxima- 
tions lead to a linearized, partially decoupled set of equations of motion, 38 which can be used for 
system design and performance optimization. 

9.3.1.1 Linearized Equations of Motion 
Derivation of simplified dynamical equations begins with key assumptions regarding the under- 
lying kinematics and dynamics. The four-beam suspension is designed to attenuate translational 
accelerations by placing translation natural frequencies tar from rotation natural frequencies. 
Hence, the system can be satisfactorily modeled using only angular rotation coordinates with the 
assumption that the inertial rotor stays centered. Although the dual-axis rate gyroscope is sensi- 
tive to angular accelerations about all axes, these terms can be ignored since they are small and 
typically far below the Coriolis motion bandwidth of interest, in addition, more terms can be ig- 
nored since the drive-axis angular rate thoroughly dominates the dynamics, and therefore, all cen- 
tripetal and most Coriolis terms other than those of interest may be dropped. Details regarding 
these approximations can be found in Ljung. 39 This leaves the linearized set of equations (9.3)- 
(9.5), which represent the rotational dynamics about all three orthogonal axes. 

Ixx ~ + Cxx + + KxxO 0 = Izz~.,,i? (9.3) 

I vyfp + Cyfp + Kyy~p = -l~QxO (9.4) 

/zz{i + Cz:0 + Kzz0 = Mz (9.5) 

The tilt of the inertial rotor is represented by ¢~ about the x axis and ~ about the y axis. The 
rotation angle of the spinning rotor about the z axis is represented by the angular coordinate 0. 
The rate inputs to be measured are f~x about the x axis and ff~y about the y axis. Constant coeffi- 
cients I# model the moment of inertia, C# model viscous damping, and Kii model suspension 
spring rate about each respective axis. The drive torque or moment about the z-axis M z is chosen 
such that 0 oscillates at the z-axis natural fi'equency to z. Note the gyroscope duality is visible in 
the mirror image symmetry of the two sense axis equations of motion Eqs. (9.3) and (9.4). The 
Coriolis accelerations, the right-hand terms in Eqs. (9.3) and (9.4), are proportional to the product 
of the drive angular rate and the input rotation rate to be measured. These accelerations cannot be 
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measured directly, but rather the resulting angular deflections are measured. The mechanical sen- 
sitivity relating rate input to deflection amplitude is discussed next. 

9.3.1.2 Mechanical Sensitivity to Angular Rate Input 
Mechanical sensitivib' is of paramount importance because it directly determines the minimum 
detectable signal in the given interface electronic noise. Electronic noise will limit both the small- 
est possible rotor-tilt deflection that can be detected and the measurement resolution. Hence high 
sensitivity is desirable for low minimum detectable signal. The mechanical sensitivity relating 
Coriolis rotor-tilt amplitude to substrate angular-rate input for each sense axis can be derived from 
Eq. (9.3), with the final form shown by Eq. (9.6) for the x axis. Assuming the x and y axes are 
nearly identical, then each axis will have equivalent magnitude sensitivity, as approximated in Eq. 
(9.6). 

!l~l,~-~H 2°°'t'z (9.6) 

]J II ;'ll °'x .... O (  

This is the standard second-order fi'equency response, with 0 0 the resonant drive amplitude, 
o.~ z the resonant drive frequency, to x the sense axis frequency, and Qx the quality fhctor or inverse 
damping coefficient. The sensitivity equations can be used to improve sensitivity and hence noise 
pertbrmance. Sensitivity is proportional to drive amplitude 0 0, so larger drive oscillation ampli- 
tude is advantageous. Also, Fig. 9.10 shows a clear maximum sensitivity when the sense and drive 
frequencies are matched, as discussed in Subsec. 9.3.1.3. 

9.3.1.3 Improving Sensitivity Via Mode Matching 
Since the rate sensor is operated in partial vacuum (50-100 mton'), the quality factors Qx and Qv 
are generally above 1000. Thus, a large resonant peak exists, which provides the possibility of 
excellent gain when drive and sense frequencies match. Sensitivity is plotted against sense axis 
natural frequency in Fig. 9.10. Unmatched natural fi'equencies give poor signal gain" whereas, ex- 
actly matched natural fi'equencies give maximum gain. To improve sensitivity, the four-beam sus- 
pension is designed to match sense and drive modes closely. However, there are drawbacks to 
matching-mode frequencies, especially if the device is to operate open-loop. 

Under open-loop operation, matching natural frequencies closely forces the inertial instrument 
designer to confront the underlying trade-offs between noise performance and other performance 
criteria. For example, the cross-axis sensitivity of the dual-axis rate gyroscope degrades with 
closely matched modes. Another consideration is that gain and phase both change dramatically at 
the resonance peak, so the scale factor is not constant over any appreciable bandwidth. Further- 
more, natural frequency drift can cause both substantial scale-factor and output-phase changes. 
These consequences limit practical mode matching for open-loop operation to no closer than 
5-10%. 

Closed-loop feedback is often used to enhance perfonnance beyond the limitations of open- 
loop operation. Feedback typically improves scale-factor stability, linearity, bandwidth, and op- 
erating range. A well-designed feedback loop will not significantly alter noise performance. Thus 
the noise advantages of mode matching can be retained, while the dynamic advantages of closed- 
loop feedback can be added. In this case, null position moment balancing would be used. This 
technique balances all external moments and Coriolis accelerations, thereby nulling rotor tilt po- 
sition. The output voltage measurement is then the feedback voltage required to balance the Co- 
riolis moment. It is projected that closed-loop moment balancing of the dual-axis rate gyroscope 
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Fig. 9.10. Bode plot showing simulated sensitivity and output phase vs sense-axis natural frequency. 

will alleviate many scale-factor and phase difficulties while also reducing cross-axis sensitivity. 
Many present micromachined gyroscopes operate open-loop because of simplicity and stability. 

if sense frequencies are to be matched or nearly matched to drive frequencies, then the entire 
mechanical structure must be carefiilly designed. The suspension beams could be designed such 
that all mode frequencies are nearly matched, but process variation always results in a random 
mismatch of perhaps 2-20%, depending on the process and gyroscope design. Instead, the 
mechanical suspension was designed for coarse frequency tuning while using electrostatics for 
fine tuning after fabrication. Fine tuning using electrostatic force can be used to down tune both 
sense-axis natural frequencies until they nearly match the drive frequency. The principal draw- 
back of this method is that mechanical shock survivability is reduced because of the electrostatic 
attraction on the rotor caused by ttming voltages. 

9.3.2 Modeling of Mechanical Structure 
The equations of motion use lumped parameters for moment of inertia, suspension stiffness, and 
damping. These parameters must be derived from mechanical sense-element dimensions and 
material properties. The parametric derivations were intentionally kept simple for two principal 
reasons. First, a cornplex derivation including all possible effects becomes intractable and useless 
as a design tool. Second, parameter errors due to manufacturing process variations often outweigh 
second-order theoretical effects. Hence, a balance must be struck between accuracy and usability. 

9.3.2.1 Rotor Moment of Inertia 
The total system moment of inertia is the sum of the rotor moment of inertia and the moment of 
inertia of the electrostatic combs. Although the notion is counter-intuitive, the gyroscope has bet- 
ter performance if the center is hollowed out. Leaving the center hollow does in fact reduce per- 
formance-enhancing parameters such as the moment of inertia and sense-capacitance area, but 
only slightly. That is because moment of inertia is proportional to the fourth power of radius, and 
sensitivity is proportional to radius cubed. On the other hand, increased rotor radius increases 
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surface area. Larger surface area implies larger parasitic capacitance, which increases the input- 
referred electrical noise. Larger surface area also results in larger electrostatic forces impinging 
on the rotor, which may pull the rotor toward the substrate. Rotor mass also increases with larger 
radius. This lowers translational natural frequencies, which in turn diminishes both shock and 
vibration survival. Hence, an optimum exists" balancing performance-improving inertia and sen- 
sitivity with performance-degrading parasitic capacitance and mass. This optimization encom- 
passes both mechanical and electrical system aspects of the design, and is discussed in Sec. 9.5. 

The exact integral for moment of inertia is complicated as a consequence of the etch holes and 
gaps between resonant drive combs. Instead, estimates based on effective polysilicon density 
were used. The effective density correctly discounts the rotor polysilicon density for release etch 
holes and the comb density for comb air gaps. For example, in the ADI process rotor density, Pe 
was discounted to o-~o~ ~,~, 70, and comb density Pce was discounted to 25%. As Eq. (9.7) suggests, the 
total z-axis moment of inertia is the sum of rotor inertia lzr and drive comb inertia lzc. Using the 
outer radius R o and inner radius R i in conjunction with structural polysilicon thickness h, and rotor 
polysilicon effective density Pe, file rotor moment of inertia about the drive axis Izr can be derived. 
Likewise, the electrostatic comb moment of inertia Izc can be estimated using the inner comb ra- 
dius Rci, and outer comb radius Rco, and the effective comb density Pce" 

lz~ = Iz,. + lxc (9.7) 

"~P Ro4 4~ ~'~ R4oc R~c) Izz = h ( - R i ,  + h( - (119.8) 
e e c  

Similarly, the moment of inertia about the sense axis can be calculated. As Eq. (9.9) shows, the 
sense-axis moment of inertia is exactly half the drive-axis moment of inertia. Typical z-axis mo- 
ment of inertia estimates for ADI designs were 5 x 10 "18 kg/m. 

l~:x .... l v v -  11 (9.9) 
~ '  " "  2 7..7. 

9.3.2.2 Quality Factor and Rotor Air Damping 
Estimating damping or quality factor is important for designing resonant drive circuitry. The sys- 
tem damping is composed of both structural damping intrinsic to the mechanical element and air 
damping provided by the surroundings. Although the dual-axis rate gyroscope is operated in 
intermediate vacuum (50-100 mtorr), the air damping is still dominant. For small motions, the air 
damping torque is approximately linear with respect to rotor rotation rate, so linear damping co- 
efficients are used for dynamical modeling. The damping may be represented in nondimensional 
form by using quality, factors. The quality factor Qz for the drive mode is much higher than that 
of the sense modes Qx and O v because the sense modes exhibit squeeze film damping while the 
drive mode does not. 

Unfortunately, the quality factors are not simple to calculate. The fluid interactions are com- 
plicated by" the ['act that the assumption of viscous continuum breaks down in intermediate vacu- 

4o urns. VeD' approximate methods exist in the literature tbr calculating the drive-axis quality fac- 
tor using effective viscous damping coefficients. On the other hand, no analytical solution exists 
for squeeze film damping of a circular rotor riddled with etch holes. Some recent researchers have 
investigated squeeze film damping of a rectangular plate, 4143 but all results are through numer- 
ical computation of specific cases, which cannot be generalized to the current gyroscope problem. 
However, experimentation revealed an approximate empirical relationship of sense axis Q being 
an order of magnitude lower than drive axis Q. The experimental values measured at 60 mton" 
were approximately 900 for the sense-axis mode and 30,000 for the drive-axis mode. 
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9,3.2.3 Suspension Spring Design and Resulting Spring Constants 
The suspension design must satisfy several key design constraints. First, any mechanical structure 
deformation caused by fabrication-induced residual stress gradients must be accommodated by 
the suspension. This was particularly true for gyroscopes fabricated by ADI because of the rela- 
tively large stress gradients present in the structural polysilicon. Although recently developed sur- 
face micromachine processes make flat polysilicon, new silicon oxide-aluminum processes 13 still 
have serious warpage. Second, all natural frequencies, both rotational and translational, must be 
above a given threshold for shock and vibration robustness. This work tried to keep all frequen- 
cies above high audio frequencies of 10--.-.20 kHz, with the preference that the rotational fi'equen- 
cies be lower than the translational frequencies. 

Finally, to enhance sensitivity the suspension was designed for close but not exact matching 
of the rotational drive mode and both rotational sense modes to enhance sensitivity. Ideally, the 
sense  modes would be slightly higher than the drive mode so that electrostatic down-tuning can 
equalize all rotational natural frequencies. That the sense-axis moment of inertia is half the drive- 
axis moment of inertia implies that the sense-axis spring constant must be approximately half the 
drive-axis spring constant for effective mode matching. The following subsections lay out the 
fundamental considerations and governing equations constraining beam suspension design. 

9.3.2.3.1 Inside vs Outside Suspension 

The overriding design consideration that must be tackled is whether to place the suspension inside 
or outside the rotor, as shown in Fig. 9. l I. Placing the suspension inside the rotor can reduce sen- 
sor area and force all translation modes to be higher relative to the rotational modes. Unfortu- 
nately, the inside suspension can be disastrous if the residual stress gradient causes the polysilicon 
structure to warp into a convex shape with the center at the high point. This would force the outer 
edge of the gyroscope to drag on the substrate and thereby halt its motion. For this reason, outside 
suspension had to be used for the AD! fabricated gyroscopes. 

9.3.2 .3 .2  Rotational Spring Constant Derivation 

The linear spring constants were derived using simple Euler beam bending theory. A spring con- 
stant represents the linear relationship between angular rotor displacement versus suspension 
torque and is accurate for the case of small deflections. All spring constants were assumed uncou- 
pled for this simplified analysis. The spring constants can be found by calculating the torque re- 
quired to deflect the rotor a given angular displacement 0. Each beam can be thought of as a 

Anchor-~-~-t 

• - ~ - - - - -  Rotor 

B 

Outside suspension Inside suspension 

Fig. 9.1 I. Conceptual illustration of both inside and outside suspension designs. Inside suspension provides 
more compact designs, but excessive residual stress gradient can force the use of an outside suspension 
scheme. 
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cantilever with a force and an angular moment applied at the end attached to the rotor. For a given 
rotor angle, the beam must satist~' both a deflection and a slope constraint at the end attached to 
the rotor. Hence, there are two linear equations (one for end deflection and one for end slope) with 
two tmknowns (force and moments applied by the rotor). Converting the force and moment ap- 
plied upon the beam end to a total moment about the rotor center provides the spring constant for 
a single beam. The resulting moment about the rotor center for a single-beam M R is the sum of 
the single-beam moment M and the single-beam force Fmultiplied by the radius from beam end 
to rotor center R. 

M R = M+ Fx n (9.10) 

Simply multiplying the spring constant calculated for a single beam by 4 gives the total angu- 
lar spring constant for all four suspension beams in the drive mode. This is mathematically rep- 
resented by Eq. (9.11), where Kzz is the total drive-axis spring constant and Kbz is the spring con- 
stant for a single beam. 

4MR (9.1 1) Kzz = 4Kbz- 0 

The sense-mode spring constants Kxv and Kly can be approximated by twice the single-beam 
spring constant Kbx as in Eq. (9.12). This is because only two beams exhibit bending, while the 
other two beams exhibit weak torsion, which produces negligible torque. 

Kxx = Kvy = 2Khx (9.12) 

In order to match mode frequencies, the sense-axis spring constant must be half the drive-axis 
spring constant. This requirement can be proved by assuming the natural frequencies m x, %,, and 
m z are equal and then substituting expressions based on total spring constants and moments of in- 
ertia. 

% = my=m e (9.13) 

i~  : [~=IR;@ (9.14) 
Now the total spring constants can be replaced by single'beam expressions, while z-axis moment 
of inertia can be replaced by twice the x-axis moment of inertia, and both the x- and),-axis mo- 
ments of inertia are assumed equal. 

~ _ /2Kt, v /~--E~ 
(9.15) 

Therefore, all frequencies are ideally matched if all single-beam spring constants are identical. 
The sense-axis spring constant (with only two beams in bending) is then naturally one-half the 
drive-axis spring constant (with all four beams in bending). In practice, process variation forces 
electrostatic tuning to be used, so in fact the sense x- and y-axis spring rates will be designed 
slightly larger, as Subsec. 9.3.2.3.3 regarding frequency ratios shows. However, setting all single- 
beam spring constants approximately equal is a good rule of thumb when attempting to match all 
mode frequencies. 

Xhx = Kb,, = Kbz (9.16) 
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Serpentine or folded suspensions may be used to conserve die area and provide some stress 
relief (see Fig. 9.12). If the serpentine beams are approximately the same length, then a simple 
approximation exists. Because each beam is nearly identical in both dimension and end condi- 
tions, each beam must exhibit identical deflection and slope change. Hence, a twofold suspension 
can be simplified into a single-beam problem with the beam undergoing half the total deflection 
and half the slope change of the total suspension. Generalizing this concept to multiple folds sim- 
ply requires a single beam to exhibit deflection and slope divided by the number of folds. 

Previous assel~ions and the following calculations rest on several key assumptions for an ide- 
alized gyroscope. First, all deflections are assumed small enough to remain in the linear range 
with beam elongation being negligible, so Euler beam theory is applicable. Second, all beams are 
identical in dimension and material properties. Third, the rotor can be considered absolutely rigid 
compared with the suspension beanas, and hence rotor bending is negligible. This assumption is 
reasonable because the rotor is almost two orders of magnitude wider than the individual beams. 
Finally, although large residual stresses are present after fabrication, the serpentine suspensions 
provide some stress relief. The stress relief was intentionally implemented to lower natural fre- 
quencies and allow all critical natural frequencies to be dependent on beam dimensions. 

Calculation of the spring constant for outside beams begins with the formulation of the deflec- 
tion equation (9.17) and deflection slope equation (9.18) at the rotor-attached end of each beam. 44 
If the rotor rotates through an angle 0, then the beam end attached to the rotor must have slope 0 
and deflect a distance RoO. Both equations depend on the unknown force F and moment M applied 
by the rotor. Since Euler beam theory is purely linear, the deflection and slope induced by both 
applied force and moment can be combined linearly. 

FL--~ 3 + ML2 - R°O (9.17) 
3Elf, z 2Elt, z N 

I ~  I .- . . . .  I 

Angular e Lik ~ 
displacement 

Individual 
/ "~-R-~- ~ \ beam force 
¢ ~ I~Arl ~ and mOment 

- L  

Fig. 9.12. Top view of polysilicon rotor showing dimensions and variable definitions tbr an outside 
suspension design. 
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2 
F L  + F L  _ 0 (9.18) 

2 E l b z  Ef t ,  z N 

Beam length L, outer rotor radius R o, beam cross-sectional moment of inertia Ibz, number of 
serpentine folds N, and modulus of elasticity E all play a role. Although the thin-fihn polysilicon 
can exhibit large residual stresses, these are not included because all suspension designs imple- 
ment stress relief. Incomplete tensile stress relief would result in higher spring constants than 
calculated. 

The drive and sense axes may have different cross-sectional moments of inertia to intention- 
ally mismatch natural frequencies. This is accomplished by changing the aspect ratio, which is 
defined as the ratio between beam height h and beam width b. The corresponding beana moments 
of inertia can be calculated as in Eqs. (9.19) and (9.20). 44 

3 
h b  

Ihz '-  l--f 

3 
bh 

It'x .... 12 

Solving these two sirnultaneously results in Eqs. (9.21) and (9.22) for drive and sense-mode 
spring constants in terms of material and geometric parameters. Interestingly, increasing the ra- 
dius with respect to suspension beam length results in dramatically higher rotational stiffness. 

D r i v e : K ~ =  16L.~/ T )  

(9.19) 

(9.20) 

+ 3 ( ~ )  + 1} (9.21) 

Elt~r f 5 L) 2 3 1 (9.22) Sense" % = % = 8 J[3 ( + ( y ) +  

9.3.2.3.3 Ratio Between Drive Mode Frequencies 

As stated previously, the ratio of sense-spring constant to drive-spring constant should be half for 
successfifl mode matching. The tact that polysilicon deposition sets the beam height h while 
lithography sets the beam width b makes manufacturing well-matched modes extremely difficult. 
To overcome this difficulty, sense and drive modes are coarse-tuned using beam geometry and 
then fine-tuned using electrostatics. The only rotation mode frequency tuning that can occur is 
down-tuning of the sense-axis rotation mode. For this reason, it is advantageous to purposely mis- 
match modes with the sense mode 5-20% higher than the drive mode. This allows electrostatic 
down-tuning to equalize modes. The as-manufactured frequency ratio without electrostatic ttming 
can be shown to depend only on beam cross-section moment of inertia, which in turn is dependent 
only on the aspect ratio of file beam. 

~ O r iv e  _ ~t l ~  _ , ) b ~  _ b (9.23) 

 l(,x 
The ideal target mode-matching ratio between sense axis and drive axis can be selected using 

the aspect ratio b /h .  For example, the ADI BiMEMS process had a fixed polysilicon thickness or 
height of 2 !Ltm, so the beam width was made 1.8 ~tm to attempt a sense mode mismatch of plus 
10%. 
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9.3.2.3.4 Translational Spring Constant Derivation 

With all rigid rotational mode frequencies investigated, attention is now focused on the transla- 
tional modes. Ideally, the translational mode frequencies will be much higher than the rotational 
mode frequencies. Higher frequencies attenuate rectilinear accelerations such as shocks and vi- 
brations, which will alter scale factor or interrupt operation. In addition, the structure must have 
strength enough to withstand electrostatic forces due to sensing voltages. As discussed later in this 
section, it is the z-axis translation mode frequency that dictates both the maximum modulation 
voltage on the Coriolis sense electrodes and the maximum electrostatic frequency tuning range. 

The z axis, which is perpendicular to the substrate, is the most critical for surface microma- 
chines. One of the serious problems plaguing early surface micromachining was stiction between 
the substrate and the free-standing polysilicon structure. Unfortunately, the thin-film polysilicon 
used in a ts'pical surface micromachining process provides little stiffiless in the z-axis direction to 
prevent the mechanical structure from contacting the substrate. This tendency is further aggra- 
vated by the low-damping, intermediate vacuum environment in which the dual-axis gyroscope 
operates. Once in contact, the structures often adhere to the substrate, rendering the device inop- 
erable. Many methods including the addition of small bumps to reduce contact area and antis- 
tiction monolayers have been used, but a stiffer z-axis mode increases the shock input needed to 
instigate contact between structure and substrate. Subsection 9.4.2 points out that external z-axis 
accelerations should not produce false Coriolis outputs caused by the differential sensing design. 
However, changing rotor height caused by accelerations will change the scale factor. 

The x-axis and y-axis translation modes parallel to the substrate are naturally stiff because 
these involve beam compression and not beam bending. However, the z-axis mode is essentially 
a pure bending mode and therefore must be calculated. The exact same approach used for calcu- 
lating the rotational spring constant can be used for calculating the translational spring constant 
K7~. The same assumptions regarding linearity, rotor rigidity, identical beams, and negligible re- 
sidual stress effects used to calculate rotational spring constants are also assumed for the z-axis 
spring constant calculation. The identical beam assumption is important because this implies 
symmetz3/, which requires that the rotor remain parallel to the substrate. Beam-end displacement 
is replaced by the rotor axial displacement z. Beam-end slope is constrained to zero because the 
rotor is parallel to the substrate and does not deflect appreciably because of relative rigidity. A 
typical calculated value for the spring translational constant using Eq. (15-24) was I N/m for the 
ADI devices. 

48Eli, z 
K rz - NI, ~ (9.24) 

The actual z-axis translation mode frequency can be calculated as follows, with Ma represent- 
ing the total rotor mass. 

(o?.~ = /Kr+-'-' (9.25) 
qMa 

A typical calculated value was 12 kttz for the ADI fabricated devices. This implies that the 
ADI devices should withstand a static 9000 g acceleration before touching the substrate. In gen- 
eral, suspension schemes outside the rotor will have much lower z-axis translation mode frequen- 
cies for given angular drive and sense mode frequencies compared with suspension schemes 
inside the rotor. In this case, a more robust outside suspension was used because of residual stress 
warpage. 
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9.3.3 Improving Sensitivity Via Electrostatic Frequency Tuning 
Underetching, overetching, and polysilicon thickness all change suspension beam aspect ratio and 
thereby alter the frequency matching. Electrostatic tuning must be used after fabrication to equal- 
ize mode frequencies. The main drawback of this electrostatic tuning approach is a decrease in 
maximum mechanical shock survivability if the fi'equency tuning force is significant. Under- 
standing this effect is important because all voltages including sense and drive voltages down tune 
natural frequencies. 

9.3.3.1 Electrostatic DownTuning of Sense Mode Frequencies 
The rotor is essentially a parallel plate suspended by the beam springs above the substrate. Any 
voltage applied between the rotor and the four quarter-pie shaped electrodes beneath the rotor will 
result in an electrostatic fbrce. Because the electrostatic l:brce as chosen is always attractive, the 
electrical force between the rotor and the st~bstrate-mounted electrodes acts opposite the restoring 
force of the beam suspension. As the rotor moves closer to the substrate, the electrostatic fbrce 
becomes stronger. Likewise, as the rotor moves away t?om the substrate, the electrostatic fbrce 
becomes weaker. Tilting motion also exhibits the same behavior as the edge tilted closer to the 
substrate is pulled down, while the edge tilted away fi'om the substrate has less fbrce acting upon 
it. Hence, the electrostatic force acts like an unstable or "negative" spring working to tbrce the 
rotor away from steady-state equilibrium. For small motions, the forces may be linearized about 
the rotor equilibrium position. The total x-axis torsional spring constant k v~ is the sum of the pos- 
itive mechanical constant Kxx and the negative electrostatic spring constant Kex as shown in Eq. 
(9.26). Equation (9.27) shows that the)'-axis torsional spring constant K.v.v has the same formula- 
tion as a result of symmetry. 

Kxx = Kxx- Kex (9.26) 

K.v)' = Kv.v- Key (9.27) 

This shows that sense springs and therefore sense natural frequencies can be down tuned. 
Since the effective electrostatic spring can never be positive, the sense frequencies must be de- 
signed via beam aspect ratio to be higher than the drive fi'equency. After fabrication, the voltage 
applied between tile sense electrodes and the rotor can be adjusted to down tune the sense t~equen- 
ties until they nearly match the drive frequency. 

Tile linearized spring constant, Key is defined as the derivative of the electrical torque M x with 

respect to rotor tilt angle ~. This can be rewritten in terms of the physical parameters---the applied 
voltage V and the second derivative of each quadrant sense-electrode capacitance C s. The linear- 

ized spring constant for the x and y axes are shown in Eqs. (9.28) and (9.29). Calculation of the 
sense-capacitance partial derivatives is left to Subsec. 9.4.2.3. The calculation is strongly depen- 
dent on the air gap spacing between rotor and substrate. Since the gap decreases with applied volt- 
age, the second derivative is also a function of applied voltage. 

2 

OM~. 0 C~ 
Kex = " = " V 2 (9.28) 

o~ o,2 

2 

OMy 0 C s, V2 
Key = = ~ (9.29) 

o,q~ o q~2 
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9.3.3.2 Tuning Range Set by Pull-down Voltage 
Equations (9.28) and (9.29) show that the total spring constant can be down-tuned to any value 
simply by increasing the applied voltage. Physically, this is not the case, since there is a limit to 
how high the voltage can be set. As the voltage is increased, the rotor will lower toward the sub- 
strate in the z-axis direction until the suspension force exactly balances the electrostatic force. 
However, there exists a voltage, termed the pull-down voltage, Vp, beyond which the suspension 
z-axis restoring force is too weak to balance the electrostatic force. At the pull-down voltage the 
electrostatic force overpowers the z axis, restoring force of the springs, and the rotor snaps down 
to the substrate. 45 As a result, the z-axis translational mode frequency sets the maximum tuning 
voltage, which in turn sets the maximum rotational sense mode tuning range. In fact, less than 
10% x- and y-axis torsional sense-mode tuning was possible before the rotor was pulled to the 
substrate. 

As shown in Fig. 9.13, there are two opposing forces acting on the gyroscope rotor. One is the 
suspension spring restoring force FS~rmg, which works to keep the rotor at equilibrium, and the 

second is the electrostatic force FEiectr o, which works to pull the rotor to the substrate. The 

strength of these forces can be approximated using the rotor distance from substrate z, the voltage 
applied between rotor and sense electrodes V s, and physical characteristics of the rotor. 

Equation (.9.30) shows the suspension spring force with the original gap g and the z-axis transla- 
tion spring constant KT=. 

Fs/,,.ing = Krz (g -  z) (9.30) 

Equation (9.31) shows the electrostatic force impinging on the rotor in terms of rotor area A and 
the dieTThlectric coefficient of vacuum e. This relation assumes that the inertial rotor is ideally flat 
and that no outside accelerations are altering the rotor position. 

Flz , , lectro = 
IA~V 2 (9.31) 
2 2 

z 

These two opposing forces can be plotted against rotor distance from the substrate z as in Fig. 
9.14. Changing the voltage applied between the rotor and the sense electrodes shifts the electro- 
static force upward for higher voltages. For low voltages, the force curves intersect at two points 
where the suspension and the electrostatic forces are equal. One of the equilibrium points is sta- 
ble. The rotor stays at this point unless perturbed. The other equilibrium point is unstable. A rotor 
parked at this unstable point close to the substrate is susceptible to pull-down by the dominant 
electrostatic force. Any shock that |brces the rotor within this range will halt operation. Above 
this critical distance, the rotor will snap back to the stable equilibrium point. At very high volt- 
ages, there is no force curve intersection, and the electrostatic force always dominates, pulling the 

 oto, 
area = A 

Substrate~k ~ Restoring ~ T z I ElreCe tr°static 
spring .......... ,,-~" 
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Fig. 9.13. Conceptual side view of the rotor acted upon by both the suspension-spring restoring force and 
the electrostatic attractive force. 
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Fig. 9.14. Suspension-spring and electrostatic force curves plotted vcith respect to z-axis displacement. 

rotor to the substrate. In between these two extremes lies a critical pull-down voltage where the 
suspension can just balance the spring. At the pull-down voltage, only one equilibrium point ex- 
ists, and the two force curves are tangent. This results in a metastable equilibriuna point with zero 
spring constant and a zero eigenvalue. 

This critical pull-down voltage is the absolute maximum RMS voltage that can be applied be- 
tween the rotor and the sense electrodes. Hence, the pull-down voltage limits the rotational x- and 
y-axis fi'equency tuning range as well as the maximum sense modulation voltage. This critical 
pull-down voltage can be calculated by solving two equations simultaneously for two indepen- 
dent variables. The first is the fbrce balance equation (9.32), which expresses the equilibrium of 
equal and opposite forces~Eq. (9.33). This fbrmulation assumes that the mechanical suspension 
is linear over the range of motion and that the rotor acts as an ideal parallel capacitor ignoring 
fi'inging fields. The rotor height above the substrate at pull-down is Zp, while the actual pull-down 
voltage is ~p. 

Fspring + FElectr o = 0 ( 9 . 3 2 )  

K r z ( g -  zp) = 1 - ~  
2 2 Zp 

(9.33) 

Equation (9.33) embodies the important observation that the two force curves are tangent at the 
pull-down voltage. Therefore, the slopes of the two curves are equal. This is shown by Eq. (9.34), 
and with substitutions, Eq. (9.35). 

OFsp"i"g = OFL'tec"°  (9.34) 
. . . . . . . . . . . . . . .  

Oz Oz ' 
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A E V 2 
Kr z . . . . .  e (9 .35)  

3 zp 

All variables in the above equations (9.32-9.35) are known except for the pull-down voltage, lip, 
and the rotor distance fi'om the substrate when pull-down occurs, zp. Solving the equations using 
substitution recovers the rotor distance above the substrate z in terms of the original as-fabricated 
gap g. Increasing voltage pulls the rotor down until the gap is two-thirds the original zero voltage 
gap. At this point, pull-down occurs. This critical distance (z = 2/3 g) can be substituted back into 
the force balance equation, and the pull-down voltage can be derived as in Eq. (9.36). 

Vp= /8~K];z (9.36) 
~/ 27Ae 

This pull-down voltage sets the absolute upper limit on voltage that can be applied tbr fre- 
quency tuning and Coriolis motion sensing. In practice, a lower voltage must be used, since at the 
critical pull-down voltage, the total spring constant is zero, and any perturbation will result in the 
rotor snapping down. It is therefore advantageous to choose a desired down-tuning voltage, V d, 
below the critical pull-down voltage that provides stability., robustness, and survivability to out- 
side accelerations. The ratio of electrostatically tuned versus the original manufactured z-axis 
translational spring constant KTz can be plotted as in Fig. 9.15 for the ADI design. The horizontal 
axis shows the voltage applied between rotor and sense electrodes. The top graph shows the z-axis 
translation spring constant drop with increased voltage until it reaches zero. At this zero point, 
pull-down occurs with applied voltage equaling approximately 2.4 V for the ADI designs. Exper- 
imental data showed that the actual pull-down voltage was in fact 3.4 V for ADI designs. The der- 
ivation gives an approximate lower estimate with residual stress, spring hardening, fringe 
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Fig. 9.15. The top graph shows the ratio between new and original translational spring constants vs applied 
voltage. The bottom graph shows new vs original rotor height vs applied voltage. 
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capacitances, and rotor waqaage ignored. The lower graph shows the ratio between new gap and 
the original manufactured gap between rotor and substrate. As expected, the gap decreases with 
increased voltage as the spring deflects to balance the electrostatic force. Eventually, electrostatic 
force dominates, and pull-down occurs when the new gap measures two-thirds the original gap. 

Using the desired voltage, V d, required for the desired z-axis translational spring constant, the 
maximum tuning range of the x- and y-axis sense modes, &se,,se, can be calculated. This actually 
overstates the tuning range, as the sense voltage required for electrical interface circuitry must be 
added. However, this approximates the maximum possible frequency tuning range of the rota- 
tional spring constant, as given in Eqs. (9.37) and (9.38). 

I ;  ......... 
(Osense -- Kxx q Kx (9.37) 

2 
0 C~. ", 

Kex -- O~b 2' Va~ (9.38) 

9.3.4 Minimum Detectable Signal as a Result  of Brownian Noise 
Maximizing sensitivity by fi'equency tuning is important for performance, given there is electrical 
interface noise. However, even if the circuits were ideal and contributed no noise, an ultimate 
minimum detectable signal would exist, as dictated by Brownian noise. 46 Just as electrical resis- 
tors have thermal or Johnson noise, mechanical "resistors" or dampers have Brownian noise. In 
this intermediate vacuum case, air damping acts like a source of white noise force as air molecules 
randomly impinge on the mechanical structure. The ultimate limit in hard vacuum where air 
damping becomes negligible is set by the structural damping of polysilicon. In either case, the re- 
suiting angular torque or moment root power density M n can be derived in tenr~s of the damping 
coefficient Cxx, temperature 7, and Boltzmann constant k B as revealed in Eq. (9.39). 

M , , = S4-k nn T" C x x (9.39) 

This torque appears as a false Coriolis acceleration and is noise that sets the absolute minimum 
detectable rate signal for the gyroscope. Converting the Brownian noise toi'que into an equivalent 
false rate input is shown in Eq. (9.40) by setting the Brownian torque noise equal to the Coriolis 
acceleration term from Eq. (9.3), given in Subsec. 9.3.1.1. 

l z z Q n O  = M n (9.40) 

The expression for the drive oscillation rate 0, 00%Cos(%t) ,  can be substituted. Thee sinusoid 
spreads tlle input rate signal over twice the original bandwidth, but careful demodulation aliases 
only 1/2 the noise power to base band. This allows the calculation of the equivalent false rate input 
caused by Brownian noise and is given in Eq. (19.42). 

lzz.QnOooJzCos( mzt  ) = M n (9.41) 

I4-i-~-nTC-[,:, ~ 
~2,, = 1 = 0 o %  (9.42) 

This equation can be converted into a more useful form involving the quality factor Q as shown 
in Eq. (9.43). 

= 2 [ k n T  (taxi (9.43) 
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Despite operation in a moderate vacuum (50-100 mtorr), the main source of damping is still 
air viscosity and not structural damping. At lower pressures the damping would be reduced, and 
therefore Brownian noise would also be reduced. However, at very low pressures the structural 
damping of the polysilicon becomes the dominant effect, and no more improvement can be 
achieved without structural or material alteration. Actual gyroscope testing, at approximately 
room temperature with an operational pressure of 60 mtorr, resulted in a Q of approximately 

1000. This resulted in an estimated Brownian noise level of approximately 0.5 d e g / ~  for the 
first-generation dual-axis gyroscope fabricated by ADI. Unfortunately, the performance level 
never reached the Brownian noise level because of electrical noise from the interface circuitry. 

9.4 Electrical Interface and Signal Processing 
The dual-axis gyroscope requires both interface and signal processing circuitry. The overall sys- 
tem-level schelnatic is pictured in Fig. 9.16. First and foremost, the gyroscope must be driven into 
rotational oscillation with a constant amplitude. This is accomplished by the trans-resistance am- 
plifier in combination with automatic gain control (AGC). Next, a capacitive measurement 
scheme must detect Coriolis motion in both orthogonal input axes and then produce useful elec- 
trical signals. High-frequency digital sense voltages applied to the quadrant sense electrodes in 
conjunction with an integrator attached to the rotor provide Coriolis sensing. These electrical 
sense signals must undergo signal processing to produce the final rotation rate output signals. 
Finally, all signal processing, modulated voltages, and AGC must be coordinated by a master 
clock. Therefbre, a phase-locked loop is used to slave a voltage-controlled oscillator to the gyro- 
scope drive frequency. Using digital circuit building block units, the required digital signal pro- 
cessing and modulation signals are created. The BiMEMS versions described in this chapter have 
all crucial circuitry on-chip. Later versions not discussed here, which were fabricated by Sandia 
National l..abs, had all signal processing circuitry on-chip. 

9.4.1 Resonant Drive 
There can be no rate sensing unless the inertial rotor is in motion. To this end, the inertial rotor is 
driven into rotational resonance about the z axis. An electrostatic comb drive is used, as it has the 
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Fig. 9.16. System-level schematic showing entire dual-axis gyroscope electronics. 
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distinct advantage of remaining linear despite large displacements. As discussed by Nguyen, 34 a 
trans-resistance amplifier provides positive feedback, which essentially cancels viscous damping 
and thereby induces self-resonance. A phase-locked loop locks on to the electrical drive voltage 
to provide a clean signal for amplitude control and signal processing. The resonant amplitude is 
carefully controlled using automatic gain control because the scale factor is directly proportional 
to the resonant amplitude. The diagram in Fig. 9.17 depicts the entire drive system. Each of these 
important subsystems will now be discussed in turn. 

9.4.1.1 Electrostatic Comb Drive 

Comb electrodes are used both to impart a torque to the rotor and to sense the rotation rate of the 
rotor. One set of combs is dedicated to providing driving torque, while a second set is dedicated 
to providing rotation rate measurement. Electrostatic comb drive was chosen over other electrode 
configurations such as parallel plate because comb electrode sensing and forcing remain linear 
despite a degree or more of angular displacement. 33 This is vital for gyroscope actuation since the 
target angular displacement of one degree results in several micrometers of rotor motion 

The drive subsystem is tully differential. In other words, half the drive combs point clockwise, 
while the other half point counterclockwise. Likewise, half the sense combs point clockwise, 
while the other half point counterclockwise. This provides a differential measurement of the ro- 
tation rate and a differential torque applied to the rotor. Differential comb-drive circuitry is crucial 
for functionality and performance. The usual arguments involving less susceptibility to outside 
interference and power-supply variations are important but are not the primat.v reasons for the dif- 
ferential design. The most important argument stems from the fact that the rotor is used as the 
sense node tbr Coriolis motion detection, as detailed, in Subsec. 9.4.2. Therefore, the sensing mea- 
surement node is affected by the comb-drive voltages via the air gap capacitance between drive 
comb fingers and the rotor. This results in a drive-voltage feedthrough and an extraneous motion 
cun'ent in the critical Coriolis sensing circuit~. If these parasitic signals become large, then the 
Coriolis sensing circuitry can be corrupted as a result of distortion and amplifier saturation. Dif- 
ferential drive reduces the size of these parasitic signals, but they cannot be totally eliminated. 

Differential comb . ~ \ . ! ! : ~  ii! ! ~ / J ~ : ~ D r i v e c o m b s  
electrostatic drive ~~&.:~.~ i~ ~..4t: .... ~\.~.~. " ...i!.... '...~.:---'..~il .... ~!.~ ~i~ .... i: .i". .....~. 

/--.l.": i i: ,: ":,. :',k.%: rotor 

D I! e s " e d  _ ~ , Z  " ) ~ _ _ 2 ~ - .  ............................................................ 1 
amplitude , . j  -- x_x--. 

Multiply 

To sense 
demod 

Fig. 9.17. System-level schematic of the trans-resistance resonant drive with automatic gain control plus 
phase-lock-loop for clean signal generation. 
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To ensure that the rotor will indeed oscillate, two key comb electrode parameters must be cal- 
culated. These parameters are the torque generated by a given drive voltage and the cun'ent output 
generated by a given rotation rate. The generated torque can be calculated by considering the po- 
tential energy E of the rotor and drive combs with voltages potential between them. This can be 
written as shown in Eq. (9.44) in terms of the voltages Vcw and l/co ~, applied across the air gap 

capacitance between the rotor and the respective clockwise Cc~ ~, or counterclockwise Cc.c,, drive 

combs. 

I C,.wV~w + cw E = ~( . Qcw V2 ) (9.44) 

Invoking the definition of potential energy, the resulting torque T can be calculated by differ- 
entiating the potential energy with respect to rotation position as shown in Eq. (9.45). 

T = dE 1 rOCcw OCccw( J 
d-"-O = 2[ -~  ( l/~tc + vow)2 + ~ Va c + v,.c,,)2 (9.45) 

The dependence upon the square of voltage can be linearized by assuming a large constant dc 
voltage Vdc and smaller, variable ac drive voltages Vcw and Vcc w. Noting that the counterclockwise 

and clockwise combs are identical except for physical direction, the torque T in Eq. (9.45) can be 
simplified. As the rotor rotates 0, the clockwise combs increase in capacitance while the counter- 
clockwise combs decrease in capacitance. Hence, the derivative of air-gap capacitance with re- 
spect to 0 is equal and opposite for the two sets of combs. Further simplification results from using 
a differential drive signal such that Yew = -veery. The opposite voltages and opposite partial dif- 

ferential yield cancellation and the torque simplifies to Eq. (9.47). 

lvOC, w(,. OCccw( o ] T = "2L'-~-~, '~,c + 2V, t,'%w+ cw) + ~V2ac + 2Va~vcw+ Vcw) (9.46) 

T =  2II!Ccw 1 L00 Vac vc'+' (9.47) 

The air-gap capacitance can be estimated using the parallel-plate approximation. The total 
plate area is determined by rotor and comb finger overlap, while the capacitor gap is simply the 
distance between comb fingers and the rotor. This ignores fringe capacitance and therefore results 
in a conservative estimate of torque. The air-gap capacitance is estimated in Eq. (9.48), where N 
is the number of air gaps on clockwise combs, e is the permittivity of vacuum, h is the polysilicon 
height, d is the comb air gap between rotor and stationary combs, Ri is the radius from gyroscope 
center to the inner most air gap, R o is the radius from gyroscope center to the outermost air gap, 
and 00 is the nominal angle of overlap. 

Co,,(0' = . ~ ( R , , ;  Ri)(O0+O, (9.48) 

Taking the partial derivative with respect to rotation angle (Eq. 9.49) and substituting back into 
the torque equation (Eq. 9.47) finally reveals the torque generated by a given drive voltage in Eq. 
(9.50). The key to comb-drive linearity is that the paaial derivative of overlap capacitance with 
respect to rotation angle be constant. Assuming adequate time overlap in travel, drive torque has 
no dependence upon the rotor angular position. 

OCcw _ N~h 'Ro + RA 
00 d /~ 2 ...... ) (9.49) 
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The output current generated by the rotor rotation rate is derived fi'om basic principles. The 
starting relationship is the simple linear capacitor equation (9.51 ), which relates the charge on the 
clockwise drive combs Qcw with the applied voltage. In this case, the capacitance is the overlap 
capacitance between the rotor and stationm T sense combs, and the voltage is the de sense voltage. 
The voltages and comb dimensions are assumed to be identical tbr both electrostatic sense and 
drive combs. 

Q~- w = Ccw l~/c (9.51 ) 

Since current is the time derivative of charge, the output current can be determined by taking the 
total time derivative of the charge stored as a result of the voltage applied between the rotor and 
stationaE¢ sense combs as shown in Eq. (9.52). Counterclockwise and clockwise currents are op- 
posite, so the differential current i is twice the clockwise cun'ent alone. 

V°cc 1 i .... dQ = ~. "'Vdc ~ (9.52) 
d-i - Lo-O 

As shown previously, the partial derivative of the overlap capacitance with respect to the rotor 
rotation angle is constant. By fixing the sense voltage, Vdc, constant in time, the output current is 
directly proportional to rotor rotation rate O. 

9.4.1.2 Positive Feedback for Resonance 
Positive feedback is used to induce rotor self-oscillation at the drive-mode natural frequency. This 
technique is used in many oscillators, including quartz crystals and micromachined tuning 
forks. 3" In short, the posftive feedback cancels the inherent viscous damping of the rotor. This 
leaves the system unstable, and the rotor begins to self-oscillate. In this case, the feedback path 
starts with the sense combs generating a cun'ent proportional to rotation rate. This current is con- 
vetted to a voltage by a trans-resistance amplifier. Finally, the voltage is applied to the drive 
combs, which induce rotor rotation. The trans-resistance approach was chosen over lower noise 
designs such as the Pierce oscillator scheme because the trans-resistance method was previously 
demonstrated by Nguyen 34 and allows variable gain. 

The key to successful operation is ensuring that the combs and trans-resistance amplifier are 
designed with enough feedback loop gain to overcome viscous damping. The calculation begins 
with Eq. (9.53), which represents the obvious requirement that the viscous damping in the drive 
axis must be canceled by the resonant drive torque. 

T =  Cz~(~ -l~(__)=(~ (9.53) 
0)  z 

Now the resonant drive torque must be calculated given a rotation rate. As stated previously, 
the rotation rate generates a sense-comb output current, which is converted to a voltage by the 
trans-resistance amplifier and then fed back to the drive combs. Assuming the rotor resonant fie- 
quency is well below the first pole of the amplifier and that feedthrough is minimal, the transfer 
functions are all frequency-independent algebraic expressions. Substituting the comb transduc- 
tion expression and adding trans-resistance ohmic gain R~?, the torque can be shown to be as in 
Eq. (9.54). 

4[OCcw 2 
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Replacing tile resonant torque in Eq. (9.53) with the above expression gives file combined de- 
sign equation for comb structures and trans-resistance amplifier. The equation can then be solved 
for the resistance ohmic gain Rf~ in Eq. (9.55). 34 Equation (9.56) recasts Eq. (9.55) by including 
geometry terms, finger numbers, and physical constants for inspection of design trade-offs. 

qz R~ = (9.55) 
4r°Ccw  c] " 

Czz Ru = (9.56) . )  

i;  ~, ~ ,,c] 
9.4.1.3 Trans-Resistance Amplifier Design 
The trans-resistance amplifier must satist~, several design criteria for successful operation and im- 
proved performance. As mentioned earlier, the trans-resistance amplifier must have adequate gain 
at the rotor drive natural frequency to induce self-oscillation. This implies that a high dc gain with 
the first electrical pole well above the drive-mode natural frequency is required. It is also impor- 
tant to have minimal phase lag at the drive frequency. Since the trans-resistance output is used to 
synchronize the master phase-lock-loop (PLL) clock, any phase lag will reduce perfonnance of 
the final signal processing. As will be discussed in Subsec. 9.4.1.6, this phase lag will exacerbate 
oft~et drif~ resulting from rotor wobble or quadrature error. Typically, higher gain results in lower 
bandwidth and greater phase lag, so there is a maximum practical trans-resistance gain for any 
given technology. The gain may also be limited by destabilizing capacitive feedthrough fi'om 
drive to sense combs. An important feature of the trans-resistance amplifier is that a variable gain 
must be provided. This is required for oscillation amplitude control. 

9.4.1.4 Resonant Amplitude Control Via AGC 
Once the rotor is self-oscillating, oscillation amplitude will grow unchecked until a nonlinear- 

ity fixes the amplitude. This results in a very large, distorted, and uncontrolled amplitude. Be- 
cause the gyroscope mechanical scale factor is directly proportional to oscillation amplitude, it is 
of paramount importance to accurately fix the oscillation amplitude constant. Hence, AGC is 
needed to measure the amplitude and adjust the trans-resistance amplifier gain. The underlying 
principle of AGC is that if the oscillation amplitude is above the desired level, then the trans-re- 
sistance gain is decreased. Likewise, if the oscillation amplitude is below the desired level, then 
the trans-resistance gain is increased. The feedback system that accomplishes this task is the sub- 
ject of Fig. 9.18. 

The trans-resistance amplifier produces a sine wave with an amplitude proportional to physical 
rotor oscillation amplitude. This sinusoid is converted into a usable dc voltage, which is propor- 
tional to the oscillation amplitude, by first chopping it with the PLL generated rate signal and the 
low-pass filtering. The resulting dc voltage becomes proportional to the oscillation amplitude and 
is compared with the desired amplitude voltage. The error signal from this comparison is fed back 
into the variable gain trans-resistance amplifier to correct the oscillation amplitude. This synchro- 
nous demodulation requires a digital signal generated by the PLL. 

9.4.1.5 Phase-lock-loop Lock-in to Resonance 
Both Coriolis signal processing and AGC require demodulation with the resonant drive signal. 
Analog multiplication of critical signals with the resonant drive signal is not preferable because 
of the small signal size and the large noise inherent to trans-resistance amplifiers. PLLs are often 



Electrical Interface and Signal Processing 375 

Constant 
gain trans-R 

PLL rate 
signal 

Variable gain 

= / I l l  
Drive combs 

filter - \..,. Gain command 
4- 

Desired amplitude 
Fig. 9.18. Overview diagram of the AGC circuitr T used to fix the rotor resonant amplitude constant. 

used to surmount these difficulties and provide a clean digital signal. 47 The heart of the PLL is 
the voltage control oscillator or VCO, which produces a clean digital output squarewave at the 
same frequency as the incoming trans-resistance signal. In this design, the VCO is used as the 
master clock to produce all modulation and demodulation signals. Using digital logic, a rate signal 
is produced that is in phase with the driven rotor angular rate. This signal is used for automatic 
gain control and Coriolis signal demodulation. A second digital signal termed the position signal 
is at the drive natural frequency, but is 90 deg out of phase with the trans-resistance drive and can 
be used for the PLL as well as quadrature error cancellation. Finally, two high-frequency signals 
used for Coriolis motion sensing are also generated, as shown in Subsec. 9.4.2. 

9.4.1.6 Quadrature Error 
As with all rotating bodies, the dual-axis gyroscope rotor will exhibit some wobble caused by ro- 
tor moment of inertia imbalance as well as suspension asymmetry and other imperfections. This 
wobble is in phase with rotor position, so it is at the exact same frequency as the Coriolis tilt mo- 
tion. The only difference between the desired Coriolis motion and the corrupting wobble motion 
is that they are 90 deg out of phase. Therefore, theoretically the wobble can be removed using 
demodulation with the orthogonal PLL-generated rate signal. In practice, however, the rate signal 
will exhibit some phase lag. This allows a component of the wobble motion to be perceived as a 
false Coriolis motion. This false signal is termed quadrature error. Typically there might be only 
1 ..... 5 deg of phase lag, but because the wobble is a gigantic motion compared with the minute Co- 
riolis tilt, the quadrature error can be significant. Rough experimental measurements show the 
wobble to be approximately 100--.-500 ppm (parts per million) of the drive motion, which trans- 
lates into a quadrature error of 2 ..... 10 deg/s if electronic phase lag is merely 1 deg. The quadrature 
en'or appears as a dc offset, which theoretically could be calibrated out. Yet the quadrature error 
magnitude depends on second-order manufacturing imperfections and as such may tend to cause 
drift. Rate gyroscope measurements are often integrated to estimate angular heading. Therefore, 
any drift in offset causes an unbounded angular heading error, which increases linearly with time. 
The designs tested thus far have attempted to overcome quadrature error and the associated offset 
through careful trans-resistance amplifier design, but future designs may rely on directly cancel- 

48 ing wobble. 
Any mechanism that alters phase relations will accentuate quadrature error, including distor- 

tion due to nonlinearities. Since the electronics are not perfectly linear, all electrical interface cir- 
cuit~3, may exhibit distortion. Distortion may reduce the phase difference between the Coriolis 
and the wobble signal, thereby corrupting the output signal and making it difficult to separate the 
Coriolis signal. In particular, odd order harmonic terms in electronics gain stages alter the wobble 
phase such that the Coriolis signal is COlTupted. The wobble motion is massive compared to the 
Coriolis motion, so odd order distortions should be avoided at all costs. 
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9.4.2 Coriolis Motion Sensing 
With the resonant drive system fully explained, attention is turned toward the actual sensing of 
the Coriolis tilt motion. This requires a capacitive measurement scheme to transduce the mechan- 
ical motion into a change in the capacitance. Interface electronics to detect the change in the 
capacitance, and signal processing circuitts~ to create a final output rate-measurement voltage. 

9.4.2.1 Capacitive Detection of Coriolis Motion 
It was previously shown that a rotation rate input induces a Coriolis acceleration, which in turn 
induces a tilting oscillation. Using a differential capacitance measurement scheme to detect the 
tilt oscillation amplitude, the original rotation rate input can be infelTed. To this end, four quadrant 
electrodes are patterned using n+ diffusions underneath the rotor. One pair of diametrically op- 
posed electrodes provides x-axis tilt sensing, while the second pair provides y-axis tilt sensing. 
Figure 9.19 shows the rotor with only one pair of quadrant electrodes, for simplicity. These elec- 
trodes form a capacitive divider with the inertial rotor. If the rotor tilts as shown in Fig. 9.19, then 
the capacitance of one sense capacitor increases while the capacitance of the other decreases. This 
differential change in capacitance is detected via an integrator electrically connected to the iner- 
tial rotor in conjunction with a modulated sense voltage applied between the pair of quadrant 
electrodes. 

The dual-axis rate gyroscope is equally sensitive to rotation rates about both the x and y axes. 
Differentiating between x- and ).,-axis input rotation rates is accomplished by differentiating be- 
tween the orthogonal x- and ),,-axis inertial rotor tilt oscillations caused by the Coriolis accelera- 
tion. Because all tilt-oscillation detection is done using a single integrator that is electrically 
connected to the structure, electrical differentiation between x- and y-axis tilt oscillation is accom- 
plished by using a different sense-modulation frequency for each axis. Separate demodulation cir- 
cuits for each axis provide two separate output signals proportional to the two orthogonal rotation 
rate inputs (Fig. 9.20.). 

As the multiple signal-frequency bands shown in Fig. 9.21 suggest, choosing sense-modula- 
tion frequencies demands great care. Clearly, the sense-modulation voltages should have a far 
higher frequency than the inertial rotor resonance to avoid mixing with drive feed-through, double 
frequency motion current, and any drive signal distortion. Since the integrator output signals for 
each axis are actually double modulated, the detection signals for each axis appear as double 
sidebands spaced equally distant about each respective modulation voltage frequency. The 
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Fig. 9.19. Side view showing rotor with underlying diffusion sense electrodes for one sense axis. 
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Fig. 9.20. View of the quadrant sense electrodes beneath the inertial rotor. Note the different modulation 
fi'equencies for each axis 

fi'equency difference between each side band and the original sense modulation voltage is equal 
to the drive frequency (28 kHz in this case) because the tilt oscillation induced by Coriolis accel- 
eration is at the drive frequency. These side bands should never mix, so the sense voltage modu- 
lation frequencies have a minimum separation of greater than twice the drive resonant frequency. 
In addition, higher harmonics and intermodtllation resulting from distortion can interfere with sig- 
nal purity, thereby further constraining frequency choice. The sense-modulation frequencies 200 
kI:tz and 300 kHz were chosen because they satisfied all these requirements and were within the 
electrical circuitry bandwidth. Both of these sense-modulation voltages are created from the high- 
fiequency VCO signal generated in the phase-locked-loop. The base VCO signal is approxi- 
mately 2.4 MHz during normal operation. This high-fi'equency signal is divided to produce the 
sense-modulation signals. For example, dividing the VCO signal by 12 yields a 200 kl-lz signal, 
while dividing by 8 yields the 300 kHz signal. 
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Fig. 9.21. Conceptual power spectral density of all important dual-axis rate gyroscope signals. Note signal 
frequencies are chosen to avoid overlapping between each sideband, and the original sense-modulation volt- 
age is equal to the drive. 
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9.4.2.2 Interface Circuitry and Signal Processing 
The capacitance change resulting from rotor tilt is measured using an integrator. The integrator 
holds the rotor at a constant voltage rendering the rotor as a virtual ground. If the sense capacitors 
are equal, then the modulation voltage causes charge to flow between the sense capacitors with 
no charge escaping through the integrator. If tile sense capacitors are unbalanced because of iner- 
tial rotor tilt, then some charge flows through the integrator producing a measurement voltage 
proportional to tilt displacement and modulated at the sense-voltage frequency. The integrator is 
realized by placing a small integrating capacitor of approximately 50 fF in feedback around a 
high-gain operational amplifier. The front-end dc voltage level was set by placing a subthreshold 
MOSFET (metal-oxide-silicon field-effect transistor) and diode in parallel with the integrating 
capacitor. This provided a high enough input impedance tbr effective capacitive measurement, 
while providing a low enough resistive path to ground for setting of the rotor bias voltage. 

As shown in Fig. 9.22, the voltage output from the integrator must be demodulated twice to 
recover the desired voltage output signal. The first demodulation removes the sense-voltage mod- 
ulation frequency leaving a voltage propollional to the inertial rotor tilt position. The second de- 
modulation removes the inertial rotor drive frequency, leaving a baseband voltage signal propor- 
tional to the rotation rate input. The second demodulation uses the PLL generated rate signal, 
which is in phase with both the trans-resistance drive signal and the desired Coriolis signal. In 
practice, this double demodulation was accomplished by premultiplying the digital demodulation 
signals and then using a single chopping of the integrator signal and a low-pass filter. 

Because all tilt oscillation detection is completed using a single integrator electrically con- 
nected to the structure, electrical differentiation between x- and y-axis tilt oscillation is accom- 
plished by using a different sense-modulation frequency for each axis. Two nearly exact copies 
of the demodulation signal-processing circuitry are integrated on-chip. The only difference 
between the circuit copies is that one demodulates with the x-axis sense-modulation fi'equency, 
while the other demodulates with the y-axis fi'equency. Demodulation circuits for each axis pro- 
vide two output voltage signals proportional to the two mlhogonal rotation rate inputs. 

! Oscil,a,or 
drive signal 

---I ~, ............ {~_._____l Rate 
output 

Demod Demod signal 
Sense modulation multiply multiply 

Fig. 9.22. Side view and schematic showing the sense integrator and the signal processing required to pro- 
duce final rotation rate measurement for one axis. 
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9.4.2.3 Electrical Sensitivity to Rotation Rate Inputs 
The electrical sensitivity to rotation rate input relates the voltage output to a rotation rate input. 
The calculation of this quantity can be separated into two distinct sensitivities. Mechanical sensi- 
tivity and electrical sensitivity, to rotor displacement combine to give the electrical sensitivity to 
rotation rate inputs. It is important to find the combined sensitivity because mechanical sensitivity 
or electrical sensitivity to Coriolis displacement alone can be misleading. (See Fig. 9.23.) 

The mechanical sensitivib' was calculated previously, so only the electrical sensitivity' to rotor 
displacement need be addressed here. The electrical sensitivity to rotor displacement relates volt- 
age output to rotor angtdar deflection. The x and y axes are identical and ideally decoupled, so 
only the x-axis electrical sensitivity will be explored. The calculation begins with the change in 
sense capacitance, given an angular displacement of the rotor. Assuming a small angular displace- 
ment ~, the electrode sense capacitance can be approximated by the first two terms of the Taylor 
series for sense capacitance evaluated at zero tilting. Any positive angular deflection of the rotor 
causes one capacitor ¢Qv~ to increase in capacitance, while the other capacitor Csn to decrease in 
capacitance. Thus the two separate sense capacitances can be written as Eqs. (9.57) and (9.58). 

OC,, (9.57) C,p = C~o+~'~,  

aC~ (9.58) 

Because the integrator attempts to hold the rotor voltage constant, any imbalance in sense ca- 
pacitors caused by rotor displacement will force charge onto the integrating capacitor. The foun- 
dation for determining this sense charge is the relationship between charge on a capacitor given 
capacitance and voltage. The charge in question is the sense charge q on the rotor. 

In this case, the capacitance is the capacitance between the two electrodes and tile rotor (Q~p 

and C~n), while the voltage is the modulated sense voltage V s, assuming the rotor is held at ground. 
The two other sense electrodes that measure rotation about the orthogonal y-axis direction can be 
ignored, because they exhibit no net change in capacitance resulting from rotation about the x 
axis. The sense voltage is differential, so the sense voltage on each sense capacitor is equal and 
opposite, as depicted by Eq. (9.59). 

q = C~pl s .... CsnVs  (9.59) 
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Fig. 9.23. Schemmic showing circuit equivalent of the entire interface circuitry and signal. 
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Substituting the Taylor series approximation of the sense capacitance, Eqs. (9.57) and (9.58), into 
Eq. (9.59) gives the much simplified total charge on the rotor due to the x-axis sense voltages in 
Eq. (9.60). Note the constant sense-capacitance tenns are canceled. 

q = 2(~-~' '1~) Vs (9.60) 

Therefore, the cmxent flowing through the integrator is simply the time derivative of the charge 
on the rotor as defined in Eq. (9.61). 

= dq = ..((..[2/0C, • \ Vs ] i (9.61) 

The integrator, of course, integrates this current onto a capacitor Qt, which thereby produces 
a voltage. The voltage out of the integrator Vin t can be written as shown in Eq. (9.62) and finally 
as in Eq. (9.63). This assumes the frequencies of the modulation sense voltage are high enough 
such that the interface circuitry behaves as an ideal integrator. 

1,~.,) t = ,-:- tcl~t" (9.62) 

/OC s x Vs 
Ct (9.63) 

The voltage output of the integrator undergoes several transfonnations, including voltage gain, 
two demodulations, and final filtering. Both the demodulators and the filter have individual gains. 
To simplify representation withot, t losing any important nuances, the effects of these final stages 
can be captured in an effective gain A e. The final form of the electrical sensitivity to rotor dis- 
placement is given in Eq. (9.64). 

V°" ' - I 2 "~  Qi-~(OC'~I'C'tV"J'4 e (9.64) 

Now electrical sensitivity to rotor deflection can be combined with mechanical sensitivity to 
reveal overall electrical sensitivity. 

The combined mechanical system, sense electrodes, and integrator can be summarized in Eq. 
(9.65) with sense voltage V s, integrating capacitor C h and electrode capacitive sensitivity 
(ocs)/(oO). 

Vollt I 
2 

(0 x + 

200o) z [[ (aCtIVe] 

Q x 

(9.65) 

It is clear that increasing the sense voltage V s between the rotor and the quadrant sense elec- 
trodes will increase overall sensitivity. Unfortunately, this sense voltage also results in an electro- 
static tbrce which tends to pull the inertial rotor clown to the substrate. The critical pull-down volt- 
age limits the maximum applicable sense voltage and is proportional to the natural frequency for 
z-axis translation perpendicular to the substrate. Conventional wiMom would suggest that me- 
chanical sensitivity should be maximized by lowering the rotational natural frequencies. How- 
ever, lower rotational natural frequencies result in lower z-axis translational fi'equency. For this 
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reason, the sense voltage for lower frequency suspensions must be reduced, nearly eliminating all 
mechanical sensitivits' gains. In general, the integrator capacitor is set by minimum process capa, 
bility or minimum size to avoid amplifier saturation caused by feedthrough and motion currents. 
That leaves the derivative of sense capacitance with respect to tilt angle as an important factor for 
improving sensitivity, which is discussed next. 

So far, the electrical sensitivity has been documented in general terms. In order to find the nu- 
merical electrical sensitivity of the dual-axis rate gyroscope, the change in capacitance for a given 
change in rotor flit angle OC/Oq~ must be derived. To estimate this quantity, first the actual capac- 
itance between the rotor and a quadrant electrode is calculated, given a small x-axis tilt angle ~. 

Ignoring fringe fields, a closed-form integral approximation can be found, but it is rather com- 
plex and unwieldy. However, the assumption of small tilt angles justifies linear approximation 
using a Taylor series expansion. The capacitance sensitivity to tilt angle can be written as shown 
in Eq. (9.66). The key results to notice are the cubic dependence on radius and the square depen- 
dence on the height of the rotor above the sense electrodes g. "l'hus capacitance sensitivity can be 
greatly enhanced by increasing rotor radius or by decreasing gap size. The sensitivib' is additive, 
so calculating the differential for a solid rotor of outside radius R o and then subtracting out a 
smaller inner radius Ri hollow center will give a hollow rotor design. The resulting equation also 
depends on the dielectric constant for air e and the air gap g between the rotor and the quadrant 
electrodes. 

aCs .... (_0.471 e)(R3,_R~) (9.66) 
;j(]~ \ g2 

The calculated change in sense capacitance, given a change in rotor angle for the ADI fabri- 
cated gyroscope, was 5.3 pF/rad. 

9.4.2.4 Electrical Noise Resolution Limit  

Although the absolute minimum detectable signal is set by Brownian motion of the rotor, the ac- 
tual minimum resolution of the dual-axis gyroscope is limited by electrical noise in the interface 
circuitl3". Specifically, the input refen'ed voltage noise at the front end of the sense integrator was 
calculated to be the dominant noise source. In this case, the dominant noise originates from the 
thermal noise of the polysilicon interconnects rather than the inherent noise voltage of the input 
MOSFET pair. There are many other noise sources, including trans-resistance drive noise capac- 
itively coupling onto the structure, PLL phase noise allowing con~ption of the Coriolis signal by 
quadrature en'or, and electrical noise in the generated sense modulation voltages, to name a few. 
The entrance points of these noise sources into the sensing system are shown in Fig. 9.24. How- 
ever, these sources were calculated to be below the dominant resistive interconnect source. Later 
electrical stages in the Coriolis signal path add negligible noise as the signal magnitude is greatly 
increased by the initial integrator gain. 

The minimum resolution can be found by equating the voltage output resulting from electrical 
noise with the voltage output of a hypothetical white spectrum angular rate input ~I,~. Integrating 
this hypothetical input noise power over the bandwidth will give the minimum detectable signal 
of rite gyroscope. Convez~ing a voltage output to a hypothetical rate input is completed easily by 
dividing the noise density' of the output voltage by the electrical sensitivity as in Eq. (9.67). Re- 
sults may vary by factors of 2, depending on the nature of the demodulation circuin3'. 

1; n 

(9.67) 
Q.v I 
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Fig. 9.24. Scllematic diagram showing the dominant electrical noise source with all interface and signal pro- 
cessing circuitry degraded by this noise. 

With electrical sensitivity already calculated in the previous subsection, the voltage noise out- 
put can be derived. Lemkin has shown 49 that for his accelerometer designs the dominant noise 
source using the ADI BiMEMS technology is the thermal noise generated by the resistance of the 
interconnect between mechanical structure and interface circuitlaj. The same result was found for 
the dual-axis rate gyroscope. This resistance includes both the polysilicon suspension beams, 
which the signals must flow through, and the signal runners from suspension anchor to the inte- 
grator input transistors. For reasonable transistor sizes and bias currents, the noise contribution of 
the interface amplifier is relatively small compared with the interconnect resistance-based noise. 
The combined structural and interconnect resistance was between 8 k~;~ and 12 kff2. The schematic 
in Fig. 9.24 shows the sense circuitry with the resistance and equivalent interconnect noise source 
v r in front of the interconnect resistance R. The parasitic capacitance Cpara between the rotor and 
the substrate sense electrodes also has a direct effect on noise performance. 

Lemkin showed that the sense circuit schematic cat] be rearranged into the simplified equiva- 
lent circuit. 49 This allows direct calculation of the output voltage v, by considering the v r induced 
noise current, which is integrated on capacitor Ci, as shown in Eq. (9.68). 

(2Cs + Cpara)Aev" (9.681) 
v n = Ci 

The thermal noise induced by any resistive load can be calculated 47 as in Eq. (9.69), where R is 
the interconnect resistance, T is temperature, and k B is the Boltzmann constant. The typical noise 

calculated for ADI versions was approximately 11 nl"~ H~.  

v,. = , f4kBT'R (9.69) 

The equivalent angular rate noise power density can also be calculated by substituting Eqs. (9.69) 
and (9.68) into the expanded Eq. (9.67). The result is shown in Eq. (9.70). 

" O~ .J~ik~ T)~ (9.70) 
" , ,  _ ! ? c , +  °' '+ 

,aC, \  200o.~, 

Equation (.9.69) implies that equivalent angular rate noise caused by electrical interconnect 
resistance can be reduced by decreasing connection resistance R, decreasing all capacitances, 
increasing capacitive sensitivity, and increasing the sense modulation voltage I~ s. The middle 
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teivn in the absolute value brackets models the mechanical dynamics. 'l'his is the inverse of the 
second-order dynamical model of gyroscopic motion. This term is minimized by matching sense 
and drive mode fi'equencies and increasing resonant drive amplitude O 0. Assuming poor fre- 
quency matching, the ADI version rate noise power density was calculated to be 0.09 deg/s/~ l/Htz. 
Improving the matching between drive- and sense-axis frequencies reduces the noise densit3'. 
Actual experiments yielded noise levels several times higher than that calculated. Lower drive 
oscillation amplitude, higher interconnect resistance, and inexact capacitive sensitivity estimation 
are among the most likely contributors to error. 

9.5 Design Trade-offs 
The important aspects of the mechanical and electrical design have been described in the previous 
sections. Now the task remains to combine all these aspects into an optimized system that will 
perfoml to specifications within the constraints of process capability. This treatment will only 
consider the broad design decisions based on inertial rotor outside radius, rotor inside radius, and 
suspension beam length. 

First, the performance specifications and robustness criteria must be considered. One obvious 
constraint stems fi'om the need to put the inertial rotor in motion. Therefbre, the gyroscope must 
be designed such that the trans-resistance amplifier with maximum resistance Rg-2 can induce drive 
oscillation. The maximum trans-resistance value depends on transistor speed, transistor gain, and 
feedthrough. This suggests that the amplifier maximum gain is dependent on circuit technology, 
and optimization can be completed separately fi'om mechanical design. The gyroscope clearly 
cannot operate if the rotor is pulled to the substrate by electrostatic voltages. To ensure survival 
during start-up transients and possible electrostatic discharges (ESD), a minimum pull-down volt- 
age 1/'pull should be established. Survival fk)llowing mechanical shock can be enhanced by deter- 
mining a minimum natural frequency for all modes. This also aids in operational robustness to 
outside accelerations and vibrations. The minimum fi'equencies are either the drive frequency o) z 

or the z-axis translation fi'equency ~oTz. 

Other design constraints follow directly from performance specifications. The most obvious 
is the minimum detectable signal, but there are several other interrelated factors. For example, the 
electrostatic tuning range should be chosen in an effort to provide fi'equency matching despite 
process variations. Ideally, the tuning range will be broad enough to allow mode matching within 
a matching percentage tolerance despite suspension beam height variance Ah and beam width 
variance Ab. Closely connected to the tuning range is the ratio between sense and drive mode fre- 
quencies. Mode separation should be wide enough to ensure the sense mode is above the drive 
mode fi'equency regardless of process variation. Yet the mode separation should not be so wide 
that f~equency tuning cannot match modes. Finally, all of the above constraints should be satisfied 
efficiently through the use of minimum die area. 

The outer rotor radius has paramount effiect upon gyroscope performance and operation. A 
large radius obviously provides greater capacitive sensitivity, thereby improving electrical noise 
performance. A larger radius improves sense-axis frequency tuning range and so implies a better 
noise performance. Another benefit might be increased moment of inertia as this tends to lower 
the natural frequencies and increase sensitivity. On the other hand, there are many drawbacks to 
increasing the rotor radius. Aside fi'om increased die area, the larger rotor area has several detri- 
mental side effects. A larger area exposed to the substrate and sense electrodes produces higher 
parasitic capacitance on the rotor, which in turn increases the noise level. More area lowers pull- 
down voltage, which then requires lower sense modulation voltages thus reducing overall 
sensitivity. A larger rotor naturally implies a larger mass, which reduces translational natural 



384 Micromachined Rate Gyroscopes 

fi'equencies. The large rotor requires a more powerfid drive to overcome viscous friction. Finally, 
in technologies with residual stress gradients, a larger rotor leads to exacerbated warpage. In gen- 
eral, the requirement for higher noise performance must be balanced with the drawbacks of using 
a larger radius rotor. 

Many drawbacks plaguing a larger rotor radius can be partially sumlounted by hollowing out 
the rotor center or, in other words, increasing the inside rotor radius R i. It is true that hollowing 
out the rotor center will reduce capacitive sensitivity. However, the vast majority of sensitivity is 
derived from the outer rotor edge where the sense electrode area and the motion during tilting are 
greatest. Thus, hollowing out the center reduces sensitivity only slightly while imparting many 
crucial advantages. This is represented mathematically by the fact that sensitivity is proportional 
to R 3, while rotor area and the related drawbacks are proportional to R 2. With lower rotor area, 
the rotor parasitic capacitance is lower, thus reducing noise. Reduced area increases pull-down 
voltage, which in turn increases both allowable sense modulation voltage and tuning range. The 
hollow center also reduces mass, which increases the natural frequencies of translational modes. 
There is, of course, a limit to how large a hole can be etched in the rotor center, for at some point 
the mechanical rigidity of the rotor will be compromised. Still, great benefit is reaped from re- 
moving the center of the inertial rotor. 

The ratio between suspension beam length to rotor radius L/R embodies the complex relation- 
ship between the rotor and the beam suspension. Shorter beams, and thus lower L/R, represent a 
stiffening of the mechanical structure. Clearly both rotational and translational frequencies will 
be increased with lower L/R. Interestingly, in the design range of interest, translational frequen- 
cies increase more in comparison with sense natural frequencies, ttence, for a given sense mode 
fi'equency, the translational modes are higher. This provides better mechanical shock protection, 
higher pull-down voltages, and larger fi'equency tuning range. Disadvantages include the fact that 
shorter beams will exhibit nonlinearity for smaller oscillation amplitudes and have less capacity 
for stress relief. 

9.6 Future of Micromachined Gyroscopes 
The field of micromachining is young, and the field ofmicromachined gyroscopes even younger. 
Future improvement in design and integration will allow performance and functionality far be- 
yond that attained to date. Innovative technologies such as high-aspect-ratio MEMS made possi- 
ble by new deep trench etchers may allow vast improvements in performance. Future directions 
include adding closed-loop feedback, which should allow future designs to benefit fi'om the per- 
fonnance advantages of mode matching without sacrificing cross-axis sensitivity and scale factor 
stability. Other future directions include quadrature cancellation to reduce measurement offset 
drift and increased circuit integration. In addition to integrating circuitry, multiple sensors them- 
selves can be integrated on the same substrate. There are some drawbacks to higher levels of in- 
tegration, including added system complexity and possibly lower silicon die yields as a result of 
increased area. However, the benefits of simplified packaging, increased robustness, increased 
performance, smaller size, and presumably reduced cost are great. The art of system design will 
play a crucial role in deciding which circuit elements to place on-chip with the microsensors and 
which circuit elements should be realized off-chip using ASIC (application specific integrated cir- 
cuits) or software. 

Micromachined gyroscope size, weight, power consumption, and cost should be orders of 
magnitude below conventional technology. This will allow the common consumer access to 
technology once reserved for aerospace and the military. Society as a whole will benefit from 
improved automobile safety, personal navigation, vil~ual entertainment, and advanced 
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manufacturing. More importantly, micromachined gyroscopes may be the enabling technology 
for previously undreamed of applications. With suitable modifications, this industrial and com- 
mercial technology can be incorporated into miniature spacecraft and satellites at low cost. The 
dream of developing relatively inexpensive microspacecraft or nanosatellites that fit in the palm 
of a hand has moved a step closer to reality. 
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10 
MEMS-Based Sensing Systems" Architecture, Design, and 
Implementation 
S. T. Amimoto,* A. J. Mason, t and K. Wise t 

10.1 Introduction 
The microelectronics industry has grown tremendously during the past few decades, largely 
because of increasing demand for microprocessors and memory. Advancements in microelectron- 
ics technology continue to meet the strong demand for more sophisticated and lower-cost elec- 
tronics. In some areas of the industry, low-volume, custom ASICs (application-specific integrated 
circuits) are commonly being built to fulfill many of the world's electronic needs. 

Rooted in microelectronics technology, microelectromechanical systems (MEMS) 1 has cre- 
ated a new industry of integrated sensors and actuators. MEMS technology has lowered the cost 
of these devices and opened new markets for MEMS transducers, 2 which will be increasingly 
important in providing a means for capturing information fi'om the physical world and converting 
it to digital form. 3,4 As the MEMS industry grows, the trend is to combine transducers with 
increasingly sophisticated circuits 5-7 to tbrm "smart" sensors. The low cost of signal-processing 
electronics (microprocessors, digital signal processors, etc.) makes it possible to join this circuit~)' 
with sensors 8 to form complete microsystems. 

Microinstrumentation systems 9 that combine sensors, actuators, and signal processing cir- 
cuit~3, on a common substrate are, in fact, now in development. These microsystems form auton- 
omous units capable of gathering nonelectronic infonnation, transducing the data to electrical sig- 
nals, processing the infonnation, making decisions based on it, and finally passing it on to other 
electronic systems that gain intelligence from the process. 1° Specifically for space applications, 
these functions may be used to monitor the environment experienced by a launch vehicle or sat- 
ellite during assembly, transportation to launch site, storage, launch, and orbit. This information 
may be critical to aid identification of failure modes or anomalies during a failure investigation. 

This chapter examines a MEMS-based data-logging system for a space application and pre- 
sents two approaches to the development ofmultiparameter sensor (MPS) microsystems. The two 
microsystems have been designed as subsystems in vastly different macrosystems, yet they share 
many component-level functions and have similar goals. The first microsystem uses a "top- 
down" design approach: requirements of the macrosystem are established at the start. A survey 
of commercial components that may be used in an MPS system is provided to help the developer 
make choices for implementation. An implementation of this top-down system is described. 

The second microsystem takes a "bottom-up" approach" requirements are largely determined 
by the needs of the transducers.The following topics are also covered. 
• The architecture of the microsystem 
• A review of current applicable MEMS technologies 
• Design, fabrication, testing and calibration of the bottom-up-design microsystem 
• Challenges faced during the design of each microsystem as sample procedures for MPS 

system development 

° 
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These two microsystems span a range of state-of-the-a~l design approaches, from those based 
on commercially available components to those based on advanced MEMS technologies. Design- 
ers can use these systems as guides to choose components and gain insight into the design and 
integration of an MPS system. 

10.2 MEMS-Based Monitoring System for Space Applications 
The European Space Agency Rotmd-Table discussion 11 concludes that incentives to use micro/ 
nanotechnology derive from its ability "to meet new or expanded flight pertbrmance require- 
rnents, recover fi'om failure or a serious mission degradation event, increase reliability, and reduce 
overall system cost." MPS systems, for example, offer significant potential tbr decreasing the fail- 
ure rates of U.S.-launched vehicle systems. Between 1984 and 1994, failure rates of DOD and 
non-DOD launches were 4.7% and 8.9% [br 106 and 90 missions, respectively. 12 Of the 13 fail- 
ures, tive were attributed to the propulsion system. An MPS system can supply critical informa- 
tion to reduce delays in identit~,ing the cause of a tailure and to increase reliability and cost reduc- 
tions on future flights. 

On a Titan IV, one of the largest and best-instrumented launch vehicles, only 75 independent 
sensors can be monitored. Bandwidth restrictions, no data-processing, wires to each sensor, lack 
of small-sensor-form factors, and weight present severe limitations in the number of sensor loca- 
tions that can be monitored. Some engine compartments are not monitored because of their dis- 
tance from a central controller and difficulty in wiring. In addition, changing a sensor location/ 
channel precipitates a significant analysis and qualilication process that can cost up to $500,000. 
Small, low-cost, wireless, unobtrusive sensors could easily be moved without incurring tlfis 
expensive process. These sensors will pertbrm a large number of measurements at different loca- 
tions, each fully instrumented with a set of sensors, and will lead to faster flight characterization 
of vehicle design and contiguration. If these sensors preserve critical timing or phasing informa- 
tion, this would unambiguously identify where and when an abnormal event may have occurred. 

Because of the low number of sensors and the high number of different tlight-assembly con- 
figurations, the Titan IV-class launch vehicle has not been fully characterized despite its 10 years 
of flight history. Historically, data from each flight have indicated that the design margin was 
exceeded, often precipitating a study of design margin or requalitication and testing to ensure that 
later flights will be successful. A single set of flight sensors costs $4 million without installation; 
furthermore, the hardware weighs 170 lb. 13 The fact that technology development has caused 
launch vehicles to evolve at a rate thster than they can be characterized is not unique to Titan. 
Only eight sensors are in use for the Delta rocket program, which suffered a spectacular fhilure 
on 17 January 1997 on flight KI26.14 A sizable effort was initiated to investigate potential causes 
of the tailure. If the rocket had been instrumented with more sensor capability, the investigation 
may have been less costly. 

MEMS-based sensors offer many advantages tbr the design of a multiparameter system for a 
launch-vehicle application. In particular, a "peel-and-stick" MEMS-based sensor system would 
have significant advantages over current tlight environmental monitoring systems, including the 
tbilowing. 

• Reliability is increased by a higher level of integration with a smaller chip count. 
• Redundancy is made possible by low-cost sensors. 
• Small-form factors result fi'om the small sensor size and integration of supporting sensor elec- 

tronics. 
• Decreased size also leads to lower power consumption because of lower stray capacitance and 

thus a smaller battel3' requirement. 



Macro System-Level Architecture 391 

• With wireless chip sets, radio frequency (RF) or optical communications can reduce installa- 
tion costs associated with conventional cables, a significant polxion of the overall installation 
cost. 

• With a microprocessor at each node, a networked MPS system offers capabilities far beyond 
merely reporting and routing data. Networking when combined with distributed intelligence 
will provide data compression, anomaly repoi~ing, control or commanding operations, power 
management, transitions from one network mode to another, and various services such as error 
con'ection, time synchronization, data analysis, self-test, and autonomy. 
The low cost of MEMS-based sensors enables their proliferation in many instrument or mon- 

itoring systems. As a result, data collection and node management become a paramount topic of 
concern. In very large node systems the cost drivers may not be the MEMS sensors, but the net- 
work data acquisition/management systems. On the other hand, without networking and other ser- 
vice capabilities, such as reliable reporting of high data rates from sensors such as accelerometers 
and acoustical devices, there becomes a need to incorporate autoconfiguration/modification pro- 
tocols, which may in itself impede the prolif~erate use of sensors within a single system. 

Advantages of an MPS system can be extended to military and commercial flights: 
• It could readily carry out housekeeping on the Space Station by monitoring temperature, pres- 

sure, oxygen levels, and vibration and by detecting chemical vapors. (See Chapter I l). 
• Monitoring Delta and other space-vehicle engines and satellite components in transport or 

storage could significantly improve reliability, and increase confidence that they were not 
exposed to conditions exceeding their design or environmental specifications, a problem that 
has plagued nearly all satellite programs. 

• An MPS system could assist NASA testing of a scaled version of a crew-return vehicle (CRV) 
to bring future Space-Station personnel back to Earth. The CRV is an unpowered but steerable 
reentry vehicle. The MPS system could monitor pressure and acceleration of the endo- 
atmospheric CRV flight tests being conducted at Edwards Air Force Base, California. 

• A compact wireless version of an MPS system could have greatly facilitated data collection in 
ground testing of a newly fabricated Atlas payload transporter used to carry the payload for an 
Atlas rocket from its fairing encapsulation building to the launch pad. Test goals were to iden- 
tify mode shapes and frequencies and to log peak acceleration events during a road test. 

The number of space-related applications is growing, and the opportunities for the use of an 
environmental, data-logging MPS system are challenges awaiting system developers. 

10.3 Macro System-Level Architecture 
The macro-level architecture of an MPS is based on its requirements, availability of hardware and 
software, and the trade-offs facing the designer. These are discussed in the following sections. 

10.3.1 Requirements for a Launch-Vehicle Multiparameter System 
Discussion of the requirements that form the basis of a design for a multiparameter system will 
tbcus on the needs of an instrumentation system fbr the Titan IV, but may be extended to the space 
applications previously cited. Measurement parameters are taken from documentation of the 
Wideband Instrumentation System (WIS) 15 and I.,ift-off Instrumentation System (LOIS) 16 used 
on a Titan IV. These systems are based on hardwired sensors that are polled by a controller; the 
resulting digital data are formed into packets that are transmitted to ground using RF with a pulse- 
code modulated carrier at 2.2-2.4 GHz. Two unity-gain antennas, one on each side of the launch 
vehicle, are used in conjunction with a high-gain ground antenna. The vehicle is tracked to within 
a few degrees above the horizon, necessitating the use of an RF spectrum region that suffers little 
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atmospheric attentmtion. The line-of-sight range is approximately 100 km. For the RF spectral 
region of  10 GHz and below, little attenuation is observed. Since maximum data rates are propor- 
tional to the carrier bandwidth, a sufficiently wide band near 10 GHz appears to be ideal. 

A preliminary survey of  the types of  measurements employed by the WIS system is listed in 
Table 10.1. They are vibration, acoustic levels, acceleration, pressure, strain, and shock resulting 
fi'om pyrotechnic firing events. Vibration and acoustics generally refer to the shaking that occurs 
due to the higher-frequency phenomena, such as turbulent flows across certain regions of  the skin 
of  the vehicle; acceleration refers to the lower frequency shaking and acceleration of  the vehicle 
in the direction of  motion. The bandwidths overlap as indicated in the table. The total launch event 
is 10 min, in contrast to the time spent to install the sensors (more than a week) and to await other 
vehicle preparation procedures (which can easily require a few months). The sensor system 
should be robust enough to accommodate the maximum amplitude and bandwidth level that a sen- 
sor might experience and to anticipate changes in the location of  sensors without regard to the sys- 
tem's  environmental qualification level. The measurement requirements and qualification levels 
may vat3' from location to location on the vehicle. The minimum and maximum temperature 
extremes to be encountered are -44  to +75°C, 17 a range readily met by most MEMS sensors. 

Total raw data rates for the vehicle MPS system can be easily estimated: 

Measurement rate = ~a sensor rate (i) x bandwidth(i) x oversample factor, (10.1) 
l 

where the summation is performed over all sensor types, i. For a given sensor it is unlikely that 
more than a single shock event will occur for the duration of  the launch at a single location. Shock 
data may be acquired with a large bandwidth of  10 to 20 kHz, but its duration may be only 20 ms. 

1able 10.1. Raw Characteristics and Requirements of an Environmental MPS System 18 

Measurement parameters (based on LOIS and WIS) a and sample rates at a single location (maximum 
amplitude values) 

• 3-axis vibration: 10-2000 Hz, + 300-g max amplitude; 12 kHz 
• Acoustics: 10--4000 Hz, + 185-dB max range; 8 kHz 
• Acceleration: 0-50 ttz, 4- 10-g max amplitude; 100 ttz 
• Pressure: 0-50 Hz, 0-16-psia range; 100 Hz 
• Strain: 0-50 ttz, 900 rain/in, or 4. 2000 psi; 100 Hz 
• Number of sensor locations: 500 
• Measurement time: 10 min 
• Shock event: 10 kHz for 0.02 s; 400 measurements/event 
• Elapsed time from installation to launch: several weeks to months 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Communication: 2-way; range, >100 kin; wireless 10-GHz telemetry band 

Mountable with wire leads to specified attachment points as needed 

Compact, low-weight, low-power form factor 

Survivability and environmental parameters: vibration, shock, EMI, radiation, temperature, atmospheric 
to vacuum pressures, contamination resistant, humidity resistant 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Self-configurable 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Built-in test for installation and system health monitoring 

Reliable data and system function 

aLOIS: Lift-Off Instrumentation System, WIS: Wideband Instrumentation System 



Macro System-Level Architecture 393 

By using thresholding as a criterion to send data, the average data rate can easily be met by the 
communication system. Thresholding is a concept in which data may be measured but not acted 
upon unless a threshold value is exceeded. When this occurs, the data, for example, may be stored 
or reported as necessary. Thresholding acts as a filter to reduce the quantity of data while main- 
taining information and data quality. Data may need to be stored when aggregate peak data rates 
occur. The total raw data rate is calculated by summing over all sensor node rates: 

Total data rate ..... ~ sensor node rates (i) (10.2) 
l 

For the entire vehicle, total raw data rate acquired by all 500 nodes is 10 Ml-tz. The bit rate is cal- 
culated from the total data rate. For a constant sample accuracy, 

Bit rate = total rate x (bit accuracy + overhead) (10.3) 

For data of 8-bit accuracy, we can assume 10 bits/sample (e.g., an additional 2 bits for parity 
checkbit and signbit) x 10 MHz, or 100 Mbits/s must be transmitted by the RF link to ground net- 
working. Overhead for data packeting and error correction is neglected. The spectral efficiency 
of a communication system is often expressed by the ratio of' the information carried per carrier- 
bandwidth frequency. 

Spectral eflqciency = bit rate/carrier bandwidth (10.4) 

Assunling a bandwidth of 200 MHz for the WIS, the spectral emciency is 0.5 bits/s/Hz with no 
19 thresholding. This spectral efficiency is easily met by modern digital communication systems. 

It is also assumed that some form of data compression will be used to reduce data transmission 
rates. 

Sensor data below a certain threshold level will be of little value for anomaly resolution pur- 
poses unless there is assurance that the data reporting system is indeed functional. Otherwise the 
lack of data may indicate a non functioning sensor or sensor node or other malfunctions. Thresh- 
olding while reducing data flow to "essential" data will introduce intermittent data reporting, 
which may be solved using time tagging. The nature of' this effect may also depend on the flight 
profile, location of the sensor node, and the sensor type. In addition, data compression, such as 
that used by video compression schemes such as MPEG, JPEG, and Wavelet-based chip, 2° could 
also lead to intermittent data flow. 

There may also be a latency reporting requirement. Latency can be defined as the time delay 
of the reporting system between time of measurement and the time these critical data are trans- 
mitted by the vehicle to the ground station. This time requirement can be set by considering the 
velocity at which a catastrophic phenomenon is able to propagate over a critical distance of the 
vehicle and to reach a component in the chain of the reporting system that will prevent critical 
data flow. One crude estimate of the maximum latency time may be derived from the distance of 
the edge of the solid-rocket booster to the center of the core vellicle, approximately 5 it, and the 
speed of propagation of a blast wave at the speed of sound, 340 m/s, which yields a latency time 
of 4.5 ms. 

A related issue concerns the nodes: unless there is confirmation that all nodes were functioning 
during the catastrophic event, no definitive conclusion can be made concerning the fidelity of the 
data. If data are not present, was the data amplitude below threshold or was the node not func- 
tional? Thus periodic confirmation of node integrity is needed if no data have recently been trans- 
mitted from that node. There will be significant value in the assurance that only a major vehicle 
anomaly could make the node nonfunctional. 
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Network self-configuration is an important feature for the latmch-vehicle network and refers 
to the network's ability to organize itself. During installation, the configuration of the network 
architecture is changing. When the network is placed in active mode, the network configures itself 
by polling all nodes so that the master nodes will know which sensor nodes are within their com- 
partments. Network self-configuration is also needed during the launch as each successive stage 
of the vehicle is ignited and then dropped off and the network undergoes a dynamic configuration 
change. Thus, self-configuration is an essential feature of the network architecture. For network- 
ing robustness, redundant network paths could be added to enable dynamic routing of messages 
and data around nodes that may have failed for whatever reasons. 

Compamnents where many sensoR's may be mounted are located throughout the launch vehicle 
and are shown in Fig. 10.1. The maximum compartment-to-compartment distance is between 
compartment 2A, where the transmitter for the telemetry system to the ground receiver is found, 
and compartment IC at the base of the vehicle, a distance of 120 ft. The distance to the top of the 
payload fairing from compartment 2A is about 86 ft for the longest available payload fairing. 
These distances represent the maximum ranges for an RF transceiver on the vehicle. Distances 
within a compartment are typically on the order of l0 ft, where multiple-path reflections of RF 
signals may be anticipated because of extensive use of metal and the many vehicle pal~s. Outside 
the vehicle, relatively good lines of sight may be maintained, and little interference may be 
expected. 

Location of majority of 
electrical control equipment. 
2A inst. and guid. trusses 

2A comp 

2B comp 

2C comp 

1A comp 

Stage 2 

1 B comp 

Stage 1 

1C comp 

Fig. 10.1. Compartments of a Titan IV vehicle are labeled by stage numbers I or 2. Stage I uses the two 
outer solid-rocket motors and the lower liquid center-core stage. The second stage is liquid fueled. The 
length of the solid rockets is 112 ft, and the length of lhe payload fairing (PLF) is approximately 50-86 ft, 
depending on the upper stage and the payload configuration used. 
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10.3.2 Hardware/Protocols--Choices for MPS Implementation 
Once requirements for a system are fixed, the designer must select specific implementations of 
hardware and software. Among various issues to be considered are performance specifications, 
amount of effort to integrate the many components into a system, networking protocols, the type 
of developmental tools, and whether the cost of the approach is within budget. The following sur- 
veys, primarily of commercial off-the-shelf (COTS) components, are provided to help the inte- 
grator developer with the many choices involved in this design. The components include sensors, 
microcontrollers, networking/device protocols, batteries, and communication devices. 

10.3.2.1 Commercially Available Sensors 
Surveys of available technologies provided a data base fi'om which commercial sensors, acceler- 
ometers, and pressure sensors could be selected for the design of the MPS system. A large number 
of sensors are indeed available. Almost all sensors are in the form of sensing elements with analog 
output; very few are capable of providing direct digital output. Selection criteria required the sen- 
sors to be fabricated using MEMS methods. Examples of noncommercial sensors are discussed 
in Subsec. 10.6.3. 

10.3.2.1.1 Commercial MEMS Accelerometers 

A large number of accelerometers are commercially available, driven by the automobile airbag 
market. Results from a search of accelerometers and vendors are shown in Appendix 10. A at the 
end of this chapter. During the past year, accelerometer demand has outstripped production, 
resulting in temporary shortages. Competition fiom a large number of manufacturers has kept 
prices low. Individually packaged commercial COTS accelerometers in chip fbrm may be pur- 
chased for as low as $19-$35 per sensor in small quantities (25 or below). 

Accelerometer sensors are available in compact chip form or finished packaged assemblies 
with external mounting fixtures or environn~ental mounts and often with amplifier circuits. Some 
have customizable gain, offset settings, and printed circuit boards. The large weight and sizes of 
finished sensor packages relative to the internal die within are mostly associated with the final 
packaging, which addresses the interconnects and the physical integrity of the sensor package. 21 
Thus repackaging of sensors with their supporting data-logging infi'astructure, i.e., processors, 
memory, and communications, should lead to a significant reduction in weight and size of the 
completed package. These advantages are further discussed in Sec. 10.6. 

10.3.2.1.2 Survey of MEMS Pressure Sensors 

Pressure sensors produced by nano/micro fabrication techniques were surveyed. Many are avail- 
able in 8-pin DIP packages. An abbreviated list of the sensors surveyed is shown in Table 10.2, 
which also lists only a few of the many configurations. In general, these sensors use the mecha- 
nism of the defbrmation of a membrane that is sensed by a strain gauge patterned on the mem- 
brane. Capacitive pressure sensors have been fabricated, as discussed in Subsec. 10.6.3.1. These 
gauges are incorporated into a Wheatstone bridge to produce an analog voltage change as a func- 
tion of pressure. The table is intentionally short and does not reflect the wide variations in :features 
that manufacturers offer. A summary of the findings follows. 
• Some vendors offer versions that provide a buffer amplifier with adjustable gain. 
• Some models incorporate a small tube to allow a connection to a pressure or vacuum tube. 
• Chips fi'om different vendors are often pin-for-pin identical, reflecting the level of competi- 

tion. 
• Pressure is usually sensed through a small hole on the chip. 
• Power is typically under 150 mW. 
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Table 10.2. Typical MEMS Pressure Sensors for Low-Pressure Applications 

Supply Input 
Voltage Range Size / Weight 

Vendor Model No. (V) (psia) (in., in., in./g) a 
Power 
(row) 

Cost 
($) 

IC Sensors b 

Si Microstructures c 

Lucas Nova Sensors d 

1431-015-A 3 0-15 0.3, 0.3, 0.14/0.30 

5310-015-A-P 5 0-15 0.3, 0.3, 0.14/0.30 

NPC-410-015-3L 3-15 0-15 0.3, 0.3, 0.14/0.25 

2.0 

7.5 

7.5 

20.0 

12.5 

20.0 

aDimensions in inches, mass in grams. 
bEG&G IC Sensors, Milpitas, California 
CSilicon Microstructures, Fremont, California 
dLucas Nova Sensors, Fremont, California 

• Bandwidth can be as high as 1 kHz. 
• Gauges are available with full-scale pressure ranges from 0.15 to 4000 psi. 
• Pressure sensors are available in many models reflecting the attachment interface, compatibil- 

ity with fluids under measurement, and electronic mounting options such as surface, DIP, and 
transistor cans. 

• Prices (as of 1997) are often under $20 each in low quantities. 

10.3.2.2 Survey of Microcontrollers and Data-Logging Systems 
Output from most sensors is analog voltage. These signals must be converted to digital form using 
analog-to-digital converters (ADCs) and ported into a processor for calibration, time stamping, 
thresholding, and data compression, using the application software. The processor must also per- 
fonn networking services, such as communication-media access, time synchronization across the 
networked sensors, formation of data packets, network configuration control, autonomous con- 
figuration control of network nodes, and packet routing. These functions are often implemented 
in hardware called a microcontroller, generally a combination of an ADC and a processor. Some 
of the microcontroller' s more significant attributes for a designer include power consumption dur- 
ing active and sleep modes, processing speed, flash memory (EEPROM) or program memol3', 
number of ADC channels, form factor, number and type of communication polts, communication 
rates, and hardware/software support by the vendor. 

All the controllers listed in Appendix 10.B (at the end of this chapter) are relatively small and 
have a correspondingly small power appetite. The table is not a complete listing, but rather 
includes representative devices available to system developers. Some entries are also stand-alone 
data-logging systems, such as, the PC 104, the TattleTale 8, the Honeywell TSMD, the University 
of Michigan Microcluster, and the Adcon Telemetl3' m-T device. Of these, the smallest COTS 
system is the m-T, useful for low-data-rate, low-power applications. The others are microcontrol- 
lers with many of the attributes desired in a data-logging system. Using packaged chips or com- 
pact microcontroller cards considerably reduces the eflbrt to develop an instrumentation node. 
Some noncommercial devices are also included, such as the Honeywell Time Stamp Measure- 
ment Device (TSMD), the University of Michigan Microcluster Watch, and the Air Force 
Research Laboratory Advanced Instrumentation Controller (AIC), as examples of the direction 
and the state of the art in advanced microcontroller/data-logging designs. The University of Mich- 
igan Microcluster is discussed in detail in Secs. 10.6 and 10.7. 
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Device characteristics are highly variable. Physically, the largest data-logger system is the 
PC104 with a maximum dimension of 90 ram. The smallest is the University of Michigan Micro- 
cluster with a volume of 5 cc for the complete system of processor, sensors, and communication. 
Peak power consumption is also quite large for the PC 104 processor at 10 W compared to 50 mW 
for the AIC. The number of ADC inputs varies fi'om 4 to 10, with sampling rates from 8 to 100 
kHz. The number of !/O ports for communication and memol)" varies fi'om 1 to 6. Finally, envi- 
ronmental specifications for each device in meeting a space application also vat)'. One will be 
used for deep space, and others have been flown in Shuttle missions. All space missions require 
meeting launch vibration specifications and a minimum level of radiation hardness. 

The Apple Newton using the ARM processor is included because of the processor's high fig- 
ure of merit for mobile computing, expressed as a ratio of processing capacity to power consump- 
tion. With a high figure of merit, a smaller battery size can meet mission processing requirements. 
In principle, despite the processor's high clock rate and processing power, optimizing clock speed 
can optimize processor power for each application. In general, electrical power scales with the 
clock speed for each processor. However, the corollary is not necessarily true, meaning proc- 
essors of high maximum processing power do not automatically use higher electrical power. Fu- 
ture low-power networked processors will very likely share similar characteristics with the ARM 
processor where networking overhead must be supported. 

1 0 . 3 . 2 . 3  S o f t w a r e / N e t w o r k i n g  P r o t o c o l s  

Sol, ware/networking selection is often determined by a number of criteria: 
• Desired computational and networking tasks 
° Language and quality of the library that supports the available processor 
° Availability of such fundamental software as device drivers 
• Level of implelnentation of networking and networking services 
° Availability of technical support and services by vendors 
• Ease of use determined by diagnostic tools and development time and tools. 

Another motivating selection criterion is the extreme reluctance of a user to redevelop the soft- 
ware for networking control, especially if it is already implemented for a processor. Standardized 
software that drives networks is needed for open networking systems. 22 Hardware is explicitly. 
configured for networking, 23 and includes LonWorks 24 and Controller Area Network (CAN). 
Each is briefly discussed with few details. Most are intended to be used with wired buses. 

The LonWorks consortium offers networking hardware and software. The neuron-node hard- 
ware provides all layers of networking but one, as implemented by a media-access CPU and a net- 
work CPU, which allows the user to concentrate primarily on the application layer in an applica- 
tion CPU. All CPUs are combined in a single Neuron chip. The protocol is an accepted standard 
tbr ASHRAE BACnet North American building automation standard, adopted by the European 
Forecourt Standards Forum for European fuel stations and accepted by the American Association 
of Railroads for pneumatic braking. 

The Neuron chip requires 85 mW of power, and the application layer is programmed in the 
Neuron-C language. Compatible communications media, such as wired or wireless transceivers, 
are available from vendors, as are developmental tools for nodes or systems and network service 
tools. Available gateways, routers, repeaters, and network interfaces allow for multiple media use 
and connecting hosts. In addition, a portable LonTalk protocol is available royalty free for imple- 

*See Internet sites <http://www.m~t.demon.co.uk>, <http://www'dgtech'c°m>' and <http://www.kvaser.se> 
lot" CAN products. 
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mentation on any microprocessor. Typical messages or packets use 10 byteshnessage; additional 
bytes may be added for more data. The LonWorks networking system is designed for low data 
rates, robust reliability, and control of network. High data rates can be accommodated using a 
faster communications medium or a separate communication applications layer. LonMark is a 
standard that has been adopted by a large industrial consortium fllat maintains interoperability 
between the hardware products, offers a means by which products can be interchanged, and main- 
tains a plug-and-play integration even with custom-engineered components. 

CAN is a shared broadcast bus with speeds up to l Mbits/s. The protocol comes in several fla- 
vors of differing levels of capability. It is based on sending messages or fi'ames that can be varied 
in lengths of 0-8 bytes. The frame has an identifier that must be unique. The CPU for the more 
powerful FuIICAN architecture can store several frmnes, updates the buffered frames, and marks 
them for transmission. If the identifier matches, the shared variable can then be examined. The 
object is to create a set of shared variables in the network. The CAN controllers available include 
Intel 82527, Phillips 82C200, NEC uPD72005, Siemens 81C90, and Motorola TOUCAN on 
683XX devices. Developmental hardware is offered by numerous vendors. 24 Data rates on CAN 
are limited by the physical bus length and transit time necessary for error recove~w. A bus length 
of up to 50 m is supported at I Mbit/s. A gate an-ay implementation has been reported for a Full- 
CAN Controller.* 

10.3.2.4 Smart Transducers 
Since 1993, industry and government have recognized the need to select a single, open, network- 
independent communication interface standard for smart transducers, where the transducer is 
defined as a sensor or an actuator. This ongoing effort in the United States is led by the Manufac- 
turing Engineering Laboratot3' of the National Institute of Technology (N1ST) and the Instrumen- 
tation and Measurement Society's Technical Committee on Sensor Technology TC-9 of the Insti- 
tute of Electrical and Electronics Engineers (IEEE). The goal is to define a uniform approach to 
support multiple bus standards and to enable transition to most of the existing popular networks. 
The interface is digital, defines a standard transducer electronic data sheet (TEDS) and its data 
format, and defines an architecture with application software independent of protocol and tech- 
nology. Smart transducers would be able to convert and process signals, compensate for environ- 
ment, convert analog-to-digital or digital-to-analog signals, control logic, provide local memory 
(EEPROM), and identify, themselves. Each transducer will be physically associated with TEDS. 

Two draft standards for the Smart Transducer Interface t have been proposed, the Network 
Capable Application Processor Information Model, IEEE P1451.1, and the Transducer to Micro- 
processor Communication Protocol and Transducer Electronic Data Sheet, IEEE P1451.2. The 
benefit of the first standard is to provide a network-independent, neutral interface for the applica- 
tion processor. Once the application is developed by the vendor, the user would link the trans- 
ducer application software with a driver library supplied by the vendor to enable a plug-and-play 
environment. To use the transducer with another network, the user would simply recompile and 
link with the library provided by the vendor. This concept of abstracting the application from 
hardware has been used successfully for Windows(g~ and Postscript printers. 

*Initec AG, Bielst. 10, CH-4104 Oberweil, Switzerland, ph +41-61-7169616. 

tBoth proposed smart transducer interface standards, PI451.1 and PI451.2, are available from the [EEE 
Standard Department, 455 HOES Lane, Piscataway, NJ 08855; telephone: 800.678.4333. 
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The second standard, IEEE P1451.2, describes the contents ofTEDS, a digital hardware inter- 
face to access TEDS, read sensors, and set actuators. Measurement aspects are captured in a smart 
transducer interface module (ST IM) and application-related aspects in a network-capable appli- 
cation. The interface allows for triggering of one or more transducers and a variable-date clock 
rate. A generic STIM consists of the transducer, signal conditioning, TEDS, and a microcontroller 
that implements the P 1451.2 interface. TEDS, which describes the type of sensor, the operation, 
and the attributes of the transducer, is structured into five parts: meta, channel, calibration, appli- 
cation-specific, and extension. In meta-TEDS is the description of the data structure, worst-case 
timing, and channel-grouping data. In channel TEDS is the upper/lower range limits, physical 
units, warm-up time, existence of self-test capability, calibration mode, and trigger parameters. 
The calibration TEDS contains the calibration date, the calibration interval, and parameters for a 
multisegment model. The application-specific TEDS is self-evident, and the extension TEDS is 
used for future extensions. 

STIM is hosted by a network through a network capable application processor (NCAP). The 
P1451.2 standard describes both the hardware and firmware interface residing in the NCAP side 
of the NCAP/STIM interface. This firmware includes the network protocol, the application firm- 
ware, and the STIM driver. Three network providers have developed IEEE 1451.2 drivers for the 
NCAPs, Allen-Bradley (DeviceNet), Echelon(LonWorks), and Ftoneywell Micro Switch (Smart 
Distributed System). 

10.3.2,5 Power Supply 
The primary energy source tot" many MPS systems will be batteries. "Primary" and "secondary" 
refer to low-cost commercial, single-use batteries and to rechargeable batteries, respectively. In 
the absence of permanent wires to provide power, other sources such as solar cells or RF power 
may be used for m icrosystems. 

Battery attributes that designers must consider include voltage, capaci~,, energy density, size, 
cost, storage life, discharge current, degradation mode, and rechargeability. Recharging of sec- 
ondary batteries must also consider current limits or temperature rise during charging and the 
source of this power. Other considerations include package reliability, lit'etime limited by 
recharge cycles, operating temperatures, cell mortalib', cell leakage cun'ent, etc. Batteries are 
available in a number of sizes and voltages. Cells must be stacked in series to achieve higher volt- 
ages. In addition, the discharge'v°ltage'versus-time curve must be considered, and appropriate 
power conditioning used to optimize stored-power utilization. If the cells show a continuous volt- 
age drop during the discharge profile of the battery, then a switching regulator must be employed 
to preserve efficient conversion of stored energy to delivered energy at fixed voltages. 25 Up to 
90% efficiencies are possible. For batteries that exhibit a flat discharge profile, a voltage regulator 
may be sufficient. 

A brief summary of battery characteristics is shown in Table 10.3. Also, the 100% capacity 
rating for rechargeable batteries must be derated to allow for additional mass needed for the bat- 
tery package surrounding the cells. These factors and the practice of not charging to full capacity 
to increase life cycle may reduce the energy/mass ratio by as much as a factor of five. 26 Since 
battery casing becomes a larger traction of the mass as batteries become smaller, the derating fac- 
tors likewise become higher. In general, lithium batteries have excellent energy densities but are 
only able to deliver power at low current. These will likely be the choice of a low-power MPS 
system. Higher current is possible for NiCd, Ni metal hydride, lead acicl, alkaline, and thin-fihn 
batteries, all of which have significantly lower energy per mass. A comprehensive discussion of 
batteries is given in Chapter 6. 
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Table 10.3. Battery Types and Characteristics 

Cell Voltage Capacity Discharge Current/Cell 
Battery Ty, pe (v) (Wh/kg) (mA) a 

Alkal ine b Primary 1.50 336 NA 

Lithium Primary 2.80 260 N A 

Lead Acid b Secondary 2. I 0 252 200-5000 

N iCd b Secondary 1.35 244 10-1200 

Ni metal hydride b Secondary 1.35 278 120--3800 

Lithium Thionyl Chloride c Secondary 3.60 700 4-400 

Thin fihn d Secondary 3.80 100 1400-1700 

a'l,pical discharge currents achievable. Values are dependent on size and operating temperature of battery. 
bD. Linden, ed., llandbook of Batteries, 2nd ed. (N.Y.: McGraw Hill, 1995). 
CLithium Thionyl Chloride 3.6-V Batteries Technical Information, Tadiran, Ltd., Los Gatos, CA, June 1993. 
dBell Core polymeric mesh battery. (See Chapter 6.) 

1 0 . 3 . 2 . 6  C o m m u n i c a t i o n s  

A large number of integrated circuits and circuit designs have been driven by the explosion in per- 
sonal communication systems, such as cordless and cellular phones, handheld roaming inventory 
units, RF identification tags, and wireless LANs (local area networks). Many devices use digital 
methods of communication, and many commercially available chips and circuitry are driven by 
these applications. Some are listed in Table 10.4, together with derived communications require- 
ments for the sensor master and ground transceiver. The reader is refetTed to a more detailed 
review and survey of spread-spectrum devices by Schweber. 27 

The user must be aware of potential problems in the design of a communication system. These 
problems include the effect of multipath signal channels due to reflections, Doppler fi'equency 
shifts, latency, bit-error rates, synchronization time, data-packet format, security, the pseudoran- 
dora noise (PN) code pattern to identify users, the modulation method used for spread-spectl~m 
devices that define the "channel," the spectral efficiency of sending data per unit RF bandwidth, 
and finally, power consumption. 
Elaborating further: 

• Multipath reflections will often degrade the signal to noise at the receiver. 
• Doppler shifts could reduce the coherency of the transmitted signals and cause a lowering of 

the signal to noise. 
• Latency is the time taken to send and receive infonnation in a propagated signal. 
• The bit-en'or rates determine the required signal-to-noise ratio (S/N ratio) necessary at the 

receiver for each modulation method used. Often a bit-en'or rate of l0 "6 is thought to be ade- 
quate for data, but for controls and commands a lower bit-error rate such as l0 s is necessary. 
As one attempts to reduce transmitted power to conserve battery power for a mobile applica- 
tion, additional error con'ection may be necessary for commands and controls to achieve the 
necessal~j bit-en'or rate. 

• Packet size is determined by the data content and the networking overhead infonnation neces- 
sary to send and receive data. 
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Table 10.4. Derived Communication Requirements and Representative Implementations 

Sensor/ Master/ Rf Serial PRISM DSS 
Master Master Master/ hnplemen- RI' PC Wireless 

Attribute Req. Req. Ground Req. tation Ethernet LAN 

Peak data rate 0.020 I a 10 0.0115 0.3 0.1-0.2 
(Mbyte/s) (1jART limit) 

IEEE standard NA NA NA RS-232 NA 802. ! 1 

Modulation NA NA NA NA GFSK QPSK, BPSK, 
or GFSK 

Range indoor/outdoor 10 100 105 90/900 161//910 120/I 130 
(m) indoor outdoor outdoor 

Rf power (W) 0.010 0.010 100 0.010 0.05 0.063 
. . . . . .  - . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Antennas/gain ! 1 I 1-6 1-6 1 

Bit-error rate <10 -6 <10 -5 <10 -4 <10 -6 NA NA 

Data carrier frequency NA NA <10 GHz 2401-2482 2401-2482 2401-2482 

Channel access NA NA NA FHSS-CSMA CSMA/CA CSMA or 
or TDMA TDMA 

FCC license require- NA NA NA none (FCC 
ment 15.247) 

none none 

No. of channels 17 30 1 82 15 82 

All weather yes yes yes yes yes no 

Vendor NA NA NA Digital BreezeCom Harris Semi- 
Wireless conductor 

aAssumes 10 submasters. 

• Synchronization time is the time necessary, tbr the receiver to synchronize its fYequency-hop- 
ping pattern to the transmitter. 

• The data-packet format that must be used includes all the data to synchronize, address, and 
quantify data length, and con'ect en'ors of  the packet. 

• Security may be necessary to prevent tampering with ttle packet or commanding of'ttle system. 
• The PN codes determine a predetermined frequency-hopping pattern for a given channel. 
• The spectral density is a measure of  how effbctively a communication system is able to use its 

allocated fi'equency band. 
• Power consumption is important as a parameter since it affects battery sizing. 

Spread spectrum, in general, is a method by which a modulated carrier waveform is spread 
once by an intermediate frequency and a second time by a means independent of  the infornmtion. 
For the direct-sequence spread spectrum (DSSS), a sinusoidal waveform with a frequency corre- 
sponding to the intermediate frequency, the o)/~ is modulated or multiplied by using a phase shift 
key (PSK) with an amplitude of  +1 or -1 at a frequency corresponding to the digital baseband 
frequency, fb. This baseband waveform consists of  the binary sequence of  infornlation bits that 
will be transmitted. Lastly, the resultant signal is modulated once more by a spreading signal 
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function or PN signal, which has a modulation frequency, fc. The final product of modulated sig- 
nals is then up-converted to the carrier frequency. A number of simultaneous users are assumed 
to be broadcasting. At the receiver, the signal consists of the sum of all direct-sequence modulated 
signals plus additive white Gaussian noise and interference temls. The signal is demodulated, 
using the same PN sequence, with the result that only the desired modulated waveform remains. 
All other waveforms are spread over a much higher bandwidth. The despread signal is then PSK- 
demodulated to form the desired baseband signal, which contains the information that was trans- 
mitted in the original bit sequence. The probabilib' of error in the received signal is a function of 
the number of users, the chipping rate (or the intermediate channel-hopping rate), and the bit rate. 
For code-division multiple access (CDMA), each user is provided with an individual PN code. If 
the codes are not correlated, then all independent users can transmit at the same time in the same 
bandwidth. The despreading in the receivers ensures that only the data sequence with the corre- 
sponding PN code is regenerated. CDMA systems can suffer from a near-far interference problem 
in which a near transmitter will mask the signal fi'om a far transmitter. Adaptive power schemes 
have been proposed to solve this problem. The synchronization ofa DSSS system is roughly equal 
to a multiple of the chipping period, t = l/fc, neglecting the additional time to perform the fine 
synchronization better than one chip period. 

Spread-spectrum devices offer improved interference rejection, code-division multiple access, 
graceful degradation of performance as the number of users are increased, and lower implemen- 
tation cost. 19 Commonly employed modulation schemes for spread-spectrum include, DSSS 
including CDMA, slow and fast fi'equency hopping (SFH or FFH), and carrier-sense multiple 
access (CSMA). 19 

For the SFH-SS and the FFH-SS, the binary PN-code generator causes the frequency synthe- 
sizer to hop fi'om one of the many possible frequency bands selected by the generator. The RF 
signal is spread in a random fashion over the many available fi'equency channels. If the channel- 
hopping rate is slow compared to the bit rate, the system is referred to as SFH-SS. If the channel- 
hopping frequency is fast compared to the bit rate, the system is refen'ed to as an FFH-SS. For 
FFH systems the probability of error is the ratio of the number of interferers with power greater 
than the carrier power divided by the number of channels available. As this number is often too 
high, forward error correction is used to reduce the probability of en'or to acceptable levels of 
10 -3 to 10 "8. For the pmgoses of synchronization, the FFH receiver can wait at a fixed-channel 
fi'equency and then advance in synchronism with the transmit FFH generator. This will con'e- 
spond to about one hopping period at worst. Additional time must be allowed to fine synchronize, 
which may be a few multiples of the hopping period. In general, the FFH system will be able to 
synchronize faster than a DSSS system. 

Error correction can give a decided advantage to the communication system by reducing the 
signal to noise needed at the receiver (transmitter) to achieve a given system probability of error 
but at the expense of transmitting additional+ bits and performing the additional computations nec- 
essary to con'ect or detect errors. Both functions result in some power penalb'. With the properly 

19 designed code, a net gain in system performance is possible at the same transmit power. 
A block-error correction code is formed when a message or code word of k bits length is added 

to (n-k) bits of redundant symbols. The total length is n bits for the code word that will be trans- 
mitted. The resultant code word is designated a (n,k) block code. The received code word is 
decoded by deciding that the most likely transmitted code word is closest in Hamming distance 
to the received code word. (' |he ttamming distance is the modulo-2 sum of the transmitted and 
received code words on a component-by-component level, with the assumption that the code 
words are represented as vectors.) Several codes are important. The (23,12)or Golay code is able 
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to correct for all patterns of fllree en'ors and offers an improvement in the bit-en'or rate by reduc- 
ing it by more than 2 orders of magnitude at an energy of bit-to-noise-density ratio in slight excess 
of 8 dB. The Hamming (7,4) code can correct a single error with moderate improvements with an 
energy of bit-to-noise-density ratio of 8 dB. Comparison with other codes has been discussed by 
Feher. 28 

The allowed FCC bands for the carrier frequencies, the Instrumentation, Scientific, and Med- 
ical (ISM) RF bands, are located at 902-928 MHz, the 2.402-2.4835 GHz, and the 5.725-5.850 
GHz. No licensing is required if certain restrictions are followed. A large number of devices fox" 
the two lower bands are available, driven by the growing widespread use of cellular phone 
technologies. 

One of the most important standards for the implementation of LANs refers to the devices that 
follow the IEEE 802.11 standard for the 2.4-GHz band: 
• Up to 1 W of power is allowed in the antenna. 
• Data packets are restricted to 2048 bytes. 
• The PN code length is 11 bits. 
• Maximum data rates can be 1 Mbit/s for FHSS (frequency-hopping spread spectrum). 
• The PN codes are used to define a frequency-hopping pattern. For FHSS both the transmitter 

and the receiver must periodically switch to a new carrier frequency. 
• For the 2.4 GHz band, the hop rate must be at least 2.5 hops/s over the 79 sub-bands of 1-MHz- 

wide channels. This slow hopping rate should ensure complete transmission of a data packet 
before the next hop occurs. 

• For the DSSS, the chipping rate or channel-hopping rate can be as high as 11 Mchips/s with 
11 designated frequency channels, each with a 22-MHz bandwidth. The chipping rate is faster 
than the data rate, enabling processing gain. 

• Maximum data rates for the DSSS can be 2 Mbits/s. 

10.3.3 The Aerospace Launch Vehicle MPS System: Trade-Offs in Archi- 
tecture, Requirements, and Design 
The design of an MPS system is not always straightforward because of a variety of ['actors, includ- 
ing the availability of development tools, schedule, and development goals, and the availability 
of reliable chips, such as, sensors, processors, communication chips, and software. A designer of 
an MPS system rarely develops all the sensors, processors, software, networking protocols, power 
supplies, and communication chip sets. Instead, those subsystems for development and those for 
purchase will have to be adroitly selected. When funds are constrained, selecting COTS compo- 
nents would seem to minimize costs; however, this can bedeceptive because consequent software 
development could be costly. Many components that are offered with software drivers, for exam- 
ple, will be suited only to personal computers, namely, PCs with a Windows(~ 95 operating sys- 
tem. Access to the source codes is often not allowed, given the competition of the commercial 
marketplace. Software availability or development cost for the driver software will be a major 
selection criterion for selecting COTS components in a plug-and-play environment. 

A top-level design of a full-up networked MPS system was carried out for the full-up launch- 
vehicle application and is presented here together with critical issues that the designer would face. 
Based on the sensor survey, many MEMS accelerometers and pressure transducers would be suit- 
able for the launch-vehicle application. For measurement of acoustic levels, small compact micro- 
phones are available in non, MEMS form. Two groups have developed MEMS microphones that 
may be suitable. 29 Strain gauges have been traditionally fabricated fi'om resistive metallization 
on deformable thin, polymeric substrates that are readily bonded to a surface undergoing strain 
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deformations. Numerous temperature sensors are also available such as thennocouples and plat- 
inum resistance devices. For temperature and strain, the sensor must be physically isolated from 
the MPS node to prevent erroneous readings caused by effects of the thermal mass or the elastic 
modulus of the node, which includes the processors, batteries, transceivers, external case, etc. 
Many sensors include some form of signal conditioning; calibration of the sensor and signal con- 
ditioner is needed. Some sensors provide for a built-in functional test; detailed calibration must 
still be performed by the user. 

A hierarchical networking architecture was selected (Fig. 10.2) and sensors were assigned to 
numerous engine compartments of the launch vehicle. An average of 50 sensor locations are 
assigned to each compartment for a total complement of l 0 compartments. The compamnent 
metal walls are not conducive to RF transmission, and a po~t or gateway is necessat3' to commu- 
nicate between compartments. This may be accomplished using a small wall penetration, for 
example, with an antenna on one side and the processor on the other. The distance within a com- 
partment is quite small, approximately l0 ft across, often with no direct line of sight from node 
to node. In each compaltlnent a local network could be configured with one or more masters that 
would enable communication to other masters outside. These masters can then communicate and 
direct data or commands upward or downward in the hierarchy. This scheme allows an advanta- 
geous reuse of the RF components and spectra inside each compartment. 

Data sent up the hierarchy through the masters will then reach a transmitter capable of com- 
municating to a grotmd unit. The transmitter on the ground will have a high-gain antenna to 
receive the RF signals with a processor to perform network control, collect data, unpack the pack- 
ets, archive data, and perform data analysis. There will be an asymmetry in the upward data flow 

Compartment 1 
I 

r . . . . . .  J . . . . . . . . . .  "1 I ~af links I 

I Rf links ~ l R  , ~ . ~ I  

~i~mpl~ a n t ~ ~  ~ Rf links 
Computer 

I 

j I 
I 

Ground terminal I 
I 

Compartment 3 

Fig. 10.2. Schematic architecture for the data flow of an MPS consisting of a large number of sensor nodes, 
at least one master node for each compartment, and a single ground node. The full system may consist of up 
to 500 sensor nodes organized in this hierarchical structure. The "command" communication network is not 
shown. The dashed lines outline the portion of the lull system that was selected tbr a demonstration; it con- 
sists of two sensor nodes, one master node, and one ground node. 
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from the sensor nodes, as discussed earlier, versus the downward flow of data and commands to 
the sensor nodes. 

An alternate scheme of direct communication between each sensor node and a ground terminal 
was rejected for the following reasons. Each sensor node must have access to an outer wall for an 
antenna to link with the ground, requiring too many compartment wall penetrations and a more 
complex installation. '1"he transmitter power and electrical power for each terminal must be high 
enough to complete the link to the ground and would require either an adaptive power transmis- 
sion strategy using vehicle location to enable a small physical size for each sensor node or a large 
battery size. 

The network is designed for several modes of operation: installation, test, launch standby, 
operation, and sleep. The system will be installed at the factory because of the large number of 
nodes (up to 500) that must be employed. During the installation mode, the network system is 
installed and integrated. Once the master nodes are in place, individual links can be tested. A sep- 
arate installation master is preferred when installing a single sensor node. The test mode is 
invoked to verify that the installed system is capable of the mission function. Prior to the launch, 
the system will be placed in a sleep mode to conserve power, for which there are several strate- 
gies. For example, with a single low-frequency watchdog timer on each processor, the sensor 
node could wake periodically, perform a self-test, move into a receive mode, wait for commands 
from the master, transmit its status, and return to sleep. Alternatively, the ground terminal could 
request a self-check until the masters awaken to test their sensor nodes and return them to sleep. 
Total active data-logging time is l0 rain, which is the flight duration for a Titan IV. Tens of min- 
utes before launch, the system will be placed in a standby mode. Since launch countdowns are 
often interrupted, the system must decide whether to stand down and store power, and it must be 
able to transition from one mode to another. Precautions may be necessary to avoid inadvertent 
mode transitions or tampering with the system configuration. 

The fimctions ofthe sensor microcontroller are to convert analog signals to digital levels, sam- 
ple all sensors at the requisite sample rate, form a data packet that is time tagged, send it to the 
appropriate network node, receive and execute commands fi'om the master, and place itself in the 
appropriate network mode. It may also perform thresholding or data analysis as a means to reduce 
data. In addition, it must inform the master periodically of its health status, especially during 
active data-gathering if no data are sent because of thresholding. The raw data fi'om each com- 
partment is 1/10 of the total, or 10 Mbits/s. This rate is within a factor of 3-5 of present Ethemet 
data rates. For inexpensive hardware, wireless LAN data rates are at the 1-2 Mbits/s rate and will 
soon be increased to l0 Mbits/s. 3° While a combination of thresholding, data compression, and 
peak off-loading could reduce net data being transmitted, peak off-loading may only be useful for 
a normal successful launch. The one caveat of peak off-loading is that during an unsuccessful 
launch, the system may have programmed assumptions about the integrity of the system through- 
out its entire mission life, which may become invalidated and lead to loss of critical data describ- 
ing file failure. 

Certain high frequencies at low power that may be used for the small range within the launch 
vehicle cannot be transmitted at long range in the atmosphere. For transmission from space to 
ground stations at the typically long-slant ranges in excess of 100 kin, the atmosphere is transpar- 

' 31S" l ent only below 15 G Hz. ~ race the data rates scale with ca "rier frequencies, there is an upper 
limit on total peak bandwidth for data transmission. But for the 2.4-GHz ISM band with modest 
data compression, this is not expected to be a major problem. 

Selection of processor hardware is often driven by the availability, of supporting software, 
chips, or dies that meet environmental specs and processing needs, and development tools for 



406 MEMS-Based Sensing Systems: Architecture, Design, and Implementation 

software and diagnostics that can work with brass-board hardware to solve implementation prob- 
lems, such as, timing, connections, and proper instruction sets. 

Once software and data storage is sized based on the algorithms and protocols required, the 
processing speed can be approximated from how fi'equently the cycle of data taking, data storage, 
packet formation, and communications occurs along with an estimate of the networking servicing 
overhead. For this project, a 32-bit processor of the Intel-486 class was selected as adequate for 
the sizing of the processors used for the sensors and master nodes. Many equivalent processors/ 
boards able to support file necessary digitizing rates are listed in Appendixes 10.B and 10.C. This 
demonstration system stressed function over form; thus a palmtop PC for which drivers are avail- 
able for the PCMCIA cards was deemed acceptable. 

Several networking issues identified included latency of networking services such as time dis- 
tribution or synchronization, fault tolerance, command and control, and differing protocols and 
data rates for sensor data and network commands. At high bandwidths, error correction and scal- 
ing to support high data rates are additional concerns. 

For communications, the advantage of frequency reuse is inherent in the hierarchical architec- 
ture defined by the compartments of the vehicle (which form natural cells) and the metal compart- 
ment walls. Tills allows implementation of identical architecture fi'om cell to cell. Moreover, if 
compartments are indeed isolated fi'om the exterior, the identical frequencies may be reused for 
the master-to-master communications. Within a cell, a simple token passing scheme of the sen- 
sors by the appropriate master, a form of time division multiple access (TDMA), could be used 
to meet required comlnunication rates. This may be easier to implement using a single transceiver 
on each sensor node and a single transceiver on the master. Multiple transceivers may also be used 
on the master to increase the total data rate to the master, but at the expense of greater hardware 
complexity and power. 

The explosion of personal communication devices such as cellphones and pagers during the 
1990s was realized using digital techniques. Digital communication has the following advan- 
tages. 
• Allows improved RF spectral utilization or capacity 
• Enables digital data compression methods 
• Reduces overhead for signaling over analog methods 
• Enables a robust source and channel coding methods 
• Improves performance during interference due to cochannel and adjacent channel interference 
• Allows flexible bandwidth allocations to meet demand 
• Expands the services over analog systems (such as, data services, encryption, authentication) 
• improves access and hand-off control. 19 

in tile near filture, a large number of spread-spectrum devices will become available with the nec- 
essary bandwidth. In 1996, many fast serial RS-232 digital RF transceivers were available. For 
the purpose of real-time control, these serial implementations could be chosen despite their slower 
data rate. For the purposes of a demonstration, the current data rates are satisfactory but would 
need to be increased for a larger, high-data-rate system. 

Power for the entire system will probably come from stored battery energy. The necessity for 
power management when using battery power is demonstrated by the following example to cal- 
culate battel2¢ capacity. A PIC 17C756 microcontroller and a Harris PRISM chip set were used, 
and calculations tbr a sensor node and a master node were pertbrmed. The sensor node for this 
exercise has three analog-device accelerometers, a single PRISM transceiver, and a single PiC 
microcontroller. The master node has one microcontroller and two transceivers. Calculations for 
power consumption are done for the network in the sleep mode and the active mode. The sleep 
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mode duration is assumed to be 60 days, and the active mode, 10 rain. During the sleep mode the 
sensor node must occasionally transition the microcontroller from sleep to active mode to turn on 
the transceiver for a period of 5 s every 30 min. During this brief"on" mode, the node must go 
through a warm-up/stabilization period and discern whether the master node is attempting to com- 
mand it to remain awake. If no wake-up call is received, the transceiver is turned off, and the 
microcontroller goes back to sleep until the next cycle. The power of each device is summarized 
in Table 10.5. 

The sensor and master nodes sleep-mode consumes the bulk of the power because of the "on" 
status of the microcontroller and transceiver. If the on/off duty cycle time can be reduced further, 
a more favorable sleep-to-active mode power utilization is possible. For the master node during 
sleep-mode, the transceiver outside the compartment must listen and react to messages destined 
for each compartment. The master then transmits the message to the sensors assigned to it. To 
simplify matters, we assume that the transceivers are on for5 s and cycle through this routine once 
every 30 rain. Obviously we neglect the energy to perform the transmit portion of the wake-up 
call, whicll will occur periodically over a maximum time span of approximately 30 min. During 
the active mode the master node has the transmitter and microcontroller "on." For this design, 
greater than 95% of the total stored energy is used during the network's sleep mode. If we use 
lithium thionyl chloride batteries, the weight of the batteries for the sensor and master nodes will 
be 3.8 g and 6.6 g, respectively, not allowing for any margin or battery package. :I'his calculation 
has not properly accounted for the additional time that the controller and transceiver must be on 
to precede the event to be monitored by the system. 'I'he system will be awakened to the nearest 
period preceding tl~e time of the active event. Prior to the 10-rain active period, the system could 
be awakened as early as 30 rain before the actual event, and the maximum time of the active mode 
will stretch to 40 rain. 

For many systems requiring a significant period of sleep time or shelf storage time, the 
designer must implement a low-duty-cycle sleep time to prevent sleep power requirements from 
dominating the batter3, sizing. Other strategies to reduce power loads include placing the trans- 
ceivers temporarily into other energy conservation modes as allowed by the chip designers, using 
low current leakage, miniature mechanical or MEMS relays to turn power on or off, capacitive 
sensors, and additional techniques available to the designer of a laCluster as discussed in Subsec. 
10.6.4.4. 

Table 10.5. Device Power Consumption for Sensor and Master Nodes in Sleep and Active Modes 

Sensor Node Master Node Master Node 
Power Sensor Node Sleep Active Sleep Active 

Accelerometers (roW) 0 150 NA NA 

Microcontroller (roW) 0.055 150 0.055 150 

Transceiver (m W) 0 460 0 920 

Sleep-mode duty cycle 5/1795 NA 5/1795 NA 
(on/off in s) 

Subtotal (W-s) 9. I x 10 3 4.6 x 10 2 1.6 x 10 4 6.4 x 10 2 
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10.4 The Plug-and-Play COTS Approach 
A test bed was constructed using COTS components for the networked MPS system. The 
approach was to demonstrate fhnction rather than meet form and fit functions. Available compo- 
nents were chosen primarily for rapid implementation rather than for the comprehensive require- 
merits [?or the full-up launch-vehicle networked MPD system. Any shortcomings in meeting full- 
system requirements are noted. 

Two sensor nodes, a single master node, and a single ground-terminal node were designed and 
integrated. See Fig. 10.3. (The relationship of the selected demonstration to the full system is 
shown in Fig. 10.2.) For the sensor node, a set of three accelerometers for three-axis sensing and 
a single pressure sensor were chosen as representative of high and low data-rate sensors. For the 
microprocessor, a palm-sized 486PC and an ADC PCMCIA card were selected. The communi- 
cation subsystem was implemented using an RS-232-based spread-spectrum transceiver, one unit 
per sensor node. 

The master node used a 486PC for its processor and identical transceivers, one for each sensor 
node and another for the communications to the ground terminal, for a total of three transceivers. 
The ground terminal used a single transceiver and a laptop using Labview, a commercial instru- 
mentation software with a graphical user interface. The assembled system is shown in Fig. 10.4 
and is described in the following section. 

10.4.1 S e l e c t e d  S e n s o r s  
Three different accelerometer models were chosen for the COTS demonstration. 
• Silicon Design, Issaquah, Washingtow 1210-50-J single-axis and 2412 three-axis 
• EG&G IC Sensors, Milpitas, Calitbrnia: 3255-050 and 3255-500 single-axis 
• Motorola, Phoenix, Arizona: MMAS40GIOD single-axis 

The first two sensors had adequate bandwidths of either 1.6 kHz or 2.0 kHz, but the third had a 
reduced 400-Hz bandwidth, inadequate for the launch vehicle application, it was selected because 
it was one of the cheapest accelerometers available at the time, but many MEMS accelerometers 
of suitable bandwidth and range for the launch-vehicle application are now available. 

The Analog Devices 5-g accelerometers were selected for further calibration studies, in the dc 
mode, calibration can be accomplished by orienting the sensors in three directions to the Earth's 

, . . , er" ,ransco ,ver  -- P c  l ,or°e or.,3e.c., ! 
• COTS RF wireless/RS 232 #C 

• "Ground" station . . . .  comm between sensor, / 

ground, and master nodes .,J,., . . L .  • COTS RF wireless/R8 232 comm, 
• liC = 8-channel PCMCIA A--~'~"~"~ ~ , -  between ground and master nodes 

ADC with 486 palmtop . . . . .  ~ • PC with Labview commercial 
software/display package 

"Sensor" network nodes 12 each) 
• COTS RF wireless/RS 232 comm. between sensor and 

master nodes 
• ~tC = 8-channel PCMCIA ADC with 486 palmtop 
• SS = Sensor suite of 3-axis acceleration, 1 pressure, 

mounted on cantilever beam oscillators 

Fig. 10.3. Schematic of the functional networked MPS system. 'lhe four nodes depicted are two sensor 
nodes, a master node, and a ground terminal. 
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Fig. 10.4. COTS implementation of a partial MPS system (as shown in Fig. 10.2). The two sensor nodes are 
located to the left above one another. To their right is a single master consisting of three transceivers and an 
open palmtop computer. The ground terminal, consisting of a single transceiver, is shown to the right of the 
master. The laptop was not available at the time of the photo. 

gravitational field, +1 (with), 0 (perpendicular), and -1 g (against). These sensors have a built-in 
amplifier to enable ac or dc coupling, variable gain, and zero-offset. The accelerometers are very 
linear over their range, and the slope responses can be reproduced to within 5% of one another. 

10.4.2 Processor and ADC 
The processor hardware includes three 75-MHz, 486 palmtop computers (model iLuFA 350 from 
Chaplet, Sunnyvale, Calitbrnia) for the sensor and master nodes. The pahntops support PCMCIA 
plug-ins, which include a 100-kilosamples-per-second A/D converter (model DAQ Card-1200 
from National Instruments, Austin, Texas) used in the sensor node and additional serial ports 
(model MP540301 dual high-speed serial card from Mobile Planet) used in the master node. The 
palmtop computers were selected for their small physical profile and the readily available PCM- 
CIA plug-ins and drivers for DOS or Windows(8) 95. The ground node is simulated using a Pen- 
tium, 133-MHz laptop PC (Hitachi model E- 133TC). 

The ground terminal was developed using a Labview software package,* a commercial, graph- 
ics-based software/hardware interface to accept the time-tagged data packets and to display the 
resultant waveforms in real time for a demonstration. The ground terminal displays the digital 
output of the pressure sensors and an operator-selectable time duration for the display of the 3- 
axis accelerometer data of amplitude versus time. Data fi'om both sensor nodes are displayed 
simultaneously to present visual feedback to the operator. 

10.4.3 Communica t ions  
Three pairs of wireless, 2.4-GHz RF spread-spectrum, RS-232 transceivers were selected for 
serial communication between the sensor and master, and for the master to ground links. The 
transceiver (Digital Wireless, model WIT 2400) is implemented on a printed circuit board with 

*I,abview software is available fi'om National Instruments. 
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2.4 x 3.0-in. dimensions. Additional space is needed for an antenna and a small circuit to convert 
RS-232 serial voltage levels to TTL voltage levels. A robust sensor-network communications 
protocol was designed that emphasizes flexibility, simplicity, and bandwidth conservation. An 
amplitude thresholding concept was used to reduce the data being reported by the system. Since 
data below a predetemlined threshold are not reported, the data packet protocol employs time 
stamping for each reported sensor amplitude. One novel feature of the protocol is that it supports 
a wide variety of error correction techniques that can be selected by the network user to balance 
data integrity with bandwidth consumption. The protocol, in its current form, will support fewer 
than 10 sensors. 

10.4.4 Assembly and Testing 
All major components of the software were developed in parallel to hasten development time, 
including the complete network stack, the software libraries for the data acquisition hardware, and 
the application layers for the multiparameter sensor demonstration. The "spiral model" of soft- 
ware development was selected for its characteristic rapid, repeated cycle of incremental design, 
implementation, test, and integration. This process ensures that at each stage in the development 
cycle, successive versions of the system are integrated, bug-fi'ee, and meet performance 
requirements. 

High-speed serial drivers were developed, which are capable of providing the maximum per- 
formance with a PC-compatible architecture and use the maximum transfer rates provided by the 
spread-spectrum RF transceivers. Initial timing studies of the data acquisition rates were per- 
formed on the hardware selected for the prototype. The goal to acquire 2,000 samples per second 
for each axis of the three-axis accelerometers was easily met. A total acquisition rate of 12,000 
samples per second has been achieved, which is twice that required for the protob'pe demonstra- 
tion. This limitation, consistent with model prediction, is dominated by the fimdamental transmis- 
sion rate of the RS232 hardware and the UART hardware (both are specified at 115 kbits/s) and 
not by the data acquisition hardware speed or the software execution speed. The observed data 
rate is adequate tbr many space applications using a small number of sensor nodes. Larger num- 
bers of sensor nodes can also be supported, but the master-to-master link must support a rate 
slightly larger than the sum of sensor-to-master data rates. For the master-to-master link, the 
present implementation of RS-232 would be inadequate. Faster transceivers at 2 Mbits/s using 
other protocols such as I 0 Based T Ethernet or the IEEE 802. I I standard could be used to 
improve throughput either at the sensor-to-master or master-to-master links. For the full-up sys- 
tem using data compression techniques, load averaging methods, or upgrading to a faster IEEE 
802. I 1 device, the master-to-master link requirements would be satisfied. 

10.4.5 Second Generation Multiparameter Sensor System 
The development of a second-generation MPS system sensor concept32is under way to achieve a 
miniaturized sensor node using the PIC 17C756 microcontroller and an RF-communication, 
PCMCIA card that uses the IEEE 802. ! I standard tbr the 2.4 GHz band. The master node consists 
of identical RF-communications cards, a laptop computer, and Labview software that displays 
data and provides rudimentary system commanding, system-mode control, and data archiving. 
The goal is to achieve the first milestone of developing compact hardware and corresponding soft- 
ware capable of high-speed (I -2  Mbits/s) communications that could be used in applications sim- 
ilar to that of'the launch vehicle previously discussed. The architecture of the sensor nodes is orga- 
nized into custom sensor and processor boards, a networkable RF-PCMCIA card from Harris, and 
a custom battery pack. The sensor board includes 3-axes accelerometers, pressure transducer, 
humidity sensor, and temperature sensor, all with appropriate signal conditioning. The processor 
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board includes the PIC microcontroller, 4 Mbytes of memory, an ACTEL-programmable gate 
array to interface the processor to the memory, and the RF card. The system modal diagram sup- 
ports the following modes" sensor-node installation, calibration and status check, data acquisition 
and temporary data storage, power savings (sleep), and data reporting/command response to the 
master. The first milestone consists of the completed sensor node sending data to the master. Net- 
work self-configuration and other network controls will be implemented as a second milestone, 
with field testing implemented as the third milestone. 

Development is 80-90% complete for the first milestone. Nearly all software modules have 
been designed, implemented, and tested piecewise, except for the RF-commtmications module. 
The microcontroller and software for data acquisition have been tested, and a maximum of 12 
Ksamples/s cumulative measurement rate is prqjected using 6 ADC channels. However, addi- 
tional time allocations for RF transmission and overhead were not included in this estimate. The 
mechanical design of the enclosure and edge connectors were completed and will undergo shaker 
testing to validate the robustness of the design. The custom sensor board has been designed and 
is undergoing testing. Complete circuit designs are awaiting the details of the RF-programmable 
gate array and are estimated to be 90% complete. Once the design is completed, breadboard hard- 
ware will be assembled to integrate and test the entire design, with anticipated completion in early 
1999. Final sensor nodes will be available shortly thereafter. 

10.4.6 Summary of the Aerospace COTS Development 
A high-data-rate, MEMS-based instrumentation system concept to demonstrate function was 
designed, based on the wireless, high spatial-density-measurement requirements for a launch 
vehicle environmental monitoring application. Cornmercially available components, including 
sensors, processors, A/D converters, and wireless RF transceivers, were selected tbr the develop- 
ment of a demonstration based on a subset of the full-sensor network. The demonstration required 
the development of protocol design and implementation, including network stack,, software librar- 
ies, timing tests, and network throughput. Scaling issues to the full-system per fomaance were 
identified. Many of the concepts and sensor hardware could be easily reused for a microsystem 
of small form factors. 

A second-generation sensor-node development was initiated as a direct design of an MPS sys- 
tem. Its emphasis is on high, speed data acquisition and data reporting similar to the launch-vehi- 
cle application. The sensors include commercially available accelerometers, temperature, pres- 
sure, and humidity sensors. The processor is a PIC 17C756 m icrocontroller and a networkable RF 
transceiver. About 80-90% of the hardware and software design is completed. Piecewise testing/ 
simulation of hardware and software was completed, but final integration and test will occur when 
the software module is completed. The RF software module will lead completion of the final 
design late in early/999. 

10.5 Wireless Integrated Network Sensors 
A concept developed at the University of California, Los Angeles, to monitor and control a 

system capable of networking, signal-processing, sensing, and decision-making at low power 
with RF communications shows great promise for a variety of applications. 33 These applications 
include transportation, manufacturing, health care, environmental, and safew and security moni- 
toring. The system is referred to as the Wireless Integrated Network Sensors (WINS). Size of a 
sensor node board is approximately 1 x 2 in. 

The architecture of the sensor node includes components for sensors, an ADC, a spectrum ana- 
lyzer with a set of analog filters on the input, memo~, buffer, a microcontroller, and RF trans- 
ceiver. The WINS system, a collection of sensor nodes with a gateway to a more conventional 
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network, is capable of acting as a distributed sensor network. The sensor suite consists of a dual 
thermopile and horizontally and vertically sensing accelerometers. Each thermopile consists of 
32 elements of a bismuth-antimony junction capable of 1.8 n W/(Hz) 1/2 sensitivities. The acceler- 
ometers have sensitivities near 2.4 mg for frequencies near I 1 Hz. For a band centered at 5 Hz, 
the sensitivity is 10-7 g/(Hz)l/2. The spectrum analyzer and sensors are on continuously. The 
spectrum analyzer output triggers a wake call to the microcontroller that detemfines the next 
course of action of either additional processing or notification of a user or neighboring node. This 
design is tailored toward detection of vibrations, especially those caused by rotating machinery 
or repetitive phenomena and temporal changes in infrared (IR) signatures detectable with poor 
spatial resolution, presumably large objects in the field. 

Power utilization is a concern in the design of the WINS system. Low power of less than 30 
~A is needed with peak power less than 3 mW; compact Li-coin cell batteries are used. The sensor 
node RF range is limited by the low-power transmitter of 1-3 mW and by the power and sensi- 
tivity to noise of the receiver. To reduce receiver noise, a high Q, LC circuit design was imple- 
mented for the voltage controlled oscillator (VCO) in the receiver. A low-power mixer was also 
designed, using 0.8 HPCMOS (high-performance complementary metal oxide semiconductor). 
The mixer modulates the carrier fi'equency at 900 MHz. Power dissipation tbr the receiver oscil- 
lator is 300 ttW at 500 MHz and for the mixer, 70 ttW at 3 V. These are some of the lowest power 
CMOS RF oscillator and mixer reported. Overall system communication power can be optimized 
by relaying information in multiple hops, compared with the use of a single hop with a higher 
power transmitter in a multipath RF signal propagation environment. A second strategy to reduce 
power is to increase the delay time for event recognition, which allows for reduced power in pro- 
cessing and computation. This is ideally matched to low-bandwidth sensors of less than l0 kHz. 

In summa~'y, a very compact, low-power, low-cost data reporting system was built with the 
potential for applications in environmental monitoring, safety, security, manufacturing, biomed- 
icine, and condition-based maintenance. 

10.6 Design of a Mieroinstrumentation Cluster 
The University of Michigan Microinstrumentation Cluster, or laCluster, 34 takes a different ap- 

proach to microsystem design. The laCluster is a muitiparameter sensing system that supports a 
variety of MEMS sensors within each sensing node of a macrosystem. Work on the laCluster 
project fbcused on the development of individual microsensors and the definition of a generic mi- 
crosystem architecture with flexibility to meet the requirements ofmany different sensing appli- 
cations. Throughout the development, a number of interesting trade-oils have been analyzed. 
Since many of these will be common to any similar microsystem design, they are discussed in this 
section. 

10.6.1 pCluster Requirements 
When designing a microsystem from the ground up, the first step is to determine the goals of the 
intended system. For the laCluster, the goals were the following. 
• Create a generic microsystem that would support a wide variety of applications simply by 

changing the system sensors (and possibly modifying the control soflware). The intended 
applications range from distributed environmental monitoring to industrial process control. 

• Provide a standard design for the individual sensor nodes (microsystems) that could be used 
within each macrosystem. 

• Select a specific application for which a prototype system could be designed, in order to estab- 
lish specific design requirements of the l, tCluster. Environmental monitoring was selected. 
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• Create a system capable of monitoring its environment and its position within that environ- 
ment while operating at micropower levels from its own batten' supply, communicating to a 
host system via a wireless link, and maintaining a small physical size. 

• Develop capability for the microsystem to enhance sensor performance and functionality with 
system-level features, respond to event-triggered interrupts, and utilize in-module digital data 
compensation. 

TO accomplish these goals, the microsystem must have the following features. 

• It must utilize some sort of internal sensor bus to which (almost) any sensor can be attached 
provided it has the proper interface hardware. This sensor bus makes the microsystem archi- 
tecture independent of any specific sensor or sensor technology and makes it easy to add or 
remove sensors t~om the system. 

• To operate at micropower levels, the laCluster uses only low-power components (i.e., capaci- 
tive sensors) and employs a power-management scheme involving both hardware and intelli- 
gent control. 

• Wireless communication requires the microsystem to have an on-board transmitter fbr data 
output and a standard output fbrmat so that the data can be received remotely. 

• Minimizing the physical size of the microsystenl requires limiting the number and size of com- 
ponents (including batteries) and identifying an appropriate packaging technology. 

• Some built-in intelligent control is needed to allow in-module decision-making and data-ma- 
nipulation. 

Thus, the luCluster must bring together low-power electronics, state-of-the-art microsensors 
(and perhaps microactuators and microinstruments), and wireless communication to form a stand- 
alone intelligent microsystem capable of delivering processed sensor dat~/information to a remote 
host as part of a network of similar microsystems. 

10.6.2 Generic Microsystem Archi tecture 
Once the overall system features are identified, a block diagram of the microsystem can be con- 
stnJcted. From a macro-system view, it is assumed that there will be a single host system that 
receives the data from the individual microsystems. In some applications there may be many 
microsystems for each host; while in others there may be only one. The ~tClusters would connect 
to the host through a networking scheme similar to that discussed in Sec. 10.3. In defining the 
microsystem architecture, a great advantage is to provide a generic structure that can support a 
variety of sensing applications. A generic open architecture allows individual aspects of the 
microsystem to be altered without affecting the entire system; for example, with generic open 
architecture, a system that measures temperature and humidity could be converted to a two-axis 
accelerometer simply by changing the sensors (and control software) but retaining all other sys- 
tem features. The alternative would be to design application-specific microsystems that have Ilo 
common structure and require redesigning from the beginning each time a new application is to 
be supported. A generic open architecture also provides a set of standards for the individual com- 
ponents of the microsystem. Once in place, these standards simplify the design of both sensors 
and new microsystems by establishing a fixed protocol for communication between components. 

The controller to provide intelligence and programmability will, in essence, be the heart of the 
microsystem and is a good starting point to define the system. Next, the generic microsystem 
modular approach to sensor population will allow each front-end sensor chip, which may contain 
a variety of sensors and actuators (addressable elements), to be considered as an individual mod- 
ule that can be replaced without altering the rest of the system. Each such sensing node must have 
all the necessary, electronics for making measurements, converting data to a standardized output 
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fonnat, and communicating this information to the microsystem controller. To accommodate 
multiple sensing nodes within the microsystem, a standard sensor-bus format (and related proto- 
col) must be established to allow communication between the controller and the local network of 
sensor nodes. The internal sensor bus must be defined in a way that is generic and yet covers the 
needs of a variety of sensors. The sensor bus must allow for sensors to be removed, added, or 
exchanged without altering the bus itself. An appropriate sensor bus capable of these features is 
discussed in Subsec. 10.6.4. I. Ideally, the sensors could be added/exchanged without external 
modification of the system software (e.g., the sensor node would automatically upload its control/ 
personality information to the microcontroller on system power-up). 

A wireless communication link and some power-management features complete the system 
block diagram. Because of size and power limits, the wireless link will be an RF transmitter capa- 
ble of transmitting an appropriate (e.g., amplitude-shift-keyed) output format. This fore, at will 
also simplify the system by using the same protocol for both wireless and hardwired output con- 
nections. A variety of concerns regarding power management must be analyzed in order to pro- 
vide a generic approach to this complex issue. This will be discussed in detail in Subsec. 10.6.4.4, 
but for now it can be assumed that power management is another block that interacts intimately 
wifl~ the controller. This is shown in the block diagram of Fig. 10.5, which illustrates the neces- 
sary building blocks for the generic microsystem and how they interact. The illustration also pro- 
vides additional information as to how the individual sensor nodes can be viewed, either as a sin- 
gle block or as several interconnected blocks. The significance of this will be addressed in 
subsequent sections on sensors and packaging. Each microsystem building block is discussed 
individually in the following section. The trade-offs in choosing each component will be dis- 
cussed as well as how these choices affect each other and the final microsystem definition. 
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Fig. 10.5. System architecture block diagram for a generic microsystem. This architecture has been adopted 
by the University of Michigan Microinstrumentation Cluster, called the txCluster. This diagram shows the 
microsystem-level architecture as well as the position of each microsystem in the overall macrosystem that 
joins multiple microsystem sensor nodes to form a distributed sensing system. 



Design of a Microinstrumentation Cluster 415 

10.6.3 Integrated Sensors and Microactuators 
Highly integrated microsystems such as the p Cluster depend on low-cost microprocessors and 
memory and on the abilib' to form the fi'ont-end transducers. 35'36 The first integrated silicon sen- 
sors emerged in the mid-1960s in the form of visible imagers. These devices required no process 
technology other than that used for integrated circuits, and the only packaging modification was 
use of a transparent window in the package lid. Visible imagers have been continually improved 
over the last 30 years and are now approaching the resolution of photographic film. Video cam- 
eras have replaced movie film with magnetic tape, and digital still cameras are now entering the 
mass market. By the early 1970s, the first selectively etched pressure sensors were reported, 37 but 
it was not until the early 1980s that high-volume products began to appear using micromachining 
(i.e., the precision etching ofthree-dimensional microstructures, usually in or on silicon). The first 
of these products were pressure sensors, 38 followed by accelerometers, 39 flowmeters, 4° and other 
devices. Most of these devices have been driven by automotive applications or by applications in 
health care. Monolithic gyros 41,42 are now in development, along with increasingly complex mi- 
croinstruments. Of the different parameters to be measured, pressure, force, and acceleration have 
yielded well to transduction by silicon microst~ctures, and the high accuracy rate of these de- 
vices rival the capabilities of monolithic data converters. Near-inertial-grade accelerometers and 
gyros will likely emerge during the coming decade and, combined with the global positioning sys- 
tem (GPS), should come to be widely applied for precise position sensing, tracking, and naviga- 
tion. Thermal devices have been readily integrated in silicon for monitoring temperature, and mi- 
cromachined devices that utilize dielectric beams and diaphragms are creating a paradigm shift in 
IR imaging. 43'44 Magnetic devices have not yet made extensive use ofmicromachining, but mag- 
netometers and Hall devices have been realized in silicon for many years. Chemical devices (e.g., 
for exhaust gas analysis, process control, and pollution monitoring) remain among the most 
needed of all sensors, and yet their problems are among the most complex. Nevertheless, ap- 
proaches based on micromachining are among the most promising for these devices as well. 

Ability to form microactuators on or in silicon added a new dimension to microsystems in the 
, 45 7 46 mid- 80s. Lateral comb resonators " have been widel5 employed in accelerometers, tunable mi- 

cromechanical filters, 47 and elsewhere. Microactuation is more difficult than microsensing, and 
many near-term microactuators will likely continue to be embedded devices used tbr self-testing 
sensors. Exceptions are found in projection displays based on micromirrors 48 and in micro- 
valves. 49 Micromachined silicon-based fuel injectors have also been realized with some success. 

10 .6 .3 .1  T e c h n o l o g y  O p t i o n s  

In the fabrication of integrated sensors and microactuators, all of the technologies developed for 
integrated circuits are used. In addition, special technologies are employed to create microstruc- 
tures (diaphragms, beams) for transducing the variables of interest. These special technologies are 
micromachining, wafer bonding, and electrofonning. See Chapter I for more details of microtab- 
rication methods and options. 

10.6.3.1.1 Micromach in ing  

As originally applied, the term "micromachining" referred to selective etching of the silicon wafer 
("bulk micromachining"). Early efforts on beam-led integrated clrcmts at Bell Telephone 

*Beam-lead integrated circuits (electroplated lead-tabs that extend beyond the chip) were developed in the 
early 1960s at Bell Telephone Laboratories. They were a flip-chip technology compatible with hybrid thin- 
file passive components on ceramic. Widely used until the mid-1970s, beam leads are still used in some 
sensor and display approaches. 



416 MEMS-Based Sensing Systems: Architecture, Design, and Implementation 

Laboratories led to the development of isotropic and anisotropic silicon etchants. Micromachin- 
ing switched to the anisotropic etchants in the early 1970s to reduce undercutting, reduce agitation 
sensitivity, and allow the use of impurity-based etch-stops (Fig. 10.6). Silicon etchants such as 
ethylene diamine pyrocatechol (EDP) attack the <100> directions in silicon much faster than the 
<l I l> directions, and the existence of a highly doped (p++) boron layer in the silicon results in a 
rapid falioff of etch rate, 5° creating an etch-stop. Thus, a simple boron diffusion can be used to 
retain bulk silicon layers from 1.5 to 15 pm thick with no critical timing of the etch. Since the 
doping levels in p++ silicon are too high to permit electronic device fabrication, the etch-stop is 
sometimes used as a buried layer [Fig. l 0.6(b)]. An alternative is to use an electrochemical etch- 
stop [Fig. l 0.6(c)], which requires a bias distribution network on chip and more elaborate etching 
procedures, but is also coming to be widely used. Recently, there has been the increased use of 
devices in which fi'ont-side patterns oriented along the <100:> lateral directions in silicon are 
undercut. These structures are more quickly formed than the back-etched structures and are more 
compatible with standard found13' process flows. Dry etching 51 is also being increasingly used 
bofl~ for shallow etches and for deep high-aspect-ratio devices. Aspect ratios exceeding 30:1 can 
be achieved. 
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Fig. 10.6. Impurity-based etch-stops in bulk micromachining. Use of(a) simple boron diffusion, (b) diffused 
boron buried-layer, and (c) p-n junction epi-substrate etch-stops are illustrated. 
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10.6.3.1.2 Wafer-to-Wafer Bonding 
In electrostatic (anodic) bonding, the silicon wafer is placed against a glass substrate and heated 
to a temperature of 400°C: ..... 500°C. The glass is chosen to closely match the thermal expansion 
coefficient of silicon, with Corning 7740 a common choice. From 400 to I000 V are applied 
across the silicon-glass interface, which pulls the two materials into intimate contact and fuses the 
materials in a seal that is stronger than either of the materials separately. The advantages of these 
structures include relatively simple wafer alignment (the glass is transparent) and low parasitics. 
However, the glass is more difficult to cut than silicon, and the thermal expansion coefficient is 
not a perfect match to silicon, giving rise to temperature sensitivity. Where better temperature 
matching or on-chip circuitry is desirable, direct silicon-silicon filsion bonding is possible. 52 Two 
silicon wafers are cleaned, placed in contact, and heated to temperatures typically exceeding 
1000°C. The materials bond to effectively form one piece of material. Where silicon-glass anodic 
bonds will form across surface steps of several hundred angstroms, silicon-silicon bonds require 
surfaces that are flat to within angstroms and ve~3, clean. The high annealing temperatures can 
also compromise some processes. Nevertheless, silicon-silicon bonding can create unique micro- 
structures, and its use is increasing. 

10.6.3.1.3 Electroforming Processes 
A third approach to achieving three-dimensionality involves electroforming. An old technology 
used in the early days of integrated circuits, it has been recently rediscovered for integrated sen- 
sors. Using photoresist, or polyimide defined using dry etching, as a plating mold, it permits the 
batch formation of rather thick metal structures. In the widely publicized LIGA process, 53 X-ray 
lithography permits the formation of ve~y thick structures ('-1 ram) using electroplated nickel. 
Very high aspect ratios are possible in such devices at the cost of a synchrotron source. The pro- 
cess offers unique capabilities for devices that can be produced in no other way. 

10.6.3.2 Device Options 
Bulk micromachining has been discussed above fbr the fbrmation of beams and diaphragms fi:om 
the wafer bulk. Front-side bulk processes that undercut the microstructure [Fig. 10.7(b)] are espe- 
cially compatible with foundry thbrication, typically require no modification of the process flow 
except for a final etch just prior to die separation, and are also becoming increasingly used. Sur- 

• ~4 face micromachinmg- emerged in the mid-1980s as an alternative to bulk processes. In surface 
micromachining [Fig. 10.7(c)] a sacrificial layer (usually phosphosilicate glass [PSG]) is depos- 
ited on the wafer and patterned. The intended microstructure material (polysilicon or metal) is 
deposited over it and patterned so that it anchors to the wafer over the ends of the sacrificial mate- 
rial, which is subsequently removed to leave a beam, cantilever, or diaphragm. Such devices have 

4 6  52  been used for accelerometers, ' for pressure sensors (using seals provided by CVD dielec- 
trics), 55 and for other microstructures. Control of stress in the deposited layer is an important chal- 
lenge with polysilicon high-temperature (>1000°C) anneals generally required. Stiction 56 is also 
a significant problem in some structures because of forces involved in drying the structures after 
release. This has led to special release procedures. 

Both hybrid and monolithic mixtures of transducers and readout circuitry, are now being used, 
with a trend toward monolithic implementations as processes become better understood. Cer- 
tainly for high-volume applications, the monolithic approach is attractive since added process 
development costs can be recovered, final cost is somewhat lower, and reliability may be 
improved in the absence of internal wire bonds. Even here, however, it seems likely that the inte- 
gration levels on transducer chips will remain modest, with more complex digital signal process- 
ing and/or microprocessing done as a separate in-module IC. This reflects the current approach in 
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Fig. 10.7. Comparison of bulk, f'ront-undercut, and surface micromachined-dcvice structures. 4 
the l, tCluster. Bulk micromachining typically requires the tbrmation of etch-stops prior to the cir- 
cuit fabrication sequence, whereas surface micromachining requires the addition of the micro- 
structures ariel" the nonnal circuit flow. In either case, well-designed circuitry can go a long way 
toward making a marginal transducer look good. Surface-micromachined structures based on lat- 
eral capacitance, for example, may have full-scale capacitance ranges of no more than 100tF, 
making it a real challenge to achieve a broad analog output range. Bulk microstructures can do 
significantly better but are somewhat more difficult to merge on-chip with circuitry. 

10.6.3.3 Representative Devices 
A wide variety of sensors and actuators are in development, and during the next 5 years many of 
these are expected to move to commercial production. Indeed, the worldwide annual market for 
such devices is expected to increase several fold during the coming decade, reaching into the tens 
of billions of dollars. The present lJCluster contains sensors for pressure, temperature, humidity, 
and acceleration (both threshold [impact] and continuous [tracking]), with additional sensors for 
acoustic and chemical analysis in development. In this section, we will look at the barometric 
pressure sensor as an example of a device currently in the ~tCluster and will then mention briefly 
an IR (thermal) sensor and a gas detector as other examples of emerging devices. 
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10.6.3.3.1 High-Resolution Barometric Pressure Sensor 

Micromachined, silicon pressure sensors employing dielectric or silicon diaphragms can be 
grouped according to their transduction mechanism as piezoresistive or capacitive and according 
to their readout structures as static, resonant, or tunneling devices, in spite of impressive recent 
progress in sensitivity and accuracy, emerging applications in environmental monitoring offer 
substantial challenges in that they demand both high accuracy and a wide operating pressure 
range in order to precisely resolve the local pressure differences needed for global weather fore- 
casting. With a desired resolution of about :25 mtorr (equivalent to about one foot of altitude shift 
at sea level) over a dynamic pressure range fi'om 500 torr to 800 torr, this amounts to resolving 
nearly 1 part in 10 ~ over a temperature range from perhaps -25°C to +60°C. In this section, we 
illustrate an approach to meeting these needs. 

Figure 10.8 shows the structure of the barometric pressure sensor." This device is composed 
of four capacitive pressure-sensing elements, each tbrmed with a bossed diaphragm and a readout 
electrode on an opposing glass substrate. The diaphragms and bosses are both circular to avoid 
high stress concentrations. Since the bosses are much thicker (12 ~am) than the diaphragms (2 
lure), most bending and stretching when exposed to differential pressure occurs in the thin dia- 
phragm. The bosses act as parallel plates with respect to electrodes on the glass substrate. These 
electrodes serve as reference plates, and the diaphragms suspended over them act as movable 
plates, forming pressure-variable capacitors. Since this sensor is intended for use in the ~aCluster, 
it is important that the device be physically small and dissipate very little power. 

The device is vacuum sealed, so barometric pressure deflects the diaphragm downward toward 
the reference electrode on the glass. The capacitance is inversely proportional to the gap distance 
between the boss and the reference electrode so that the capacitance and pressure sensitivity 
increase rapidly as the plates approach each other. However, the operating range of the device 
becomes very limited since the plates soon touch as the pressure increases. A series of diaphragms 
having slightly different diameters will deflect different amounts due to barometric pressure, 
however, and will hence cover different portions of the overall measurement range. As the plates 
touch, ending one measurement segment, the glass provides a built-in strain relief for that device, 
and the next smaller diaphragm will move down into the working gap range, continuing the mea- 
surement into the next higher subrange in pressure. Figure 10.9 summarizes this device operation. 
The 9.5-~am zero-pressure gap is reduced to a working distance of 0.4--0.7 lain over the pressure 
range of interest. 

Atmospheric pressure is first measured using a pressure sensing element (S 1) that is designed 
to cover a broad operating range (500-1000 tort ~: 1 ton'). Depending on this reading, one of the 
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Fig. 10.8. The overall structure of the multi-element barometric pressure sensor. 4 



420 MEMS-Based Sensing Systems: Architecture, Design, and Implementation 

............... l .............. 

............................................. 

,1% % % % % % ",,, % % % % % % % % % % % % % ",, % % % % % % % % % }" 

~ %  % % % %  % % % % % % %  % % % % % %  % % % % % %  % % % % % % , , '  

% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % 

% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % I 
% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % t' 

% % % % % % % % % % % % % % % % % % % % % % % % % % % % % % :  

! 
82 (.2) 83 "?, $4 <~) 

Fig. 10.9. Sensor operation. The multiple sensing elements of  a device under a typical working condition are 
shown. The center device would be used for measurements here. 57 

other sensing elements is then selected to provide a higher sensitivity look at that particular sub- 
range (e.g., 600-650, 650-700, or 700-760tort). The other pressure sensing elements will either 
have a larger gap separation or will be touching and hence strain relieved, as shown in Fig. 10.9. 

s • • 58 The capacitance of the ,. elected element is read out using a switched-capacitor integrator (Fig. 
10.10) whose output is digitally compensated for temperature and nonlinearity effects. The 
switched-capacitor interface circuit is integrated in a 3-#m CMOS process on a 2.2 x 2.2-ram chip 
that also provides command decoding, control, temperature sensing, and interlacing through a 
sensor bus to the embedded microcontroller. ~9 The pressure sensors are sell'testing, using the 
applied electrostatic voltage derived by lengthening the readout pulse width. ~8 

The pressure sensor is fabricated using a five-mask, silic°n'bulk'micr°machined' dissolved- 
wafer process 6° with a die size ot'5 x 6 ram. The silicon processing starts with a p-type (100) ori- 
ented silicon wafer of normal thickness (550 }am). A KOH etch is first performed to define a 
recess that will later provide the capacitor gap, connecting channels among the different elements 
and the tunnels for the output leads. The KOH etch time and temperature detennine the depth of 

t . . . . . . . . . .  
G-, G:::, G3 G4 e5  i . . . . . . . . . .  1 
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Fig. 10.10. The switched-capacitor integrator used for measuring the transducer output capacitance as a 
function of  applied pressure. 
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the recess (nominally 9.5 lam). Note that this depth is not pm~icularly critical, since by adding seg- 
ments on either end of the measurement range, gap variations from device to device can be 
accommodated. Photolithography is next used to define the supporting rim and the center bosses, 
which are diffused to an etch-stop depth of 12 ~tm. The thin (2-~tm) poi~ion of the diaphragm is 
then formed using a shallow boron diffusion. A layer of LPCVD SiO 2 is then deposited and pat- 
terned on the diaphragm to prevent electrical shorts when the capacitor plates touch as well as to 
compensate the diaphragm internal stress associated with the boron diffusion. 'I'he glass process- 
ing consists of metallization to form the reference electrodes and the drilling of an optional hole 
in the glass substrate for use in vacuum sealing. Once the silicon and glass processing are com- 
pleted, the silicon and glass wafers are electrostatically bonded together. The silicon wafer is then 
etched away in EDP, leaving only the heavily boron-doped areas on the glass. While a batch vac- 
uum-sealing process involving deposited materials at wafer level has recently been developed, 6° 
the present devices used in the jaCluster were sealed by first sealing the lateral lead tunnels and 
allen placing the devices in a vacuum chamber subsequently evacuated to a pressure of less than 
1 torr. A pass-through arm was then used to apply a vacuum sealant to the vent hole in the sub- 
strate. The sealant was then cured in vacuum. 

Figure 10.11 shows the measured (uncompensated) pressure response for the "global"-sensing 
diaphragm, which spans the measurement range from 500-800 ton'. it has a nearly linear, capac- 
itance-pressure output characteristic with a pressure sensitivity of about 2 fF/torr (420 ppm/torr). 
Figure 10.12 shows measured responses fi'om three of the other device elements. The sensing ele- 
ment having the largest diaphragm size gives output readings over a pressure range of 600-650 
ton'. The sensing element with the next smaller diaphragm size provides output in a pressure range 
of 650-700 ton', and the smallest diaphragm responds from 700-750 torr. Pressure sensitivities 
for these "segment" diaphragms are about 25 fF/torr, corresponding to about 4200 ppm/torr or 
equivalent to a resolution of about 1-ft altitude near sea level. 

The barometric pressure sensor illustrates the utility of an embedded microprocessor along 
with software control, forming an integrated microsystem. The approximate pressure can be read 
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Fig. 10.11. Response of the global transducer spanning tile overall barometric pressure range of tile device. 
The pressure sensitivity is about 2 fl~'/torr 
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Fig. I0.12. Measured responses from the higher-resolution (segment) sensing elements. The pressure sensi- 
tivities are about 25 fF/torr. 

using a global sensor, and a more exact reading can be obtained using the appropriate segment 
device. Digital compensation of the measured output allows an order-of-magnitude more resolu- 
tion and accuracy than would laser trimming, and self-testing is possible to a considerable degree. 
Similar strategies can be employed for a broad range of other devices in such systems, including 
the following examples. 

• Broad-range temperature sensor arrays 
• Programmable frequency-range vibration accelerometers 
• Broad-spectrum acoustic sensors 
• Cross-correlated chemical identification devices and biological agent detectors 

10.6 .3 .3 .2  M i c r o m a c h i n e d  I n f r a r e d  S e n s o r s  

Throughout the 1970s and most of the 1980s, most work on IR imaging devices was done using 
compound semiconductors or silicon Schottky diode arrays operated at liquid nitrogen tempera- 
tures. While adequate for some applications, the cooling requirement made such devices inappro- 
priate for most commercial applications. By the mid-1980s, however, silicon micromachined 
imagers capable of operating at ambient temperature had been demonstrated for process control 

43 applications, and bv the early 1990s higher-density imagers were emerging targeted at night- 
vision applications. 4~I Figure 10.13 shows the cross section of one of the early imagers. This 
device uses a dielectric window for thermal isolation between an array of series-connected hot 
junctions and an array of cold junctions located on the chip rim. When incident radiation falls on 
the array, the hot junctions are warmed and the thermopile converts the temperature rise into an 
electrical output. Such devices allow a remote temperature resolution of better than I°C with a 
thermal time constant of a few milliseconds and typical responsivities of 50-100 V/W using win- 
dows measuring 400 lam on a side. Such pixel sizes are adequate for process control, but do not 
permit the numbers of windows required for night-vision applications. More recently, surface 
micromachining has been used to realize much denser arrays having pixel sizes of 50 lain on a 
side with responsivities as high as 70,000 V/W and a typical noise-equivalent temperature 
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Fig. 10.13. Top view and cross-section of a micromachined thermal line imager. Thermocouples are sup- 
ported on dielectric windows where the hot junctions are heated by incident radiation, converting input 

61 power into an electrical output. 

difference (NETD) of about 0.05°C. 43 Imagers composed of 80,000 pixels have shown excellent 
night-vision capabilities while operating at ambient temperature. Finally, active-pixel microma- 
chined, arrays using heated an'ays with local feedback within the pixels have reported responsiv- 
ities of more than 106 V/W. 62 Such alTays should find important applications in both ground- and. 
space-based applications. 

10.6.3.3.3 Micromachined Gas Sensors 

One of the more promising approaches to chemical (gas) sensors is based on the structure shown 
in Fig. 10.14. 63 A dielectric window is again used, this time with a bulk micromachined silicon 
heater under it. On the top side of the structure is a thin deposited film (e.g., 35 A-Pt on 50 A- 
TiC)x) along with four electrodes to allow accurate measurement of its resistance. With an appro- 
priately prepared film, gases such as oxygen and hydrogen can be detected with ppm accuracy. 
By accurately controlling the film temperature and ramping it over a predetermined range, tem- 
perature-programmed desoq~tion (TPD) can be used as an aid in determining the gas or gases 
present. Microcalorimetl~' effects can also be employed for gas analysis in such structures. While 
selectivity remains a problem in these devices, a common approach is to use an array of dielectric 
window detectors with each one coated with a different conducting film so that the array produces 
a unique signature for a given gaseous mixture. Embedded microprocessors and/or neural 
networks can then in principle be used to deconvolve the signature to specify a unique gas 
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Fig. 10.14. Top view and cross-section ofa micromachined gas detector. The device employs a heater sus- 
pended under a dielectric window. A thin film on top of the window changes its conductivity in response to 
gas adsorption from the surrounding environment. 63 

composition. Thus, such arrays are promising candidates for use in microsystems. Power must be 
conserved as much as possible in battel3,-powered applications by pulse-heating the windows, 
which have typical thermal efficiencies of 6°C/roW in air. It is significant that detector films can 
be deposited using chemical vapor deposition (CVD) by placing completed arrays in an appropri- 
ate gas stream and selectively heating the desired window to catalyze film growth. 64 The elec- 
trodes, which are already in place, can be used to terminate growth at the appropriate film resis- 
tance. This technique allows an mTay to be effectively programmed for a given application. 

A still more versatile approach to analyzing gaseous mixtures can be based on gas chromatog- 
raphy. A number of research efforts focus on miniaturizing such devices using micromachining. 
As shown in Fig. 10.15, a series ofmicrovalves forms a gas-sampling system that allows a sample 
of unknown gas to be injected into a carrier gas stream. As this sample passes through the column, 
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Fig. 10.15. Block diagram of an integrmed gas chromatograph. A sample of unknown gas is injected into a 
carrier and passed through a long capillary tube, where tile different molecular species are separated in time. 
Emerging gases are detected using a thermal conductivity detector and identified as to type by their charac- 
teristic delays. 1'he amount of gas present can be determined from the integral of the detector response. 65 

different molecules spend different amounts of time stuck to the walls of the column, so that at 
the far end of the tube they emerge separated in time. They can then be detected using fl~ermal 
conductivity sensors or by other means. While the first silicon gas chromatograph was reported 
almost 20 years ago,66microvalve technology at that time did not allow the realization of a fully 
integrated microsystem. Over the next few years, such microinstruments should emerge, and if 
incorporated within a microsystem unit such as the taCluster, should find wide application in mil- 
itary and civilian applications. 

10.6.4 Other Components and Features of the pCluster 

10.6.4.1 Sensor Bus 
An important aspect of the laCluster's generic architecture is the standard sensor bus, which estab- 
lishes a fixed mechanism by which the controller can communicate with the sensor network 
within the microsystem. Although a variety of network standards is available for use as the sensor 
bus, the one chosen for the laCluster is based on the Michigan Serial Standard 67 and was selected 
because it provides the necessary features while minimizing the number of signals and complex- 
ity of the bus. This, in turn, minimizes both the electronics required for interfacing to the bus as 
well as the trace count to reduce package size. Because it plays a significant role in the microsys- 
tern and affects many aspects of system operation, the sensor bus is discussed in detail in this sec- 
tion. 

As shown in Fig. 10.16, the ~tCluster's sensor bus consists of three power lines, four signals 
for bidirectional serial communication, a shared data line for sensor output, and a data valid/inter- 
rupt signal. The three power lines are the ground reference (GND), the main system power 
(VDD), and a switched 5-V reference supply (VREF). VDD is defined as 6 V to be compatible 
with common batter3' voltages. This supply is on constantly while the laCluster is active. VREF, 
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CE: Chip enable DO: Data out--sensor output 
STR: Strobe VDD: 6-V continuous power 
CLK: Sensor bus clock VR: 5-V switched reference 
CIN: Serial input (command/data) GND: Ground 
DV: Data valid 

Serial Data (CIN) Format 
Instruction word 

Ill-cA3 ! CA2l ~Alll/~AO i EA' I EA31 i- EA2- i EAi-- i EAO-i-R/VV I 01 i"cO ! _ 
i . . . . . . . . .  ~ t I Chip address Element address - command 

Data word 
- - , . . . . . .  

, 

Write data t 

Fig. 10.16. The t.tCluster sensor bus provides a standard tbr communication between the controller and the 
front-end sensor network. Shown are the signal lines that make up the sensor bus as well as the format for 
the serial data used to issue instructions to sensors on the tJCluster. 

on the other hand, is switched on and off as part of a power-management scheme discussed in 
Subsec. 6.4.4.4. VREF is part of the sensor bus so that electronics on the sensor front end can be 
turned off when not in use. VREF is a 5-V reference that will remain constant even as the battery 
voltage, VDD, decreases over time. A constant reference voltage is necessary/br the analog read- 
out circuitry on the sensor front end. The sensor data output signal (DO) is shared by all sensor 
modules in the microsystem and multiplexed by the modules themselves. That is, each sensor 
module will have its output disabled frown the DO line unless commanded by the controller to put 
data on the line. Data on the DO line can be in the form of an analog voltage, a serial bit stream, 
or frequency-encoded data (provided the controller can handle each of these formats). The data- 
valid (DV) signal is used to let the controller know when valid data is available on the DO line. 
DV also doubles as an interrupt that can be used to request communication with the controller as 
part of, for example, an event-triggered response. Use of the DV interrupt provides the pCluster 
with the capability of on-demand sensor readings rather than being limited to simple preset sensor 
s c a n s .  

The four serial communication signals on the sensor bus are a chip-enable signal (CE), a data 
strobe (STR), a serial data line (CIN), and a clock (CLK) signal. A timing diagram for these serial 
communication lines is shown in Fig. 10.17. Because of the nature of the sensor bus. communi- 
cation can only take place with one front-end sensor module at a time. When active (high), the 
CE signal indicates that the sensor bus is in use by a specific sensor module so that no other mod- 
ule can interrupt the system until this line goes inactive (low). The STR signal defines a window 
around the commands being sent from the controller to a specific sensing node so that bus inter- 
face hardware will know when a message begins and ends. Used in combination, the CE and STR 
signals tell the sensor modules when they should be reading or ignoring incoming data. Command 
and data bits sent from the controller to the sensor modules are placed on the CIN line, and the 
bits are synchronized to the CLK signal so that they can be easily read by bus interface hardware. 
The data format for information on the CIN line is shown in Fig. 10.16. 

At the beginning of a communication from the controller, the CE bit goes high, and a 4-bit chip 
address is put out on the serial data line, CIN. Each sensor module has a predefined chip address 
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Fig. 10.17. Timing diagram of the serial communicmion signals on the sensor bus. 

and will only listen to a message if it begins with a matching chip address. At the end of tile chip 
address, the STR line goes high to mark the beginning of a sensor-specific message. This message 
begins with a 3-bit command code tbilowed by a 5-bit element address. The 5-bit element address 
can be used to access up to 32 readable elements (e.g., sensors) and 32 writable elements (e.g., 
actuators, digital registers) per sensor module. This format allows multiple sensors to share the 
same bus interface hardware, or allows each element in a multielement sensor mTay to be accessed 
individually. If the command is a write instruction, data bits follow the element address to be 
stored or used directly by the sensor interface circuit. At the end of this message the STR signal 
will go low. If the command is a read instruction, the sensor readout circuit~ must convert the 
sensor data into one of the possible output formats. During this time, the CLK line is available to 
the readout circuitry and can be programmed to any frequency and duration (limited only by the 
controller generating the clock signal) as required by the specific readout circuit~2¢. Once the read- 
out is complete, the bus interface hardware places the data on the DO line and indicates that valid 
data is available by pulling down the active low DV line. Once the data has been read by the con- 
troller, the CE line goes inactive to reset the bus interface hardware and disable the output on the 
DO line. At this time the controller can either monitor the DV line for an interrupt or initiate 
another communication to a sensor module. 

The sensor bus described is a generic form. For use on the laCluster, a more specific imple- 
mentation was developed, for which appropriate command codes and element address bits were 
defined and a corresponding bus interface circuit was designed. "['he bus interface circuiti)' was 
implemented as part of the Capacitive Sensor Intertace Chip (CSIC) that includes additional cir- 
cuito, for the readout of capacitive sensors and an on'board temperature sensor. 59 A block dia- 
gram of the CSIC is shown in Fig. 10.18. For application with the ~tCluster and the CSIC, the 3- 
bit command code is used to define one of five command options implemented by the CSIC. Of 
these commands, one is a read instruction and the other four are write instructions that access dif- 
ferent data registers, including a 4-bit Chip Command Register (CCR). The CCR is a 4-bit, on- 
chip control register that can be accessed without writing to a specific element address. This 
reduces hardware overhead and simplifies setting the four primary control bits used by the sensor 
readout circuitry. The sensor readout circuit~w on the CSIC is a three-stage switched-capacitor 
circuit 68 that can convert capacitive sensor data into an analog voltage read by the microsystem 
controller. This circuit uses the five-bit element address to determine which of six possible sensor 
inputs will be read and which of four possible reference capacitors will be used during the data 
conversion. The on-chip reference capacitors provide programmable offset control and allow the 
CSIC to be used with sensors that have nominal capacitance in the range of I pF to 12 pF. The 
multiplexed sensor inputs allow one CSIC to be used with up to six sensing elements. The CSIC 
also has programmable gain settings that use the bits of the CCR to control the gain of the sensor 
readout circuit. The programmable gain allows the CSIC to accommodate sensors with a wide 
range of sensitivities. The final block of the CSIC is a simple temperature sensor formed by a ring 
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Fig. 10.18. (a) Block diagram of the Capacitive Sensor Interface Chip (CSIC). CSIC includes circuitry that 
will interfhce to the sensor bus, readout multiple capacitive sensors, and measure the temperature oFthe chip 
and its surroundings. (b) Photograph of a fabricated CSIC die, which has been laid out approximately as 
shown in the diagram. 
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oscillator with an output fi'equency that varies with temperature. The temperature sensor on the 
interface chip provides an accurate measurement of the temperature in close physical proximity 
to other sensors on the ILtCluster. This makes the temperature sensor very useful for digital com- 
pensation of temperature sensitivities in other sensors as discussed in Subsec. 10.7.4. 

10.6.4.2 Microcontroller 
As discussed earlier, a large variety of commercially available controllers may be used in micro- 
system applications. For use with the lttCluster, the Motorola 68HC711 E9 Microcontroller Unit 
(MCU) was chosen as the best of the available alternatives because it offers the following features 
on a single 8 × 10-ram die: 

• An 8'bit microprocessor 
• An 8-bit analog-to-digital converter 
• Timing hardware 
• A synchronous serial peripheral interface (SPI) 
• An asynchronous serial communications interface (SCI) 
• Built-in memory: 512 bytes RAM, 512 bytes EEPROM, and 12 kbytes EPROM 
• Low-power mode 

Each of these features is necessary in order to be compatible with the goals and requirements 
of the lttCluster: 

° The microprocessor is needed to execute control software that can be stored in the on-chip 
memory. 

• The A/D and timing hardware are necessary to read out sensor data in the analog and fre- 
quency-encoded formats provided in the sensor bus definition. 

• The SPI allows for high-speed serial data transfer across the sensor bus with minimal software 
overhead. 

• The SCI is a universal asynchronous receiver transmitter (UART) type interface that provides 
a well-known standard for communication between the microsystem and external host system. 

• In addition to storing control software, the on-chip memory includes EEPROM, which is very 
useful for storing sensor-specific data within each microsystem 

• The low-power mode available on the 68HC 11 MCU is vital in minimizing the power con- 
sumption of the luCluster. 

• The 68HC11 is available in die form necessary for the multichip module packaging used for 
the p Cluster. 

Many other available controllers offer some, but not all, of these required features. However, 
as the popularity of microsystems grows in the coming years, manufacturers are sure to answer 
the demand with other controllers that offer these features and more. There already is evidence 
that new controllers are being specifically designed for sensing systems. The limiting aspects of 
the 68HC11 are its 8-bit architecture, relatively slow speed (a maximum bus speed of 2 MHz), 
and the 8-bit A/D. There is a need for a wider processor word (e.g., 16 bits) and higher A/D accu- 
racy (>12 bits), but these advances need to be achieved while reducing the overall power dissipa- 
tion. This pertbrmance may be possible if the generality of the processor is reduced to eliminate 
unneeded functions, emphasizing the sensing/control functions discussed here. 

10.6.4.3 External Communication 

Although a primary goal of the l, tCluster is to utilize wireless communication so that the host sys- 
tem can receive data fi'om a remote site, it is also important to have a hardwired interface to the 
external world. The hardwired interface is usefhl for developmental purposes since it allows the 
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user to program the controller and examine and debug system operations easily. It is also useful 
in many applications where a hardwired link is preferred because it eliminates the need for a 
matching receiver to the wireless transmitter. In the design of the pCluster, it was only necessary 
to provide wireless data output, so all inputs utilize a hardwired interface. Since both a wireless 
and hardwired link will normally exist, the two links should be as similar as possible. Using a 
well-known standard for external communication will minimize the interface hardware necessary 
between the laCluster and the host system. 

Given these guidelines and the fact that the MCU chosen for the pCluster has a built-in RS- 
232-compatible UART type interface, the asynchronous serial RS-232 fomlat was chosen for 
external i/O. For direct connection to the serial port of a common PC, only a widely available 
level-shifter buffer is needed to convert the 6-V signals of the laCluster to the 12-V levels of the 
PC. This standard was chosen more for its simplicity than its functionality. Indeed, there are many 
other network standards available that may be more appropriate for a given macrosystem. Note 
that the RS-232 does not limit the luCiuster to a macrosystem based on this network scheme; an 
external network conversion interface could be used to convert the RS-232 format to an alternate 
network protocol without affecting the inner workings of the laCluster. 

For the wireless transmitter, the HX 1005 by RFM, Inc., was selected. This component has typ- 
ically been used for keyless entry systems in automotive applications. The advantages of this 
component were its small size and low-power consumption, which were found to be more com- 
patible with the demanding goals of the laCluster than other commercial components. The 
HX 1005 is an RF transmitter with a can'ier frequency of 315 MHz and is compatible with the 
UART communication interface chosen for data output from the pCluster. By using amplitude- 
shift-keyed modulation, the same data sent to the UART could be directed to the transmitter for 
wireless data output. Data at the receiver end can be easily convex'ted to an RS-232 format. This 
makes the method of data transfer, whether hardwired or wireless, transparent to the host system. 
The range of transmission from the luCluster using the HXI005 is largely dependent on the 
receiver and the type of antenna used. A range of more that 100 ft has been observed using a low- 
power receiver that runs off of four AA batteries. Greater range can be obtained at the cost of 
increased power, both on the laCluster and at the receiver. 

10.6.4.4 Power Management 
A primary goal of the ~tCluster was to provide all desired sensing functions while minimizing 
power consumption. Options for managing the power consumption can be reduced to two 
approaches: minimizing the power consumption of each component in the microsystem and keep- 
ing all unnecessary components turned off until needed. The first of these is relatively simple 
from a system point of view: choose components for each functional block that have the lowest 
possible power consumption. Of course, this may mean facing difficult trade-offs in performance 
that have to be analyzed thoroughly. Most of the difficult issues in this area are faced in the design 
of the individual components and, as such, are beyond the scope of this chapter. It is worth noting, 
however, that capacitive sensors provide a tremendous advantage over piezoresistive devices 
since the only power they consume is that of the readout circuitry, which can be minimized by 
careful design. For this reason, the pressure, humidity, and acceleration sensors used on the 
laCluster are all capacitive. 

In the second approach ......... keeping all unnecessary components turned off until needed ....... power 
management becomes more of a system issue. Power management is addressed in the sensor bus, 
which includes a voltage reference that can be switched offwhen the sensor front end is not being 
used. If there are sensors or subsets of sensor nodes that need constant power, there is also a 
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supply voltage on the sensor bus that is always on. The ~tCluster has an advantage here over some 
other sensing systems in that most of the parameters being measured have very low bandwidth 
and as such do not need to be monitored often. Measuring barometric pressure, relative humidity, 
01" temperature can be done, for instance, once a second without significant loss of relevant data. 
However, in the case of acceleration, which can generate signals with significantly broader band- 
width, an alternate approach is necessai~'. Again the sensor bus provides for this by allowing for 
event-triggered inten'upts between normal sensor scans. Using this feature, a threshold acceler- 
ometer, which sets a mechanical switch when an acceleration beyond a certain threshold is expe- 
rienced, can be used to interrupt the controller and request an immediate reading of a more accu- 
rate on-board continuous accelerometer. 69 Thus, only a low-power digital circuit that monitors 
the threshold device and generates the interrupt needs to be on continuously. A similar approach 
can be used by many other sensors that might normally be too power hungry for such low-power 
systems as the luCluster. 

In addition to switching off the sensor fi'ont end between sensor scans, it is also necessary to 
minimize the power consumption of the MCU, which in the case of the ~tCluster is, by far, the 
largest power consumer in the system. Since the sensing activities of the laCluster are ofve~3' low 
frequency, there is a large block of time between sensor scans when it is not necessary' to have the 
MCU running. As long as some circuitt3, monitors the sensor-bus interrupt signal, the MCU can 
be shut down.just as the sensor fi'ont end is. To accomplish this, the built-in MCU low-power 
mode is utilized. In this mode, the clocks on the MCU are shut off, all outputs are latched to their 
current values, and data in RAM is maintained, while the power levels are reduced by three orders 
of magnitude. A similar mode is available on many controllers. The disadvantages of this mode 
are that the MCU is nonfunctional, and it must be restarted by an external signal. It is therefore 
necessary to include some control circuitry external to the MCU that will monitor microsystem 
activities while the MCU is in low-power mode and will wake the MCU after the appropriate 
delay. 

A power management chip (PMC) was developed for use in the laCluster to accomplish this 
task. The PMC has on-chip clocking circuitry that is activated by the MCU before it enters its low- 
power mode. The MCU sends a code to the PMC flaat defines the desired delay, which can be one 
of eight discrete values between 15 s and 5 min. After this, the MCU goes to sleep and the PMC 
is in control until the delay time is over. During this delay it is necessa13, for the PMC to monitor 
the sensor bus in case an event-triggered interrupt is generated. When either an interrupt is 
received or the delay time expires, the PMC wakes the MCU, which takes back control of system 
operations. 

A block diagram of the PMC is shown in Fig. 10.19. As shown in this illustration, the PMC 
also contains switching circuitry that controls the delivery of power to other areas of the system. 
These switches are set by inputs fi'om the MCU, and they control whether the transmitter gets 
power and whether the 5-V reference of the sensor bus is on or off. The 5-V reference is imple- 
mented with an Analog Devices REF-195. This component is compatible with the goals of the 
laCluster mad is available in die form. The PMC is, in a sense, an extension of the MCU, under its 
direct control, and used to control and minimize the power consumption of the luCluster. 

10.6.5 Summary of Microinstrumentation Cluster Design 
Having defined a generic microsystem architecture and discussed many aspects of the compo- 
nents to be used in one specific realization (the laCluster), we will review some of the trade-offs 
encountered and the decisions affected by some choices. Designing the laCluster began with 
detennining a generic microsystem architecture and defining a standard sensor bus. Both aspects 
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Fig. 10.19. Block diagram of the power-management chip used to control power flow across the ixCluster 
and monitor system activities while the MCU is in low-power mode. 

placed specific requirements on the microsystem controller, which is important to select early in 
the design because many other design choices relate to this component. 

The controller had to communicate across the defined sensor bus for intramodule operations 
and across an external network bus for interaction with a host system; it had to read analog, dig- 
ital, and frequency-encoded data from the sensor front end; and it required a nonvolatile memory 
device ill which to store control software and sensor variables. Although these functions could be 
obtained by separate electronic components, it is much better if they are built into a single con- 
troller, especially when size is an issue. Once a controller that met these requirements was 
selected, the sensor interface circuitry could be designed. 

The sensor readout circuitry on the interface chip was designed to meet the requirements of 
several MEMS transducers already under development for measuring the targeted environmental 
parameters. After designing the sensor-interface circuitry, the transducers could be modified, if 
necessary,, to meet the interface circuit requirements. For example, the nominal capacitance of the 
transducer had to fall into the range supported by the sensor readout circuitry on the interface chip. 

Meanwhile, as iterations between interface circuitry and transducers were being made, other 
system-level issues such as power management and external I/O could be addressed. Determining 
the appropriate power-management schemes revealed that hardware in addition to the controller 
would be necessary. The power-management chip was then designed, and a commercial 5-V ref- 
erence selected. These two components contain the necessary control circuitry outside of the con- 
troller itself. 

At the same time that the power-management chip, the sensor interface chip, and the transduc- 
ers were being designed and fabricated, the wireless link was investigated. After an initial attempt 
to design a custom transmitter failed to meet the size and power budget of the ~.tCluster, a com- 
mercially available alternative was sought. The transmitter had to be compatible with both the 
power levels available on the laCluster and the inputs possible from the chosen controller. With 
the identification of an appropriate component, the design phase was complete. Making a com- 
plete system out of the various components is the subject of the next section. 
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10.7 Fabrication and Testing of the pCluster 
10.7.1 Fabrication 
Fabrication of a complete rnicrosystem such as the laCluster involves many different efforts. 
Organizing these efforts so that work can be performed in parallel provides greater efficiency. 
While some of the specific tasks may vary with the project, the plan for fabrication of the IaCluster 
provides a good example of how to structure the necessary efforts. Figure 10.20 shows a time- 
based production map of the activities in constructing the prototype microsystem. The activities 
are divided into three prima~" functional efforts dealing with the sensor front end (transducers and 
interface electronics), the system hardware (MCU, I/O, etc.), and software. They cover the project 
from basic transducer and electronics design to overall system operation, packaging, and testing. 
Because different people were responsible for different aspects of the project, the map is useful 
in illustrating the interrelation of activities and the order in which tasks must be completed. 

At the beginning of the map in Fig. 10.20 are activities such as design, fabrication, and selec- 
tion of the components that form the ~tCluster. Selection of the MCU directly relates to many of 
the other tasks, including, in this case, the design of floating-point math software routines to pro- 
vide more accurate calculations than normally allowed by an 8-bit microprocessor. Near the mid- 
die of the map, all the components are available, including a set of"known good die" for the 
custom devices used. The later part of the map shows the final development of a prototype unit 
with packaging and testing. After the prototype is checked, and assuming that no redesign is 
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Fig. 10.20. Map of tasks to be performed during the fabrication of the ILICluster. The tasks are mapped from 
top to bottom in the order they must be completed. The interrelation of parallel activities are indicated by 
arrows connecting the tasks. 
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necessary', multi-unit fabrication can begin. This involves keeping a supply of known good com- 
ponents and package elements while further units are produced and tested. During this production 
stage, additional modifications or enhancements to the system software can take place. Although 
the map is specific to the development of the ~tCluster, it is consistent with the work that will be 
necessary in similar microsystem projects. 

10.7.2 Packaging 
Three areas of packaging were investigated: sensor packaging, multichip packaging, and external 
system packaging. In sensor packaging, one fundamental question is whether to fabricate the sen- 
sors as hybrid devices with separate die for the transducer and the readout/interface electronics or 
whether to make them monolithic, all on the same integrated circuit die. Advantages of a hybrid 
design are higher yield (two chips can be fabricated and tested individually), independent iteration 
of the design of each chip, and reduced process complexity. Advantages of a monolithic design 
are reduced interconnect requirements and improved perfonnance by having the readout circuit 
on the same chip as the transducer. In general, hybrid designs make system-level development 
more difficult; while monolithic designs make component-level development more difficult. In 
most cases, performance will be better with monolithic devices. However, for the initial laCluster, 
a hybrid design allowed designers of the state-of-the-art transducers the freedom to work without 
the encumbrance of interface circuitry. 

A most important area in sensors today is monolithic packaging technology used to build the 
first-level package directly on the chip with the transducers. These packages use deposited thin 
films such as silicon dioxide and silicon nitride, possibly with metal ban'iers against moisture and 
chemical contaminants from the environment. In some implantable sensors for biomedical appli- 
cations, these films are the only package possible. 70 As the technology is further developed, sili- 
con carbide and diamond films may be used for chip-level packaging as well. In addition, chem- 

72 ical vapor deposition (CVD), 71 silicon-glass anodic bonding, and silicon-silicon fusion 
bonding 52 are used to form wafer-level vacuum cavities for devices such as accelerometers, 
where the variable can be coupled through a hermetically sealed microstructure. 

For hybrid devices, sensor packaging remains an impollant issue. At this level, the sensor 
package is a surface on which the hybrid sensors and interface components are mounted and con- 
nected using flip-chip or wire bond techniques. Packaging also consists of sealing the chips and 
placing them in an outer shell to protect against the environment (moisture, dust, radiation, etc.). 
This multichip-module (MCM) approach minimizes the size of the overall system by eliminating 
intermediate chip packaging and brings the components together as closely as possible on a com- 
mon substrate. The approach also allows different technologies to be used as needed (e.g., mono- 
lithic sensors, silicon-on-glass hybrids, or silicon-silicon filsion-bonded structures). The package 
technology chosen for a given microsystem depends on the application and may also depend on 
the number of units to be produced. In the case of the ~tCluster, the packaging options were lim- 
ited by the available in-house equipment. A multilayer printed circuit board (PCB) was chosen as 
the substrate for the ~tCluster since it allowed components to be easily attached and connected 
either by wire bonding or soldering. This approach was also good for prototype development 
because the board could be altered much more easily than in some other MCM technologies that 
bury components deep within the package. 

The PCB tbr the pCluster was designed such that all the components, including the sensors, 
the wireless transmitter, and a 10-pin hardwired I/O connector, are attached on the top of the 
board. T'his gave easy access to test points on the board and simplified the replacement of com- 
ponents. Figure 10.21 shows a populated laCiuster PCB with the components labeled. Contact 
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Fig. l 0.21. A populated [aCluster PCB showing the layout of the components on the system. 

points for two 3-V coin-cell batteries are on the back of the board. Because some of the sensors 
on the luCluster require access to the environment that they monitor, the entire ~uCluster could not 
be sealed in an external package, and yet most of the electronics should be sealed from environ- 
mental effects. To accommodate these conflicting needs, the package designed for the luCluster 
includes an O-ring that is sealed to the PCB. The O-ring works with the external package to isolate 
the sensing elements that need environmental access from the rest of the system. A port on the 
external package has an open path between the area within the O-ring and the outside environ- 
ment. The rest of the system is sealed from the outside environment by the external package, 
which fi,~r the ILtCluster is an anodized aluminum case. This material can easily be machined to the 
desired form and provides good electrical isolation. The antenna for the wireless transmitter 
passes through and wraps around the external package. A wrist strap can be attached to the pack- 
age so that the ~aCluster can we worn in wrist-watch fashion as shown in Fig. 10.22. 

Fig. 10.22. A packaged ~Cluster in an anodized aluminum case with a wrist strap, which makes the system 
a wearable unit. 
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10.7.3 Testing 
During development of the ~tCluster a number of testing steps were identified to provide final sen- 
sor calibration and system specification. The first-level tests were to find known good die for the 
components used on the ~tCluster. Commercial components have usually already undergone this 
type of test, but all custom components had to be tested after fabrication so that only components 
known to work wifl~in specifications would populate the system. After these tests, the system 
could be populated and checked for basic functionality. The following series of preliminary tests 
was run to ensure all the components were operating and communicating as expected. 

• External communication with the MCU 
• Read and write of the MCU memory 
• Communication between the MCU and the power management chip 

• Power management functions (power switching, sleep mode, etc.) 

• Communication between the MCU and the sensor interface chip(s) 
• Wireless transmission of test data 

After these preliminary tests, the laCluster must undergo a variety of tests designed to calibrate 
and compensate each of the sensors on the system. Here we will define calibration as setting the 
electrical output of the sensor to the appropriate level over the desired range of measurement, that 
is, adjusting gains and offsets, and then compensating to remove cross-parameter (temperature) 
sensitivities. To calibrate each sensor, tests were first run to determine the appropriate gain and 
offset adjustments in the capacitive sensor interface chip (CSIC). To tune the response more 
finely, the CSIC could then be laser-trimmed to provide the maximum sensitivity for each sensor. 
If any trouble with either the transducer or the CSIC was found at this time, the component could 
be removed and replaced. After these initial sensor tests, a protective coating had to be placed 
over the wire bonds connecting the sensor to its readout chip in order to protect it from environ- 
mental effects such as humidity. Unfortunately, this coating would often cause a shift in sensor 
output by altering the parasitic capacitance associated with the transducer inputs, necessitating 
additional final adjustments that must be made electronically. Similar system-level tests were 
then performed to ensure no problems occurred during the packaging process. After this, the sys- 
tem was tested to measure parameters such as power consumption (and battery life), wireless 
transmission range, and sensor perfomlance over an environmental temperature range (-20°C to 
+50°C). The results of such tests are given below. 

10.7.4 Calibration and Compensation 
One of the primal3' goals of this particular microsystem was to demonstrate a fully calibrated 
sensing system capable of delivering data to a host system that required no further data process- 
ing. This feature frees the host system to do higher-level operations. To accomplish this goal the 
HCluster uses a combination of hardware and software techniques. The hardware techniques have 
been discussed and involve electronic and laser trimming of the sensor readout circuitry to set the 
gain and offset of the switched capacitor circuit. However, these techniques are of limited use 
since they only provide coarse adjustments, do not sufficiently address nonlinear effects, and do 
not correct for undesired temperature sensitivities. Digital compensation, where the data correc- 
tions are performed in software, offers the ability to perform all these adjustments and can result 

73 in an order-of-magnitude improvement in device accuracy. 
Three traditional methods of implementing digital compensation are look-up tables, polyno- 

mial computation, and some combination of the two. Choice of approaches is largely determined 
by the degree of linearity displayed by the sensor, the required accuracy, and the time it takes to 
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complete the digital calibration task. (This last issue is of special importance in low-power sys- 
tems such as the gCluster.)There are highly developed design-of-experiments procedures that 
allow the number of test points to be minimized and positioned for a given degree of accuracy. 74 

Except for the temperature sensor, which uses a combination method, the sensors on the 
laCluster employ polynomial compensation techniques. The accelerometer uses the most basic 
form of polynomial because it has a highly linear response. Therefore, a simple y =mx + b equa- 
tion can be applied, where x is the measured sensor output, m and b are coefficients determined 
by testing each accelerometer, and y is the resulting acceleration. By storing values for m and b 
in the memo~7 of the MCU, the proper acceleration level can be obtained with a simple two-step 
mathematical operation on the measured data. Calibration of the accelerometer is further simpli- 
fied because it does not display a significant temperature dependence over the desired operating 
range and can, therefore, be calibrated by a one-variable equation. 

The other sensor on the ILtCluster that can be calibrated by a one-variable equation is the tem- 
perature sensor; however, this sensor is highly nonlinear, with an output response that tits a log- 
arithmic curve, making calibration much more complex. If polynomial compensation is used, a 
5th-order equation is necessary to obtain the desired accuracy from this sensor. At a minimum, 
evaluating the 5th-order equation requires nine multiplications and five additions and uses six 
coefficients. This can require significant MCU processing time, reducing system bandwidth and 
increasing power consumption. An alternative approach, taken with the temperature sensor, is to 
break the sensor output into multiple segments and then fit a lower-order polynomial to each seg- 
ment. With this method the MCU need only compare the measured data to a set of segment values 
to determine which segment equation to use. For this sensor a 2nd-order polynomial in each of 
four 20°C segments was as accurate as a 5th-order polynomial over the entire range, yet required 
only three multiplications, two additions, and 12 coefficients. Another scheme, shown in Fig. 
10.23, uses linear equations over each of eight 10°C segments requiring 1 multiplication, 1 addi- 
tion, and 16 coefficients for the same accuracy. Note in Fig. 10.22 that the lines form a logarithmic 
curve as should be expected. Similar methods could be used by many transducers, but the chosen 
method must match the needs of the system and the specific sensor. 
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Fig. 10.23. Temperature sensor output as it is fit by linear equations each covering a 10°C segment. The 
actual response of the sensor is shown by the darker line. 65 " 
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The calibration method used on the pCluster pressure and humidity sensors is a two-variable 
4th-order polynomial that has been fit to a set of data taken over temperature and the sensed 
parameter (pressure, humidity). This equation has 25 terms to be evaluated and summed in calcu- 
lating the true output. However, many of these terms have negligible effect on the calculation and 
can be ignored, reducing the equation to about 10 to 15 significant terms. The advantage of this 
digital calibration approach is that even a very nonlinear sensor response can be accurately 
tracked across the measurement range. Figure 10.24 shows an example of a pressure sensor output 
as a ftmction of pressure and temperature that is tracked very well by the 4th-order compensation 
polynomial. 

10 .7 .5  F ina l  R e s u l t s  

Table 10.6 summarizes the characteristics of the University of Michigan Microinstrumentation 
Cluster. This multiparameter sensing microsystem can be seen in Figs. 10.21 and 10.22. To pro- 
vide feedback regarding the design and operation of the pCluster, several units have been assem- 
bled, calibrated, and packaged. These units are either in use or available for use by other research 
agencies where field trials and experiments are being conducted to evaluate the performance of 
the ~Cluster. pCluster units at the Naval Research Laboratory (Washington, D.C.) are being 
flown on unmanned air vehicles. Units have also been delivered to researchers at the Naval Com- 
mand, Control, and Ocean Surveillance Center, where they will be deployed on ocean buoys to 
measure environmental parameters. Previously~ pCluster units have been taken on field exercises 
with the U.S. Marine Corps (Fig. 10.25). Here field trials were conducted to evaluate the pClus- 
ter's ability to provide meteorological data used for calculations on the trajectories of artillery 
fire. 

Ongoing research efforts seek to improve the performance of both the microsystem and the 
integrated sensors employed on the system. Additionally, a variety of new sensors are being 
investigated for use in future microsystems. These new microsensors will be compatible with the 
low-power and small-size goals of the pCluster while adding the ability to monitor acoustic and 
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Fig. 10.24. Barometric pressure sensor output at various temperatures. 60 Note that the nonlinearity of the 
response that can be accurately tracked with a two-variable 4th-order calibration polynomial that also com- 
pensates the sensor's sensitivity to temperature. 
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chemical phenomena,  as well as providing additional navigational data (acceleration and rate of  
turn). The future of  microsystems in the world of  electronics is indeed bright, and the intelligent 
operation of  the laCluster is just the beginning of  what the MEMS industry will provide in the 
years to come. 

Table 10.6. Specifications for the Microinstrumentation Cluster 

Configuration Wristwatch/Business Card 

Internal system volume 5/15 cc 

Power supply External 6-V/275-mA-hr coin cell batteries 
Standard 9-V batteries 

Telemetry range > 100 ft 

Telemetry frequency / modulation 315 MHz/ASK 

Average power dissipation a <500 ~tW 

Portable operating life a 90 days 

Measurement aperture time 10 lasec 

Minimum scan interval 60 lusec 

Sensor scan rate I/minute (typical) adaptive and event-triggered 

~Operating mode dependent 

Fig. 10.25. U.S. marine wearing a ~tCluster during Operation Steel Knight V. Notice that the unit can be 
strapped to the soldier's wrist while it transmits data to a remote receiver and laptop PC. 
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10.8 Appendixes 

ADXL05 

ADXL50 

ADXLI51 

ADXL250 
two axis 

Appendix 10.A COTS Miero/Nano Accelerometers 

FS Band- Max 
FS Input Output width Rating Noise PS Current Size/Wt 

Model (+-G) (V) (Hz) (g) (g) (V) (ma) (in.,in.,in./gm) 

Analog Devices 

0.05 0.8-2.8 4000 500-1000 0.032 4.75-5.25 8 10 pinTO-100/5 

50 0.8-2.8 4000 500-2000 0.4 4.75-5.25 10 10pin TO-100/5 

50 3.8 1000 500-1000 0.03 4-6 1.8 0.49,0.10, 0.21/5.0 

50 3.8 1000 500-1000 0.03 4-6 3.5 0.49,0.10, 0.21/5.0 

IC Sensors 

3255-050 50 0.5-4.5 0-2000 2000 0.25 4.5-7 10 0.53,0.30,0.16/1.5 

3255-250 250 0.5-4.5 0-3000 2000 1.3 4.5-7 10 0.53,0.30,0.16/1.5 

3255-500 500 0.5-4.5 0-3000 200 2.5 4.5--7 10 0.53,0.30,0.16/I.5 

3140-002 2 0.5-4.5 0-250 40 0.005 8--30 5 0.9,0.6,0.21/6.5 

3140-005 5 0.5-4.5 0-500 100 0.0013 8-30 5 0.9,0.6,0.21/6.5 

3140-010 10 0.5-4.5 0-700 2000 0.0025 8-30 5 0.9,0.6,0.21/6.5 

3140-020 20 0.5-4.5 0-1050 4000 0.005 8-30 5 0.9,0.6,0.21/6.5 

3140-050 50 0.5-4.5 0-1600 1 0 0 0 0  0.013 8-30 5 0.9,0.6,0.21/6.5 

3140-100 100 0.5-4.5 0-2300 20000 0.025 8-30 5 0.9,0.6,0.21/6.5 

3140-200 200 0.5--4.5 0-2500 4000 0.05 8-30 5 0.9,0.6,0.21/6.5 

3022-002-p 2 -0.03- 0-250 400 0.00007 5 1.5 0.9,0.6,0.21/6.5 
0.03 

3022-005-p 5 -0.55- 0-300 400 8.00E-05 5 1.5 0.9,0.6,0.2 I/6.5 
0.055 

3022-010-p I0 -0.45- 0-400 400 0.00022 5 1.5 0.9,0.6,0.21/6.5 
0.45 

3022-020-p 20 -0.045- 0-600 400 0.00044 5 1.5 0.9,0.6.0.21/6.5 
0.045 

3022-050-p 50 -0.55- 0-1000 1 0 0 0  0.0008 5 1.5 0.9,0.6,0.2 I/6.5 
0.055 

3022-100-p 100 -0.45- 0-1500 2000 0.0022 5 1.5 0.9,0.6,0.21/6.5 
0.45 

3022-200-p 200 -0.045-- 0-2000 2000 0.0044 5 1.5 0.9,0.6,0.21/6.5 
0.045 

3022-500-p 500 -0.55- 0-2400 2000 0.008 5 1.5 0.9,0.6,0.21/6.5 
0.055 

3355-025 25 0.5-4.5 0-1000 2000 0.13 4.5-7 10 !.25,1.25,0.575/35 
Triaxial 
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A p p e n d i x  10.A C O T S  M i c r o / N a n o  Accelerometers--Continued 

FS Band- Max 
FS Input Output width Rating Noise PS Current Size/Wt 

Model (+-G) (V) (Hz) (g) (g) (V) (ma) (in.,in.,in./gm) 

3355-050 50 0.5-4.5 0-2000 2000 0.025 4.5-7 10 1.25,1.25,0.575/35 
Triaxial 

3355-100 100 0.5-4.5 0-3000 2000 0.5 4.5-7 10 1.25,1.25,0.575/35 
Triaxial 

3355-250 250 0.5-4.5 0-3000 2000 1.3 4.5-7 10 1.25,1.25,0.575/35 
Triaxial 

Kistler 

8302B2S1 2 0-5 0-300 2000 2.5E-05 12-36 40 0.7,0.625,0.2/2.8 

8302B10S1 10 0-5 0--180 2000 0.00013 12--36 40 0.7,0.625,0.2/2.8 

8302B20S1 20 0-5 0-160 2000 0.00025 12-36 40 0.7,0.625,0.2/2.8 

Silicon Design 

1210×-010 10 0.5-4.5 0-800 2000 0.002 4.75-5.~.~ ~ 0.35,0.35,0.105/.75 

1210×-025 25 0.5-4.5 (~1000 2000 0.005 4.75-5.25 2 0.35,0.35,0.105/.75 

1210×-505 50 0.5-4.5 0-1600 2000 0.01 4.75-5.25 2 0.35,0.35,0.105/.75 

1210×-100 100 0.5-4.5 0--2000 2000 0.02 4.75-5.25 2 0.35,0.35,0.105/.75 

2210-10 10 0.5-4.5 0-800 2000 0.002 9-30 9 1.2,1.2,1/16 

2210-25 25 0.5-4.5 0-1000 2000 0.005 9-30 9 1.2,1.2,1/16 

2210-50 50 0.5-4.5 0-I  600 2000 0.01 9-30 9 1.2,1.2,1/16 

2210-100 100 0.5-4.5 0-2000 2000 0.02 9-30 9 1.2,1.2,1/16 

2412-50 1210 0.5-4.5 see 2000 see 4.75-5.25 6 1.2,1.2,1/16 
Triaxial 1210 1210 

Endevco 

7290A-10 10 - 2 - + 2  500 5000-40 0.01 9.5-18 7.5 1,0.83,0.30/10 

7290A-30 30 - 2 - + 2  800 5000-40 0.01 9.5-18 7.5 1,0.83,0.30/10 

7290A-100 100 - 2 - + 2  1000 5000-40 0.01 9.5-18 7.5 1,0.83,0.30/10 

7264-200 200 -0.5 - 0-1000 1000 6 10-15 3.6 0.4,0.3,0.2/1 
+5 

7264-2000 2000 -0.5 - 0-5000 1000-- 60 10-15 3.6 0.4,0.3,0.2/1 
+.5 I0000 

7265A 100 -0.5 - 800 1000 2 10-15 1.4 0.63,0.47,0.3/6 
+5 

7265A/A-HS 20 -0.5 - 500 1000 2 10-15 1.4 0.63,0.47,0.3/6 
+5 



442 MEMS-Based Sensing Systems: Architecture, Design, and Implementation 

Appendix 10.A COTS Micro/Nano AccelerometerswContinued 

FS Band- Max 
FS Input Output width Rating Noise PS Current Size/Wt 

Model (+-G) (V) (ttz) (g) (g) (V) (ma) (in.,in.,in./gm) 

7265AM3 2000 -0.5 - 0-4000 1000- 40 10-15 1.4 0.63,0.47,0.3/6 
+.5 5000 

7267A 1500 -0.225- 1200- I000 3 10-15 0.1 0.9,0.75,0.75/50 
Triaxial 0.225 2000 

Silicon Microstructures 

SM-7130-010 10 1.5-3.5 0-500 2000 0.05 9-20 6 1.4,0.8,0.32/6 

SM-7130-050 50 1.5-3.5 0- -800 2000 0.2 9-20 6 1.4,0.8,0.32/6 

SM-7130-100 100 1.5-3.5 0-2000 2000 0.5 9-20 6 1.4,0.8,0.32/6 

SM-7130-300 300 1.5-3.5 0-2000 2000 1.5 9-20 6 1.4,0.8,0.32/6 

Entran Devices 

EGA- 125F- 10 NA 250 50 0.1 15 NA 0.27,0.14,0.14/0.5 
IOD 

EGA- 125F- 25 NA 500 125 0.25 15 NA 0.27,0.14,0.14/0.5 
25D 

EGA-125F- 100 NA 750 500 1 15 NA 0.27,0.14,0.14/0.5 
100D 

EGA- 125F- 250 NA 1000 3000 2.5 15 NA 0.27,0.14,0.14/0.5 
250D 

EGA3 Triax NA NA NA NA NA 
range 

EGE-73B2- 200 NA 500 2000 4 
200F 

NA NA 0.5,0.5,0.5/3 

pos/neg 13 0.48,0.4,0.18/I 
10 

EGE-73B2- 100 NA 800 2000 1 pos/neg 13 0.48,0.4,0.18/1 
100D 10 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
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Appendix IO.B Survey of Microcontrollers/Data Loggers 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Tattle-Tale MicroChip PIC 
Attribute PC 104 a 8 Card b Controller c Apple Newton d 

CPU/memory 

ADC at sample rate 
(kHz), 12-bit accuracy 

No. of DACs, 10-bit 
accuracy 

No. digital I/O lines 

Serial Ports at bps 

486 DX/16 Mbytes 
RAM; 4Mbytes 

Flash ROM 

8 inputs at 100 e 

NA g 

2 ports e 

M68332 & PIC17C756/32 kB StrongARM. 160 
PIC16C64/ Flash, 900 B RAM MHz/32 Mbytes 

256kbytes RAM; 
256 kbytes Flash/2k 

EEPROM 

8 inputs at 100 ! 0 in l.mts at f 8 inputs at 100 e 

NA g NA g none 

14 50 NA g 

2 ports at 500 kbps 2 1 port at 150 
111 a x  

Power (W) 10 at 66 MHz 0.30 at 20 MHz 0.20 at 33 MHz 0.45 at 160 MHz 

Voltage levels (V) 5,12 7-15 2.5-6.0 3.3 

Low-power capabil- Yes, 1.3 Yes, 1 
ity, power (m W) 

Internal clock rate 100 Adj to20 max 
(MHz) 

Environmental: 

Temp. range (°C) 0-50 0--70 

Yes, 0.05 Yes, 0.15 

Adj to 33 160 

Commercial/indus- 0-45 
trial 

Acceleration 20 G f NA g NA g 

Radiation tolerant no no no no 

Weight (g)/size (mm) f;96x90x23 28/5x76x 13 < l /12x l2x l .2  985/250x114x64 

Language supported NA g ANSI C or C or 58 RISC ANSI C 
TxBasic Instruction Set 

Space experience f Data Loggers used MightlySat None 
in Shuttle space suits 

Web site http://www, con- http://www, http ://www. NA g 
t roller.cmn/pc 104 onsetcomp.com microchip2.com 

Design standard IEEE P996. I NA g NA g NA g 

aS-MOS System, Inc, San Jose, CA. 
bOnset Computers, Pocasset, MA. 
CMicrochip Technology, Chandler, AZ. 
dDigital Electronics produces ARM(Advanced RISC Machines) chips under license. 
eWith PCMCIA card. 
fUnknown 
gNot applicable 
hAvailable as add-on modules from PC/Á 04 consortium members such as WinSystems, Arlington, TX; Ampro Com- 
puters, Sunnyvale, CA; Micro/Sys, lnc, Glendale, CA; and similar sources. 
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Appendix I O.C Survey of Microcontrollers/Data Loggers 

University of Phillips Lab 
Honeywell Time Michigan Advanced 

Stamp Measurement Microcluster Adcon Telemetry m- Instrumentation 
Attribute Device (TSMD) a Watch T Controller 

CPU/Memo D, 87C51/128 kbytes 
RAM; 32 kbytes 

EEPROM; 256bytes 
Ser. RAM 

MC68HC 11/768 
bytes RAM,24 
kbytes ROM or 

EPROM.640 bytes 
EEPROM 

MC68HGI 1/ 8051/128 kbytes 
12kbytes ROM, 512 SRAM 128 kbytes 
bytes EEPROM,2- nonvolatile 
32Ser. EEPROM 

ADC at sample rate 7 at b/8 8 at 125/8 4 at 125/8 32 inputs MUXed at 
(kttz)/bit accuracy 25 

No of DACs, I 0-bit 0 0 0 8 
accuracy 

Serial Ports at kbps I port at 96 I port at 19 or 31 I port at 19 or 31 6 ports 

Power(W) 0.10 0.22 0.35 0.050 at 1 MHz 

Voltage levels(v) 5 6 5-7 5, 3.3 

Low-power capabil- Yes, b Yes. 0.075 Yes, 0.5 Yes, 0.5 
it3q power, m W 

Internal clock 0.3 & II Adj to 4 5 10 
rate(MHz) 

Environmental 

Temp range(oC) -55 to 125 -40 to 125 b Room to 120 

Acceleration 15 kGs 30 kGs 

Radiation tolerant. Yes 

Size(ram) 25 x 51 x 5 14 x 14 x b 70 x 29 x 8 3/25 x 40 x 2 

Space Experience Designed tbr 
Mission to Mars 

aSee Ref 73. 
bUnknown 
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11 
Chemical Microsensors for Gas Detection and 
Applications to Space Systems 
B. H. Weiller* 

11.1 Introduction 
Chemical microsensors are small devices consisting of a physical transducer and a thin-tilm coat- 
ing that selectively react with the chemical of interest. The transducer detects a change in a phys- 
ical property of the coating and gives a signal that is correlated with the concentration of the target 
chemical. Typical physical properties measured are electrical resistance, mass, reflectivity, 
absorptivity, capacitance, and threshold voltage of semiconductor devices. The term "micro" 
denotes that the device features are in tile micron size range. However, the overall size of tile 
device can be in the millimeter to centimeter range. 

The advantages of chemical microsensors for chemical detection are numerous when com- 
pared with the more traditional methods of chemical detection, which rely on large, complicated 
instrumentation best suited for the laboratory. The tbremost benefits ofmicrosensors are reduced 
cost, size, weight, and power consumption, and increased ftmctionality. These benefits open up 
many new applications in support of space activities that would not be possible with traditional 
methods. Chemical microsensors are typically fabricated using the batch wafer-processing tech- 
niques developed in the silicon microelectronics industry. With this manufacturing approach, it 
is possible to make hundreds of small sensors on a single silicon wafer, resulting in improved uni- 
formity and reduced cost. In addition, it is possible to integrate the sensors with analog and digital 
circuitry at the wafer level. Other integration approaches such as multichip modules allow inte- 
gration with microprocessors, microcontrollers, and wireless transceiver components. This pro- 
duces powerful, smart sensors that are ver3, ." small and can measure chemical changes, control 
equipment, and transmit data from remote locations. These sensors do not require expensive, 
highly educated technicians for operation, unlike much laboratory chemical instrumentation. Fur- 
thermore, they can be used in hazardous locations and can be distributed around large areas to 
map out chemical concentrations as a function of time. This makes them ideal for plume-tracking 
applications on the ground or in remotely piloted vehicles (RPV). 

Some of the devices or transducers that will be discussed include chemiresistors, metal-oxide 
semiconductor (MOS) devices, acoustic-wave devices, and fiber-optic sensors. Chemiresistors 
measure the change in resistance of a thin-film coating upon adsorption of a gas. Useful coatings 
range from metals, metal alloys, polymers, organic semiconductors, and conducting oxides. 
Metal-oxide semiconductor devices can become extremely sensitive chemical microsensors when 
a catalytically active metal such as palladium is used as the gate metal. This induces a chemical 
effect on device performance, and parameters such as threshold voltage of a transistor can be used 
to measure chemical concentration such as hydrogen. Acoustic-wave devices such as quartz crys- 
tal microbalances (QCM) and surface acoustic-wave (SAW) devices are very sensitive mass de- 
tectors that are also useful for trace detection. The frequencies of acoustic waves in piezoelectric 
crystals are highly sensitive to mass loading at the surface. The QCM relies on bulk acoustic 
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waves, while the SAW device uses higher frequency surface acoustic waves and is significantly 
more sensitive. Fiber-optic devices fl~at can be used to detect chemically induced optical changes 
in thin-film coatings will also be discussed. Given the limited scope of this chapter, many devices 
cannot be discussed, including the use of optical devices for spectroscopic measurements of mol- 
ecules in gases or liquids, chemiluminescent, electrochemical, tin oxide, and biochemical sensors. 

11.1.1 Space-Related Applications 
The first space-related application where chemical microsensors are useful occurs on the ground. 
Launch vehicles use or produce massive quantities of chemicals that are either highly toxic or 
explosive. Some examples are the hypergol propellants: hydrazine (N2H4) and its derivatives, 
unsymmetrical dimethyl hydrazine [UDMH, (CH3)2N2H2] and monomethyl hydrazine (MMH, 
CH3N2H3) and nitrogen tetraoxide (NTO, N204) or nitrogen dioxide (NO2),*ail of which are 
quite toxic. Table 11.1 shows the relevant concentration limits for these species. The Threshold 
Limit Value (TLV) 1 is the limit workers can be exposed to during an 8-h shift and is set by the 
Occupational Safety and Health Administration (OSHA). The Short-Term Public Emergency 
Guidance Limit (SPEGL) 2 is the exposure limit for the general population during a short-term 
emergency event such as a launch anomaly. The TLVs for the hydrazines are very low (10 ppb), 
and they present quite a challenge for chemical detection strategies, ttydrogen gas is another pro- 
pellant that is explosive at mixtures in air above 4%. 3 For the cryogens used in fueling, such as 
liquid hydrogen and nitrogen, displacement of oxygen in enclosed spaces is a concern around the 
launch pad. Therefore, detection of oxygen is important in areas where humans have access. Solid 
rocket motors produce large quantities of toxic exhaust in the fonn of hydrogen chloride (HCI), 
which is produced from the propellant (ammonium perchlorate) used in these motors. A typical 
Titan IV or Space Shuttle produces approximately 100 tons of HCI in the troposphere, 4 which is 
released into the environment in a plume that could reach population centers. Even for nominal 
launches, significant human resources have been used to detect and track plumes of exhaust gases 
to detemline if population centers will be affected. In the event of fuel spills or aborted launches, 
it is critical that plumes of the more toxic propellants and oxidizers be tracked accurately. 

There are significant problems with the instrumentation that is currently deployed in the field 
for chemical plume detection. Often it is not designed for field use, requires extensive technical 
training, does not provide real-time response, and is relatively insensitive and expensive. 

Table I !. I. Concentration Limits for Toxic Gases Associated with Launch Vehicles 

Species TLV a (ppm) SI'EGI, b {ppm) 

Hydrazine 

UI)MH 

MMtt 

0.010 2.0 

0.010 24.0 

0.01o 0.24 

I tCI 5 i.0 

NO2 3 1.0 

aRefi 1. 
bRefi 2. 

*NO 2 is in equilibrium with N204: 2NO 2 = N204. 
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Improved technology for real-time, remote, in-situ trace detection of chemical plumes would ad- 
dress concerns about potential population exposure. Not only would the general population be 
better protected as a result, but the ability to meet current and future launch schedules would be 
greatly improved, and substantial cost savings from delay avoidance would be realized. Chemical 
microsensors provide an ideal way to do this: one can envision an array of sensors permanently 
an'anged around a launch pad that would respond to gases in a short time [,tame and transmit their 
data through wireless communication links back to a base station in real time. 

Chemical microsensors are also usefhl tbr chemical detection in space. For example, they are 
ideal for autonomous monitoring of chemical concentrations inside spacecraft environments such 
as the Space Shuttle or the International Space Station (ISS). Lifi~-support equipment requires the 
concentrations of 0 2 and CO 2, and relative humidity to be continuously monitored. Current mis- 
sions do have equipment that performs these ['unctions, but chemical microsensors would be a sig- 
nificant improvement in cost, weight, size, power consumption, and functionality. As a conse- 
quence, more sensors could be used and could provide increased coverage of large structures such 
as the ISS. In addition, many other potentially dangerous gases in spacecraft cabins are not cur- 
rently monitored. Table l1.2 shows the Spacecraft Maximum Allowable Concentrations for Se- 
lected Airborne Contaminants (SMAC limits). 5 These limits are recommended by the National 
Academy of Sciences fbr certain chemicals for human environments in space. It should be noted 
that the SMAC list does not include all chemicals of concern, only the ones for which limits have 
been established. The limits are lower for longer exposure, and the detection of these trace species 
becomes much more important for long missions such as those planned ['or the ISS. Equipping 
the space station with instrumentation to detect even a [Yaction of these chen~icals would be very 
expensive and difficult. Chemical microsensors would be ideal [br this task and are currently be- 

6 ing developed for this purpose. 
Contamination of spacecraft components is another area where chemical microsensors can 

play an important role. Contamination of sensitive optical and electronic components occurs on 
the ground or in space and can severely impair the functionality of spacecraft. Satellite materials 
outgas during thermal cycling in the vacuum of space, and material redeposits on other parts of 
the satellite. Optical components are most often affected and compromised by this problem, ln- 

situ detection of contamination fluxes provides important information about the occurrence of the 
problem and potentially its source. Acoustic-wave mass sensors are most useful here, and QCM 
sensors are routinely flown on spacecraft for this purpose. 7 Chemical microsensors such as SAW 
devices would provide more sensitive detection (--10 3 more sensitive) and could provide chemical 
identification as well with the appropriate coating. Monitoring clean-room environments for 
chemical and other contamination of exposed satellite components is another important role for 
chemical microsensors, and SAW devices are proving to be quite useful ['or this application. 

Anotl~er application of chemical microsensors in space is planetary exploration. A major func- 
tion of planetary probes is the chemical analysis of the soil and the atmospllere to determine the 
potential for life support. In the past, infrared (IR) spectroscopy and mass spectrometry have been 
used successf'ully t'or this purpose, providing a wealth of information; however, these instruments 
are expensive, complicated, and heavy. Chemical microsensors can and will play an important 
role in the push fbr "better, cheaper, and ['aster" ways to perform this task. One probe, the Russian 
Mars Lander, did contain a fiber-optic chemical microsensor suite called Mars Oxidant Experi- 
ment (MOx) fbr this purpose. Unfortunately, that spacecraft was destroyed on launch, but the in- 
strumentation developed is described later in this chapter. For future missions, one could imagine 
proliferating the surface of a planet with small, wireless chemical microsensors that would pro- 
vide local chemical analysis of soil and gases with data relayed back to the host spacecraft. 
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Table 11.2. Spacecraft Maximum Allowable Concentrations for Selected Airborne Contaminants 

Chemical Formula 
SMAC Limits (ppm) a 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

I h 24 h 7 days 30 days 180 days 

Acetaldehyde CHsCHO 6 2 2 2 2 

Acrolein CIt2CHCHO 75 35 15 15 15 

Ammonia NH 3 30 20 10 10 10 

Benzene C6H 6 10 3 0.5 0.1 0.07 

Carbon dioxide CO 2 13,000 13,000 7000 7000 7000 

Carbon monoxide CO 55 20 10 10 10 

2-ethoxyethanol EtOC2H4Otl I0 10 0.8 0.5 0.07 

Formaldehyde HCttO 0.4 0.1 0.04 0.04 0.04 

Freon 113 CCI2FCC1F 2 50 50 50 50 50 

Hydrogen H 2 4100 4100 4100 4100 4100 

Hydrazine N2H 4 4 0.3 0.04 0.02 0.004 

lndole C8tt7N I 0.3 0.05 0.05 0.05 

Mercury Hg 0.01 0.002 0.001 0.001 0.001 

Methane (7tt 4 5300 5300 5300 5300 5300 

Methanol CH3OH 30 10 7 7 7 

Methyl ethyl MeCOEt 
ketone 

rt50 51) 10 I0 10 

Methylene CH2CI 2 
chloride 

100 35 15 5 3 

Nitromethane CH3NO 2 25 15 7 7 5 

Octamethytrisi- C8H2402Si 3 
Ioxane 

400 200 100 20 4 

2-propanol Ctt3CHOtt(CH 3) 400 100 60 60 60 

Toluene C7H 8 16 16 16 16 16 

Trimethansilanol (CH3)3SiOH 150 20 10 10 10 

Vinyl chloride CH2CHCI 130 30 I I. I 

aRef. 5 
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11.1.2 General Issues and Parameters Affecting Sensor Performance 
Prior to embarking on a detailed discussion of chemical-microsensor technologies, some general 
comments on the important issues and parameters affecting sensor performance are appropriate. 
This section was adapted from Ballantine et al. 8 

11.1.2.1 Selectivity 
One of the most important parameters is selectivity for the molecule of'interest. This is the ability 
of a sensor to discriminate the molecule of interest (the analyte) in a mixture of other chemicals. 
For almost any chemical, detection application, the molecule of" interest is a minor constituent in 
a complex chemical mixture. Even for a simple application requiring detection of a single com- 
ponent in air, there are potential interferences from 02, CO 2, H20, and many other trace gases. 

There are three general approaches to the issue of selectivity with microsensors. The ideal de- 
vice is completely selective for the chemical of" interest with no interfi~rences from unwanted 
chemicals. This is virtually impossible to achieve, but given certain detector/analyte combina- 
tions with limited environmental exposure, one can come close. A good example is H 2 detection 
using Pd alloy films. 

The second approach is to use an array of sensors, each relatively unselective but with some- 
what different responsivity to a range of compounds. The data analysis is coupled with pattern- 
recognition techniques to deconvolute chemical information from large data sets. Often this re- 
quires advanced computational techniques, including neural networks and appropriate algorithms 
that can be "trained" to deconvolute the data. The analysis of mixtures of organic compounds us- 
ing acoustic-wave sensors with polymer coatings is one application where this approach works 
well. 

The third approach is to use a completely unselective detector at the end of a device that pro- 
vides temporal or spatial separation of individual chemical components. A prime example of this 
is gas chromatography, where chemicals are separated by flowing a gas mixture over a packed 
column of adsorbent that causes temporal separation of the components by interaction with the 
absorbent. Another example is mass spectrometry, where ions are separated spatially or tempo- 
rally by electric or magnetic fields. In these cases, one wants very nonspecific detectors in order 
to detect as many compounds as possible. A problem with this approach is that the separation 
element adds significant size and complexity and results in what is really an analytical instrument 
and not a chemical sensor. Therefore, this approach is outside the scope of this work. 

11.1.2.2 Reversibility 
Reversibility is an important characteristic of chemical microsensors. This refers to tile reversibil- 
ity of a sensor response after exposure to the analyte. An important distinction between reversible 
sensors and irreversible dosimeters needs to be made. Coatings that bind a molecule so strongly 
that no desorption is observed at room temperature can be ve=3' selective but are irreversible. 
However, the device then integrates over the total exposure (dose), and the result is a dosimeter, 
not a sensor. 

There is often a trade-off between selectivity and reversibility. In general, the reason is that 
selectivity, requires strong adsorption of the analyte; whereas reversibility generally implies 
weaker binding. The ideal sensor is one that is selective and reversible. Strong absorption of the 
target molecule is required for selectiviW, but for continuous detection of changing concentra- 
tions, reversible adso~I~tion of the analyte to the coating is required. This can allow an interferent 
(not the molecule of interest) to displace the analyte. It is rare to find a reversible chemical sensor 
with high selectivib r. 



454 Chemical Microsensors for Gas Detection and Applications to Space Systems 

Reversible sensors are generally preferred to dosimeters, since real-time information can be 
acquired instead of average values typically obtained with dosimeters. For example, an 80 ppb-h 
dose could have occurred over I h or an 8 h period. Furthermore, information about the peak con- 
centration is lost in a dosimeter. Dosimeters also have a limited lifetime, determined by their dy- 
namic range; once the exposure limit is reached, the dosimeter either must be regenerated or re- 
placed. Reversible sensors, in principle, have unlimited lifetimes and, unlike dosimeters, can be 
individually calibrated. If dose measurements are required, a dosimeter can be made from a re- 
versible sensor by combining the sensor with a microprocessor for data logging and averaging 
with the same result as a chemical average. 

Dosimeters are useful for short-term applications such as monitoring the exposure of person- 
nel to toxic chemicals as long as the device does not become saturated. Often chemical exposure 
limits are defined in terms of a dose. For example, the TLV for hydrazine is I 0 ppb over an 8-h 
period, or 80 ppb-h. Dosimeters are typically more selective than sensors, and this is an advan- 
tage. Because a dosimeter has a "memory" of its exposure, the reading of dosimeters can be done 
at the experimenter's convenience, even at times much later than a chemical event. Finally, if the 
time response of a dosimeter is fast, temporal information can be obtained by fast data acquisition 
with an integrated microprocessor. 

11.1.2.3 Sens i t iv i ty  

Sensitivity is a critical parameter in evaluating sensor perfolvnance for a particular application. 
Sensitivity is defined here as the minimuln detectable quantity of a chemical and is also known 
as the limit of detection (LOD). Sensitivity is defined differently for reversible sensors and dosim- 
eters. For reversible sensors, sensitivity is defined as a concentration value, typically given in a 
mole ratio such as ppm or ppb or as a mass concentration such as mg/m 3. For ilTeversible dosim- 
eters, the sensitivity is given as a time-integrated concentration or a dose such as ppb-h. Sensitiv- 
ity is determined by the fundamental sensitivity of the transducer but is also determined by the 
coating. A good example is from SAW devices, where the chemical sensitivity is determined by 
the fundamental mass sensitivity and by the fraction of analyte that can be bound to the sensor 
surface through chemical interactions. The LOD is determined by the noise level in the system 
and is typically defined as a signal-to-noise ratio of 3. The sensitivity is calculated from the noise 
level divided by the responsivity (see below). The required sensitivity for a particular application 
is usually determined by a set regulatory value, and one must be careful to consider that some of 
these limits are doses and others are concentration values. 

Sensitivity can be increased by the use of a sample concentrator. This is simply a tube contain- 
ing a porous absorbent that is used to accumulate sample that is then thermally desorbed. Note 
that this does not change the fimdamental sensitivity of the sensor and will compromise time re- 
sponse. The use of a sample concentrator actually belongs in the instrument category and will not 
be described in detail here. However, it has found considerable utility with SAW sensor systems. 

11.1.2.4 Responsivity 
Responsivity is defined here by the slope of a sensor response versus concentration and has units 
of sensor response per concentration unit. For example, the responsivity of acoustic-wave sensors 
is given in terms of change in frequency/change in concentration (Af/Ac) or Hz/ppm. This can be 
defined for reversible, linear-response sensors; however, for sensors where the response is non- 
linear, the responsivity is harder to define. It is possible to define the responsivity in terms of log- 
arithmic response. 

It should be noted that both responsivity and sensitivity can depend on the temperature, and 
the effect can be in opposite directions depending on the ty. pe of coating applied. For example, 



Introduction 455 

absorption coatings such as the polymers used for SAW devices typically show an inverse tem- 
perature dependence of both responsivity and sensitivity. Conversely, chemisorption coatings, in 
which the reaction rate is key to sensor response, typically show a positive temperature 
dependence. 

11.1.2.5 Dynamic Range 
Dynamic range refers to the range of response of a sensor from the LOD to the saturation limit, 
be it concentration or dose. This is a parameter of concern for applications where high concentra- 
tions of analyte may be encountered, such as with hydrogen gas. There are applications such as 
contamination or leak detection where one would like to detect ve~" low concentrations of hydro- 
gen and others such as explosion hazard where one would like to detect high concentrations of 
hydrogen. The lower end is determined by the sensitivity, as discussed above. "['he upper end is 
usually given by a saturation limit, which is often determined by the capacity of the coating to 
take up analyte. While it may be possible to increase the thickness of the coating to increase its 
capaci~', there are limits and trade-offs with sensitivity. The saturation limit can also be deter- 
mined by the electronics associated with the sensor. The dynamic range is typically presented as 
the ratio of the saturation limit to the LOD. As noted above, the useful lifetime of dosimeters is 
limited by the dynamic range, but in some cases it may be possible to regenerate the dosimeter 
chemically or thermally. 

11.1.2.6 Response Time 
Response time is an important parameter of a chemical sensor that needs to be considered. The 
response time for a chemical sensor is typically defined as the time required for a sensor to reach 
90% of its final value. This differs from other types of sensors, which are often characterized by 
(l/e) times for exponential response functions. This is a somewhat arbitralT definition, which is 
probably related to the fact that the time dependence of chemical sensors is typically not expo- 
nential. There can be different rise and fall response times, and both should be defined for a sen- 
sor. Response times can be determined by surface reaction kinetics or by the time to reach equi- 
librium, which is determined by kinetics or diffusion. The rate of surface reaction can be affected 
by the surface area of the coating and the diffusion through the coating, which becomes more 
rapid for thin porous films. Whether diffusion or kinetics is the rate-limiting process, higher tem- 
peratures will accelerate both processes and therefore increase the response time. When response 
times are measured, it is impo=tant to ensure that diffusion of the gas to the sensor is not rate lim- 
iting and that the true response time of the sensor is measured. 

11.1.3 Thermodynamics and Kinetics of Molecules at Sensor  Surfaces 
Chemical sensor behavior is determined by the chemical reactions of molecules at the sensor sur- 
faces. Therefore, in order to better understand how chemical sensors operate and what parameters 
affect their response, some elementarT thermodynamics and kinetics of surface reactions are 
worth reviewing. Figure I I. l shows a reaction energy profile for a reaction of a gas-phase mole- 
cule with a surface. The y axis is energy, and the x axis is a reaction coordinate that represents the 
extent of reaction. Reactants lie at the left-hand side of the plot, and products lie at the right-hand 
side. The activation energy for adsorption is E a, and the activation energy for desorption is given 
by E d. In this example, the products are at lower energy than the reactants, and the reaction is exo- 
thernlic, A l t  a < O, as is typical of most surface adsorption reactions. The enthalpy of adsorption 
is given by A t t  a = E a ..... E a. The size o fE  a determines the type of surface reaction. When E a is 
small or negligible, the reaction is simple physisoq~tion and no significant energy is required to 
cause reaction. Furthermore, the energy required to desorb molecules is simply the activation 
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Fig. 11.1. Energy profile for a surface reaction. 

energy for desorption, AH d--, E d. When E a is significant, the reaction requires energy to occur, 
and the sensor will show an enhanced sensitivity with higher temperatures. 

The kinetics of molecular adsorption to form a monolayer on a surface are described by fol- 
lowing simple kinetic expressions, given some assumptions. Reaction at a surface is assumed to 
occur only at a limited number of surface sites, and reaction probability decreases as the reaction 
progresses since these sites become occupied with reactant. The fraction of occupied surface sites 
is called the coverage, O. Therefore, the rate of surface adsorption depends on the partial pressure 
of gaseous analyte (p) and the fi'action of unoccupied surface sites (! -O): 

r a = kaP(I  -O) --p(I - O)Aaexp( -Ea /RT)  (11.1) 

where k a is the rate constant for surface reaction, R is the gas constant, and A a is the frequency 
factor for adsorption. When E a is significant, the rate of surface adsorption is strongly temperature 
dependent, as given by the exponential term. The rate of desorption fi'om a surface is simply pro- 
portional to the traction of occupied surface sites and is given by: 

rd= kdO = OAdexp( - .Ed/R7) ,  (1 1.2) 

where k d is the rate constant for surface desorption and A,4 is the frequency factor for desorption. 
A chemical reaction is at equilibrium when the forward and reverse reaction rates are equal. Set- 
ting r a = rd, an expression for the equilibrium constant for surface adsorption Kc~ is obtained: 

ka 0 A,, [i ( E a - E , , ) ]  . . . . .  exp - ( l l  3) 
Ka k a p( I - O) A d R T  

This equation can be rean'anged to give: 

F px, 1 
0 = LI+pKaA (11.4) 

which is called the Langmuir adsorption isotherm, a plot of which is shown in Fig. 11.2. As the 
partial pressure of reactant is increased, the surface coverage asymptotically approaches complete 
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Fig. 11.2. Langrnuir adsorption isotherm. 

coverage (0 = 1). For chemical sensors where surface adsorption to form a monolayer is impor- 
tant, the response is related to the surface coverage and therefore should be proportional to 0. It 
should be noted that Langmuir adsorption does not account for multilayer adsorption. Other 
adsorption isotherms such as Brunauer-Emmett-Teller (BET) have been derived for this 
situation. 9 

The equilibrium constant K a is related to the enthalpy (AHa) and entropy (ASa)of adsorption 
as follows: 

A G  a ..... _ _ R T l n ( K a )  = A H  a - T & S  a (l J.5) 

R a = exp\ .... ]R-Ta-)exp( R ] (11.6) 

where AG a is the free energy of adsorption. K a is strongly dependent on the temperature deter- 
mined by A H  a. By comparing Eqs. (11.3) and ( 11.6), we can see the relationship between kinetic 
and equilibrium parameters: 

M 4  a = E a - Ed,  (l 1.7) 

Aa A S a )  

.4,, - ( 1 1 . 8 )  

In order for a reaction to proceed spontaneously, the free-energy change must be negative, 
A G  a < 0. Most surface reactions are exofllermic ( A l l  a < 0), and A3 a is also negative; a molecule 
in file gas phase is more random that one adsorbed on a surface. Therefore, in order for A G  a < O, 

T A S  a should be less negative than A l i  a. 

The Langmuir adsorption isotherm provides an instructional but simplified example of the 
physical principles operating at sensor surfaces. However, monolayer formation is usually the 
first step in a series of reactions that may include diffusion into a thick film or chemisorption. One 
typical scenario is surface adsorption followed by chemical reaction, as shown in Fig. 11.3, and 
is called the Langmuir-Hinschelwood model. This model applies to the chemisorption coatings 



458 Chemical Microsensors for Gas Detection and Applications to Space Systems 

T 
Energy 

/ 

AH r 

. . . . .  , , , ,  l 

Reaction coordinate "=,,- 

Fig. 11.3. Energy profile for a chemisorption surface reaction. 

described below. In this case, it is assumed that the absorption is at equilibrium and follows a 
Langmuir adsorption isotherm and that the subsequent surface reaction is the rate-limiting step. 

Ka ks (1 1.9) 
G =  S---~p 

Here, G is the gas-phase analyte, S is the surface-adsorbed analyte, and P is the product from 
surface reaction. The rate of surface reaction is given by: 

ksK"P ( l l . lO) 
rs ( I + KaP ) 

where k s is the surface-reaction rate constant. An important feature of this scenario is that both k s 

and/~a are temperature dependent in opposite directions. The surface-reaction rate constant k s 
increases with temperature, but the adsorption constant K a decreases with temperature. With 
some approximations, it is easier to see the mathematical effect of temperature. In the limit of very 
small surface reaction where KaP << l or 0 << l, Eq. (l I. I 0) reduces to: 

• (AS.~ ( A ; t .  + F,. )(] (ll.ln) 

where A s is the frequency factor for the surface reaction. Thus the temperature dependence is 
determined by the difference in A H  a and E a since they are of opposite signs ( A l l  a < 0). One per- 
spective of this result is that the energy released by surface adsorption drives the surface reaction. 
For example, this equation predicts that when A H  a = - E  a, the rate of reaction will have no tem- 
perature dependence. 

Until now, reaction with only the surface layer has been considered. For many coatings used 
in chemical sensors, diffusion into the bulk of the film is important, and it is often the rate-limiting 
process that determines the time response of the sensor. 
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11.2 Chemical Microsensor Technologies 
11.2.1 Chemiresistors 
The chemiresistor is one of the most common chemical microsensor devices. As the name 
implies, the operating principle is a change in the resistance (AR) of a thin-film material. There- 
fore, the goal in designing a chemiresistor is to optimize AR of a material in response to a partic- 
ular gas. The materials found to be useful here include metals (Pd and Ag), organic semiconduc- 
tors (conducting polymers, phthalocyanines), and inorganic semiconductors such as metal oxides 
(e.g., WO 3, SnO2) (see Table 11.3), which val)" widely in their baseline resistance fi'om 10 to 
i09 ~. Therefore, the configuration of the devices and the measurement techniques are consider- 
ably different for metals and semiconductors. 

Metal oxides, especially SnO 2, are widely used materials for many chemical sensors, includ- 
ing most of those on the market today. This is a result of the range of chemicals that can be de- 
tected with one material and various dopants. However, most of the gases detected using these 
materials are CO and hydrocarbons, and they have not tbund as much use tbr space applications 
for several reasons. They are not the best sensors for detecting any of the propellants, oxidizers, 
or exhaust gases found in rockets (hydrazine, MMH, UDMH, NO2, H2, HCI). Furthermore, these 
sensors function by oxidation of the measured gas with concomitant reduction of the oxide sensor. 
A background of ambient 0 2 is required in order to maintain a constant stoichiomet~ of the ox- 
ide. This occurs via a catalytic cycle whereby the sensor is reduced by the analyte and oxidized 
by ambient 0 2 to regenerate the sensor. Not only is 0 2 required, but the sensor response is sensi- 
tive to changes in the 0 2 partial pressure, which is not constant in cabin environments such as the 
Space Shuttle. The sensors operate at fairly high temperatures (.-~500 °C) and therefore require sig- 
nificant power for operation. Finally, the sensor materials are vibration- and shock-sensitive ce- 
ramics and may not withstand the launch environment.* For these reasons, their use in space ap- 
plications is limited, and their principles of operation will not be discussed. Interested readers are 

18 referred to other sources. 

Table 11.3. Mmerials Used as Chemiresistors 

Material Molecules Source 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Palladium H 2 Ref. 10 

Silver (3 3, O atoms Ref. 11 

Phthalocyanines NO2, 0 3, F 2, BC13, HCI Ref. 12 

Polyaniline NH 3 Ref. 13 

Polythiophene Hydrazines Ref. 14 

Polypyrrole NH 3, hydrazines, methanol Refs. 15, 16 

Polymers/carbon Various organics Ref. 17 

WOx:M H2S a 

SnOx:M Various inorganics b 

aArmstrong Monitoring Corporation, Ontario, Cmmda. 
bFigaro Corporation, Japan. 

*The use of a micromachined substrate may overcome these limitations and is described at the end of this 
chapter. 
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11.2.1.1 Metals 

1.1.2.1.1.1 Hydrogen Chemiresistor 

A metallic chemiresistor originally developed at Sandia National Labs for the detection of hydro- 
gen gas is one of the most relevant for space-related applications, l° It has been known for many 
years that the resistance of palladium foils increases upon exposure to hydrogen gas. This is due 
to the well-known rapid formation of a hydride in palladium metal. A problem with using pure 
Pd metal is that above a certain H 2 pressure, there is a phase change in Pd and a corresponding 
lattice expansion. Not only is this phase transformation irreversible, but delamination of films can 
occur. In Pd-metal alloys such as with silver and nickel, the solubility of hydrogen is substantially 
reduced, which allows exposure to much higher H 2 concentrations and avoids this problem. The 
Sandia group showed that thin films of Pd/Ni alloy (~-,8%) are highly effective H 2 sensors with a 
very reproducible and reversible change in resistivity over the range from 100 ppm to 100% H 2. 
The films can be deposited by sputtering or e-beam evaporation on an oxidized silicon wafer com- 
patible with CMOS (complementary metal oxide semiconductor) processing. Therefore it is pos- 
sible to combine the chemiresistor with more sensitive catalytic gate FET (field effect transistor) 
sensors to increase the range of response. The addition of analog and digital circuitry results in a 
smart integrated sensor with a very wide dynamic range. At The Aerospace Corporation (Aero- 
space), we have developed a chemiresistor sensor for H 2 based on this technology for a satellite 
application. A serious problem in the reliability of wide-bandwidth GaAs devices is contamina- 
tion by H E gas. 19'20 In hermetically sealed device packages, large partial pressures of hydrogen 
have been found and apparently evolve from the metallic materials used in the packaging. Hydro- 
gen has been suggested as the cause for premature failure of these devices. One possible failure 
mechanism is that the platinum (Pt) used in the device is catalytically active for the dissociation 
of H2. This could lead to the formation of a metal hydride, which alters the device's performance. 
The fact that a hydrogen sensor has been made recently from a Pt/GaAs Schottky diode supports 
this hypothesis. 21 To confinn that H 2 is responsible, we developed and tested a chemiresistor for 
in-situ detection ofH 2 in these device packages. Furthermore, such sensors could be incorporated 
into the packages to serve as simple passive monitors for H 2 levels to verify their health prior to 
launch. 

A photograph of the Aerospace sensor is shown in Fig. 1 1.4. The active regions consist of thin 
films of Pd/Ni alloy (12% Ni)deposited onto a 1.0-cm 2 silicon die with 250 A of thermal oxide. 
The metal was deposited directly on the patterned photoresist, and the resulting metal pattern was 
produced by lifioff. The stripes are for resistance measurements and the dots are for MOS capac- 
itance measurements. Gold pads were deposited onto the capacitors and resistor ends for wire 
bonding. The device was mounted in a standard 24-pin dual in-line package. This small area con- 
tains 24 separate sensor elements that respond to H 2 through changes in their electrical character- 
istics. Our results focus on the chemiresistor that shows changes in resistance proportional to the 
H 2 pressure. 

Figure 1 1.5 shows the long-term response of a resistor to cycling between high-purity argon 
and a mixture of 10.5-ppm hydrogen in nitrogen in the flow cell. Drift in the baseline was ob- 
served (corrected in the figure) and is probably the result of the gradual purging of the experimen- 
tal apparatus and temperature drifts. Given the relatively higl~ signal-to-noise ratio of the data, 
with temperature compensation incorporated into the device, it should be possible to detect H 2 

pressures down to 1 ppm and up to 100% 1-I 2. This means we would have a single sensor with a 
potential dynamic range of six orders of magnitude. 
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Fig. 11.4. Photograph of the chemical microsensor for H 2. The active areas are a Pd-Ni alloy, which changes 
resistance with H 2 pressure. There are 24 sensor elements on the I-cm 2 Si substrate. 

Figure 11.6 shows all of  our data obtained fi'om the different sensor elements, devices, appa- 
ratus, and laboratories plotted on the same graph. It is significant that all of  the data lie on a 
smooth curve, indicating that the sensor response is insensitive to variations in environment and 
data acquisition. Therefore, the calibration for H 2 response should be robust and independent of  

o , s o  

, H~:On: 

' t0. : !~t5. 20  2~ 

Fig. 11.5. Response of the sensor to alternating flows of pure N 2 and 10.5 ppm H 2 in N 2 in the flow cell. 
Cycle between 10.5 ppm H 2 mixture and pure argon. Rise time faster than fhll time. 
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Fig. 11.6. Combined response curve for data obtained in static and flow cells and for different sensor ele- 
ments, devices, and background temperatures. The observation of a smooth response to all implies a robust 
calibration. We have measured response from 10 ppm to--O. I atm for a dynamic range of 10 4. 

experimental conditions. The fonn of the data in Fig. 11.6 is similar to that obtained by Hughes 
and Schubert at Sandia for a similar device (referenced above). As discussed elsewhere, 22 the 
expected functional fonn for this data is A R / R  --, (pH2) 05, where p H  2 is the hydrogen pressure. 
This can be understood from the following chemical reaction and equations: 

H2:2 H~, (11.12) 

K = [Hbl2/[H2] (! t.13) 

A R  "-~ [Hb] = {K[H2]} J/2 (11.14) 

where a molecule of H 2 dissociates on the surface of palladium to form two hydrogen atoms that 
diffuse into the bulk, H~,. The reaction is at equilibrium at room temperature, and therefore the 
equilibrium constant can be used to calculate relative concentrations o f t t  b and H 2. The resistance 
of the alloy is proportional to the concentration of hydride and therefore is proportional to the 
square root of [H2]. This is known as Sievert's law, and when the data of Fig. 11.6 are plotted 
versus the square root of H 2 pressure, a straight line is observed consistent with the formation of 
a bulk hydride. 

The H2/Pd system is a chemisorption reaction since the H-H bond is broken, but the activation 
energy is so low that the reaction reaches equilibrium at room temperature. Furthermore, the ther- 
modynamics of Pd'H formation are such that the hydride is favored at lower temperature. There- 
fore, sensor response is inversely proportional to temperature, unlike other chemisorption 
coatings. 

A significant issue in the development of this and other chemical sensors is the selectivity for 
the target molecule. "ll~e number of potential interferences is limited for the application of interest, 
especially if the devices are sealed in a controlled inert atmosphere. Water is a pmaicular concern, 
since as much as 5000 ppm is allowed in such packages. Therefore, we examined the response of 
the sensors to this level of partial pressure of H20. The response to 4.1 ton" of pure H20 
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(equivalent to 5395 ppm of H20 at atmospheric pressure) is less than the observed response to 10 
ppm H 2. Alternatively stated, the sensor is at least 500 times more sensitive to H 2 than H20. Fur- 
thermore, the presence of this partial pressure of H20 does not inhibit the response to H2, and 
therefore humidity is not a problem for this application. 

Oxygen is another concern for this sensor. It has been noted that the response of Pd-based 
chemical sensors to H 2 is strongly affected by the presence of 02 .23 It is believed that t-I 2 reacts 
catalytically with 0 2 to form H20, thereby reducing the hydride concentration. Although there 
should be little 0 2 present in the hermetically sealed packages, we have examined the effect of 
0 2 on the sensor response to a fixed concentration of H 2 (i 000 ppm). As expected, 0 2 signifi- 
cantly inhibits the response of the sensor. When the data are plotted in terms of the normalized 
AR/R versus 0 2 fraction, we see that 1% 02 gives a 10% reduction in response, while 8% 0 2 gives 
a 50% reduction. Therefore, in order to determine the H 2 concentration reliably, the O 2 concen- 
tration in the atmosphere must be accurately known. A simple solution to this issue would be to 
seal the device in a well-controlled, oxygen-free atmosphere. Alternatively, it may be possible to 
use a separate 0 2 sensor or pattern-recognition techniques to deconvolute the H 2 and 0 2 concen- 

• "~4 tratlons." 

1 1 . 2 . 1 . 1 . 2 0  and O 3 Chemires i s tor  

Using similar deposition and patterning techniques, we have also developed a sensor tbr the 
detection of atomic oxygen (AO) or 0 3 based on thin metallic silver films that can be integrated 
with electronics. An issue of interest for spacecraft in low Earth orbits is the effect of AO on 
spacecraft materials, so the detection of A O fluxes is important in quantification of spacecraft 
aging. Detection of AO can be accomplished by spectroscopic techniques, but this approach 
requires hardware that is relatively heavy and complicated. Chemical sensors offer significant 
advantages in simplicity, weight saving, and measurement redundancy. Thin films of silver metal 
have been shown to be effective tbr the detection of AO by detecting changes in either resistivity 
or mass. 11,25 This technology has also been shown to be usefhl for the detection of ozone by mass 
changes but not resistance. 26 Therefore, we pursued the development of resistive sensors that 
could be used for the detection of AO or ozone. 

The sensors were fabricated using standard silicon microelectronics techniques, as used for the 
hydrogen sensor developed earlier. Planar magnetron sputtering was used to deposit 350 A of sil- 
ver over patterned photoresist on oxidized silicon wafers. Electrical contacts were made via gold 
contact pads and wire bonding to a standard 24-pin chip carrier. Witness plates were used for film 
characterization. Quartz crystal microbalance (QCM) crystals were also coated with silver for 
mass measurements. The sensors were tested by flowing mixtures of oxygen and nitrogen through 
a photolytic ozone generator and into a cell that contained the sensor and the silver-coated QCM. 
A computer controlled the ttow rates of oxygen and nitrogen and switched the ozone concentra- 
tion on and off. The mass changes on the QCM and the resistance changes were measured and 
recorded simultaneously. The concentration of ozone was separately measured by IR absorption 
to be 140 ppm. 

Figure 11.7 shows the response of the sensor to cycling the ozone by switching the lamp on 
and off. The resistance increases simultaneously with the mass increase on the QCM, indicating 
rapid oxidation of'the silver film. However, the response on the QCM is faster than the resistance 
change. Both signals decay slowly at room temperature when the ozone is turned off. These re- 
sults are intriguing, since they are quite different fi'om what has been previously reported for 
AO~tha t  a stable oxide layer is formed. One possible explanation is the formation of a different 
oxide phase upon ozone exposure that is metastable and decays slowly at room temperature. 
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Fig. I 1.7. Response of the sensor to ozone cycling on and off" in a flow ceil. The ozone is generated from 
photolysis of oxygen and is toggled on/off by the lamp. A silver-coated QCM is used for comparison mon- 
itoring of the ozone. Note the simultaneous mass and resistance change and the decay at room temperature. 

Further studies are in progress to address this question and detennine sensor feasibility. An im- 
portant general result of this work is the utility of using two types of detection methods in eluci- 
dating mechanisms of sensor response. For example, many possible explanations for the observed 
resistance changes can be discarded because of the observed coincident mass changes on the 
QCM sensor. These sensors are also being tested for AO response for potential use in a sounding 
rocket. 

1 1 . 2 . 1 . 2  O r g a n i c  C o n d u c t o r s  

I 1 . 2 . 1 . 2 .  I C o n d u c t i n g  P o l y m e r s  

Conducting organic polymers have proven useful as chemical sensors. There are two types of 
conducting polymers' intrinsic conductors, in which the polymer material itself is conducting; and 
extrinsic conductors, in which a nonconducting polymer is made conductive by loading the poly- 
mer with appropriate material such as carbon black. 27 

The prototypical intrinsic conductor is polyacetylene (Fig. I 1.8) in which conductivity is the 
result of an extensive pi bond conjugation and results in the fonnation of a band structure much 
like a semiconductor. The conductivity is extremely sensitive to doping and can be varied over 
many orders of magnitude by exposure to chemicals such as NOPF 6 or HCI. Other polymers that 
fit this class are also shown in Fig. I 1.8. A particular issue with these materials for sensor appli- 
cations is that some are not stable in air. Some of the more stable intrinsic conducting polymers 
are polyaniline, polypyrrole, and polythiophene. 

Intrinsic conducting polymers have been known to be sensitive to gases for many years, and 
there have been reports of sensors for gases such as NH 3, HCI, and hydrazines. The prin]ai3' prin- 
ciple of operation is that the analyte acts as a dopant, although swelling can also play a role. 
Whether the response is reversible or not depends on the specific interaction of the analyte with 
the polymer. For example, the response of polypyrrole to NH 3 is reversible; 13 whereas the re- 
sponse of polythiophene to hydrazine is irreversible. 14 
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Fig. 11.8. Examples of conducting polymers. 

The most relevant intrinsic polymer sensor here is a very sensitive dosimeter for hydrazine de- 
tection made from poly(3-hexylthiophene) fihns under Air Force and NASA funding. 14 In this 
case, the hydrazines act as reducing agents for the polymer, and irreversible changes in the con- 
ductivity are observed. The reported sensitivity for threshold detection is 1 ppb-h. This sensor has 
been integrated with a microcontroller into a small instrument fllat can be worn as a personal do- 
simeter. The time response is quite rapid, and the rejection ratio f'or NH 3 is very high. Limitations 
of the device are that, since it is an irreversible dosimeter, the sensor element has a limited range 
of response and must be replaced when the limit is reached. Also, the sensor elements have a short 
lifetime at room temperature and are even limited at low temperature. Therelbre, this technology 
may be useful for personal dosimetry, but it is not clear if it will ever be useful for long-term mon- 
itoring applications. 

Extrinsic conducting polymers are perhaps more versatile than intrinsic conductors because of 
the wide range of polymers that can be used. The mechanism of their response to gases is soq~tion, 
which causes a swelling of the polymer. Swelling lowers the conductivity by essentially reducing 
the density of carriers in the material, strictly due to volume changes. This provides a simple 
transduction mechanism that pen'nits utilization of the vast body of gas sorption knowledge, as in 
the development of polymer-coated SAW sensors. Furthen~nore, almost all of these types of sen- 
sors will be reversible, since the energetics of the interaction are relatively small. 

Most recently, a group at California Institute of Technology (CalTech) has demonstrated the 
utility of using an array of extrinsic conducting polymers as sensors. 17 The use of polymer coat- 
ings for chemical sensors has received nluch recent attention, especially in using the sensor array 
approach to chemical identification, as discussed above. A particularly powerful combination is 
an array of SAW sensors with polymer coatings. However, high-fi'equency SAW sensors require 
thirly complicated electronics, which limits the size, cost, and complexity of the final devices. The 
Caltech group showed that with the simple but clever approach of using extrinsic conductive 
polymers with a range of sorptive properties, an effective an'ay sensor could be realized which 
takes advantage of simple chemiresistor technology. They fabricated an array of 17 polymers 
made conductive with carbon black. This gives a vet), stable sensor coating and allows practically 
any polymer to be used. Control over individual sensing elements could be realized by varying 
the content of carbon black as well as the polymer thickness. Similar molecules such as benzene/ 
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toluene and methanol/ethanol could be distinguished with this simple technology. However, the 
demonstrated sensitivity was only in the 0.1% range. As with any sensor array, especially where 
no one element is very selective, great attention must be paid to the data analysis in order to prop- 
erly identif~¢ the chemicals. Furthermore, this approach works well when the set of possible chem- 
icals is known, but problems may occur when there is exposure from chemical unknowns outside 
this set. A group at NASA Jet Propulsion Laboratory (JPL)is developing this approach as an 
artificial nose for use on the ISS. 6 An array of eight sensor elements is being used with pattern 
recognition algorithms for chemical identification. Sensitivity in the 25- to 50-ppm range has 
been demonstrated for some chemicals on the SMAC list. However, it is not clear at this point if 
chemical identification can be accomplished with this device. The electronic nose is scheduled 
for a flight on the Space Shuttle in 1998, and a small company has been formed to explore this 
technology.* 

11.2.1.2.2 Phthalocyanines 

Phthalocyanines (Pc) are conjugated, macrocyclic, organic molecules with the basic structure 
shown in Fig. 11.9. At the center of a Pc is a metal ion, which can vary across the periodic table. 
In addition to being extremely stable up to temperatures of 500°C and intensely colored, thin films 
of Pc's are molecular organic semiconductors. Their conductivity displays an increasing expo- 
nential dependence on temperature typical of semiconductors: 

o = o0exp(-E/2kT), ( 1 I. 15) 

where o is the specific electrical conductivity, o 0 is the intrinsic electrical conductivity, E is an 
energy gap, and k is the Boltzmann constant. This is the result of thermal enhancement of carrier 
concentration in the conduction band. The electrical conductivity of Pc's is sensitive to exposure 
to different gases, presumably through a doping mechanism that depends on the electronegativity 
of the gas and the work function of the film. This, however, is a very crude picture and does not 
entirely account tbr the observed behavior of Pc' s. In any event, the observation ot" gas sensitivity 
has led to extensive investigations into the potential fbr Pc's for use as chemiresistors. Most no- 
table in the context of this book are the demonstrated sensors tbr NO2 .12 and the related molecular 
semiconductor, dithiolene, for hydrazines. 28 

N 

N 

N N 

I@ /N-H NH-N  
N N 

Fig. I 1.9. Structures of phthalocyanines, metal substituted (left.) and metal flee (right). 

*Cyrano Sciences, Inc. (http://www'cyran°sciences'c°m) 
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The electrical conductivity of Pc's is quite low, especially at room temperature. In order to in- 
crease the conductivity and response time and to obtain a reversible response, it is necessary to 
heat the sensors in the range of 120°C to 200°C. Furthermore, interdigitated electrodes are gen- 
erally used to further lower the resistance of the films. A typical sensor substrate used fbr this ap- 
plication is shown in Fig. 1 I. 10. It is a 3- x 3-ram piece of alumina with interdigitated electrodes 
on the top surface and an integrated platinum heater and temperature sensor on the back side. For 
thermal insulation, the substrate is suspended by leads to posts in a standard TO-5 header. The 
substrate can be heated to 500°C, while the package remains at room temperature. 

At Aerospace, we have developed a sensor for HC1 gas based on Pc. To tabricate the sensors, 
thermal evaporation was used to deposit phthalocyanines on the substrate. To evaluate the quality 
and quantity of material deposited, a quartz witness plate was used for optical measurements. For 
quantitative deposition rate data, a QCM was used to provide real-time, in situ measurements. The 
sensors were tested by exposure to known concentrations ofI-tC1 and other gases under automated 
control for measurements of the long-term response. Dilution of a calibrated HC1 gas mixture 
with N 2 was accomplished with computer-controlled mass flow controllers. A sensitive electrom- 
eter measured resistance, a stable power supply drove the heater, and a voltmeter/ammeter mea- 
sured the heater resistance in order to deten'nine the substrate temperature. The substrate temper- 
ature was previously checked against IR emission measurements with an IR camera. 

Figure 1 1.11 shows the response of a sensor to cycling between high purity N 2 and a mixture 
ot'2 ppm HC1. The temperature was held constant at ! 50°C with a power input of-~250 roW. The 
resistivity decreases upon exposure to HC1, and the response is very reproducible with relatively 
low noise. It should be noted that the actual HCI concentration is probably much lower, since wall 

Fig. 11.10. Photograph of the HC1 sensor. The substrme is 3 × 3 mm alumina with interdigitated electrodes 
on top and integrated heater and temperature sensor on bottom. The electrodes are coated with a phthalocy- 
anine. 
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Fig. 1 I. 11. Alternating response of the HCI sensor to 2 ppm HCI and pure N 2. 

losses are expected. In addition, preliminary data show a much greater response at higher temper- 
atures. Given these observations, it should be possible to detect HCI down to 0.5 ppm. This makes 
it a promising candidate for HCI sensing applications. We are currently working on improving the 
response time and reducing the power requirements of this sensor via the use of micromachined 
sensor substrates. 

11.2 .2  C a t a l y t i c  G a t e  M O S  D e v i c e s  
The catalytic gate metal oxide semiconductor (MOS) device is a well-developed chemical sensor, 
especially for hydrogen detection. Lundstrum et al. were the first to demonstrate in the early 
1970s that replacement of the gate metal in tield effect devices (i.e., transistor and capacitor) with 
a catalytic metal such as Pd gave very sensitive, selective sensors for hydrogen gas. 29 Under UHV 
conditions, detection limits as low as 30 ppt are possible. Figure 11.12 shows two typical MOS 
devices used for chemical sensing, a capacitor and a transistor; their principle of operation is as 
tbllows. A voltage is applied to the gate, and both devices function by the induced formation of a 
layer of charges (electrons or holes) at the interface of the gate metal with the semiconductor. This 
buildup 01'charge at the interface can either form a capacitor or can induce conductivity by allow- 
ing current to flow from the source to the drain in the transistor. As discussed earlier, Pd has well- 
known, unique properties in regard to the facile dissociation of H 2. When the normal gate metal 
(aluminum) is replaced with palladium, hydrogen dissociates on its surface to form atomic hydro- 
gen, which diffuses into the film to form a hydride. Some of the hydrogen atoms adsorb at the 
interface with the SiO 2 gate oxide. These hydrogen atoms tbrm a dipole layer at the interface and 
effectively give rise to an additional voltage in series with the applied voltage, which either causes 
a shiI~t in the C-V curve or in the threshold voltage. Figure I 1.13 shows the response of the devices 
to gate voltage with the effect of hydrogen gas on that response. The sensors can also be made to 
respond to ammonia or hydrogen sulfide by modifying the gate metal. 29 
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Fig. 11.12. Typical field effect devices used as chemical sensors on a p-doped silicon substrate. (a) Capacitor 
and (b) transistor. 29 

Some issues with these devices are that the response time at room temperature is somewhat 
slow, and interference from adsorbed water is a problem. Therefore the devices are operated at 
elevated temperatures (150°C), which can require significant power (0.5 to 1 W). A resistive 
heater, temperature-sensing diode, and control circuitry can be readily implemented in silicon on 
the same chip. In addition, the range of hydrogen concentration that can be sensed with these de- 
vices is limited due to saturation effects. On the other hand, a great advantage of this sensor is that 
it is fabricated using standard silicon microelectronics processing techniques. Therefore, the sen- 
sor can be readily integrated at the chip level with CMOS circuitry for signal conditioning. Cost 
savings are inherent in the batch wafer processing approach as well. This has been demonstrated 
very nicely by J. L. Rodriguez et  al. at Sandia National Lab. 3° They integrated a Pd/Ni chemire- 
sistor with a Pd/Ni transistor, temperature control, and data acquisition circuitry. Pd/Ni was used 
because of material issues with Pd at high H a concentrations (see above). The use of two hydro- 
gen sensors provides usable response over a wide range of hydrogen concentration, from the love 
ppm level well into the explosive region (> 4% H, in air). TMs device has been licensed and is 
now being produced by a small company. 

As with the Pd chemiresistors, an important issue for these devices is their sensitivity to oxy- 
gen. Oxygen acts as a scavenger for hydrogen by reacting with the dissociated hydrogen to form 
water. The response of the sensor to hydrogen in air is 4 to 5 orders of magnitude less than in ar- 
gon. Therefore, the oxygen concentration must be constant, or if it is variable, then it must be mea- 
sured to separate the hydrogen and oxygen concentration changes. 

Similar sensor technology has been developed at NASA Lewis using Pd/Ag in a Schottky di- 
ode for the detection of hydrogen propellant leaks in launch vehicles. 31 l'he Sandia sensor has 
also been evaluated for this application. 

11.2.3 Fiber-Optic Chemical Sensors 
Fiber-optic sensors provide an important method for chemical detection. There are numerous 

approaches, all of which take advantage of the ability of a fiber to can'y light long distances 
f~om a source to a detector. In the simplest implementation, fibers are used as light conduits tbr 
absorbance or emission spectroscopy. Coupled with recent developments in micromachined 

*DCH Technology, Valencia, CA. 
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spectrometers and array detectors, fibers could provide a useful method of chemical analysis for 
space applications. However, in this application, the fiber is a light conduit and not a sensor. 

Fiber-optic chemical sensors result when thin-film coatings are used to modify the optical 
properties of a surface to produce a change in response to chemical exposure. The surface that is 
modified can be the end of a cleaved fiber, in the fiber cladding, or an external micromirror. These 
approaches are discussed according to the type of interaction of light with the surface: (1) evanes- 
cent wave absorption and (2) reflectivity of micromirrors. 

In the evanescent wave approach, the multiple internal reflections inside a fiber are used to 
perform highly sensitive absorbance measurements of coatings embedded in the cladding of 
fibers. At each reflection, there is an evanescent wave that propagates a short distance into the 
cladding. Although the individual propagation distance is short, there are many reflections that 
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add up to give significant total path, and theretbre good sensitivity is obtained tbr absorbance 
measurements. By chemical modification of the cladding so that the light absoq3tion changes 
upon exposure to a particular chemical, the change in transmitted light intensity can be used for 
chemical detection. This is probably the most common approach used for fiber-optic chemical 
sensors. 32 Another advantage of this approach is that, with a pulsed laser and time domain mea- 
surements, a single fiber can be used for multipoint detection. Locations along the fiber are dis- 
tinguished by the pulse an'ival time at the detector. This is a great advantage in obtaining distrib- 
uted measurements over a wide area with a single fiber. 

This approach is the basis of a proposed hydrazine dosimeter system under development at 
Aerospace for use at Cape Canaveral. 33 The proposed system has a 1-kin trunk length and a fiber- 
optic network of 100 sensors in a parallel star configuration. With a 10-roW, 680-nm diode laser, 
it is estimated that a 5% change in light intensity could be measured fbr an individual sensor with 
a signal-to-noise ratio of 5. As with the other chemical sensors discussed, the key to chemical de- 
tection is an appropriate coating tbr selective chemical transduction. In this case, 12-molyb- 
dophosphoric acid (H3PO 4 ° 12MoO3°xH20) was tbund to be a useful indicator for the presence of 
hydrazine. It changes color fronl bright yellow to blue upon reduction by hydrazine, but the chem- 
ical reaction is not spontaneously reversible (a dosimeter). However, the reaction can be reversed 
by subsequent oxidation by NO 2. (This could be a potential problem, since NOz is the oxidant used 
in combination with the hypergolic rocket fhels.) The fiber cladding was replaced with a sol-gel 
coating containing molybdophosphoric acid. This gave dosimeters with sensitivity of 2.3 ppb-h 
at the 5% level and a reproducibility of + 1 ppb-h. The sensitivity for NI-{ 3 was determined to be 
9200 times less than for hydrazine. While this system holds promise for hydrazine detection given 
a fiber-optic network infrastructure, issues to be resolved are reproducibility and chemical selec- 
tivity. The use of a fiber-optic network eliminates many of the wiring problems and is equivalent 
to having networked sensors on a simple twisted pair line. However, installation of a fiber is re- 
quired and is a significant implementation hurdle ['or most applications. In this case, a fiber-optic 
network will be built fbr communication purposes, and this system will take advantage of that in- 
frastructure. But without such an infrastructure, it is much simpler to implement a wireless data- 
transmission scheme. 

In the reflectivity or micromirror approach, which has been exploited with much success at 
Sandia National I.,ab, coatings are used that change reflectivity when exposed to the chemical of 
interest. 34 Either the end of a single fiber is coated or an external surface is used as the micromir- 
for. The advantage of coating the end of a fiber is that a single fiber is used to transmit the probe 
and reflected light beams. The coating is typically a metal which changes in reflectivity upon ex- 
posure to a particular chemical. Examples of micromirror sensors that have been developed in- 
clude H 2 (Pd) and others. With an external micromirror, two fibers are used, one for illumination 
of the micromirror and a second to can'y the reflected light to the detector. This configuration al- 
lows a large number of micromirrors to be probed separately with a fiber-optic bundle, a single 
light source, and an array detector. This provides a powerfhl way to sense many different chem- 
icals with a relatively simple optical an'angement. This approach was used in the MOx chemical 
sensor instrument designed to measure soil samples on Mars. 

The MOx was to have been flown on the Russian Mars 1994 mission and was designed to 
investigate the soil chemistry on Mars. It was the first planetary probe or spacecraft to incorporate 
chemical microsensor technology. 35 The instrument was designed to characterize the chen~ical 
nature of the Martian soil, in particular its proposed oxidizing nature. This was to be accom- 
plished using fiber-optic technology to study the reflectivity changes in a suite of thin, film mate- 
rials. The design constraints on the instrument were very challenging: small volume, mass less 
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than 850 g, power consumption less than 25 to 50 mW for short time intervals, shock impact of 
250 G, temperature variations of 100°C. The chemical information desired was diverse as well: 
the oxidizing nature of the soil, effect on organic materials, potential biological activity, and pH, 
The solution was an instrument that used an array of various micromirrors, which were optically 
probed using tiber optics and only two light sources and a single detector. The optical layout used 
two LED sources to provide dual wavelength capability for reference and probe. The detector was 
a 256-pixel linear diode array detector, which allowed for as many as 256 separate micromirror 
samples with this simple arrangement. Key features of the design are fiber guides that were mi- 
cromachined in silicon to provide precise and reproducible alignment with the plate containing 
the micromirrors and a micromachined SiN membrane that would provide a hermetic seal until 
landing on Mars. The array of films used includes reference films for constant reflectivity (Au/Pt/ 
Ti) and temperature (Au/Pt/Ti/Si) and to check for dust accumulation (bare SiO2). An array of 
metal films probe for frost (Au/Pt/Ti), H 2, H2S or unsaturated organics (Pd), O and 0 3 (Ag), and 
other oxidants (V, Ti, AI, Mg). Kerogen-like films are used to simulate the carbonaceous material 
thought to be deposited on Mars by meteors. A range of organic coatings is used to detect the fol- 
lowing: polybutadiene for 0 3 detection, D- and Ix-glucose for a chirality preference in Martian 
reactivity, pH (thymol blue, bromothymol blue, 2,6-dichloroindophenol, fluorescein), 0 2 or CO 2 
(hematin), and reducing agents (methylene blue). Pattern recognition techniques were to be used 
for chemical identification. Unfortunately, the Russian rocket ['ailed and the Mars Lander landed 
in the ocean. In any event, the successful development of flight hardware shows that the technol- 
ogy is viable and can meet the stringent mission requirements for planetatT exploration. 

11.2.4 Acoust ic -Wave Sensors 
Another important class of chemical microsensors is acoustic-wave sensors. These devices are 
ultrasensitive mass sensors and include the well-known QCM and SAW devices, shown in 
Fig. 11.14. Both devices rely on the generation of acoustic waves in piezoelectric material, typi- 
cally quartz, via metal electrodes applied to both sides of the crystal. Mass accumulation at the 
surface of both devices is detected as a frequency shift in the acoustic waves. These mass sensors 
can be made into chemical sensors by the application of thin-film coatings that selectively adsorb 
chemicals of interest and are detected by the mass change at the surface. This section was adapted 
from Ballantine et  al. 8 and the interested reader is referred to this excellent reference for more 
details on acoustic sensors. 

1t.2.4.1 Quartz Crystal Mierobalanees 
Although the QCM is technically not a microsensor, its operation will be described since it is 
closely related to the SAW device. The QCM is currently used on several spacecraft as a contam- 
ination detector, and provides a sensitivity benchmark. The QCM is a resonator generating shear 
mode acoustic waves. Shear waves of opposite polarities are created at the electrodes on each face 
of the c~3'stal. Resonance occurs as a result of constructive interference between the incident and 
reflected waves. The resonance condition is that the crystal thickness (hs )  is equal to multiples of 
half acoustic wavelengths: h s = n(~,/2). This can be expressed in terms of the phase velocity, 
which is related to the crystal properties: 

/2 .£, - Vs /2h  s Vs = (lttq/pq) 1 , (11.16) 

where.£ 1 is the frequency of the nth mode, v s is the phase velocity of the shear wave, h s is the crys- 
tal thickness, laq and pq are the shear stiffness and density. The resonant frequency for a c~3,stal 
with h s = 0.033 cm, ~tq = 2.95 x 10 II dynes/cm 2, and pq = 2.65 g/cm 3 is.[ i = 5.06 MHz, a typical 
number for QCM devices. 
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Fig. I I. 14. QCM and SAW devices. 8 

Mass accumulation at the surface of a QCM results in a shift in the resonant frequency of the 
crystal. This is a result of the requirement that the kinetic and potential energy densities of the 
wave balance. By equating expressions for the energy densities and making a linear approxima- 
tion, the following equation results" 

A.~= _(.Ps ] (11.17) 
, f  \ h ~ p q ] ,  . 

where Ps is the density of the surfhce film. Equation (l 1.17) shows that the fractional change in 
resonant fi'equency is proportional to the fi'actional change in mass due to the accumulated layer. 
From Eq. (11. l 7), a responsivity factor R fbr the QCM can be derived: 

R = df/dPs = -/6/hsPq. ( I 1.18) 

For the crystal parameters used above, R = - 5 7  Hz-cm2/t~g; or for every l l~g/cm 2 mass change, 
the t~equency decreases by 57 Hz. The sensitivity can be calculated, given a noise level that is 
typically due to the stability of the oscillator used. If the oscillator stability is 0.1 Hz and the limit 
of detection is a signal-to-noise ratio of 3, then the limit of mass detection (LOD) is: 

LOD = 0.3 Hz/(57 Hz-cm2/lt,g)= 5 ng/cm 2. (11.19) 

11.2.4.2 Surface Acoustic-Wave Devices 
The SAW device shown in Fig. 11.14 is a true microsensor in that micron-sized electrodes are 
required to excite the surface acoustic waves. Surface acoustic waves are Rayleigh waves in 
which the acoustic energy is confined to the surface of the solid. In 1970, R. M. White of Univer- 
sity' of California, Berkeley, discovered that surface acoustic waves could be generated and 
detected using interdigitated electrodes on the surface of a piezoelectric material. 36 Figure 11.15 
shows the relationship between the electrode spacing and the resultant surface acoustic wave. 'l'he 
efficiency of a SAW device is maximized when the electrode spacing matches the SAW wave- 
length. For ST cut quartz, the propagation velocity is v = 3.158 × 103 m/s, and the frequency and 
wavelength are related to file wave velocity by./°~, = v. For a 97-MHz device, the acoustic wave- 
length is 32 ~tm, and this should be file spacing between fingers on one electrode. In order to 
achieve these dimensions, SAW devices are manufactured using microelectronics processing 
techniques with quartz substrates. Photolithography is used to pattern the electrodes, and metal is 
deposited by evaporation or sputtering. Generally, aluminum or gold is used, although gold is pre- 
fen'ed because it is more chemically inert. 
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Two types of SAW devices are typically used as chemical sensors, the delay line and the res- 
onator, both of which are shown in Fig. I I. 16. The delay line has two sets of electrodes; one set 
is used to create an acoustic wave defined by the electrode spacing and is detected by a second 
set of electrodes after propagation delay along the crystal. The resonator has a high Q acoustic 
cavity created by a series of ridges in the surface of the SAW crystal on either side of the inter- 
digitated electrodes. One small electrode is used to launch the SAW, and the second is used to 
sample the wave and feeds back into the driving circuit. Fewer tingers are required for the elec- 
trodes in a resonator compared with the delay line, since the acoustic wave is defined by the 
resonant cavity. 
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The sensitivity factors fbr SAW devices can be calculated* and are shown in Table I 1.4 along 
with the value for the QCM. One can see that the sensitivity factors fbr the SAW devices are an 
order of magnitude greater than for the QCM, and this is largely driven by the higher frequency 
of operation of SAW (S-~J02). However, this is somewhat misleading, and it is important to con- 
sider the limits of detection for the various devices. These are determined by the noise levels of 
the measurement setup, which is typically about 0. I Hz for QCMs and about I Hz for SAWs. A 
trade-off in using the higher firequency SAW devices is an order of magnitude higher noise level. 
The limit of detection is considered to be a signal-to-noise ratio of 3, and the limits of mass de- 
tection are calculated from: 

L O D  = N f / R  m (11.20) 

where @is the noise associated with the frequency measurement and R m is the responsivity of the 
device. Using noise levels of 0.3 Hz for QCMs and 3 Hz for the SAW devices, the results are 
shown in Table 11.4. Thus, the 97-MHz delay line is only 17 times more sensitive than a 6-MHz 
CM; whereas the 200-MHz resonator is 58 times more sensitive. It should be noted that noise lev- 
els in experimental setups are highly dependent on many factors. For example, thermal effects can 
be important in causing long-term drift and can severely degrade the limits of detection. 

11.2.4.3 Acoustic-Wave Chemical Sensors 
The key to converting the above mass sensors into chemical sensors is the application of a chem- 
ically selective coating that selectively absorbs the chemical of interest and causes a mass change 
at the sensor surface. The useful coatings range fi'om porous polymers that simply absorb gases 
to inorganic reagents that in'eversibly react with a specific gas. For all acoustic-wave sensors in 
which mass loading is the dominant effect, the frequency shift is linearly proportional to the mass 
change at the surface: 

Af = - -kSmAnl  a (11.21) 
where Afis the frequency shift, Am a is the change in mass per unit area at the device surface, R m 

is the mass responsivity of the device, and k is a constant that contains geometric and other 
response factors. The important point is that for identical devices and geometries, the frequency 
shift is directly proportional to mass change at the surface. However, it should be noted that in 
addition to the mass effect, there can be other response mechanisms of response related to elec- 
trical and viscoelastic properties that are not accounted for by the above equation. 

'lhble 11.4. Mass Sensitivities of Acoustic-Wave Devices a 

Theoretical Mass Experimental Mass Limit of 
Sensitivity (Sin) Frequency Sensitivity (Sin) Detection 

Device (Hz-cm2/mg) (MHz) (Itz-cnl2/lag) (ng/cm 2) 

QCM (AT quartz) 2.3,fb2 6 84 3.5 

SAW delay line (ST quartz) 1.32,t-02 97 12,200 0.2 

SAW resonator (ST quartz) 1.26,f02 200 50,400 0.06 

aFrom Re[. 8. 

*This is beyond the scope of this chapte:t, but the interested reader is referred to Re[. 8. 
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The types of coatings used for acoustic-wave chemical sensors can be divided into three cate- 
gories based on the physical and chemical interaction between analyte and the coating: physisorp- 
tion, chemisorption, and absorption. Physisorption is a weak molecular interaction that is typi- 
cally not specific and is not very useful in the development of chemical sensors. Coatings that 
have been used for this include activated charcoal, silica and alumina gels, zeolites, and porous 
polymers (Tenax, XAD, Chromsorb). Attachment of the particulate materials to create a u nifoma 
film without plugging the pores is a challenge. 

11.2.4.4 Chemisorption Coatings 
As described earlier, chemisorption reactions at surfaces require significant energy input to occur. 
Therefore, the sensor responsivity can increase with increasing temperature, and the resulthlg sen- 
sors are usually ilTeversible dosimeters at room temperature. A sampling of chemisorption coat- 
ings used for acoustic-wave sensors is listed in Table 11.5. 

Some examples are the use of metals such as Zn, Pd, Au, and Ag for the detection of HCI, H2, 
Hg and 03/0 ,  respectively. QCMs coated with Zn were found to be useful sensors for HCI 
through a corrosion reaction to form ZnC12 irreversibly. 37 ZnCI 2 is hygroscopic, and the forma- 
tion of ZnCle.(H20)x gives a mass amplification and increased sensitivity. This sensor was de- 
veloped as a fire detector for electrical equipment that contains polyvinyl chloride. However, this 
sensor is useful only as a threshold alarm detector due to the reactivity of the ZnC! 2 with H20. 
The ability of O and 0 3 to oxidize Ag has been known for many years and has been used to make 
chemiresistor sensors, as described above. The same effect can be used as the basis of acoustic- 
wave sensors. The formation of the oxide is generally iiTeversible. As discussed earlier in Sec. 
11.2.1.1.1, hydrogen is quite soluble in Pd films, and this effect has been the basis of Chemresistor 
and ChemFET sensors. This same effect has been exploited on a SAW platform to give a It2 sen- 
sor. 41 Mercury can be detected with gold coatings via the formation of a stable amalgam. 40 

Polymer fihns have also been used to form chemisorption sensors. An ozone sensor has been 
made from a coating of polybutadiene on a QCM. 38 The ozone reacts irreversibly with carbon 

Table 11.5. Chemisorption Coatings for Acoustic-Wave Sensors a 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Analyte Coating Limit of Detection Comments Ref. 

HCI Zn 5 ppm ZnCI 2 is hydroscopic, gives mass 37 
amplication 

Ozone Ag ! 0 ppm 
Ozone Polybutadiene I 0 ppb 

Olefins PtCI2(ethylene ) 0.6 ppm 
(pyridine) 

Hg Au 

tt 2 Pd 50 ppm 

H2S WO 3 10ppb 

Cyclopentadiene Poly(ethylene 200 ppm 
maleate) 

. . .  

Irreversible 

Reversible with ethylene 

38 

39 

Amalgamation, thermally reversible 40 

41 

High temperature 42 

Irreversible 43 

aFrom Ref. 8. 
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double bonds to form ozonides. The sensitivity of the sensor was 10 ppb/min. A cyclopentadiene 
detector was made fi'om poly(ethylene maleate) (PEM) on a SAW substrate. 45 PEM is a usefhl 
reversible sensor for a range of organic vapors such as acetone, methylene chloride benzene, and 
methanol. However with cyclopentadiene, an irreversible Diels Alder reaction occurs, resulting 
in a strong chemical bond with the coating. While this sensor does not have the selectivity one 
would like in the chemisorption sensor, the response to cyclopentadiene is considerably greater 
than that of the other organic vapors. 

Semiconductors have also been used as chemisorption coatings for acoustic-wave sensors. 
Phthalocyanines have been used to detect NO 2. Recall that these organic semiconductors are use- 
fi~l chemiresistor materials that change in conductivity upon exposure to various gases. It was 
fbund that with PbPc, NO2 could be detected with sensitivity of <1 ppm. 46 The oxide 
semiconductor WO 3 has been used to detect H2S. 44 The sensitivity was very good at 10 ppb, al- 
though the sensor requires operation at high temperature. However, there can be a significant 
electrical component to the response of these films. 

It has been shown that electrical effects can dominate over mass response for certain combi- 
nations of coatings and substrates. Because there is an electrical field associated with an acoustic 
wave in a piezoelectric material, electrical effects can be prominent with metallic or semiconduc- 
tor films with conductivity changes upon chemical exposure. LiNbO 3 has an electromechanical 
coupling coefficient almost 40 times larger than ST quartz and a mass sensitivity that is almost 
halt'. Using this material with phthalocyanine (Pc) coatings, electrical ef'fects have been shown to 
dominate over mass effects. 47 In this case it was possible to separate mass and conductivity ef- 
fects by the use of two SAW devices, one in which the Pc was applied directly to the SAW sub- 
strate and the other with a Cr underlayer. The Cr layer served to short out any electrical effects, 
and with that sensor, no response of PbPc to NO 2 was observed. The sensor with PbPc applied 
directly to the LiNbO 3 gave a good response to 10 ppm of NO 2. 

11.2.4.5 Polymer-based Sorption Coatings 
Polymer films are one of the most common coatings used for SAW chemical sensors. These films 
function by sorption of gases into the bulk of the polymer involving both interfacial and bulk 
interactions. Because the interaction of analyte with the polymer fihn is relatively weak, sorption 
is at equilibrium at room temperature and sensors based on these films are reversible. The analytes 
targeted with these films are organic vapors, since they have the highest affinity for polymers. A 
significant drawback with these films is the lack of selectivity: sorption occurs to some degree 
with virtually all pairs of volatile organics and polymer films. In order to resolve mixtures of 
organic vapors, several SAW sensors, each coated with different polymers, are required. 

Sorption of gases in polymers is at equilibrium at room temperature, and thermodynamics can 
be used to quantify the concentrations of absorbed species in the sensor film.* The relative con- 
centrations of gas phase and absorbed species is given by the partition coefficient, Kc: 

K c - Cs  - m s  (11.22) 

where C s is the concentration of sorbed species, Cg is the gas phase concentration, m s is the mass 
of sorbed species, and/~s is the volume of the coating. This is the same partition coefficient used 
to describe retention behavior in gas chromatography. For acoustic sensors where mass effects 

*These principles apply to the extrinsic conducting polymer sensors described in Sec. 11.2.1.2.1. 
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dominate, Eq. (11.22) can be used. to calculate K c from the frequency shifts associated with the 
analyte and that due to the application of the coating to the sensor. Typmally, K c calculated from 
SAW devices is significantly larger than values derived from gas chromatography, indicating that 
the other mechanisms of response are significant. For nonconducting polymer films, this is 
largely due to viscoelastic effects. 

The partition coefficient is an equilibrium constant and can be related to the enthalpy of solu- 
tion: 

. (--A (An,.  - r A s  s ) ( .... a n s i  
x , .  = = oxp[-  (11.23) 

where A G  s and A H  s are the free energy and enthalpy of solution, respectively. The entropy of 
solution of very dilute solutions is negligible. The enthalpy of solution is related to the enthalpies 
of condensation and of mixing: 

A H  s = A H  c + A H  m . - - A H  c (11.24) 

For ideal solutions, A H  m is zero and there is no interaction between the analyte and the coating. 
Clearly this is not the case for real polymer coatings, and a goal of sensor development is to max- 
imize this interaction. However, the condensation enthalpy is significant, and it is instructive to 
consider its effect on sensor response. 

Boiling point is a simple, readily available parameter that can be used to estimate sensitivity 
for similar molecules. The enthalpy of the condensation is proportional to the boiling point of a 
simple liquid according to Trouton's rule: 

A H  c = - A S c T  b (11.25) 

where T b is the boiling point of the liquid, and AS c is the average entropy of condensation for sim- 
ple, nonpolar liquids (20.3 cal/molK). Therefore, the concentration of the sorbed analyte can be 
related to its boiling point: 

• ( .... "r ,aSq 
C,. = C~K,.= C uexp\ RT / (11.26) 

From this expression, one can examine the effect boiling point of analyte has on the relative 
response of a particular sensor/coating combination. For given gas phase concentrations for two 
analytes, C~ and Cs', the ratio of Af for one analyte to Aft'for a second analyte with a higher boiling 
point is given" 

a_./' _ A,,, '_ c , _  ( a  rhas,  
4f  Am C¢ exp \  /~T .... ~! (11.27) 

where A T  b = T b ' -  T b. Based on condensation enthalpy alone, for two similar molecules with a 
difference in boiling points of 20 °, a particular sensor will have at least a twofold greater response 
for the higher boiling molecule. For example, consider pentane and hexane, which have boiling 
points of 36.1 °C and 68.7°C. The response of a given sensor will be 3.1 times greater for hexane 

*Tile partition coefficient is calculated from the Af for tile coating, the density of the coating, which gives 
the volume of the coating./k~. = A~rJAJ~C s. 
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than for pentane. Sorption-based sensors are much more sensitive for higher boiling point mole- 
cules. Conversely, it is quite difficult to detect low-boiling molecules with sorption films. 

It is possible to use partition coefficients derived from gas chromatography to estimate SAW 
sensor response, given various molecules and polymer coating combinations. Grate et  al. have 
done a very nice job of estimating limits of detection fbr various molecules fbr 14 different poly- 
mer films on SAW sensors. 48 

11.2.5 Micromachined Chemical  Sensors 
MEMS and silicon micromachining have been used to create sensors with current or potential 
applications to space systems. These include MOx fiber-optic sensor systems described above 
that contained micromachined components. MEMS sensors based on cantilever beams 49'5° have 
been developed, but cun'ently these are only laboratory" novelties. Perhaps the most relevant 
micromachined sensors are small, heated elements for conductive sensors. 

11.2.5.1 Micromachined Sensor Substrates 
Micromachined sensor substrates have been made in order to reduce the power consumption of 
heated chemiresistors and to take advantage of batch processing possible with silicon microelec- 
tronic fabrication techniques. In addition to the phthalocyanine'based chemiresistors described 
above, there are several other chemiresistor materials that need to be heated for operation. The so- 
called Taguchi tin oxide sensors are an important product, and also require high temperature 
(~500°C) and considerable power for operation. By reducing the size of the sensor element, it 
should be possible to reduce the power consumption. The sensors should also be stronger and 
more resistant to the shock and vibration associated with launch. Batch processing should give 
better uniformity and reduce costs, and with silicon microfabrication, signal conditioning cir- 
cuitry can be integrated on the die with the sensor element. In addition, silicon provides a much 
smoother surface that should allow much thinner films to be used and could greatly improve the 
time response. 

Micromachined chemiresistor substrates (Figs. 11.17 and 1 1.18) are in essence micro hot 
plates. Thennal conduction pathways fi'om the hot substrate to the chip are reduced with the use 
of an active area suspended by silicon support beams (Figure 11.17) or with a velw thin membrane 
tbr the active area (Fig. 11.18). Compare the macroscopic hot plate sensor shown in Figure 11.10 
suspended by wire leads. The first microfabricated hot plate and membrane structures for chem- 
ical sensor applications appear to be those presented in 1986 by Grisel and Demarne. 51 Since 
then, the membrane device in Fig. 11.18 was developed at Universit3, of Michigan (UM) by 
K. Wise and co-workers, 52 and the suspended hot plate in Fig. 1 1.17 was developed at the Na- 
tional Institute of Standards and Technology (NIST) by S. Semancik and co-workers. 53 Techni- 
cally, the main difference between the membrane and hot plate is whether the wafer is processed 
only on the front (hot plate), or is additionally etched from the back (membrane). 

The NIST micro hot plate is shown in Figure 11.17. The element is small (-~ 60 ram) and has 
impressive thermal response times (2 ..... 5 ms). The thermal efficiency of this device is good, with 
a temperature rise of 8°C/mW. Moreover, the device was designed to be fabricated using the MO- 
SIS foundry service. The design files are available on the Internet. Standard single-sided wafers 
were used, and anisotropic etching was used to form pyramidal pits under a suspended "hot 
plate." The NIST group has made tin oxide chemical sensors fi'om these substrates. An advantage 
of using the MOSIS foundry is that CMOS electronics can readily be integrated with the sensors 
on a single die. On the other hand, the design rules of the process place strict limits on the avail- 
able materials and processing steps. For example, the only metal available through MOSIS 



480 Chemical Microsensors for Gas Detection and Applications to Space Systems 

i!!!,i 
-~vice ..... ~. ~iiill '~ (a) 

........  ii,i I 

, 11  

Contact 
pads 

(b) 

. . . .  

I ..... i .i .:. : :..il i. i;:i~ . ::..:, iii~ ,.i: :.. ,. "i'"', i"::"~. , V  Heate 

SiO 2 base layer 

Fig. 11. ! 7. NIST Micro Hot Plate Device. (a) SEM photograph and (b) Schematic diagram showing the dif- 
ferent layers in the device. (Reprinted with permission tYom ,4ccounts oJ'Chemical Research 3 I. 279-287, 
May 1998) C© 1998 American Chemical Society). 

is aluminum, which is not a good choice for a chemical sensor because it is quite reactive. Inert 
metals like Au and Pt are preferable, and Au is available through other foundries, including the 
MUMPS (Multiuser MEMS process) foundry at the Microelectronics Center of North Carolina. 

The UM membrane device shown in Fig. 1 I. 18 was fabricated using double-sided wafers in a 
six-mask, in-house process. The die size was 2.8 x 2.8 mm, the total window size was 1 mm 2, 
and the active area was 250 x 250 ram. The heaters were polysilicon with a thermal coefficient of 
resistance (TCR) of 1800 ppm/°C, and a temperature uniformity of + 0. I°C was achieved. The 
thermal efficiency of the device is good, with 6°C/mW in air and 20°C/roW in vacuum. The met- 
allization was lr wifl~ a Ti adhesion layer. The active sensing layer was Pt/Ti, which was used to 
detect oxygen. 

A problem in making sensors from these micromachined substrates is in applying the sensor 
coating selectively to the active area. This is especially true if one wants to make an'ay sensors 
using these structures on a single die. Some materials are amenable to using photoresist and lift- 
off for patterning, such as the SnO 2 used above, if the coating is to be applied on a single die, as 
when an outside foundry is used, then it is generally not feasible to use photoresist, given the small 
size of the die and alignment issues. The UM and NIST groups have cleverly patterned the sensor 
elements by using the heated substrate as the deposit material by chemical vapor deposition 
(CVD). This method provides a simple, self-lithographic process for sensor deposition. Further- 
more, the electrical properties of the material can be monitored in situ during the deposition 
process. 
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Fig. 11.18. University of Michigan membrane device (©, 1994 IEEE). 52 

At Aerospace, we are fabricating a micro hot plate array sensor using the MUMPS foundry 
service. The goal of this effort is to integrate the phthalocyanine coatings described in section onto 
a hot plate array sensor in order to detect a range of analyte molecules relevant to the space launch 
environment. A schematic of the sensor array is shown in Fig. I 1.19. The die dimensions are 2.5 
x 2.5 ram, and each hot plate is .-~250 x 250 ram. There are a total of 16 sensor elements. Each 
element has gold interdigitated electrodes on the top surtlace and an embedded polysilicon heater. 
The device is a membrane similar to the UM design, and the back side will be etched. This etching 
requires local processing of the back side of the MUMPS die. Processing individual die. as op- 
posed to wafers, is v e ~  challenging because of difficulties in handling and masking. (Photoli- 
thography is not possible because of alignment issues.) We are currently developing a laser-based 
process which, if successful, will be usefi~l as a general tool for the in-house processing of die. 
We hope to report on this process in the near future. 
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Fig. 1 I. 19. Aerospace micro hot plate array. 
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11.3 Conclusions 
Chemical microsensors comprise veD' diverse technologies at the intersection of chemistry, mate- 
rials science, and electronics, and as such it is almost impossible to present an exhaustive over- 
view in a compact and readable form. ~Ilae author hopes that this chapter has given the reader an 
overview of the technologies relevant to the detection of space-related gas phase molecules and 
has provided direction for fi~rther investigation by interested readers. The goal is to further the 
acceptance of chemical microsensors by the space community and to foster more interest and sub- 
sequent applications. 

Chemical microsensors have been demonstrated to be useful for the detection of space-related 
molecules and will become more important in the push toward smaller, more power-efficient and 
smarter sensing systems. This chapter has described their uses on the ground around launch bases, 
on the Space Shuttle, and on interplanetary probes. As chemical microsensor technologies mature 
and become more accepted we will undoubtedly see more use of these important devices in future 
space systems. This will be especially true as progress occurs in the integration of chemical 
microsensors with analog and digital electronics for sensor control, data acquisition, micropro- 

cessing, and wireless communication. In the near future, we will see the development of powerful 
autonomous sensing systems that provide real-time data on chemical concentrations either on the 
ground, in spacecraft, or on other planets. 
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Surface Micromachined Optical Systems 
V. M. Bright* 

12.1 Introduction 
Recent advances in micromachining readily allow implementation ofmicromachined microopto- 
electromechanical structures on the order of 100 ~m in size. Applications of such miniaturized 
mirrors, gratings, lenses, and shutters include laser radar imaging, free-space optical communica- 
tion, optical switching, holographic data storage and retrieval, and adaptive/corrective optics. 
Subcomponents, such as hinged and rotating structures, are combined with powerful and compact 
microactuators for positioning and operating the micro-optical devices. The individual micro-op- 
tical components and control mechanisms can be arTanged into complex systems like fiber-optic 
switches, optical scanners, and interferorneters. The micromachined optical systems, which fit on 
a single integrated circuit chip, have many potential practical advantages, including integration 
with control and signal processing electronics, as well as batch fabrication and low cost. In addi- 
tion, the low individual mass of the micromachined devices leads to superior ruggedness and fast 
system response time. 

12.2 Fabrication Technology 
Until recently, research into microelectromechanical systems (MEMS) was restricted to institu- 
tions that had access to private fabrication facilities that could meet the specialized demands of 
micromachining. However, the growing number of commercial micromachining foundries is 
making the technology widely available. Such commercial services can impose restrictions on the 
types of devices that can be built. However, the low cost and frequently scheduled fabrication 
runs of commercial foundry processes reduce the scheduling and financial risk of prototyping 
useful MEMS solutions. Although micromachined optical devices have been demonstrated using 

24 metal electroplating processes I and bulk silicon micromachining, " these technologies are lim- 
ited to specific applications and the types of components that can be produced. The discussion 
here will thus focus on micro-optical components produced in a surface micromachining technol- 
ogy, which allows much flexibility in design and integration. 

A popular commercial surface micromachining process for MEMS in the United States is the 
Multi-User MEMS Processes (MUMPs) sponsored by the Defense Advanced Research Projects 
Agency (DARPA). 5 MUMPs is a three-layer polycrystalline silicon (polysilicon) process. It is in- 
tended for prototyping MEMS, using surface-micromachined thin films on a silicon wafer. 
MUMPs offers three patternable layers ofpolysilicon and two sacrificial layers ofi~hosphosilicate 
glass on a base layer of silicon nitride. A top layer of gold is provided as the reflective and/or con- 
ductive surface. Table 12.1 identifies the layer thickness for each of the films used in MUMPs, 
and Fig. 12.1 illustrates the MUMPs layers. The order of the entries in Table 12.1 is consistent 
with the deposition order of the films on the silicon wafer substrate, with silicon nitride being the 
first layer. Gold is evaporated onto the device after all other layers have been deposited by low 
pressure chemical vapor deposition. The polysilicon layers and the <100>-cut silicon substrate 
are highly doped wifll phosphorus (approximately 102° atoms-era 3) to decrease electrical 
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Table 12. I. Structural and Sacrificial Layers Used in MUMPs 5 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Layer Name Nominal Thickness (~xm) 

Nitride (silicon nitride) 
Poly-0 (bottom polysilicon layer) 
1 st Oxide (sacrificial layer--phosphosilicate glass) 
Poly-I (middle polysilicon layer.) 
2rid Oxide (sacrificial layer~phosphosilicate glass) 
Poly-2 (top polysilicon layer) 
Metal (gold) 

0.60 
0.50 
2.00 
2.00 
0.75 
1.50 

0.50 

resistance. After constn~ction, the micromachined device is "released" by removing the sacrificial 
glass layers in a bath of buffered hydrofluoric acid. 

After the devices are released, residual material stresses in the gold layer (tensile) and Poly-2 
layer (compressive) may cause the reflective surthce to curl slightly into a concave shape. 6 Re- 
sidual material stress varies somewhat after each production run. For example, for the 16th 
MUMPs production run, typical peak-to-valley curvature for a 100-~tm-wide gold on a Poly-2 mi- 
cromirror was measured as 495 nm. 6 Combining the top and middle polysilicon layers (stacked 
poly) as support for the gold layer reduced peak-to-valley curvature of a 100-tam-wide micromir- 
rot to 140 rim. 6 Peak-to-valley curvature was thrther reduced to 63 nm by retaining the second 
oxide layer between the top and middle polysilicon layers (trapped oxide). 6 The second oxide 
layer is isolated fi'om hydrofluoric acid using a via around the edge of the device to connect the 
top and middle polysilicon layers and to seal in the oxide layer. 7 Although trapped oxide has the 
lowest curvature, use of a via forces the gold layer to be indented further fi'om the edge of the 
device because the surface over the via is not optically fiat. The indentation of the gold layer re- 
duces total reflective surface area of a device. 

In surface micromachining, the thin-film layers conform closely to the topology of the previ- 
ously deposited and patterned layers (Fig. 12.1 ). Unless the designer makes sure a layer is fiat by 
controlling the pattern of the layers beneath it, the induced topology can have detrimental effects 
on the layer's unitbrmity and on the effective elastic modulus of mechanical structures. In ex- 
treme cases, the topology can trap part of a structure that was intended to move freely. This prob- 
lem of surface topology can be controlled in more sophisticated surface-micromachining pro- 
cesses, where layers are chemically mechanically polished prior to subsequent layer deposition. 8 

Nitride PolyO 1st Oxide Poly I 2nd Oxide Poly 2 Metal 

~ ~ : , . ; .  ~ ; : ~ ~  
. . . . . . . . .  ~: ""  ........ " ""!i'~ ~ i .  ~ ~'~ . . . .  ~ . . . .  ~ 

Fig. 12. I. Cross-section of notional MUMPs layout. 5 (Courtesy MCNC MEMS Technology Applications 
Center, Research Triangle Park, North Carolina.) 
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12.3 Sliders, Rotating Hubs, Microhinges, and Microlatches 
Surface micromachined designs are planar in nature and require some assembly and/or actuation 
at~er fabrication. Much of the surface-micromachined optics is based on the use of movable sys- 
tems. The primary components of movable systems are sliders, rotating hubs, microhinges, and 
microlatches. 

A surface-micromachined slider is shown in Fig. 12.2. The slider consists of a releasable plate 
and a guide. The releasable plate is formed from the Poly-l layer in the MUMPs process. The 
plate is not anchored to the substrate and is fi'ee to move. The guide is formed using the Poly-2 
layer. One side of the guide projects over the edge of the released plate; while the other side is 
anchored to the substrate. By placing guides on opposing sides of the plate, the movement of the 
plate is restricted to the direction defined by the guides. 

A n c h or  s .,< iiiiii!~i!iiiiii!i!iiiiilMiiiii! illl iiii!l iiiiiii!iiiiiiii!iil!ii! iiiiii!ii!iilMiii!!!i iiiiiiiiiiiiiiiiiiiiii!i}!i!!i!il iii i!!il!!!i!i!i!iiiiiiiiiiiiitiiii if!! ili!!!i!i iiili 
. . . . . .  ~ .... G u i d e  .-~:..i '*;~i~:~i~i~! 
~ ] i i ~ i i i & .  ........................................ " ...... P l a t e .  ~ ~ ............ 

*~;;;::!:~:::':i:~"~!":;":"::i:?:~ii~iiiiiiii~iii~%~ ';;:'~:~~ ......... ' ...... ' S u b s t r a t e  ......... " .......... i~].. ...'~ii~i~ii! 

(a) (b) 

Fig. 12.2. Sliders that allow linear motion of a plate are fabricated using two releasable structural layers. The 
basic design is shown in the schematic view (a); while a fabricated polysilicon slider is shown in (b). 9 

The construction of a rotating hub is similar to that of a slider, except that the guide is now 
circular, as shown in Fig. 12.3. The center of'the guide is anchored, while the otltside edge 
projects over the rotating plate. A circular hole is cut into the center of" the rotating plate in con- 
junction with the circular anchor of the rotating hub. 

Microhinges enable surfhce-micromachined parts to be rotated out of the plane of the sub- 
strate, as illustrated in Fig. 12.4. This allows fhbrication of flip-up components such as plates, mir- 
rors, gratings, and lenses. There are three types of microhinges: the substrate hinge, the floating 

Anchor 

Guide 
Rotating Arm 

!i iii!iiiiiiii!!!!f 

Fig. 12.3. Scanning electron micrograph of a rotating hub. 9 
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Hinge ~ - ~  
Sacrificial , Fli'-u'-" device ~ " ~  
layers [ Pivot arm t I" ~ ~ ~I~ 

Fig. 12.4. Assembly of flip-up optical components using microhinges (after Ref. 10). 

substrate hinge, and the scissors hinge. The substrate and scissors hinges were originally designed 
and fabricated by Pister et al.; ~°'~ while the floating substrate hinge is a modification of the sub- 
strate hinge. All three hinge designs require two releasable structural layers tbr their fabrication. 
A substrate hinge, shown in Fig. 12.5, is used to hinge released structures to substrate. This hinge 
consists of a pivot arm and a staple. The pivot arm is fabricated from the Poly- 1 layer. The struc- 
ture that is to be flipped up off of the substrate is connected at the ends of the pivot arm. The staple 
is fabricated from the Poly-2 layer, and forms a bridge over the pivot arm. The staple, which is 
anchored to the substrate, is not connected to the pivot arm and allows free rotation of the pivot 
arm. A floating substrate hinge allows the fabrication of movable flip-up structures. This hinge is 
fabricated by replacing the anchors of the substrate hinge staple with connections to a movable 
Poly-I plate (see Fig. 12.6). 

W Poly-1 
Poly-2 

II Anchor . . . . . . . .  

. . . ~  

~ ~  ~ Staple 
Pivot Arm 

(a) (b) 

Fig. 12.5. Schematic (a) and scanning electron micrograph ofa substrate hinge (b). 9 

Pivot arm Floating staple 
Poly-2 slider (Poly-1) (Poly-1 & Poly-2) Poly-2 slider 

:\ \ , 

. • . !~i~J~i~ii~III~ii~i~i~::~.~.~[~ii~i~;~.~i~..`...~.~i~i!~: ::~i~.,.~'i~:~i~i~.~.:,.~i~::~i'.;'.:~..'..'~.~i~J~i~i:~!~:: ] • ~ i  ~ 

Fig. 12.6. Schematic diagram of a tloating substrate hinge. 9 
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The floating staple is incorporated into a rotating hub or a slider, which allows the hinge to both 
rotate and slide across the substrate. A scissors hinge is fabricated by interlocking fingers of two 
structural layers, as shown in Fig. 12.7. This hinge allows two plates to be connected while still 
allowing them to pivot at the connection. 

Poly-1 ~ Poly-2 ~Contac t  

i !iii!!iiiiiii!!i!i ii1 
i ,;i::!~;i~/:;:ii!i:.!ii:~i,/: ,i!i:/!!~ii:/+~ !:ilil i 

~ . ' . . ~ !~ . , . . ' ~ :  " . ' .  ." ~'4:." * " ::." ' ~ {  '.,.~, • • ~!~. ~ .. 
~.,...~ ... .~ ~ ~ . : . . ~ .  ., 

Fig. 12.7. Scissors hinges are used to connect two released plates still allowing them to pivot. 9'10 

Microlatches enable flip-up structures to be latched into specific positions. Several diffierent 
locking mechanisms exist. One approach is to use a second flip-up plate positioned at a 90-deg 
angle with respect to the first plate (Fig. 12.8). 1° The lock works by initially flipping the first plate 
into the desired position, then flipping up the second plate. A notch in the second plate engages 
with the first plate, locking both plates into position. The disadvantage of this design is that both 
plates must be flipped up and interlocked into position. Another approach of locking flip-up com- 
ponents into position is to use a se l f  engaging locking mechanism (microlatch), 9'12 which is 
shown in Fig. 12.9. When the flip-up plate is raised into position, the latch moves along the sur- 
lace ot'the plate until it drops into position in the locking slot. The locking slot has a wide opening 
at the top and a narrow opening at the bottom. The latch end is tapered into a triangular shape. 
Below the triangular tip, slots are cut into both sides of the latch, corresponding to the size of the 

Substrate hinge 

{(-'~:.'.~,: ~,~!~i ~ i i ~  ...... ~%.='!i!!iii~i Locking plate 

i ~  ~ i ~ ) ~  iiiiii ~!' ~tiii, lii!i~ii~!iii~i!ii:il .......... Flip-up device plate 

i!;~ i, i i ! i ! i i i i l l  ~i ~ 
Fig. 12.8. Locking of two flip-up plates positioned at a 90-deg angle with respect to each other. 13 
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m Poly-1 
. . . . . . . . . .  

Poly-2 
I Contact 

...... i~=!! .... ° 

i 
Latch Locking slot 

Flip-up 
Plate 

Fig. 12.9. A self-engaging locking mechanism (microlatch). 9 

narrow bottom of the lock opening in the flip-up plate. As the hinged plate is rotated off the sub- 
strate, the latch slides into the lock opening, and the slots in the latch engage the narrow bottom 
ot'the lock opening in the plate. By anchoring the latch to a floating plate instead ot'the substrate, 
this type of lock can be easily implemented for floating structures. The advantage o1" the self-en- 
gaging lock is that it is only necessary to flip up one plate. The simplicity of this design is impor- 
tant in self assembled systems. 14 

12.4 A c t u a t o r s  
Complex optical MEMS may include moving components such as shutters and mirrors. To pro- 
vide motion of these structures by electrical means, a variety of microactuators have been devel- 
oped. The most common modes of actuation are electrostatic attraction and thennal expansion. 

A common electrostatic actuator is the parallel plate actuator shown in Fig. 12.10. This device 
takes advantage of the planar nature of the surface-micromachining process, which easily tbrms 
parallel-plate capacitor structures. The upper plate of the structure can be metallized to create a 
moving micromirror. The list of potential applications for a moving micromirror includes projec- 
tion display devices, printers, optical switching networks, maskless photolithography, and adap- 
tive optics. Each application imposes a unique set of micromirror requirements. Important re- 
quirements have to do with speed of operation, desired optical modulation, and optical efficiency. 
Driven by commercial applications in print and display technology, torsion micromirrors 

Mirror Flexure Mirror 
Posts ure 

Po 
• Electrode Substrate Substrate ...... Electrodes 

(a) (b) 

Fig. 12.10. Piston (a) and torsional (b) parallel plate actuators/mirrors. 15 The suspended mirror plate moves 
when a voltage is applied between the plate and underlying address electrode(s). 
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dominate the technical literature. 16 Adaptive optical systems require amplitude modulation (tor- 
sion mirror motion) for stabilization or tracking and phase modulation (piston mirror motion) to 
compensate for higher order aberrations. ~7'18 

When a voltage is applied between the two plates (a mirror and the underlying address elec- 
trode), an attractive electrostatic force is developed, which is balanced by the restoring mechani- 
cal fbrce of the flexures, as illustrated in Fig. 12.1 I. A detailed analytical model has been devel- 
oped to compute the electrostatic force on an electrostatically driven piston actuator. 19 The model 
incorporates the et'fiects of cross-talk from neighboring devices, ambient temperature, fringing 
electric fields, and deformations of the actuator plate surface. If thermal and fi'inging effects are 
ignored, which are minor, and if deformation of the actuator surface is ignored, the address volt- 
age versus displacement model simplifies tol9'2° 

v : ( z  o - d / ) 4  
~0 m 

where V is the positive address voltage, z 0 is the resting gap between the actuator plate and the 
addressing electrode, dfis the desired downward actuator displacement from this resting position, 
~0 is the free space dielectric constant, and A is the addressing electrode area. ksp is a total spring 
constant, which accounts for the number, geometry, and material of the actuator flexures. 19'20 
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Flexure Mirror Support Post 
Fig. 12.11. Micrograph and representation of the square piston micromirror. 19 

Motion of a parallel plate actuator is limited by the gap separating the suspended plate fi'om 
the address electrode. In addition, electrostatic parallel plate actuators exhibit a "snap-through in- 
stability" behavior when the deflection corresponds to zo/3. 21 After an actuator is deflected ap- 
proximately one-third of the separation gap between the actuator plate and the electrode, the ac- 
tuator plate quickly snaps down toward the substrate. This phenomenon results from using a 
linear force (the supporting flexure) to counter a nonlinear force (electrostatic attraction). Similar 
parallel plate electrostatic actuators include the gap-closing actuators 22 and the scratch-drive ac- 
tuators. 23 However, these devices require high voltages to actuate (greater than 50 V). 

Another common type of electrostatic actuator is the comb acttmtor (Fig. 12.12), often oper- 
24 ated at resonance. The device has one or two interdigitated electrodes and a suspended platform. 

Applying a potential between the electrode and the platform results in an attractive force and cor- 
responding lateral motion of the platform. Unfortunately, the force is relatively small (less than a 
micronewton). To achieve large displacements of the platform, it is necessary to apply a large 
voltage or to operate the device in a resonant mode by applying an ac drive signal to the drive 
electrode. 25,26 
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~~%%~%%~%~;#~#~~~̀ ~̀~~~;~~~ Suspended platform 
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Fig. 12.12. Scanning electron micrograph of a comb actuator. 27 

A polysilicon thermal actuator represents a complementary class of actuators. A thennal actu- 
ator uses ohmic heating to generate thermal expansion and movement. The basic designs are 
shown in Figs. 12.13 and 12.14. When current is applied to the thermal actuator, it causes the hot 
arm to expand more rapidly than the cold arm. Removing the current from the thennal actuator 
returns it to its normal state. Actuators fabricated in the MUMPs process are capable of providing 
deflections of greater than 10 run, while typically requiring drive voltages less than 5 V. The ac- 
tuators can take on a wide variety of geometries and can be fabricated in any MEMS process flint 
has at least one releasable, cun'ent-can3'ing layer. One of the benefits of constructing thermal ac- 
tuators in the MUMPs process is that the polysilicon layers are conductive. As a result, the actu- 
ators can be designed to operate at voltages and currents compatible with complementar3' metal 
oxide semiconductor (CMOS) electronics. 28 

The thermal actuators can be operated in two modes, in the basic mode, current is passed 
through the actuator from anchor to anchor, and the higher current density in the narrower "hot" 
arm causes it to heat and expand more than the wider "cold" arm. The arms are joined at the free 
end, which forces the actuator tip to move in an arcing motion. Another mode of operation is to 
create a permanent deformation in the hot arm of the actuator, which is accomplished by applying 
enough cun'ent to cause plastic deformation of the polysilicon. In general, the amount of cun'ent 
necessary to create a permanent deformation is slightly higher (within 10%) than the current 
needed to generate the maximum tip deflection. When the cun'ent is removed, the actuator is per- 
manently "back-bent" fi'om its original position, due to bowing or buckling of the hot ann. 

Direction 
j of 

motion 

/ Hot arm \ 
Anchor Flexure / Cold arm 

Fig. 12.13. A lateral thermal actuator. 29'30 
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Direction 
of 

Motion 

!  n'TE.or ' Anchor Hot arm Cold arm 

!~ ~ ------------------------ ~ .;iii~ 

Fig. 12.14. A vertical thermal actuator. 14 The vetlical actuator has the hot arm above the cold arm so it will 
deflect downward when powered and upward when back-bent. 

The amount of detbrmation or back-bending depends on the amount of over-current that is ap- 
plied. After back-bending, the actuator can be operated in the basic mode. Back-bending is par- 
ticularly useful for one-time positioning of actuators and as a tool in automated-assembly of com- 

plex devices. 13'14'30 

Thermal actuators can be arrayed to obtain higher forces. For fabrication processes with only 
one or two releasable layers, a compliant structure can be attached perpendicularly at the free ends 
of parallel thermal actuators, such as a yoke with flexures to accommodate the arc-like motion of 
the actuators. The yoke cancels out arcing and expanding motions, producing a purely linear mo- 
tion of the yoke, in addition to combining the forces of the actuators. Each actuator has its own 
attaching flexure, so adding more actuators has little effect on the overall array stiffness; each ad- 
ditional actuator adds a fixed increment of force. There is no discernible upper limit on the num- 
ber of actuators that can be arrayed together, so achieving extremely high forces is possible with 
these arrays (4.8 tttN per individual actuator is typical). 31 Arrays of up to 60 actuators have been 
successfidly operated. 13,3j An an'ay of 10 actuators with a compliant yoke is shown in Fig. 12.15. 

I~ ~ Actuators 

13 Fig. 12.15. Ten-element thermal actuator array. 
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Thermal actuator arrays can be built into rotary or linear stepper motors, which can be used to 
position optical components. Figure l 2.16 shows a rotary stepper motor. A main an'ay of I 0 ther- 
mal actuators is attached to a drive pawl, which is engaged and disengaged from the rotor by a 
second array of three pusher actuators set at 90 deg to the main mTay. This an'angement of actu- 
ators leaves much of the rotor edge free to connect to other mechanical structures such as gear 
trains. The same two-array actuation scheme can be applied to linear motors by replacing the rotor 
with a sliding, toothed rack (Fig. 12.17). In the motor of  Fig. 12.17, the rack can be moved 200 
tam between stops. However, for component positioning or automated-assembly applications, the 
rack could be as long as needed and could be incorporated into the device being positioned. 

~ ~':~i!'":.". ~ ' /  . .  .,,' ~ ' . . ~ ~  .... Push array 

. j,~!~..,..., i Push pawl 

~ - " I . . .  ........ Drive array 
yoke 

Drive pawl 

~ , ~ . ~ ! , . r ~ , . ~ . . ~  Brake 

Fig. 12.16. A rotar5.; stepper motor. 13 The three pusher actuators that engage the drive pawl and the 10 actu- 
ators that move the rotor are 240 tam long, 21.5 tam wide, and 2 tam thick. The rotor is 200 tam in diameter. 
The teeth on the pawls and rotor are 3.5 tam thick. The motor successfully operated at 375 rpm. 

~ Guide bearing 
and stop 

~....i.~!. ~ -~~i~" i '  Sliding rack 

Drive array 

I l i ~ .  Push array 

Fig. 12.17. A linear stepper motor with toothed rack driven from both sides by arrays of 240 tam long, 2 tam 
thick actuators. 13 The rack on this motor can slide 200 tam between stops. Rack and pawls are 3.5 tam thick. 
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12.5 Micromirrors for Adaptive Optics 
Controlling aberrations in optical systems is one of the major problems of optical imaging and 
beam projection systems. One approach to improving the performance of aberrated systems is to 

apply the concept of astronomical adaptive optics 32 to correct the aberrations. The essential ele- 
ments of astronomical adaptive optics are (1) sensing the aberrations using some type of wave 
fi'ont sensor and+ (2) mechanically con'ecting for the aberration using a deformable mirror. De- 
formable mirrors based on piezoelectric actuators and a continuous face-sheet design have been 

most widely used in astronomy. 33'34 MEMS deformable mirrors offer an alternative low-cost 

technology for aberration con'ection. 2-4,17,19,20.35-39 
MEMS deformable mirrors for adaptive optics offer potential of reduced corrector element 

size; exceptional element unifbrmity; and drastically reduced mirror system size, weight, power 
dissipation, and cost. Small deflections required for optical phase modulations are consistent with 
the dimensions of MEMS processes. MEMS defbrmable mirrors can be categorized as continuous 
membrane mirrors or an'ays of piston elements. Continuous membranes offer high optical eM- 
ciency with limited aberration correction modes. Piston-only arrays offer the potential of high- 
order aberration correction but suffer fi'om reduced optical efficiency. The segmented, reflective 
surfaces give rise to larger diffraction effects than those provided by continuous face-sheet de- 
fbrmable m ilTors. However, segmented micromin'or arrays are attractive because of their low fab- 
rication cost, low drive voltages, and simple control algorithms. 

For any micromin'or array, intended application and fabrication process constraints guide de- 
sign decisions. An ideal array of piston micromin'ors would have perfi~ctly flat elements with 
100% reflectivity, with identical deflection versus voltage response. The rein'ors would com- 
pletely cover the array surface with no gaps between them. Address wiring could be extended to 
any depth without impacting micromirror properties. Reference 16 describes recent attempts at 
optical aberration correction using a segmented hexagonal micromin'or array. The micromirror 
an'ay used in Ref. 16 and shown in Fig. 12.18 is not ideal, as a result of both the MUMPs fabri- 
cation process and the originally intended application. As this design was originally targeted at 

beam-forming 4° and beam-steering 41 applications, some design features, such as metallization of 
the static support structures, are not optimal for aberration correction applications. 

The polysilicon layers used in the MUMPs process are relatively thick, so several design fea- 
tures are incorporated to reduce the overall mechanical spring constant of the micromirror ele- 
ment. The min'or, flexures, and support structures are all fabricated in the thinner (1.5-~tm-thick) 
Poly-2 layer. A hexagonal design was chosen for micromi=Tor elements because it allows the min- 
imum number of flexures for a purely vertical piston-like motion. Hexagons also pack efficiently, 
maximizing the active surface area of the array. The individual mirror elements are 80 ~ml across 
(flat to flat), with each mirror 46.9 ~tm on a side. The large mirror element size increases the active 
optical area of the array, and, through longer flexure length, reduces flexure stiffness. This re- 
duced stiffness, in turn, lowers the operating voltage (refer to Eq. [ 12.1 ]). Each of the three flex- 
ures runs along two sides of the hexagonal micromirror, providing the longest flexure length pos- 
sible without lateral overlap. Longer flexures can be made by wrapping around more sides or by 
folding the flexure back along the same two sides of a mirror. However, these approaches de- 
crease the useful reflective surface of the array and add more diffracting edges, thus increasing 
stray light generation. The design rules for the MUMPs process set the minimum dimension at 2 
gin for lines and gaps designed in Poly-2. In the mirror design of Fig. 12.18, the flexures are 2 rtm 
wide, and the gaps on either side of the flexures are 3.2 ~tm wide. 
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Fig. 12.18. Scanning electron micrograph and deflection vs voltage data for a mirror element in a hexagonal 
127-micromirror array. 17 Three sets of raw data are shown as measured with a laser interferometer. 1 

q~ :39 

Array elements are individually addressable via the Poly-0 wires. The address wires run under 
the support structure so that the topology induced in the overlying Poly-2 layer does not affect the 
flatness of the active min'or surfaces or the stiffness of the flexures. A hexagonal an'ay of 127 mir- 
rors requires space for up to three Poly-0 wires between mirrors to address such elements. The 
final design of the support flame around the hexagonal min'ors allowed space for up to three wires 
between mirrors, for a min'or edge-to-edge spacing of 36 [tm, and a min'or center-to-center dis- 
tance of 117 run. This results in an active mirrored area of 48% for the 127-element array. Past 
the edge of the an'ay, the Poly-0 address lines are extended as Poly-0/Poly-2/gold wires to provide 
a low resistance path to the bond pads. 17 

Device die were mounted in a 144-pin grid an'ay package and were tested in an adaptive optics 
system experiment to demonstrate optical aberration correction using a segmented micromirror 
mTay. 17 Because of the periodic structure of the array, a large amount of optical power was shifted 
into the first and higher diffraction orders. To study the effects of aberration control using a seg- 
mented micromirror array, only the intensity of the zeroth diffracted order of the far-field diffrac- 
tion pattern due to the reflected wave front was examined. Laboratory, experiments were per- 
formed for reducing the effects of an artificially introduced quadratic aberration on a propagating 
laser beam. It was shown that the effects of correcting aberration with a segmented micromirror 
array are to decrease the strength of the side lobes of the far-field diffraction pattern and to in- 
crease the maximum value of the zeroth diffracted order, 17 thus demonstrating capability for op- 
tical image correction and beam shaping. 

To overcome the low fill factor and interference with the static background structure in a seg- 
mented micromirror array, a refractive lenslet an'ay can be placed directly over the micromirrors, 
as shown in Fig. 12.19.18'42 Use of diffractive lenslets and micromirrors in an integrated assembly 
has also been proposed. 43 The lenslet array focuses incident light onto the center of the reflective 
surface of the micromilTors, greatly improving optical efficiency of the hybrid correcting element. 
For mirror deflections much smaller than the lenslet focal length, the lenslet/micromin.or combi- 
nation behaves as a phase-only modulating element. In addition to improved optical efficiency, 
the micromirror-lenslet system reduces background interference effects by eliminating illumina- 
tion of the nondeflecting parts of the array. Using a lenslet/micromirror combination, one can cor- 
rect rather severe quadratic aberrations. For example, correction of a spherical aberration with a 
0.35-m radius of curvature at 632.8-nm wavelength was achieved with the micromin'or device 
shown in Fig. 12.20.18 
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Aberrated wave out 

Plane wave input 

Lenslets 

MEMS Mirror Array 

Fig. 12.19. MEMS mirrors/lenslet concept. 18:42 Induced aberration is shown, but aberration correction is 
also possible with this arrangement. 

The micromirror array in Fig. 1.2.20 is composed of 128 individually controllable nlicromirror 
elements on a 12 x 12 square grid (16 elements--4 in each comer of the array were inactive). The 
reflective gold mirror surface is 60 ~tm diam. The 203-~un center-to-center spacing of the mirrors 
in the array was designed to match the refractive ienslet array. Each mirror is controlled by a static 
electric voltage applied between the movable mirror plate and an underlying address electrode, 
not visible in Fig.12.20. 

An aben'ating lens was chosen to provide a 0.35-m radius of curvature on the incident wave at 
the lenslet array. Control voltages to generate radii of curvature on the micromirror array of 0.5 
to 1.0 m in 0.1-m steps were applied, and the far-field dit:fi'action patterns were recorded, as 
shown in Fig. 12.21.18 The images in Fig. 12.21 are overexposed to display the off'-axis light dis- 
tribution more clearly. Because the lenslet an:ay is composed of small, square periodic structures, 
the diffi'action patterns are composed of a central diffracted order and many higher diffi:acted or- 
ders, which are distributed periodically on a "rectangular" grid in the observation plane. Best per- 
formance was obtained with a micromirror array radius of 0.7-m curvature, which is exactly twice 
the incident aberration. The factor of 2 is due to the "rotmd-trip" nature of aberration correction 
using reflective devices. 18 The best aben'ation correction case (0.7 m) exhibited a peak intensity 
that was 32% of the peak intensity of the unaberrated case. A computer model predicted the peak 
intensity of the corrected aberration case at 34°/0 o ftlle unaben'ated case. 42 Thus, almost complete 
correction of a rather severe quadratic aberration was achieved, indicating that diffraction-limited 
perlbrmance is obtainable with the lenslet/micrornin-or approach. 
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Fig. 12.20. A 128 individually addressed micromirror array on 203-~tm grid to match lenslet array. 
deflection of 316 nm is achieved at 13.8 V. 
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Fig. 12.21. Far-field diffraction patterns for the lenslet/micromirror combination: 18 (a) plane wave on unde- 
flected micromirror array, (b) aberrated wave on undeflected micromirror array, and (c)-(h) aberrated wave 
on deflected micromirror array with radius of curvature increasing from 0.5 m to 1.0 m in steps of O. 1 m" (e) 
is the best aberration correction obtained---compare with (a)---with micromin'or array radius of curvature 
ofO.7 m .  
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The micromirror/lenslet arrangement has been also successfully tested for optical beam steer- 
ing (Fig. 12.22). 42 The results shown in Figs. 12.21 and 12.22 are the only known experimental 
demonstrations of aben'ation control and beam steering with a micromirror/lenslet combination. 
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Fig. 12.22. Micromirror array/lenslet beam-steering data. 42 

12.6 Micromirrors for Beam Steering 
Beam-steering micromirrors find applications in optical beam-steering systems, comer cube re- 
flectors, optical scanners, and optical couplers. For example, Fig. 12.23 shows a 250-lam-sq mir- 
ror flipped to 45 deg offthe substrate using vertical thermal actuators. 44 The principal design pur- 
pose for tMs device is coupling of normally incident optical signals onto the substrate plane. After 
fabrication and the release etch, the parallel-wired vertical thermal actuators are simultaneously 
back-bent, flipping the mirror plate to an angle of 45 deg from the substrate. Return flexures 

One of two backbent vertical thermal actuators Actuator tip extension 
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Fig. 12.23. A 250-~m-sq mirror flipped to 45-deg angle with the substrate using two vertical thermal actu- 
ators, and detail of the hinge/return flexure mechanism. 44 
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prevent the mirror from flipping too far and keep the mirror plate engaged with the actuators 
through a hinge/lever an'angement. Subsequent drive of the actuators permits adjustment of the 
mirror's angular position. The micromirror can be scanned from 0-45 deg with a 0-8 V signal. 

Figure 12.24 shows a beam-steering mirror that employs vertical thermal actuators for setup. 44 
Here, a hexagonal plate 200 ~tm from corner to corner is raised from a nominal as-fabricated po- 
sition of 2 ~am off the substrate to 10 ~,m high, using three back-bent actuators driven in parallel. 
The metallized mirror surface is 100 l.~m. After setup, the mirror plate is grounded, and three elec- 
trodes under the hexagonal plate are used to deflect the plate electrostatically. The control elec- 
trodes do not extend under the metallized mirror surface, in order to avoid induced topology in 
the reflective surface. By proper control of the electrode voltages, piston and/or angular deflection 
are possible. Increasing the electrostatic gap by a factor of 5 also increases the maximum control- 
lable steering angle by a factor 5. Using one-third the gap distance as a limitation (to avoid snap- 
through) and a center-to-plate comer dimension of l00 ~tm results in a maximum steering angle 
of 1.91 deg. The resonant frequency of this mirror is 6.7 kHz. 
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Fig. 12.24. An ¢lectrostatically controlled beam-steering mirror positioned 10 ~m] above substrate by three 
vertical thermal actuators. 44 

Where minimum power dissipation and high-fi'equency response are less important system re- 
quirements than maximum steering angle, the large deflection of vertical thennal actuators can be 
directly exploited. 44 Figure 12.25 depicts a thermally actuated beam-steering mirror. The device 
consists of" an 80-pm-diam gold mirror attached to three vertical thermal actuators. After fabrica- 
tion and release, the three individually wired actuators are driven in parallel so that they wil l  be 
back-bent equally. Back-bending raises the mirror plate 10 pm off  the substrate. Independent con- 
trol of the actuators then permits angle and/or piston modulation of'an optical beam. A maximum 
steering angle of 7.16 deg was measured for this device. 44 Maximum operating fi'equency of ther- 
mally actuated devices is limited by the ability of'the structure to dissipate heat. The operating 
frequency for this device is several hundred hertz. 

Optical systems with arrays of micromin'ors often employ bistable actuation to simplify the 
control scheme. Figure 12.26 shows a portion of a linear array of l 0 piston electrostatic micro- 
mirrors, positioned for bistable operation by vertical thermal actuators. 44 When back-bent, the 
vertical thermal actuators pull the mirror plate up against the stops. After back-bending, the ther- 
mal actuators can be operated to vary the bistable deflection distance from 0 to 2.0 ~ttm. For this 
particular design, n modulation of a normally incident HeNe (632.8-nm wavelength) beam re- 
quires only 5 V. Postfabrication electrical adjustment of the bistable deflection distance allows the 
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Fig. 12.25. Thermally set up and actuated beam-steering mirror. 44 
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Fig. 12.26. Portion of 10-element linear array of adjustable bistable piston mirrors. 44 

same device to be used in phase modulation applications with different operating wavelengths, 
permits fine tuning, and could conceivably be used to vary the bistable modulation "on the fly." 44 

Vertical thermal actuators can also be used to position bistable tilting mirrors for amplitude 
modulation applications. A 100-~ml-square mirror shown in Fig. 12.27 illustrates the concept. 44 
A hinge mechanism facilitates bistable operation for large steering angles. After release, this mir- 
ror has a beam-switching angle of only 1.14 deg. Using the back-bent vertical thermal actuators 
to lift the mirror plate 10 ~m off the substrate yields a switch angle of 22.6 deg. 42 The maximum 
switching angle is controlled at setup by the degree of actuator back-bending. Setup tolerances on 
the order of 1% to 2% are feasible. This degree of repeatability is adequate for many beam-steer- 
ing applications. Electrical drive of the back-bent actuators permits adjustment of the steering an- 
gle from 0 deg to the maximum switching angle. This adjustment may be a part of the system 
setup or tuning, or an integral part of the optical modulation scheme. 

Systems of multiple-switching mirrors have also been fabricated. An example is shown in Fig. 
12.28. In this system, four vellical thermal actuators driven in parallel raise a polysilicon frame 
in which four 100 x 400 ,urn mirrored slats are supported by hinges. 44 The electrostatic drive elec- 
trodes for each slat are wired together so that the slats move in unison. 
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Fig. 12.27. Electrostatically controlled bistable switching mirror setup by vertical thermal actuators. 44 
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Fig. 12.28. Electrostaticaily toggled mirror slals (100 fun x 400 l.tnl) setup using backbenl vertical thermal 
acluators. 44 

Other applications for beam-steering micromirrors are in optical-scanning systems. Optical 
scanners have long been used by the commercial and defense industry, the goal to reduce the size 
and cost of these scanners. Applications of optical scanners are seen in bar-code scanners, com- 
pact disk players and recorders, laser printers, laser radars, laser-guided weapons, holographic 
storage devices, and data links (routing links or switches) between integrated circuit chips. 

A scanning micromirror system is shown in Fig. 12.29. 28 This system has three main elements: 
an actuator array, a locking tether, and a flip-up mirror. The mirror is connected to the substrate 
with two substrate hinges, and to the actuator array with a sell-locking tether. The actuator array 
is used to set the angle of the mirror for fine adjustment of an optical system, or to move the plate 
continuously to create a scanning mirror with a large scan angle (up to 20 deg). 28 The locking 
tether is 15 tam wide and 100 turn long. The tether is connected to the actuator yoke by a 3-~m- 
wide, 15-iron-long flexure. At the other end of the tether, a microlatch is used to secure the mirror. 
The mirror plate is constructed of stacked polysilicon layers and coated with gold. The gold- 
coated mirror surface is a square with 75-~m sides. A 3 x 3-lLtm-square etch hole is cut in the cen- 
ter of the mirror to ensure that the mirror is completely released during the oxide-etching process. 
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Fig. 12.29. Scanning micromirror system using four-element thermal actuator array. 28 

A rotating scanning rein'or system is shown in Fig. 12.30. 28 This system is composed of two 
thermal actuator arrays, a flip-up mirror plate, and a rotating base. The mirror plate is 100 x 100 
tam, and the rotating base has a diameter of 220 tam. The mirror plate is constructed of stacked 
polysilicon layers and coated with gold. Two actuator arrays are used to rotate and position 
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the mirror. The mirror can be rotated in either direction with a total range of 210 deg. The direc- 
tion of rotation is controlled by the sequencing of the push and drive thermal actuator arrays. 13 

Computer-controlled electrical interfaces can be developed to automate the positioning of both 
the scanning and rotating micromirrors shown in Figs. 12.29 and l 2.30. The high force of the ther- 
mal actuator arrays and the ability to design thermal actuators that operate in the voltage and cur- 
rent regime of digital CMOS technology allow the design of simple control mechanisms for these 
optical systems. A voltage amplitude control and a pulse modulation (100 KHz) scheme using av- 
erage power have been demonstrated. 28 

For the scanning micromirror of Fig. 12.29, a computer takes user inputs and converts them to 
positioning commands. The positioning commands are based on an empirically derived relation- 
ship between applied voltage and mirror plate movement. The perfonnance of a scanning micro- 
mirror driven by a four-element thermal actuator array is shown in Fig. 12.31. There is little de- 
flection below I V because the current flow is not sufficient to heat the thermal actuators. Above 
4 V, the mirror deflection is limited by mechanical interference in the design of the micromirror. 28 

The rotating micromirror of Fig. 12.30 has different control requirements than the scanning 
mirror. Unlike the scanning mirror, the actuator arrays used in the rotating mirror are not required 
to hold the mirror position. Instead, they are used as a motor to position the rotating base. 13'45 A 
CMOS-based, application-specific integrated circuit (ASIC) was designed that has large output 

• , , " )  

drivers and a dlg~tal mterface. "8 In this design, the computer accepts user inputs for positioning 
the mirror and sends control inputs to the CMOS controller via a computer interface card. The 
controller then selects the proper output channel and drives the actuator array. The mirror is able 
to rotate through a range of 210 deg. The micromotor can move the mirror through the entire 210- 
deg range in 200 steps. This capability resulted in a positioning resolution of slightly greater than 
1 deg with less than 3 deg of error. 28 A finer positioning accuracy can be achieved by designing 
a larger motor gear with more teeth. 
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Fig. 12.31. Scanning micromirror deflection vs applied voltage using four-element thermal actuator array. 28 
The positioning of tile plate is not as precise as desired, as demonstrated by the RMS error bars. This is due 
to lhe low tolerances in the design of the micromirror hinges, allowing too much play in the movement of 
the mirror plate. The mirror is shown in Fig. 12.29. 

Next Page
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12.7 Corner-Cube Reflector 
A corner cube reflector (CCR) has recently been studied as a possible MEMS communication 
link. ~3'46'47 A CCR has three mutually perpendicular, mirrored walls. This mirror arrangement 
reflects light back in the direction of its incoming path. A sample CCR design in Fig. 12.32 has a 
static gold mirror on the substrate and two hinged, gold-covered mirrors. One hinged mirror is 
positioned and modulated with a thermal actuator array. The other hinged mirror is held by a slot- 
ted locking plate designed to position the mirror within 3.5 mrad of perpendicularity with the sub- 
strate. ~3 The hinged rein'or plates are constructed of two releasable MUMPs polysilicon layers 

48 with a layer of silicon oxide trapped between them, for a total thickness of 4.25 lain. 
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F i g .  ] 2 . 3 2 .  C o r n e r  c u b e  r e f l e c t o r  w i t h  a t h e r m a l  a c t u a t o r  a r r a y  to  p o s i t i o n  a n d  m o d u l a t e  a h i n g e d  p la te  m i r -  

ror .  13 Mi~Tors are 280 lain square, 4.25 lain thick sandwich of polysilicon surrounding trapped silicon oxide. 

12.8 Fresnel Lens 
Since surface micromachining limits the designer to materials with uniform layer thicknesses, it 
is not possible to design curved refracting lenses; however, Fresnel diffracting lenses can be fab- 
ricated easily. Fresnel lenses can be used to collimate light from a laser diode. 12'49 Fresnel lenses 
can also be used to focus light to and from optical fibers. An example of an eight-element an'ay 
of Fresnel lenses is in Fig. 12.33. 5° The structure is fabricated in the Poly-1 layer and is hinged to 

Fig. 12.33. Scanning electron micrograph of an eight-element hinged Fresnel lens array. 50 The plate is 200 
pm tall and locks into place. 
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the substrate so it can be flipped up into the light path. Microlatches catch the lens plate and hold 
it in position. The Fresnel lenses shown in Fig. 12.33 have a designed focal length of 1000 t~m. 

50 The focal length was measured to be 1277 tam, with a standard deviation of 275 t~,rn. 
Figure 12.34 shows an example of a Fresnel lens designed onto an elevated platform. 9 These 

types of platforms can be used to support optical components such as mirrors, lenses, and grat- 
ings. The base of the side plates are connected to substrate hinges. The elevated platform can be 
designed to slide over another device that is fabricated on the surface of the substrate. 9 The angle 
between the suspended platform and the substrate can be also defined during device design by 
sloping the top of the two supporting plates. This type of device can potentially be used for inter- 
facing optical fibers, semiconductor lasers, and optical components placed on the substrate. 
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Fig. 12.34. A Fresnel lens raised 100 ~tm above the substrate, using several tlip-up plates connected by 
microhinges. 9 

12.9 Gratings 
Optical gratings can be easily fabricated using micromachining techniques. For example, a grat- 
ing light valve 51 has been constructed in which individual grating pixels are electrostatically 
moved out of the substrate plane to diffract light of a particular wavelength at a designed angle. 
Gratings have also been investigated as tunable optical filters, I in which the grating period is ad- 
justed by a linear electromagnetic actuator. Gratings can also serve as beam splitters, optical 
switches, and beam-steering devices. 

Grating designs (Fig. 12.35) can be analyzed using optical diffraction theory. The diffraction 
angles for a normally incident light are given by the grating equation" 

Ore= sin-l(t-[~ -) (12.2) 

where 0 m is the direction of the mth diffraction order, L is the incident wavelength, and a is the 
grating period. 52 The intensities of the diffracted orders cannot be determined using Eq. (12.2), 
but they can be obtained from the Fourier transform of the phase description of the grating. 53'54 

Variable blaze gratings (VBGs) can be used to steer monochromatic light in discrete directions 
corresponding to each diffraction order. 55 Each reflective slat is tilted so specular reflection of 
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Incident ray 

Period (a L 

0 th order Incident ray 

1 
1 st order 

m th order 

m th order 

Pe~o~d (a) ~ 

Fig. 12.35. Grating diffYaction. 56 The variable blaze grating is shown on the right. 

incident light off the slat matches a desired diffraction order. Because the direction of'each dif- 
fraction order depends on the wavelength of the incident light [Eq. (l 2.2)], VBGs are used to steer 
only monochromatic or nearly monochromatic light. The slat tilt angle Ym ill Fig. 12.3 5 is referred 
to as tile VBG blaze angle, and is equal to half t9 m (for normally incident light). Slats in a VBG 
are tilted to the same blaze angle. 

An electrostatic grating example is shown in Fig. 12.36. This grating moves normal to the 
plane of the substrate to change the phase relationship between light reflected off the grating lines 
and the substrate. 54 This device is designed to modulate optical intensity by shifting power tronl 
the zero diffracted order to the :E 1 st diffi'acted orders. The movable grating is attached to the sub- 
strate by flexure beams, which provide a restoring mechanical force. The design incorporates 
drive plates at edges of the grating, so the grating lines themselves are not part of the electrostatic 
actuation. Since the drive force is applied only to the drive plates, the grating lines do not experi- 
ence a downward force at their centers, and thus do not sag. Two antisag support lines keep grat- 
ing lines parallel during actuation. The grating has 0.75-~m-deep dimples in upper electrode 

Poly-2 
electrode 

Antisag line 

Flexure 

Fig. 12.36. Electrostatically actuated grating. 54 The grating is 500 x 500 tam, with 2-tam-wide lines spaced 
4 ,urn center to center, for a total of 125 periods. 
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surfaces to prevent adhesion of the device to the substrate after the release etch, and to prevent 
the tipper electrodes from contacting and shorting to the lower electrodes during actuation. This 
grating has an active area of 500 x 500 pm with 2-pro lines spaced 4 pm center to center. With 
these dimensions, only diffracted orders up to the third order contain significant diffracted 
power. 54 The power diffracted into orders higher than _1 is only 10-15% of the total diffracted 
power. The angular separation of the difl'racted orders agrees with optical diffi'action theory 
within 2%. 54 

Figure 12.37 shows diffracted orders as a function orthe drive voltage. As the voltage in- 
creases, transition time between maxirnum and minimum intensities decreases due to the nonlin- 
ear deflection vs voltage response of electrostaticaily actuated devices (see Eq. [ 12. i ]). A higher 
percentage of the diffracted power is exchanged between the 0 and _l orders at higher voltages, 
since at higher voltages the entire grating is pulled closer to the substrate, better maintaining the 
phasing between light reflected from the grating and the substrate. The frequency response of the 
grating (first diffracted order) showed a 3-dB intensity roll-off at 45 kHz. 54 Only 3 V were re- 
quired to change the first diffracted order from maximum to minimum intensity (18.1 dB contrast 
ratio), making this device an excellent optical switch. 
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Fig. 12.37. Diffracted orders (m = 0,1,2,3)vs applied voltage for the electrostatic grating shown ill Fig. 
12.36. 54 
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A laterally actuated diffraction grating is shown in Fig. 12.38. ~4 This device consists of two 
gratings. The top grating is moved laterally over the lower grating. The lower grating can also be 
driven electrostatically nom~al to the plane of the substrate. In this version, a pair of'thermal ac- 
tuators drive the upper grating, but any actuator that provides lateral motion can be used. The up- 
per sliding and lower static gratings interact to shift the diffracted light intensity between the first 
and second orders. The p-doped MUMPs polysilicon has a reflectivity of only ~35% at the 632.8 
nm illumination wavelength, but the device is designed so the grating area can be plated with a 
more reflective surface if needed. An evaluation of optical properties of the variable diffraction 
grating showed that it matched the theory within 0.1 deg for the diffracted angle values and the 
change in intensity of the diffracted orders versus grating deflection. ~4 Figure 12.39 shows the 
theoretical and measured intensity profiles f o r  the first two diffraction orders, showing the energy 
switching between orders. Another example of a grating design is shown in Fig. 12.40: a flip-up 

"~9 hinged grating is assembled perpendicularly to a rotating gear.'- The gear replaces the rotor sec- 
tion of the rotary stepper motor in Fig. 12.16 and allows 180-deg rotation. This device can poten- 
tially be used as a beamsplitter or as a diffi'active element in a microspectrometer. 
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Fig. 12.38. A 90 x 120 pm variable d i f f ract ion grating. 54 (.;rating lines are 2 pm wide w i th  4 pm period. 
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Fig. 12.39. Theoretical (left) and measured (right) intensity for the 0 th, I st, and 2 nd diffracted orders for the 
variable diffraction grating shown in Fig. 12.38. 54 The theoretical model shows lateral deflection of the 
upper plate vs intensity in the orders; the measured data show the the~Tnal actuator drive current vs intensity 
in the orders. 
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~.,~/~ ~ ' ~ ~i ~ l t / U / t ,  

i!i!i!i iiii;iiiiiiiiiiiiii!ii!!fi!iiiiiiiiiii iii iii  
Fig. 12.4(I. Rotating grating on a 200-gm-diam gear, which allows 180 deg o£positioning. 29 Grating is 185 
x 200 ,urn with 2-~tm-wide lines and spaces. 

An electrostatically actuated VBG example is shown in Figs. 12.41 and 12.42. 5s's7 The grating 
slats are connected with flexible wiring at each end to a power bus. The flexible wiring also sup- 
ports the ends of the slats and reduces curvature induced by residual material stress along the 
length of the slat. Support posts and flexures under the slat surface are formed of Poly- 1 and cov- 
ered by layers of Poly-2 and gold (Fig. 12.41 ). Slats are constructed using trapped oxide. When a 
voltage is applied between the slat and the substrate, the slat tilts down toward the substrate until 

Gold Poly- 1 Support post (Poly-1) Silicon nitride 
~, i '~, ~ Trapped oxide.~ ~ ;{ Poly-2 ~;, Flexure (Poly-1) !{ 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ' _ ~ _ ~ _ _ _ _ _ : ' :  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  j .  . . . .  

Cross-sectional view of a VBG slat 
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Fi~. 12.4 I. Diagram of  the slat support post and flexure used in the electrostmicall~ actuated variable blaze 
grating. 57 
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Fig. 12.42. Scanning electron micrograph and tar-fiekl intensity patterns of an electrostatically actuated 36- 
5 ~  . . . . . .  slat VBG with a period of 80 tam. "~ I he gap between adjacent 3-ram-long slats of the grating ~s 2 tam. 

the Poly-2 layer rests on the Poly-1 support post. If the voltage is increased further, then the slat 
rotates on top of the post until the edge of the slat opposite the flexure touches the silicon nitride 
layer. 

The VBG was tested with a normally incident 632.8-nm wavelength HeNe laser in ambient air 
pressure and temperature. The grating supported five steered beam directions with excellent 
agreement between calculated and measured diffraction orders. 55 The beam steering range was 
1.81deg. The ratio of the energy in the selected diffi'action order to energy in nonselected diffrac- 
tion orders was tbund to be 15 or higher. 55 

Another method of steering an optical beam is with a phased linear micromirror array, in 
which individual mirrors are pistoned down to support a nonzero beam-steering angle. Micromir- 
rors can either have continuously or binary adjustable positions Continuously adjustable phase of- 
fers more flexibility in steering an optical beam. For continuous mode operation, the height of the 
array mirror element can be arbitrarily decreased by pulling the array element toward the substrate 
with electrostatic force. Bina~'y mode operation uses a fixed voltage to pull the array element 
down toward the substrate. Continuous mode operation is thus defined as deflecting the array el- 
ement less than the snap-through distance. Binmw" mode operation is defined as deflecting the ar- 
ray element more than the snap-through distance. Equation (12.3) gives the round-trip optical 
phase change q~ that results fi'om displacing a mirror element distance dunder normal illumination 
by a source of wavelength X: 

4dn (12.3) 

During device operation, the height of each mirror element in the array is adjusted by applying 
individual voltages to each array element. When the array element height is changed, the optical 
path difference between the array element and the phase front of the incident light changes. The 
array element optical path difference determines the phase of incident light reflected off each ar- 
ray element. The phase of light reflected off each array element is set so that the phase front of 
the reflected light from the an'ay is a plane perpendicular to the desired beam-steering direction, 
0. The interelement phase difference is defined as the change in phase between light reflected off 
an array element and light reflected off an adjacent array element. Equation (12.4) gives the in- 
terelement phase difference q~ required to steer normally incident light to an angle 0 58 
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2~tb tp = ---~sin0 (12.4) 

where b is the array period (distance between the centers of adjacent mirrors). This technique has 
been successfully demonstrated to steer the output of a laser diode array using a linear micromir- 
ror array with 10 elements. 59 

Linear phased arrays of micromirrors also have potential applications in holographic data stor- 
age systems. These systems encode data in interference patterns and store the patterns in photo- 
refractive crystals. The interference patterns may be controlled using angle multiplexing, in which 
each reference beam is employed separately at a different angle for each data record. Alterna- 
tively, the patterns may be controlled using phase code multiplexing, in which all reference beams 
are employed simultaneously (at many angles), with a different phase pattern for each data record. 
Linear phased arrays may be particularly appropriate for phase code multiplexing if very low 
(e.g., less than 1%) systematic errors in micromirror flatness and actuation displacement can be 
achieved. 60 

12.10 Mierooptieal Bench and Automated Assembly of 
Microsystems 
The micromachined components can be combined on a micro-optical bench. 12 Figure 12.43 illus- 
trates the concept with construction of a microscanner. 49 The microscanner uses a vertical cavity 
surface emitting laser (VCSEL) integrated on a MEMS optical bench. Potential applications for 
this microscanner are bar-code scanners, laser printers, laser radar, laser guided weapons, and 
data links between integrated circuit chips. 

The design of the VCSEL microscanner starts with a surface micromachined MEMS die. 
Since VCSELs are fabricated using IlI-V semiconductor materials, the VCSEL device is inserted 
into a micromachined cavity in the substrate using a hybrid packaging scheme. The VCSEL is 
600-tLtm long x 300-rtm wide x 100-tLtm high, with an aperture of 8-10 tam in diameter. A mirror 
is placed over the VCSEL at a 45-deg angle. The laser beam from the VCSEL, which is normal 
to the surface of the substrate, hits tile mirror and is reflected 90 deg, resulting in a beam parallel 
to the substrate. The laser beam then passes through a Fresnel lens that collimates the beam. A 
rotating mirror then scans the beam laterally. Tile final optical device is a fan mirror, which scans 
the beam vertically and reflects the beam normal to the substrate. The fabricated scanner is shown 
in Fig. 12.44. 49 
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Fig. 12.43. Schematic diagram of VCSEL optical scanner. 49 
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F'ig. 12.44. Microgr~ph ofVCSEL optical sc~nl]er. 49 D~ic.e di~~]ensions" 135-deg mirror (200 x 151 l~tm; 
Fresnel lens (5()0-1am fbcal length); rotating mirror (23() x 23() ~n); fa~ mirror (23() x 497 ~tm); V£'SEI~ 
(1600 × 300 × 100 laml). Ent.ire ~icrosca.~r~er is less than 5 x 5 m~~. Scanner perfor~~a.nce: latera.l scanning 
angle is 5.7 deg; vertical scanning angle is 4.4 deg. 

Hinged devices published to date are typically assembled and positioned by hand, a time-con- 
suming and delicate process. However, thermally actuated stepper motors have sufficient force to 
raise and position hinged plates, and to remotely adjust nficromachined systems with low volt- 
ages. This eliminates the need tbr manual assembly or adjustment, thus making batch fabrication 
and automated assembly feasible. The automated assembly (also known as self-assembly) of 
MEMS may" be particularly important for space-based applications. Automated assembly allows 
deployment and remote assembly of MEMS in the field of operation or readjustment of compo- 
nents to align a system for better performance. 

Automated assembly of flip-up structures has been. demonstrated. 14 Figure 12.45 shows the 
automated assembly system connected to a scanning micromirror. 14 The system consists of three 
separate parts: linear assembly motor (Fig. 12.45 a-c), vertical actuator (Fig. 12.45 d), and 
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Fig. 12.45. Automated assembly system for scanning micromirror. 14 The various components are: (a) 
assembly motor drive array, (b) assembly motor push array, (c) linear drive arm, (d) vertical thermal actua- 
tor, (el) self-engaging locking mechanism, and (f) scanning micromirror. The scanning micromirror (t) is 75 
x 75 ILtm. 
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microlatch (Fig. 12.45 e). A lift arm is connected to the drive rod of the linear assembly motor 
with a hinge. The other end of the lift arm is connected to the flip-up mirrored plate. First, the 
vertical actuator is used to lift the free end of the flip-up plate off'the substrate, forming a triangle 
with the substrate, the lift arm, and the flip-up plate. The linear assembly motor then drives the 
lift arm toward the base of the flip-up plate, thus rotating the flip-up plate around its substrate 
hinges. Finally, the microlatch engages to hold the flip-up mirrored plate in position. If necessary, 
the linear assembly motor can be reversed to pull the lift arm away from the assembled structure. 

A computer-based control system was developed to automate the sequencing of the linear mo- 
tor and drive the micromirror after assembly. 28 A block diagram of the system is shown in Fig. 
12.46. The CMOS ASIC has a digital interface and custom-designed output drivers to handle the 
current requirements of the thermal actuator arrays in the linear motor (--35 mA) and the scanning 
micromirror (---I 5 mA). The computer accepts user inputs for driving file linear motor or micro- 
mirror and sends control inputs to the CMOS ASIC via a computer interface card. The ASIC then 
selects the proper output channel and drives the actuator array. 

User input I 
Comp_uJ_er 

• Software 
• Interface card 

Array 
drive comman Sl us CMOS j. Drive array 

ASIC ] Push a~raY~I Linear motor 

Mirror drive array 
Micromirror 

Fig. 12.46. Computer control system for automated assembly and operation of scanning micromirror. 28 

The computer-based system is highly flexible and has been used successfillly to drive manu- 
ally assembled scanning micromirrors as well as auto-assembled micromin'ors. Positioning the 
micromirror plate can be controlled either by vag, ing dc voltage delivered to the micromirror 
actuator array or by using a pulsed drive signal. 28 Use of one automated control system for as- 
sembling and operating the scanning micromirrors greatly simplifies the development and imple- 
mentation of a practical microsystem. Incorporation of the automated assembly system does not 
degrade the performance of the scanning micromirror. The micromirrors erected with the auto- 
mated assembly system were capable of scanning through the complete range of 20 deg (see Fig. 
12.31). 

The automated assembly system used for the scanning micromirror also has been used tbr as- 
sembling a CCR. Figure 12.47 shows an assembled CCR. 14 The vertical hinged min'ors are mod- 
ulated by thermal actuator arrays. The gold layer on both vertical plates of the CCR is square, with 
75 um per side, and is extended down to the base of the polysilicon plate. The polysilicon plate is 
160 rtm wide, and has been extended laterally so that the locking mechanism will not interfere 
with the reflective surface of the min'or. Assembly of the CCR is essentially the same as that of 
the scanning micromirror, except the process is done twice to raise both of the vertical plates. 
Moreover, the same digital control system used for the scanning min'or can be used for assem- 
bling and operating the CCR. 
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14 Fig. 12.47. A corner cube reflector assembled with the automated assembly system. 

12.11 Summary 
Microprocessor-based control systems need to be developed to control optical MEMS. The digital 
interface would automate the assembly, positioning, and control of many microsystems. CMOS 
technology in particular is an attractive choice for integration with MEMS because of the wide 
availability of CMOS interface circuits and computer-aided design (CAD) tools. This implies that 
the actuators used in the micro-optical systems need to be compatible with CMOS voltage and 
current levels. All of the logic functions for the control of MEMS can be implemented in ASICs 
or programmable gate an'ays. Monolithic integration of electronics and MEMS would be the best 
solution for aerospace applications requiring high levels of integration and performance. Cur- 
rently, the microfabrication technology is not advanced enough to provide the best possible per- 
formance from monolithically integrated MEMS and electronics. However, a combination of 
ASIC die with MEMS die in a multichip module 61 would provide an excellent solution for many 
aerospace applications. 
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13 
Micropackaging High-Density Radio-Frequency 
Microwave Circuits 
L. P. B. Katehi* and R. F. Drayton t 

13.1 Introduction 
The more electromagnetic (era) waves are confined into two dimensions, the better they guide 
power along the direction perpendicular to tile plane of confinement. This observation has been 
made repeatedly since the first attempts to use em waves for transmission of power. One method 
of wave confinement is the use of conducting walls, which results in high-efficiency metal 
waveguides. These waveguides allow the fields tbrmed by em waves to propagate only above a 
certain frequency (cutoff frequency) and at the same time exhibit a frequency-varying phase 
velocity referred to as dispersion. The resulting method of wave guidance, therefore, is based on 
field shielding. Wave guidance based on far-field cancellation evolved to allow field propagation 
at lower ti'equencies, which inherently requires the use of relatively large metallic structures. 
While fMd shielding uses conducting walls, far-field cancellation uses wave-guiding structures 
called transmission lines. The propagation efficiency of these lines depends on two parameters: 
the geometry of the line conductors and the electrical properties of the material tilling the space 
surrounding the conductors. The first transmission lines---the coaxial cable and the two-wire 
line--were used extensively in low-frequency systems and provided very effective signal guid- 
ance in first generation communication systems. 

The invention of the transistor made apparent the necessity of very small transmission lines. 
These lines were needed for compatibility with the planar layout technology of the newly discov- 
ered solid-state devices and for effective coupling of power from these microscopic devices into 
the macroscopic systems. The effective coupling of power was achieved by implementation of 
integrated circuit (IC) technology, which allows the design of small radio frequency (RF) circuits 
that combine many functions and can be fabricated at low cost. IC technology advances such as 
very large scale integration (VLSI) greatly influenced spacecraft communication systems. Fur- 
thermore, there have been steady improvements during the past two decades in the scale of inte- 
gration, the availabili~ of new materials, batch-production yields, reliability of components, and 
raw performance of high-frequency (HF) and high-speed components. Because of these improve- 
ments, many frequency and speed requirements previously met by large volume and weight com- 
ponents are now achievable and reliable in miniature lightweight devices. Size reduction is pro- 
vided by planar technology; however, in future systems, increased functionality, more power, and 
a further reduction in cost is desirable to optimize communication technology development. In 
satellite communication systems, where mass is a primary driver of cost, the advent of monol ithic 
microwave integrated circuits (MMICs) has dramatically decreased the mass and cost of satellite 
communication systems. However, attempts to further reduce cost by using this miniaturization 
technique alone have met with diminishing returns, indicating that the application of conventional 
planar technology is reaching its limitations. Hence, alternative approaches are required to meet 
design and performance goals of future systems. 

*Department of Electrical Engineering and Computer Science, University of Michigan, Ann Arbor, Mich. 
!'Department of Electrical and Computer Engineering, University of Minnesota, Minneapolis, Minnesota. 

519 



520 Micropackaging High-Density Radio-Frequency Microwave Circuits 

Future communication needs require increasing the functionality of communication systems 
to meet perfbrmance requirements of new highly integrated sensors and instruments that may also 
be found on satellites. 1 To maximize data transfer and to minimize ground operation cost, future 
communication systems must move to higher frequencies, such as Ka-band (25-40 GHz) rather 
than the traditional X-band (8-12 GHz). An example of a potential size reduction is shown in Fig. 
13. l, where a traditional diplexer in a communication system is envisioned in a miniaturized ver- 
sion that uses a combination of standard MMIC and silicon (Si) micromachining technology. 

Communication system 
. . . . . .  

Diplexer [ ~ ~ ~ - ~ " ~ "  

~ transmitter Transceiver 

M icromachined diplexer 

~ 2cm 
i ~  -~ SSPA ~ . . ~  

- . .  - -  ~ d m l l l ~ ~  Silicon suostrme ............... , 

: : . ; . :  ~.: "~,, 

Fig. 13. I. Transformation of standard diplexer system with waveguide-based components into planar micro- 
machined version. Some of the components in the diplexer are a solid-state power amplifier (SSPA), a 
microelectromechanical systems (MEMS) switch, and vertical interconnects that replace the waveguide- 
based version of these components, for example, a waveguide transfer switch (WTS). 

Communication circuit miniaturization can be achieved by implementing three-dimensional 
(3 D) packaging, where the circuits are arranged to be physically interconnected in all dimensions 
(see Fig. 13.2). This packaging approach has been effectively used to reduce the size and thereby 
increase the clock-rate speed of microprocessors. In digital circuits, multilevel integration uses a 
3D packaging scheme whereby multiple power, ground, and signal lines are connected between 
the various levels through plated vertical holes called vias. This integration approach has been 
proven to be very effective for clock rates of the order of a few hundred megahertz, with higher 
harmonics reaching into the Iow-gigahertz range. A similar approach has recently been used to 
provide high-density integration (HDI) in HF radio and microwave circuits. The results offer 
an effective solution to circuit integration and packaging. Successful implementation of this ap- 
proach at the lower gigahertz range, and in selective application at frequencies above the Ka band, 
fonn the basis of the study presented in this chapter. 

Electronic packaging can account for up to 30% of the overall spacecraft mass, while the tele- 
communication subsystem can account for 15% or more of the dry mass. Based on this informa- 
tion, the key to reducing mass and improving performance is to address high-density integration 
and packaging in advanced HF microelectronics. The next step, therefore, is to move beyond the 
cmxent state-of-the-art high-density packaging approaches of multichip modules (MCMs) into 
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Fig. 13.2. State-of-the-art micromachined RF front-end system developed with high-density integration and 
micropackaging. (a) Photograph of a packaged microwave system with multil.~le layers; Si micropackaged 
RF front end. (b) Illustration of the compactness of the RF design with its various layers; miniature RF f'ront 
end. 

more advanced packaging approaches. These approaches integrate diverse technologies, such as 
HF electronics, Si-based (e.g., Si/germanium [Ge]) active circuits, advanced microelectrome- 
chanical systems (MEMS), and micromachined components (e.g., filter/multiplexers) to produce 
complex packaged systems in a single die. This advanced hybridized technology could be ap- 
plied, for example, to a traditional communication transceiver shown in Fig. 13.1 that may use Si/ 
Ge devices, MEMS switches, and micromachined filters and multiplexers. The result would be a 
significant reduction in mass (by a factor of 10) and in physical volume (by a factor of 75). The 
focus of this chapter is to illustrate the performance of various micropackaged components found 
in high-speed communication designs. 

While the use of high-density I IF electronics in space poses interesting and grand challenges, 
it also offers an opportunity to apply revolutionary concepts to circtmit design, fabrication, and im- 
plementation. Moreover, since the specifications for compact system requirements cannot be sat- 
isfied by existing technologies alone, critical advancements are still needed that apply new con- 
cepts to the fundamental levels of circuit design and diagnostics. 

13.2 Future Communication System Design Requirements 
Advanced communication systems require the use of architectures that can handle mixed data sig- 
nals (e.g., voice, video, still image) in systems that are wireless as well as portable. As data signal 
types proliferate, so do tile requirements of the hardware needed to produce, manage, and distrib- 
ute the signals. Furthermore, because of the complexity and diversity of these signals, traditional 
design methods are not capable of meeting the performance or design specification requirements 
for speed, size, or weight. In the context of a system, individual data types will continue to require 
unique circuit design rules and techniques to satisfy specific application needs. Once tile data 
information has been encoded, transmission of the encoded information is typically done at higher 
frequencies, usually between RF waves at several gigahertz and millimeter waves up to 110 GHz. 
This transmission poses additional requirements and fabrication challenges. 

(T/R) technology, there has always been a demand to develop corn- In HF transmitter, receiver 
pact, lightweight systems for space applications. Other applications, however, have requirements 
tbr wireless and portable systems, which result in even greater demand for size and weight reduc- 
tion. In addition to size and weight reduction, cost has also become a significant factor, since the 
customer base has expanded to include the individual user commercial market. Untbrtunately, 
these cost requirements place even more challenging constraints on the development of advanced 
high-speed communication systems~primarily, that they be inexpensive to manufacture. 
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In response to these requirements, the question remains, "How can we cheaply develop com- 
pact high-speed systems that offer optimum performance and the flexibility to accommodate di- 
verse complex data formats?" One approach is to implement high-density design techniques that 
use emerging technologies and materials. In T/R module design, two such design concepts are 
high-density packaging and high-density circuit design. Both techniques can significantly reduce 
the cost of HF systems. This chapter will present an advanced packaging approach for low-power, 
HF lCs and will introduce a novel high-density circuit design method that uses Si-based design 
approaches. 

13.2.1 Advanced Micropackaging and High-Density HF Circuit Design 
In HF applications where weight and size are critical, planar circuit and antenna technology offers 
conformal lightweight designs, low fabrication cost, and a large number of computer-aided design 
(CAD) tools, especially for microstrip transmission lines. Despite these features, loss mecha- 
nisms in the conductor, dielectric, and radiative planar lines can be large enough to have a sub- 
stantial impact on HF circuit performance. As the operating fi'equency increases, the signal level 
strength of an active em device is reduced. In high-power applications, loss mechanisms can be 
tolerated" however, in low-power applications, high loss values result in substantial signal atten- 
uation and distoztion. The net result is a trade-off between size reduction gained by shifting to 
higher operating frequencies and the need to increase system circuitry (for amplification and 
reconditioning) to compensate for poor signal quality. The result is a more complicated circuit 
design that increases both the development and manufacturing cost. 

The fi'equency of operation is an important factor in the selection of a circuit design approach. 
In low-frequency applications, design methods based on discrete lumped circuit components are 
used, because the size of individual elements are substantially smaller than the operating wave- 
length (X). This wavelength is defined asf/~; wherefis the operating frequency and v is the signal 
propagation velocity. In this case, the value of the individual electrical elements is nearly constant 
and can be used as a lumped element in discrete circuit design. 

When the size of the component becomes comparable or larger than the operating wavelength, 
this approach is no longer valid. Then, the distributed nature of the element must be considered. 
This distributed nature is described by a distributed network of basic circuit element behavior: re- 
sistance, capacitance, inductance, and conductance. To account for the response of the component 
with respect to frequency, ideal transmission line theory is used, which is true for a variety of pla- 
nar and nonplanar topologies. Examples of planar lines include microstrip, stripline, and coplanar 
waveguides and are illustrated in Figure 13.3. Once a specific type of transmission line has been 
chosen for a design implementation, analytic and numerical models can be used to determine the 
design parameters for the individual circuit elements and to analyze the response of the circuit. 

In low-power HF applications, a distributed circuit can be developed using planar circuit tech- 
nology. Here, the desired characteristics of R, L, C, and G values are obtained by appropriately 

Conductor 

Dielectric material, ~r ~ r  

i l _  II  . . . . . . . .  Jl_ 1_ 1 . . . . . . . . . . . . . . . . . . .  

E r ~ 

i i i  _ _ J L . . . .  L . . . . . . . . . . . . . . . . . . . . . . . . . . .  
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Fig. 13.3. Examples of planar transmission fine geometries, where ~r is tile relative dielectric constant of tile 
material. (a) Microstrip, (b) stripline, and (c) CPW. 
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choosing the conductor dimensions and dielectric constant of a planar material like a duroid, alu- 
mina, silicon, or gallium arsenide. As an example, a flter can be designed using filter theory for 
an L-C circuit. Once specific circuit element values are known, they can then be realized into a 
specific transmission line topology. This is done by determining the appropriate dimensions of 
each element in the corresponding transmission line to achieve the desired electrical response. In 
Figure 13.4, examples ofmicrostrip-based lines are shown for an inductor and capacitor element. 
Above each microstrip cross section is a top view of the microstrip configuration denoted in 
black, and below each cross section is the corresponding circuit element. Note that the inductive 
section has a nan'ow microstrip line, while the capacitor has a wide microstrip line. Next, the in- 
dividual element blocks are cascaded together to obtain the desired response of'the design. For 
extensive discussion of transmission line theory and the specific types of lines, the reader is re- 
fen'ed to Elliott, Ref: 2. 

l S ubstrate mat"----~rial _i Substrate material 
. . . . . . . . . .  JU . _ _  ij _ i i . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

o . . . . . . .  ~ L -  o 

o "7- o 
G O 

(a) (b) 

Fig. 13.4. Microstrip diagrams of inductive and capacitive sections of transmission lines. (a) Inductive sec- 
tion and (b) capacitive section. 

One problem that arises when individual elements of different conductor widths are cascaded 
together is the formation of an interface discontinuity. This discontinuity, which is necessary, for 
the design implementation, is also responsible for radiation at the interface junction. Radiation of 
this type can cause many performance problems in high-density circuit layouts because the en- 
ergy radiated from the edges couple to any conductor located in the near vicinity. This coupling, 
also a form of em cross talk, results from unwanted energy from a section of tile circuit actively 
carrTing a signal to an unconnected nominally quiet section (i.e., nonsignal carr3'ing) 3 of the de- 
sign. A primary objective of the integrated package is to determine how to best contain and isolate 
the local radiation of individual circuits in order to reduce cross talk and circuit losses. With the 
use of micromachining, small integrated packages, hereafter referred to as micropackages, have 
been developed in an effbrt to address this problem. 

The Si micropackage is a concept utilizing emerging fabrication technologies like micro- 
machining 4 with design techniques for MMICs to produce individually packaged HF intercon- 
nects or components. The Si micropackage can also be used to build smaller MMIC subsystems 
such as low-noise amplifiers (LNA) that are essential elements in most low-power communica- 
tion systems. While high-quality compound semiconductor materials like gallium arsenide 
(GaAs) or indium phosphide (lnP) generally are used to develop high-performance active high- 
speed circuits, the development cost of the circuit can be expensive as a result of the costly mate- 
rial growth and fabrication of the III-V materials. An alternative approach to using a single com- 
pound exclusively in device and circuit development is to use a hybrid packaging design approach 
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that is commensurate with the Si-micropackage concept. For this approach, the active elements 
are batch fhbricated. The known good die are then selected and attached to less expensive low- 
loss host substrates that contain the distribution and interconnect lines as well as passive compo- 
nents. Today, hybrid designs offer tremendous cost savings because of advanced bonding tech- 
niques, like flip-chip bonding. In addition, less-expensive high-quality materials, like Si, are 
available for processing in large, well-established microelectronics infi'astructures. The develop- 
ment of the Si micropackage, therefore, and the inclusion of this micropackage in a number of 
communication circuits offer an excellent approach to achieve highly dense HF circuits that use 
Si and GaAs platforms in aerospace-based applications. 

13.2.2 The Micropackaging Concept 
in 1993, the tirst micropackage 5 was introduced with the coplanar waveguide (CPW) line (see 
Fig. 13.5) that offered a shielded environment above and below the signal line. The size of file 
micropackage, which can be chosen so that it is large enough not to interfere with the em field 
propagating in the planar transmission line design, is small enough to shift the package resonance 
above the frequency range of interest. The micropackage is defined by upper and lower shielding 
cavities that are placed in contact with each other to form a complete enclosure around 
the transmission line. The upper shielding is metallized and has a small air cavity region that is 
etched to a predetermined height using Si micromachining. The lower shielding is also metallized 
and has channels that are etched along both sides of the transmission line. When the two upper 
and lower shielding cavities are attached, the outer ground planes of the CPW line serves as the 
electrical conduit between the upper and lower cavities. 

When the micropackage is implemented with different planar line geometries (e.g., microstrip, 
CPW), all the advantages of the design when it is not packaged are maintained. For example, the 
CPW offers uniplanar processing and ease of integration with two- and three-tenninal active de- 
vices. The addition of shielding to the planar line offers lower radiation losses and reduced para- 
sitic coupling to the fully or half-shielded planar line geometry. These losses and coupling would 
ordinarily exist in unshielded designs and affect neighboring components. A variety of planar 
components have been studied using this integrated micropackaging approach. For example, a 20- 
dB directional coupler that is printed on a dielectric membrane* has an air dielectric substrate and 
an integrated micropackage. The electrical performance shows an insertion loss of less than 0.4 
dB over a 40-GHz bandwidth. 6 A variety of filter designs have also been implemented for oper- 
ation up to 94 GHz. The shielded microwave low-pass filter design in Ref. 5 shows a ..... 25 dB in- 
seltion loss in the cutoff region at 35 GHz with a response nearly identical to that of a theoretical 
model. This results from the significant reduction in radiation loss occurring because of the inclu- 
sion of the integrated package. At W-band (94 .... l l0 GHz), a dielectric membrane bandpass filter 
exhibits excellent filter performance with 8.5% bandwidth for a five-element design centered at 
94.7 GHz. In this case, the losses observed are primarily a result of conductor loss, since the di- 
electric material has been removed and radiation losses have been suppressed. 7 

Because planar circuit designs often include conducting lines that bend and intersect, the mi- 
cropackage concept was also investigated as a conformal design that follows individual conduct- 
ing line paths. The first conformal micropackage was demonstrated in a detector design in 1995, 8 
where discrete diodes were mounted onto an Si passive circuit and package. Extension of the mi- 
cropackage to a conformal design involves the shaping of the shielding cavity so that it follows 

*A dielectric membrane is a thin dielectric membrane consisting of a SiO2/Si3N4/SiO 2 composite structure 
that is approximately 1.5 [Ltm thick. 
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the conducting line. This shaping is easily accomplished because fabrication of the cavity is per- 
tbrmed using lithographic and micromachining techniques common to Si processing with stan- 
dard MMIC-based fabrication. This conformal design approach has benefits such as increased 
packing density of individually shielded circuits, which allows the circuits to be placed much 
closer together than is ordinarily possible in open structures. 

In the fbllowing sections, the micropackage concept will be illustrated in a number of circuit 
designs to show the merits and flexibility that emerging technologies can offer HF design ap- 
proaches. While other approaches are available for multichip module designs, these sections will 
concentrate primarily on advanced packaging based on Si micromachining. The general fabrica- 
tion approach that is common to each of'the demonstrated designs is described initially. This de- 
scription is fbllowed by the design and perfbn'nance of several of the designs, including micro- 
packages for high-isolation lines, confbn'nal micropackages in MMIC designs, and a discrete 
micropackage design. The final section introduces a novel high-density filter design that uses mi- 
cromachining to produce filters that are more compact than traditional design approaches fbr sim- 
ilar perfbnrmnce requirements. 

13.3 Micropackage Fabrication and Testing Method 
The implementation of the micropackage with HF circuits is complementary to the fabrication of 
microwave ICs. The issues pertinent to circuit fabrication are equally important to package devel- 
opment and address thin-film deposition, circuit patterning, metal-film deposition, and etching. 
The following sections focus on the general fabrication of an integrated package with an arbitrary 
planar circuit design that is either halt' or f'ully shielded (see Fig. 13.5). The micropackage is 
divided into an upper and lower shielding cavity that can be combined to form a fully packaged 
design, referred to as self-packaging. Any alterations to this basic package concept will be 
described in sections on specific examples. 

The processing steps in the fabrication of the micropackage and high-density circuit designs 
can encompass a variety of VLSI Si t'abrication techniques. Both the circuit and the package re- 
quire the use of dielectric films to provide isolation, as well as masking material for the various 
etching steps. In the micropackage designs presented, dielectric fihns with silicon dioxide (SiO2) 
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Fig. 13.5. Completely shielded micropackaged circuit with lower and upper wafer alignment. The figure 
illustrates the attachment of two wafers: one that supports the planar microstrip line and the other that is the 
air region cavity. 
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or silicon nitride (Si3N4) can be used in a single layer (7500 A of SiO 2) or in combined layers 
(7500/3500/4500 A of Si02/Si3N4/SiO 2, respectively) for processing flexibility. The Si wafers 
may be polished on one or two sides, referred to as single-sided polished (ssp) or double-sided 
polished (dsp), with a crystal plane orientation of <100>. The use of anisotropic wet etches such 
as potassium hydroxide (KOH) produces sidewall angles of 54.74 deg off the suHhce perpendic- 
ular to the wafer. Although dsp wafers may be slightly more expensive, they offer the most flex- 
ibility and ease in fabrication for portions of the micropackage requiring dual-sided processing. 
In addition, with dsp wafers, the fabrication of circuit designs requiring dual-sided processing 
show noticeably better etching quality and alignment between both sides compared with pro- 
cesses done on ssp wafers. If electrical circuits are to be printed on the wafer, the Si must have a 
resistivity of at least 1500 fl-cm in order to reduce the losses caused by RF energy leakage into 
the substrate. If the wafer is to serve primarily as a shielding wafer that supports ground conduc- 
tors, low-resistivity wafers (<l 0 ~-cm) based on the Czochralski method 9 are acceptable and pro- 
duce good electrical results. 

The examples of micropackage designs demonstrated in the following discussion rettect a 
small number of possible micropackage an'angements. Fabrication methods described in this sec- 
tion have proven successful even though new emerging technologies may exist to date that over- 
come some of the limitations indicated. For a more thorough review of Si processing and micro- 
machining, see Wolf and Tauber 10 and Rai-Choudhury. II 

13.3.1 The Micropackage 
13.3.1.1 Upper Shielding Cavity 
The cavity dimensions for the upper wafer [Fig. 13.6 (a)] in the micropackage can be detennined 
using full-wave CAD tools based on quasi-static and full-wave analysis techniques. A suite of 
design and analysis tools has been developed by Hewlett Packard (HP). The dimensions of the 
different planar transmission line geometries can be detennined using the tool, LineCalc. TM Both 
the HP EESof High-Frequency Design Solutions Series IV (i.e., electronic design automation 
toolset) and HP Microwave Design System (MDS) were available for the simulation and analysis 
of the transmission line-based planar circuits. In cases where complicated designs include con- 
ductors and dielectrics with arbitrary shapes, finite element method (FEM) or finite difference 
time domain (FDTD)based CAD tools, are used, where HP has a FEM tool, called High-Fre- 
quency Structure Simulator (HFSS). 12 In this work, in-house FDTD programs were used prima- 
rily to model the 3D structures of the packaged planar lines. Because the package designs in this 
work were used as shielding, the cavity heights in the upper and lower regions were designed to 
be far enough away from the conducting lines to not interfere with the em fields. For the work 
described here, the diagnostics have been performed via microwave on-wafer probing methods. 
These methods require the inclusion of steep-angle probe windows for access to the feed point of 
the circuit from the opening in the upper shielding cavity. "l'he fabrication of this wafer involves 
thin-film deposition, photolithography for pattern definition, metal deposition, metal etching, and 
Si anisotropic etching. 

To form the upper cavity wafer, a thin oxide or nitride film (SiO 2 or Si3N4) should be depos- 
ited onto a low-resistivity wafer. The oxide film can be based on thermal SiO 2 deposition proce- 
dures, l° with typical oxidation temperatures of 1100°C for high-quality films that are 7500 A 
thick. An alternative to the oxide thin film is the use of low-stress nitrides that can be formed with 
low-pressure chemical vapor deposition (LPCVD). If the thin-film layers used as masking mate- 
rial are also used as electrical insulation layers, it is important to maintain very clean deposition 
conditions. Otherwise, the result may be cross-contamination with elements such as boron (B), 



Micropackage Fabrication and Testing Method 527 

Micromachined shielding wafer 

h 

w 

Si 

w s 

substrate wa er 

(a) 

(b) 

Fig. 13.6. (a)Upper shielded cavity with height (hc), and (b) lower shielded cavity with height (hL), 
conductor width (s), and slot width (w). 

maintained during anisotropic etching to ensure that the final cavity dimensions of  the wafer are 
consistent with the design. The order of  the fabrication steps can va~7 depending on the dielectric 
film combination. One example of  a general process for wafer fabrication is given in Table 13.1. 

Table i 3.1. Upper Cavity Development 

General Process Outline 

1. Clean wafer with a "piranha" etch solution (l:l ratio of [312SO4:][-1202) and dehydrate bake the water. 

2. Evaporate a thin metal film (e.g., chromium [Cr]/gold [Au] :500/1500 A) on the dielectric fihn of the 
polished side of the wafer (Side 1). 

3. Apply a protective layer of photoresist oi1 the other side of tile wafer (Side 2). 

4. Apply and develop photoresist to define the probe access windows and cavity region to be etched on 
Side 1. 

5. Remove tile metal and dielectric film of the patterned region using a dry or wet process. 

6. Alter performing a solvent clean (e.g., with acetone and isopropyl alcohol) of the wafer, partially etch 
the cavity and probe access regions to a predetermined height using an anisotropic etchant (KOH, eth- 
ylene diamine pyracatechol [EDP], or tetra ainmonium hydroxide [TMAH] solutions). 

7. Repeat Step 3 on Side 2. 

8. Repeat Step 4 on Side 2 to open the probe access windows on the back side using infrared (IR) 
alignment. 

9. Remove the dielectric film in this defined area, return the sample to the etch, and completely etch the 
remainder of the cavity and the opening to the access windows. 

10. Strip the metal and dielectric fihns on the cavity region side of tile wafer using the appropriate etchants. 

11. Evaporate or electroplate a thick metal film for the shielding cavity, e.g., titanium (Ti)/aluminum (AI)/ 
Ti/Au (500/15 K/500/4 kA) or Cr/Au (500/20 kA). This film may also be sputtered for good step 
coverage along the sloping sidewalls. 
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In this example, it is assumed that the films have been deposited using one of the dielectric film 
deposition methods mentioned previously. 

13.3.1.2 Lower Shielding Cavity Format ion  
The lower shielding cavity [see Fig. 13.6(b)] can be developed in a similar manner to the upper 
shielding cavity, except that the circuit design must be taken into consideration. This substrate 
typically has high resistivity, and the process steps are specific to each circuit design. The process 
details will be given in a separate section, but the logistics of circuit fabrication will be described 
here. The main issue to consider is the requirement to maintain adequate ground plane continuity 
between the outer lower shield and the circuit. Since these circuit designs are tested using on- 
wafer probing techniques, a CPW-based probe point is utilized in all designs (see Fig. 13.7). 

The lower shielding cavity essentially provides an outer shield to the planar transmission ge- 
ometR 3, that completely encases the transmission line design. This shield may or may not contain 
a dielectric substrate, depending on the desired substrate dielectric constant in the design. Assum- 
ing the cavity is filled with Si substrate, the aim is to maintain a constant ground signal between 
the outer shield of the package and the measurement test system. This aim can be realized by in- 
cluding ground planes on the upper surface of the circuit wafer and by ensuring electrical conti- 
nuity through vias that have been extended to form channels along either side of the line. The 
ground plane on the upper surface of the wafer can then be put in contact with the metallization 
on the lower surface of the wafer, thereby making a continuous ground plane. To accomplish this 
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Fig. 13.7. Probe station measurement of the integrated package design. Each package design consists of two 
wafers. CPW probes are used to excite the circuits, where each circuit has a CPW probe pad accessible 
through a probe window on the top surface of the lower water. The pad allows for em field transitions from 
the CPW probes into the respective transmission line geometry (e.g., microstrip, CPW). 
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continuous ground plane, nmTow regions of dielectric film must be removed on the top surface of 
the wafer in the ground plane areas prior to printing the circuits. This step guarantees that the met- 
allized etched vias will be able to make contact to the upper ground. When microstrip transmis- 
sion lines are used, ground planes must be added on the upper surface of the bottom wafer. These 
ground planes should be sufficiently far fi'om the center conducting lines so that they do not dis- 
turb the microstrip mode of propagation (see Fig. ! 3.8). Table 13.2 outlines the general process 
fbr lower cavity development. 
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h ................................ U ................................... 

(b) 

Fig. 13.8. Micropackaged transmission lines. (a) CPW line and (b) microstrip line, where w is a sufficiently 
large support microstrip mode. 

13.3.1.3 Package Assembly and Testing 
The micropackage is fabricated using one or more of the fabrication processes just described. 

If a tully packaged design (Fig. 13.5) is desired, the upper and lower cavities are aligned and se- 
cured using conducting epoxy 13 or wafer-bonding techniques. "On-wafer" testing methods are 
used to accurately characterize the packaged design. These methods are reliable for fi'equencies 
up to 110 G Hz. 

The experimental setup used in this work consisted of CPW probes, manufactured by GGB 
PicoProbes, 14 which have three fingers that are separated with a pitch spacing (or center-to-center 
spacing) of 150 lum. A Cascade or Alessi HF probe station is used with an HP 8510C network 
analyzer that can test from 2 to 110 G Hz. The test probe effects are de-embedded (i.e., removed) 
from the measurement with calibration methods such as through-reflect-line (TRL), short-open- 
load-through (SOLT), or line-reflect-match (LRM) calibration. The test results shown in the fol- 
lowing sections were collected using the TRL method implemented by "De-embed: Multical" 
software provided by the National Institute of Standards and Technology (NIST). 15'16 

The measurement data for the HF circuits herein will be presented in terms of scattering pa- 
rameters. Because current and voltage cannot be measured directly on distributed circuits, a cir- 
cuit response is commonly evaluated by measuring the reflected power at the input and transmit- 
ted power to the output of a circuit. Scattering parameters, [S], describe a relationship between 
the amount of energy that is reflected at one port to the amount of energy that propagates through 
the circuit when all other ports are matched [see Eq. (13.1)]. 

v ! ) e f  l e c t e d  

I ~  = t (13.1) 
~j ~fincident 

J v i n c i d e n t r  • z 
, k J ° r t K  ~J)  

wherej represents the incident port, i represents the output port, and k represents all other ports. 
A requirement for the S-matrix is that all other ports are matched and that only one port has an 
incoming signal. 17 



530 Micropackaging High-Density Radio-Frequency Microwave Circuits 

Table 13.2. Lower Cavity Development 

General Process Outline 

1. Clean the wafer with a "piranha" etch solution (1:1 ratio of H2SO4:H202) and dehydrate bake the 
wafer. 

2. Apply a protective layer of photoresist on nonpolished side of the wafer (Side I ). 

3. Using photolithography, apply and develop the photoresist to define the narrow via channels to 
be etched in the dielectric film on the circuit side of the wafer (Side 2). 

4. Perfoml a solvent clean on the wafer (e.g., with acetone and isopropyl alcohol) and dehydrate 
bake the wafer. 

5. Evaporate a thin metal film (e.g., Cr/Au:500/1500 A) on the dielectric surface of Side 2. 

6. Etch the alignment openings through the metal on Side 2 for IR alignment of the back side of the 
wafer to the front side of the wafer. 

7. Fabricate the specific circuit design using the appropriate process steps. The circuit can be printed 
and electroplated at this time. 

8. Reapply a protective layer ofphotoresist on the metallic side of the wafer (Side 2). 

9. Using photolithography, apply and develop the photoresist to define the cavity region on Side 2 of 
the circuit wafer using IR alignment. 

10. Etch away the dielectric film of the patterned design using a dry or wet process from Side I. 

II. Reclean the wafer with solvents (e.g., with acetone and isopropyl alcohol) and etch the lower cav- 
ity and vias in an anisotropic etchant (KOH, EDP, or TMAH solution) through the entire wafer. 

12. Repattern and etch the dielectric films out of the cavity region of Side I, and remove the metal 
seed-layer from Side 2. 

13. Evaporate or electroplate a thick metal film on the lower shielding cavit>; e.g., Ti/AH'i/Au (500/ 
15 K/500/4 kA) or Cr/Au (500/20 kA). This film may also be sputtered for good step coverage. 

In an ideal system with no losses, the sum total of  the reflected energy and the transmitted en- 
ergy would equal the total power available at the input of  tile circuit. In real systems, which in- 
clude losses, the amount of  energy that is available to propagate through the circuit experience 
attenuation due to the losses in the conductor and the dielectric material, and because of  radiation. 
In the work shown here, reduction or elimination of  radiation losses are the primary objective. 

Scattering parameters (s-parameters) can be determined according the number of  ports of  a 
given circuit system. If the system has an one input port and one output port, we have a two-port 
circuit. The scattering parameters essentially represent the ratio of  power retlected at a given port 
compared with the power incident to a given port. When the circuits of  interest are evaluated in 
terms of  two ports, the respective reflection parameters are denoted as Sll and $22 and the trans- 
mitted or insertion parameters are denoted by Si2 and S21, where the subscripts are S~/represent 
the port numbers. 
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13.3.2 The Conformal Micropackage 
Confonnal micropackages can be used to optimize space utilization in the development of high- 
density circuits. Several challenges must be addressed when implementing a conformal package 
around transmission line circuits that exhibit curves and bends. In Fig. 13.9, top and bottom views 
of a circuit and cavity geometries are shown for the planar distribution line shaped like a "U." In 
this arrangement of circuit and cavity, the corners of the package are potential candidates for 
severe rounding during the wet-etch process, as a result of undercutting. Since wet anisotropic 
etchants selectively attack the various co, stal planes at different rates, it is difficult to achieve a 
good etch stop in the absence of orthogonal planes without the use of some compensation mech- 
anism. This mechanism is described in more detail in Section 13.4.2.2. 

Bean, 18 and Abu-Zeid-Corner and Abu-Zeid, ~9 show the anisotropic etching of comers that 
are classified as concave or convex ~ (see Fig. 13.9). The results show that each corner .type is 
bounded by c~Tstal planes that etch at different rates. Wu and Ko found that convex surfaces are 
bounded by the fastest etching planes, while concave corners are bounded by the slowest etching 
planes. 2° As a result, concave corners are easily formed without undercutting, and convex corners 
typically exhibit undercutting that can only be reduced with the incorporation of appropriately 
sized compensation geometries or shapes located at the respective corners. In the individual cir- 
cuit examples, specific comer compensations have been incorporated to provide the best model 
for the confonnal package employed. 
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Microstr ip subst ra te  Outer  channel  

,,,,, 

(c) 

Fig. l 3.9. Micropackaged interconnect. (a) Upper cavity package with probe windows (shown in black) tbr 
testing; (b) microstrip interconnect lines, where the conductors appear as the thin dark colored lines; (c) 
lower cavity package, showing reduced-thickness region in the center of the U-shaped line and lower pack- 
age channels in the outer white regions. 

*Concave (inside) corners are formed when two <110> c~stal planes intersect to produce an interface that 
]~oints inward. 
YConvex (outside) corners are formed when two <110> c~stal planes intersect to produce all, interface that 
points outward. 
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13.4 Micropackaged High-Isolation Interconnects 
As microstrip lines are placed in closer proximity to each other, em signals from individual lines 
can interact with each other, causing cross talk. Cross-talk effects are studied by incorporating the 
micropackages with the microstrip line and analyzing the em interactions between adjacent lines. 
The objective is to understand how the micropackage can be used to reduce the interactions 
between lines that tend to radiate. Coupling can occur either through direct signal interactions or 
fi'om the radiative excitation of substrate modes associated with discontinuities. Coupling 
between two lines in an open environment can result in pool" signal clarity, and distortion. The 
basic circuit configuration, shown in Fig. 13. I 0, exhibits a microstrip line that has a micropackage 
around it. In this figure, the microstrip resides on a reduced thickness substrate, which will be dis- 
cussed in more detail in See. 13.4.2.1. The effects of cross talk are studied for interactions 
between U-shaped or bending microstrip lines and straight ones, in open and shielded environ- 
ments. 

420 

I 5oo (a) 
. . . . . . .  

210 

+ 5oo 
L J 

Microstrip region 

Fig. 13.10. Circuit topology (numbers given in microns). (a) Open microstrip on t~11 thickness wafer and (b) 
packaged microstrip on reduced thickness wafer. The microstrip circuits are printed on a membrane dielec- 
tric that is located on the reduced thickness region of the lower wafer surface. 

13.4.1 Design Considerations 
Shielding effects and proximity coupling can be evaluated by comparing the electrical perfor- 
mance of interconnects in open and shielded environments, and by evaluating the interactions 
between various layouts of straight and U-shaped microstrip lines, in Fig. 13.11, the layout of 
straight and meandering lines is used to study the proximity effects between the 50-~ lines that 
were developed with HP's Line-Calc and Libra Series 4 (CAD tools). 21 For the packaged version 
of the layout, in-house full-wave CAD tools were used to create a design with microstrip lines 
that did not interfere with signal propagation. Analysis of the structure was accomplished with a 
point-matching-method algorithm. The algorithm included both upper and lower shielding cavity 
effects, which resulted in characteristic impedance and effective permittivity data. 22 Similar mod- 
eling can be done using commercially available tools, such as HP's HFSS, to simulate the 
response of the circuit with the package. The dimensions for the planar circuit can be obtained 
with HP's LineCalc. Figure 13.1 l(a) (Design Layout A) consists of a single-section meander of 
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CPW probe pads 

~ 2 2 ~ 2 Z Z 2 2 2 ~ ~ ~  

OPW-to-microstr ip  transit ion 
(a) (b) 

Fig. 13.11. Layout configurations. (a) Design l,ayout A: dlrough-line and U-shaped (back-to-back right 
angle bend) line. (b) Design Layout B: two U-shaped lines. 

a back-to-back right-angle bend (U-shaped line) and a through-line, and Fig. 13.1 l(b) (Design 
Layout B) consists of two U-shaped lines. These layouts have been chosen to evaluate the amount 
of coupling from the bends to an adjacent line resulting from radiation. In Fig. 13.1 l(a), the cou- 
pling is assessed from the bend onto the through-line, while in Fig. 13.1 l(b), the coupling is eval- 
uated between two lines of similar shape. 

The microstrip lines are packaged using the micromachining approach developed in earlier 
work 5 for self-packaged CPW structures, in this case, the microstrip lines include ground planes 
on the conductor surface that are placed far enough (380 pm) from the signal conductor to main- 
tain a microstrip mode of propagation and also to offer an electrical continuity between the upper 
and lower package for ground plane equalization. Without this continuity, the potential between 
the upper cavity and the lower one is not common and cannot suppress the RF leakage that occurs 
when direct contact is not made between the two conductors. 5 

13.4.2 Fabrication Challenges 
13.4.2.1 Substrate Thickness Reduction 
The micropackaged interconnects shown in Fig. 13.10 employ both a package and reduced- 
thickness region under the microstrip line. Interconnect lines should propagate the dominant 
mode only: therefore, care must be taken to reduce the potential for dispersion and higher order 
mode excitation. A 500-pro-thick substrate has been reduced locally to 380 pm to ensure that the 
dominant microstrip mode propagates in the K-band frequency range. The wafer thickness reduc- 
tion requires a two-step etch process to accommodate the deep etch requirement of the vias and 
package channels as well as the shallow etch requirement for the reduced-thickness region. 

In the first step of this process, vias and channels are etched several hours to remove approx- 
imately 400 pm of material while the reduced-thickness regions remain protected. In the second 
step, the protected regions are opened and etched an additional 2 h to remove 170 pm of material 
while the via and lower package channels are etched entirely through. In Fig. 13.12, a scanning 
electron microscope (SEM) picture is shown of an inve~led lower cavity package with a cross- 
section view of a via and a lower package cavity. 

13.4.2.2 Conformal Micropackaging with Reduced Thickness Regions 
Conformal packages can be used to optimize space utilization in the development of high- 
density circuits. The fabrication procedure is similar to the one in Sec. 13.3, except the substrate 
that holds the microstrip conductor is reduced in thickness. This reduction requires additional 
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Fig. 13.12. (a) Front view drawing ot'a microstrip printed on an inverted lower package with dimensions of 
A = 850, B = 100, C - 400, D = 150, E - 210, F = 380, G = 750, and conductors that are indicated as hashed 
lines. All dimensions are in microns. (b) SEM photo of the inverted lower package developed during the two- 
step etch procedure. 

design techniques to account for the conformal package fonnation around the reduced-thickness 
region. The etched channel that forms the lower package follows along the center conductor, 
while a partially etched channel is placed underneath the center conductor to reduce the wafer 
thickness. This type of lower package requires two kinds of compensating geometries .... one set 
for the lower package channel and one for the reduced-thickness region. The geometries compen- 
sate for comer definition problems that arise from a variation in the lines in the two etched sec- 
tions. From the processing standpoint, the compensation geometries are incorporated in the mask 
layout of the etch channels. At each convex comer of the original design, a square of the appro- 
priate size is centered. The addition of this square retards the rate of the chemical etching in the 
formation of the comers so it is similar to the etch rate of the preferred <l I I> plane that forms the 
channel sidewalls. As an example, Fig. 13.13 shows an illustration of the bottom surface of the 
U-shaped lower wafer layout. Step 1 shows the original layout without compensation, where the 
channels to be etched are shown in grey. When this layout is etched, the convex corners in the 
cavity experience extreme overetching, because the etch rate for the comers is faster than the rate 
to define the channel depth. Step 2 is the original layout with compensation squares to protect the 
convex comers (shown in black) of the channels to be etched (shown in grey). Once the channels 
are etched, the corners will etch more slowly, as shown in Step 3 of Fig. 13.13. The lines that 
appear to be cracks are reflections of light off the acute corner surfaces. When the desired channel 
depth has been reached, as seen in Step 4, there is still some rounding along the corner surfaces. 
However, these corners do not interfere with the reduced thickness region located underneath the 
microstrip line shown in Fig. 13.9. Through an iterative process, the best square dimensions were 
found to be approximately 1.4 times the desired etched depth that produces corners similar to 
those shown in the upper cavity package of Fig. 13.6. The two different etch depths require two 
sets of convex corner compensation squares to produce a desirable comer shape. Hence, each 
square is designed to accommodate the via depth of 550 pm and the shallow region depth of 170 
pm in the conformal package. 23 

13.4 .3  E lect r ica l  C h a r a c t e r i z a t i o n  

In characterizing the package response, a comparison is made between the packaged and unpack- 
aged U-shaped line. Because substrate mode excitation does occur when there is radiation into the 
substrate, the package material may exhibit increased electrical noise if it is not completely iso- 
lated. Therefore, this package noise is evaluated independently to identify the potential sources 
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Fig. 13.13. Process steps for the development of the lower package wafer. Step I : mask layout for the chan- 
nels (shown in grey) to be etched on the lower surface of the circuit wafer. Step 2: close-up of mask layout 
with the square compensation geometries (shown in black) added to protect the convex corners of the chan- 
nels. (Note: The white regions will not be etched. The squares are added to protect the comer sections of the 
nonetched region [shown in white].) Step 3: photograph of the bottom of a partially etched lower package 
wafer. (Note: the outer channels have been etched, while the center portion, which shows square patterns in 
a dielectric film in this region, has not been etched. The corners of this partially etched outer channel are 
acute and show high reflection of light that appear as be cracks in the corners regions.) Step 4: the lower 
package after the etch is complete. The outer package channels are shown in white, the reduced thickness 
region are shown in dark grey, mad the sloping sidewalls of the channels are shown in black. 

of leakage cun:ents that may exist in the package material and to assess the impact of  these sources 
on packaging design and background noise. Therefore, noise coupling is also measured in the two 
layouts shown in Fig. 13. l 1 for both the packaged and unpackaged arrangement. 

13.4.3.1 Radiation L o s s  Reduct ion 

A SOLT calibration technique is used to evaluate a straight microstrip delay line of 13.392 mm 
and a U-shaped bend of  13.392 mm in the open and packaged environments. The experiment 
reveals the comparative radiation loss between an open U-shaped bend and a straight microstrip 
line (Fig. 13.14). Typically, radiation loss can become a large problem for planar circuits above 
20 GHz. The experimental results show that above 20 GHz, radiation from the corners of  the U- 
shaped lines excite substrate modes. The effect is an increase in insertion loss that causes the sig- 
nal to exhibit an oscillation in the insertion loss data because ofmul t imode propagation. Note that 
this effect becomes nlagnified in the calculation of the total loss. 

When an on-wafer package is included wifll the bend structure, the effect of  radiation is greatly 
suppressed, as shown in Fig. 13.15 with oscillations absent. Furthermore, when the straight mi- 
crostrip line and U-shaped bends are packaged, the total loss becomes similar, indicating that ra- 
diation effects have been minimized. Total loss is defined as the normalized input power to the 
line minus reflected power from fl~e line minus transmitted power along the line to the output 

12 2). (1 - [Sll - IS121 From the calculation, the total loss observed in the open U-shaped line can be 
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Fig. 13.14. Electrical response of open microstrip circuits in for a delay line and a U-shaped bend of similar 
length. 
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Fig. 13.15. Electrical response of an open and packaged U-shaped microstrip circuit. 

as high as 65%, which is more than double the loss associated with the straight microstrip line. In 
low-power applications, this amount of loss can have a substantial effect on power consumption 
and would require additional components for signal amplification to overcome these losses. 

A comparison is also made between the open and packaged bend design. Figure 13.15 shows 
that as frequency increases, the open bend performance degrades rapidly. This degradation occurs 
because of parasitic radiation that affects the insertion loss and the total loss associated with the 
open bend. In comparison, the packaged bend has a much flatter response in the insel~ion loss and 
total loss data. Even though these values are slightly higher than those observed in the straight 
microstrip line, the overall pertbrmance of the packaged bend is much better compared with that 
of the open U-shaped circuit. The higher loss in this case is associated with the additional ohmic 
loss introduced by the top metallization layer of the package. Radiation from the bend, on the 
other hand, has been eliminated in the packaged U-shaped design and shows a total loss calcula- 
tion similar to that of a straight microstrip line of similar length (see Fig. 13.16). 
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13.4.3.2 Cross-Coupling Evaluation 
In open environment signals, cross-coupling is strongly dependent on the interconnect layout. In 
Fig. 13.17, cross coupling is observed to be as high as 20 dB[ 13.1 I(a)] in the midfrequency range 
for the U-shaped bend and the straight microstrip line used in Layout A. In Layout B, this cross 
coupling is as high as -10  d13 in the upper fi'equency range of the two U-shaped lines. With the 
inclusion of the integrated package, Fig. 13.18 shows a reduction in the coupling by -20  d13 in 
Layom B with half-shielding and a reduction in the coupling by 10 dB when the line is completely 
packaged. These results indicate that the radiation from the corners not only excites leakage into 
the substrate but into the air as well. By incorporating the micromachined package, each micro- 
strip line is isolated, and the leakage currents are shorted to ground such that the maximum cou- 
pling above 33 GHz is -45 dB compared with the - l  0 dB for the open environment U-shaped line. 
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Fig. 13.17. Comparison of cross-coupling effects in open microstrip structures for Design Layout A between 
the through- and U-shaped bend and Design Layout B between the two U-shaped bends. 
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Fig. 13.18. Cross-coupling effects in Design Layout B for two U-shaped bends in open, lower half-packaged, 
and lull-packaged designs. 

13.4.3.3 Noise Characterization 
Coupling mechanisms associated with different circuit layouts were evaluated and then compared 
to the minimum reference noise value of the packaged system. Because several circuits were eval- 
uated, the data presented reflects an average value. 

Two types of noise measurements are made with the two U-shaped meanders shown in Layout 
B (see 13.11). One is a "contact" measurement: the measurement probe is placed in physical con- 
tact with the top of the package. The other is a "noncontact" measurement: the probes are elevated 
15 mm above the circuit surface, with an identical separation distance of 8.38 mm between the 
two U-shaped circuits in Layout B. The contact noise is the excitation of the line at one port and 
the detection of residual transmitted signals in the surrounding package structure. These signals 
are measured at different locations atop the circuit package (see Fig. 13.19). The measurement 
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Fig. 13.19. Probe window layouts (shown by grey blocks) in design layout B for the two U-shaped bends. 
Star points represent where the probe makes contact with the upper wafer surface. Probing points in the con- 
tact noise measurement are indicated by stars at Port 1 for an input signal onto tile conducting line at Port 2. 
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reflects an average value of'the data f?om the different locations. By placing the probe near the 
opening of the secondary cavity port, random propagating signals are detected on the upper side 
of the package and used to determine the maximum noise contribution fi'om the package. Figure 
13.20 shows that the contact and noncontact noise measurements are very similar, even though 
between 20 and 30 GHz, the contact noise tends to be slightly higher than l0 dB. When the cou- 
pling between the two on-wafer packaged U-shaped lines is compared, the results are nearly iden- 
tical until about 30 GHz. While the package does provide shielding, it is not a hermetic seal. 
Therefore, at higher fi'equencies, leakage fi-om the entrance and exit ports of'the package may be 
responsible tbr the observed higher radiation leakage and the resultant higher coupling. 
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Fig. 13.20. Noise data from contact and noncontact measurements. 

1 3 . 5  C o n f o r m a l l y  M i c r o p a c k a g e d  L N A  

MMIC design and development cost can be reduced significantly by decreasing the number of" 
design iterations and by limiting the use of expensive materials such as GaAs and lnP. To illus- 
trate this concept, a conformal Si micropackage is used in the design of a low-noise K-band ampli- 
tier (see Fig. 13.2 l). 

At the MMIC level, it is difficult to predict the final performance of a design at the packaged 
level. As with most planar circuits, parasitic effects--in this case, between neighboring 
MMICs--may require additional design iterations to recover lost performance as a result of chips 
placed in close proximity. With the integration of the micropackage into the MMIC design, par- 
asitic effects are sharply reduced. 

In this demonstration, flip-chip bonding 24 is incorporated into the design of the micropack- 
aged LNA that is composed of discrete devices. The entire MMIC performance is based on opti- 
mization of individual elements, where the MMIC represents a combination of an Si motherboard 
for the passive components and distribution lines, a flip-chip bonded 20 GHz high-electron mo- 
bility transistor (HEMT) device, and a micromachined integrated package. The flip-chip bond of 
the device to the MMIC uses very. reliable solder bump techniques that provide repeatable, low- 
inductance connections. In addition, the bond allows the circuit designs to be fabricated faster us- 
ing rapid prototype services. With this approach, a device can even be replaced if thilure occurs 
at a later time. As a result, expensive materials, like GaAs and InP can now be used primarily for 
active device thbrication rather than for both active device and circuit fabrication. 
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13.5.1 Amplifier Design 
The amplifier uses an InP-based HEMT with a gate length of 0.15 mm and a total gate width of 
300 mm. This HEMT was developed by Hughes Research Laboratories for a low-noise perfor- 
mance application 25 The chip transistor is roughly 3 mm in size and is mounted on the amplifier 
circuit via tin (Sn)/lead (Pb) solder bumps that have been electroplated on the transistor contact 
pads. Figure 13.21 shows a close-up of the I-]EM'I' flip-chip device, with solder bumps that are 25 
lam high and 50 tam in diameter on the gate, drain, and both of the source contact pads. Although 
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Fig. 13.21. (a) Layout of lhe 20-GHz LNA circuit (without InP flip-chip ItEMT), (b) view from the bottom 
of the micromachined cavity after final metallization has been completed, (c) view of the LNA after enclo- 
sure with the micromachined shielding cavity. RF and dc bias probe pads, as well as the inverted flip-chip 
HEMT, are visible. 

the original design (in a microstrip configuration on a 250-1am alumina substrate) of the amplifier 
circuit was optimized for low-noise performance, these design parameters were converted to a 
shielded CPW environment by maintaining equivalent impedances and electrical lengths for all 
transmission line sections. The Point Matching Method (PMM) algorithm 26 was used to generate 
the line dimensions for the shielded CPW lines. CPW impedance parameters are related to the 
dimensions of the conductor width (s) and the slot width (w). These dimensions are also chosen 
to provide a convenient interface to the gate and drain pad dimensions of the HEMT (Table 13.3). 

Table 13.3. Circuit Dimensions n tbr the Shielded CPW 

Shielded CPW Impedance Conductor Width (s) Slot Width (w) s + 2w 

50 () 94 53 200 

75 ~ 34 83 200 

aln microns. 
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The overall width of the cavity is chosen as 1 ram, which allows the incorporation of the flip-chip 
HEMT package into the conformal package. 

The amplifier layout of'the shielded CPW implementation is illustrated in Fig. 13.22. The cir- 
cuit includes source feedback stubs to improve the low-noise impedance-matching condition, and 
an open circuit stub on the drain side of" the transistor to improve output impedance matching. 
I.umped elements are integrated as thin-film resistors and metal-insulator-metal (MIM) capaci- 
tors, and the bias networks are designed to resonate at approximately 18.5 GHz. In the packaged 
amplifier, the gate bias network uses a balanced open stub configuration in place of the original 
radial stub design, and the drain bias stub is replaced by a 20-pF MIM capacitor. 

Gate----___ 

Source 

Drain .............. 

~i~i#T~Ti~iiTiii~i~i~iii#iiT~Ti#~!!iT!!~i~!ii~I#~i#I~iii~~~~~II~`!~II!;~iiiii~#~i~iii~!~i~iii~i~ ~il 
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Fig. i 3.22. Photograph of the flip-chip HEMT, showing the Sn/Pb solder bumps. In the packaged amplifier, 
the gate bias network uses a balanced open stub configuration in place of the original radial stub design, and 
the drain bias stub is replaced by a 20-pF MIM capacitor. 

13.5.2 Fabrication Considerations 
The fabrication process for the package follows these steps: 

• The packaged amplifier is fabricated on a high-resistivity Si substrate with an 8000-A-thick 
layer of thermal SiO 2. 

• The amplifier circuit patterns are created with 3-ram-thick electroplated gold. Thin-film resis- 
tors are realized with a 400-/~ N ichrome thin film with a sheet resistance of 33 W/square. 

• MIM capacitors are constructed with an evaporated 1500-A-thick alumina (A1203) film with 
a dielectric constant of approximately 8-10. 

• Air bridges are formed with 2-ram-thick electroplated gold. 

Access to the RF probe pads, the direct current (dc) bias contacts, and the flip-chip mounting 
locations is provided with etched through-windows. These windows are formed by etching fi'om 
the back side of the cavity wafer during the conformal package creation. The depth of the shield- 
ing cavity is selected to be 275 lain, so that when etching is from both sides of the 550-1am-thick 
wafer, the access windows will open as soon as the cavities reach the proper depth. The final step 
in the package fabrication is the deposition of a 1.4-1am-thick Ti/AH'i /Au metallization layer. 

Assembly of the LNAs occurred in two steps. First, the package wafer was aligned and bonded 
to the circuit wafer using silver epoxy. 13 Second, the flip-chip HEMT devices were placed on the 
circuit wafer through the access windows in the shielding wafer, and soldered to the amplifier cir- 
cuit. Figures 13.21 (a) and 13.21 (b) show the fabricated LNA with the package removed and with 
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the conformal package. Finally, Fig. 13.21(c) shows the amplifier in packaged form, with only 
the dc/RF probe pads and the flip-chip HEMT visible. 

13.5.3 Amplifier Performance 
Figure 13.23 exhibits calibrated measurements of the S-parameter data with the simulated results 
of the original microstrip amplifier design from the Libra Series 4 software. 21 The TRL method 
is used for calibration, and the dc biasing conditions of the HEMT are achieved through the 
on-wafer bias network incorporated in the design with bias point conditions of VDS = 1.0 V, 
IDS = 43 mA, and V G =-0.7 V. The good agreement observed between simulated and measured 
data for the return loss at port 1 (S l 1), the trend in the insertion loss (S21), and return loss at port 
2 ($22), show that fairly accurate modeling of the conformal package was accomplished by simply 
including the upper shielding cavity in the design of the CPW components. Performance of the 
shielded CPW balanced stubs, used for RF isolation in the gate bias network, was measured inde- 
pendently and is shown in Fig.13.24. The stub resonates at approximately 20 GHz, instead of the 
desired 18.5 GHz, but has a broad response with a resonance of-30 dB in IS2~1. The amplifier 
circuit was expected to achieve a noise figure of 0.9 dB at 20 GHz. 
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Fig. 13.23. Measured S-parameters of the LNA compared to simulated results for an tmshielded microstrip 
amplifier on an alumina substrate. 

13.6 Discrete Micromachined Packages 
For many years, electronic packages for microwave components and systems have been a low pri- 
ority compared with the development of HF active devices and circuit design techniques. The 
electronic package is employed to provide electronic shielding, physical protection, and thermal 
isolation. When the packaged performance of these components and systems is compared with 
unpackaged perfonnance, the packaged design exhibits significant degradation to the electrical 
response of the circuits, especially those that operate above microwave fi'equencies (low 
gigahertz). 
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Fig. 13.24. Measured S-parameters of the shielded CPW-balanced stubs used in the gate bias network. 

Recent trends, however, indicate a shift in priority toward the understanding, improvement, 
and development of packaging approaches that can offer low cost, high quality, and electrical 
compatibility to such designs. MCMs, for example, have been developed in cofired ceramic sub- 
strates with printed wiring boards that use thick and thin film technologies. For analysis, CAD 
tools are being developed to predict how the electromagnetic behavior of the package affects the 
performance of a given circuit. 27 Although some advanced quality packaging approaches are cur- 
rently available, the high cost and large weight/volume associated with them limit their use in 
generic applications. 28 To address the aforementioned issues, a novel approach has been taken to 
replicate the thick-film electronic microwave package shown in Fig. 13.25(a) that was designed 
for a planar phase shifter. The new package, shown in Fig. 13.25(b), is based on Si as substrate 
and uses Si micromachining techniques to realize the appropriate vias and package design 
configurations. 
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Fig. 13.25. (a) HTCC hermetic package designed by NASA l_,ewis Research Center and (b)micromachined 
silicon-based package. 
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13.6.1 Silicon as a Discrete HF Package 
Si as a substrate offers several advantages to ItF packaging design. First, the mechanical proper- 
ties of Si, as described in 1982 by Petersen, 4 are excellent and compatible with those of a variety 
of metals. Second, enabling technologies, like Si micromachining, combined with standard IC 
processing techniques, offer flexible options to control HF parasitics associated with vias and the 
signal line conductor. With the fabrication precision available with these enabling technologies, 
via hole diameters and conductor line width dimensions can be produced reliably. Reducing par- 
asitic inductance and capacitance requires precision fabrication and minimal variability. Third, as 
shown in Table 13.4, the variation in thermal conductivities between semiconductors (e.g., GaAs, 
tnP, and Ge semiconductors) and ceramics (e.g., 92% alumina) can cause major problems wifll 
heat dissipation. In contrast, Si with a thennal conductivity of 13 5 W/(m°K) is much more similar 

29 to the other compound materials and behaves as an excellent heat sink. Because of the combined 
electrical and mechanical properties of Si, it has potential use in low-cost batch-fabricated com- 
ponents and packages, and because these components and packages can also be developed in an 
on-wafer manner, higher circuit densities can be realized without significant increases in the spa- 
tial volume and weight of the package. 

Table 13.4. Thermal Conductivities of Various Materials 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Thermal Conductivity 
Material [W/(moK)] 

GaAs 80 

InP 65 

Ge 68 

92% alumina 18 

Si 135 

13.6.2 The Package Layout 
The phase-shifter package in Fig. 13.25(a) is a hermetically sealed HTCC design that was pro- 
cessed on 92% pure alumina (e r - 9.5) by Hughes Aircrat~ for the National Aeronautics and Space 
Administration (NASA) Lewis Research Center. 3° A micromachined prototype (Fig. 13.26) of 
the same package was developed in Si and consists of five layers that are combined to provide a 
package t'or an IC chip. To characterize the package, a 50-f~ microstrip line is printed on a sub- 
strate chip. The layers of'the prototype fbllow: 
• Layer I is the metal base plate to the package. 
• Layer 2 is the signal line substrate, which contains the RF input/output and dc bias lines that 

are printed on the high-resistivity Si. A hole has been etched through the center of the wafer 
to define a portion of the compartment that holds the IC chip. Six micronmchined vias are 
etched along the left and right sides of the package housing to provide em shielding and to pro- 
vide continuous electrical connection between the various layers. 

• Layer 3 is the seal frame that contains the vias and IC chip opening, which are similar to the 
vias and opening on Layer 2, with additional probe access windows for on-water testing. 

• Layer 4 is the upper metallization for the seal frame. 
• Layer 5 is the top metal lid used to enclose the IC chip in the package. 

The overall Si package dimensions are 7.112 x 7.1 12 x 1.27 mm 3. This design varies from the 
alumina design by having smaller bias line widths, three instead of four ultrasonic wire bonds to 
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Fig. 13.26. (a) Three-dimensional view of package layers. (b) Actual CAD drawing with all layers superim- 
posed with line transitions: (1) GCPW, (2) microstrip, (3) stripline, and (4) shielded, microstrip. 

connect the microstrip to the package, and symmet~' between the square vias and the feed line to 
the IC chip, as opposed to a slight offset between the vias and the feed line in the alumina design. 

13.6 .3  P a c k a g e  F a b r i c a t i o n  
Conventional thin-film processing technology and Si micromachining are used to fabricate the 
discrete package. Tile metallization consists of 3 lain of electroplated Au owl the package and for 
tile microstrip line [Fig. 13.26(a)]. To launch a signal into the package, a 50-fl GCPW-to- 
microstrip transition is used at the input/output of the chip. Next, the IC chip has a 50-~ through- 
line that changes from the GCPW to microstrip, stripline, and shielded microstrip sections, as 
shown in Fig. 13.26(b). Finally, conducting silver epoxy is used to attach the layers and provide 
the connection between the upper and lower metallization surfaces of Layers 2 and 3. 

13 .6 .4  E lec t r i ca l  R e s p o n s e  
The insertion loss and return loss f o r  the IC chip in the alumina package and Si-based discrete 
package are shown in Fig. 13.27. The insertion loss of the Si package is consistently lower than 
that of the alumina package by 0.5 dB over the entire frequency range, while the return loss of the 
Si package remains similar to that of the alumina design. 

Note that the irregularities in the return loss curve for the alunlina package reflect the presence 
of parasitic effects more than impedance mismatch. If the lille impedance (Z0) is mismatclled to 
the testing probe (ZL), the return loss would be much higher than that observed based on the ex- 
pression :for reflection, (IF[), given in Eq. 13.2. 

( z ,  - z f l  
201og(]F]) = 201Og\Z L + Zo/, in dB (13 .2)  
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F'ig. 13.27. (a) Insertion loss and (b) return loss. 

(a) 

(b) 

13.7 M i c r o m a c h i n e d  Fi l ters for  H i g h - D e n s i t y  Integration 
Many communication-related applications (e.g., wireless systems, collision avoidance radars) 
require efficient usage of the frequency spectrum. This usage requires the development of high- 
perfonnance components such as filters and switches to optimize system behavior. Optimum pla- 
nar filter performance is achieved by having a large ratio of high- and low-characteristic imped- 
ance values. These values are typically achieved in low-dielectric-constant (or low-index)mate- 
rials such as iaminants and ceramics. Even though filter designs on other materials can produce 
sharp cutoffs between pass and stop bands as well as high stop-band attenuation, the materials are 
incompatible with active device fabrication. On the other hand, high-dielectric-constant materials 
like semiconductors are compatible with active device fabrication, but they suffer from reduced 
high-/low-impedance value, which limits the cutoff slopes between frequency bands and pro- 
duces a higher insertion loss in the stop band. Improving the range of impedances for high-index 
materials will result in substantial improvements to HF planar circuit components like filters. 

In an evaluation of the ohmic loss, Fig. 13.28 shows that the signal attenuation is strongly 
related to ohmic loss, as shown by the reduction ot" the attenuation value when metal thickness 
increases from 3 to 8 lure. 
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Fig. 13.28. Attenuation of 9-mm through-line in a package. 

In man)' filter designs, perfbrmance is greatly affected by the ability to accurately realize pro- 
totype filter elements, such as a capacitor or an inductor, in the equivalent transmission line com- 
ponent. These capacitive and inductive values are highly dependent on the ability to design ap- 
propriate high- and low-characteristic impedance values in a specific type of transmission line. 
For each circuit value, a distributed line is chosen whose characteristic impedance and length 
closely approximate the lumped-circuit value. Impedance values that are very low make excellent 
RF capacitors; those that are very high make excellent inductors. The dielectric constant of the 
material affects the value of the characteristic impedance (Eq. 13.3). Planar transmission lines on 
high-dielectric-constant (er) substrates such as Si with e r = 11.7 exhibit a reduction in the high, 
characteristic impedance (Zhigh) value and an increase in the low-characteristic impedance (Z lo~,,) 
value when compared with a similar type of line on low-dielectric-constant materials. Equation 
13.3 shows the calculation fbr the characteristic impedance, where l.t r and Ho are the relative and 
ti'ee-space permeability, and er and eo are the relative and ti'ee-space permittivity. 

Zo = / ' ~  (13.3) 
t~ ErE o 

With the use of micromachining to selectively etch the semiconductor material, the optimum 
substrate properties, based either on thickness or dielectric constant, can be synthesized to pro- 
duce very high- or very low-characteristic impedance values (see Fig. 13.29). This selective etch- 
ing allows individual elements to be preferentially designed, and when these are printed on high- 
index substrate environments, circuit design requirements are optimized, such as those found in 
filters.31 

13.7.1 Low-Impedance Design 
Microstrip lines on electrically thin substrates have lower impedance values than those on elec- 
trically thick substrates. Si micromachining is used to selectively reduce the thickness of a sub- 
strate. This processing affects the capacitance because the value depends on the substrate thick- 
ness (d), dielectric constant (e), and plate area (A), as described in Eq. (13.4). 

C - ~,,~I (13.4) 
d 
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- ~  

~ t ~ ~  Microstrip line 

Back-side metallization 
Fig. 13.29. Circuit layout: for micromachined filter with a synthesized low-impedance section (i.e.. capaci- 
tive regions). The substrate height is labeled h, and the reduced thickness air region is labeled h l. 

There are important implications for components such as the planar microstrip filter. In these 
components, to synthesize the desired filter response, the required filter response is determined 
by using lumped-circuit elements that are converted to appropriate impedance values and electri- 
cal lengths, in the transmission line. Moreover, in high-index designs, the upper and lower imped- 
ance values are limited, which makes an optimized response function difficult to realize. 

For a step-impedance filter design, commercial CAD tools, like HP's LineCalc and Micro- 
wave Design System software, can be employed to design and evaluate the microstrip response 
of a filter on full-thickness substrates. To implement such a design process on a synthesized sub- 
strate, the optimized design parameters are converted to the appropriate transmission line charac- 
teristic impedance. Then using HP's t, ineCalc, the impedance dimensions and line lengths are de- 
termined for a given substrate parameter (e.g., thickness, dielectric constant). The design can then 
be simulated in HP's MDS software. The advantages of this design are more compactness be- 
cause of the reduction in the capacitive region width (on the thinner substrate regions) compared 
with similar capacitance sections on thicker substrate material. The reduction in substrate thick- 
ness makes it possible to reduce the conductor area and allows for the realization of similar or 
lower impedance values (Table 13.5). 

Table 13.5. Dimensions for the Step Impedance Filter Design Shown in Fig. 13.29 

Section (t~) Length Width (h =100) Width (h = 501) 

1 (100) 135 10 10 

2 (20) 270 380 190 

3 (100) 684 10 10 

4 (20) 480 380 190 

5 (100) 684 10 10 

6 (20) 270 380 190 

7 (100) 135 10 10 
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Using the popular Butterworth filter with seven sections, a conventional design and microma- 
chined design are implemented, based on characteristic impedance values of 20 and I00 fL re- 
spectively. The synthesized microstrip substrate with reduced-thickness regions can offer lower 
capacitive values (i.e., less than the typical 20 f~), thereby resulting in an improved design be- 
cause of the increase in the high and low realizable impedance values. The filter design and di- 
mensions given in Fig. 13.29 and Table 13.5 have inductive regions that are identical to those of 
the conventional design. These regions are printed on full-thickness mater ia l~100 lum, in this 
case~of" the host wafer, while the capacitive sections are printed on 50-pro-thick regions to pro- 
duce a capacitance equivalent to the reference filter design. 

13.7.2 Fabricat ion Considerat ions 
The fabrication procedures are as follows. 
• The circuits are printed on high-resistivity Si with a thickness of 100 lum. 
• The low-impedance sections are developed on 50-pm-thick regions that have been etched 

using KOH anisotropic etchant. 
° The etched cavity regions produce a sloped sidewall angle of 54.7 deg that results in a gradient 

of 35.4 t.tm at each low-impedance edge. 

Each design has a 50-~ microstrip line and is fed by a CPW probe pad that converts the on- 
wafer probe excitation to a microstrip mode. The circuits have 3.4 pm of electroplated Au and 
have a 2.5-pro ground plane metallization of Cr/AI/Cr/Au that has been evaporated to cover the 
entire wafer surface. Finally, the circuit wafer is attached to a secondary wafer for additional sup- 
port with similar metal composition. 

13.7.3 Character izat ion 
For the seven-section Butterworth design, the low-impedance sections have line widths that 

decrease fi'om 380 ILtm on the 100-pro-thick substrate to 190 ILtm on the 50-pro-thick region. The 
response, as shown in Fig. 13.30(a), produces near similar results between the synthesized design 
and the conventional design. 
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Fig. 13.30. Synthesized low-impedance filter design. (a) Filter response with measurement and modeled 
results and (b) comparison of FEM to bowtie response. The FEM follows the lines on either S I l or S 11 syn- 
thesized (low) for (a) and S 11 synthesized (low)-bowtie for (b). The FEM calculations were not made below 
20 GHz. 
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• 0 ")  

A FEM slmulation3~-of the design on the synthesized substrate with vertical side walls indi- 
cates that the filter 3-dB point would be shifted 1 GHz lower than the point on the rectangular 
conductor design. In this case, bowtie tapers were introduced to offer a transition along the etched 
angle profile in the low-impedance section. The measured and modeled data in Fig. 13.30(b) pro- 
duced nearly identical results, which indicates that the etch angle does affect the phase delay of 
the various sections. The response curves of this design are very, similar to those of the regular 
design, with better attenuation in the stop band as well as a better cutoff frequency. 

In Fig. 13.31, the radiation loss of the conventional and bowtie design is compared with the 
synthesized design with rectangular conductors. Losses are slightly higher in the bowtie design, 
but these losses occur because the sharp corners of the bowtie cause current crowding. Overall, 
this approach has shown merit, and the synthesized and regular designs yield similar losses. 
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Fig. 13.3 I. Total loss calculations between two designs. 

13.8 Conclusions 
This chapter has presented demonstrations showing how Si-micromachined on-wafer packages 
can be integrated into a variety of communication systems interconnects and components to pro- 
duce enhanced perfonnance. A significant benefit of using this type of technology is the extreme 
light weight and compactness offered by this type of micropackage, as well as improved perfor- 
mance for a number of designs above 20 GHz. in addition, on-wafer packaging developed with 
Si micromachining can be easily used with other HF design and fabrication processes, such as 
MMIC, commonly used at millimeter waves. 

Micropackaged interconnects provide extremely low electromagnetic coupling and parasitic 
radiation in microstrip-based interconnects. The package can be implemented with standard IC 
processing techniques and is amenable to integration with more complex high-density designs. 
Furthermore, these packaged interconnects reduce circuit interactions between near-neighbor in- 
terconnects, offering coupling levels comparable to the overall background noise found in the 
packaged system, and also provide performance improvements to those circuits that exhibit high 
radiation. 

Confonnal micropackages in the LNA designs at 20 GHz offer RF shielding and isolation 
without degrading the performance of the amplifier, in addition, the conformal packaging 
approach is compatible with flip-chip techniques, which further reduce fabrication costs and 
improve yield. A discrete package has also been shown, which verifies that Si can offer the 
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advantages of heat sinking found in alumina HTCC packages with the advantage of improved 
operation at higher fi'equencies and lower development cost. 

The micromachined filters on synthesized substrates have demonstrated more compact de- 
signs for improved low- and high-impedance sections. The filter design is much more compact 
compared with designs on full-thickness high-index substrates.The potential fbr much higher ra, 
tios of high- and low-impedance sections is particularly important for filter applications. This po- 
tential can be improved by a factor of l.5 to 2 by reducing the low-impedance section by halt' or 
increasing the high impedance sections by 1.5. Finally, Si-micromachining synthesized substrates 
are easily realizable in high-index semiconductor materials and have been used with simple filter 
designs, like the step-impedance filter, using commercial CAD tools based on quasistatic and full- 
wave models. 

In the future, it is not unreasonable to expect that advanced packaging technology, such as HF 
micropackaging, will provide avenues for developing unprecedented lightweight communication 
systems that offer high perfbn~nance. For this advanced technology to be developed, the investi- 
gation and application of enabling technologies~such as Si micromachining~with HF circuit 
design techniques are necessary" to demonstrate proof of concept. Examples ofSi micropackaging 
have been illustrated on a number of communication building blocks, such as interconnect lines, 
amplifiers, and filters. When these building blocks are integrated into a single system, future 
advanced communications systems can appear, as shown in Fig. 13.32. 

High-density 

..,t------- 2 cm 

....  i4o m 

fibers / 

Micromachined antenna 

Fig. 13.32. Advanced high-fi'equency micropackaged conlmunication system. 
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MEMS-Based Active Drag Reduction in Turbulent 
Boundary Layers 
T. Tsao,* F. Jiang,* C. Liu,* R. Miller, S. Tung, t J.-B. Huang,* B. Gupta, D. Babcock,* C. Lee, t 

Y.-C. Tai,* C.-M. Ho, t J. Kim, "i" and R. Goodman* 

14.1 Introduction 
Drag recluction is a problem of great interest. From a practical point of view, any object moving 
in a fluid experiences drag. When the object is a hand-built vehicle, and the drag experienced by 
this vehicle results in increased fuel costs and decreased operating efficiencies, understanding and 
reducing drag become extremely wo1~hwhile. Indeed, for as long as people have been moving in 
vehicles, they have been interested in moving faster with less effort. 

As an example of how important the reduction of drag would be for the airline industry., one 
can look at work done by Walsh. 1 In 1985, Walsh estimated that if the viscous drag experienced 
on the fi~selage of airplanes could be reduced by 10%, the cost savings would be on the order of 
$350 million. By extrapolating to 1998 using a 3% annual rate of inflation and a more than double 
rate of air travel, 2 those numbers would translate into a savings of over $1.1 billion. 

Most of this chapter is dedicated to explaining an ongoing eftbrt to reduce drag in turbulent 
boundary layers through the use of distributed microelectromechanical systems (MEMS) to enact 
active control. The result of the successful completion of this project will be a MEMS system that 
will combine microsensors, microactuators, and microelectronics (or M 3) all integrated on a sin- 
gle wafer. Such a system will be used in an active manner to reduce drag in a turbulent boundary 
layer. In addition, the technologies developed for this particular M 3 system will be applicable to 
other MEMS-based systems, not just to drag reduction. Before details are presented, some back- 
ground is given regarding both the nature of drag and some examples of drag reduction in nature. 

There are many sources of drag on any ot~iect moving through a fluid. In this chapter, we will 
only consider two types: pressure or Ibrm drag, due to flow separation, and viscous or skin- 
friction drag. 

Pressure or tbrm drag is a result of a negative pressure differential between the front and the 
back of the object. A fluid moving past an object will separate from the object and cause a wake 
to be produced behind the object. The downstream veloci b' in this wake is less than the upstream 
velocity. By applying the laws of conservation of momentum, the velocity lost by the flow is 
transferred to a retarding force (which can also be thought of as a pressure differential) on the 
body. Race car drivers often take advantage of these pressure differentials by "drafting" or closely 
following the driver ahead of them, who is "pushing" most of the air out of the way. To reduce 
this type of drag, it is necessary to delay the onset of separation for as long as possible. 

Viscous or skin-friction drag exists within a very thin region adjacent to the object. The exist- 
ence of this "skin," called the boundary layer, is a direct result of a boundary, condition applied to 
the flow field, known as the no-slip boundary condition. Essentially, this condition requires that 
the tangential velocity of any flow next to a solid boundary, be equal to the velocity, of the bound- 
ary itself. For a nonmoving boundary, this implies a tangential velocib' of zero. Within the 
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boundary layer, then, the velocity increases in a very short distance fi'om zero to the fi'ee-stream 
velocity. This fast change in velocity, u, results in a shearing force at the surface that is directly 
proportional to the gradient of the velocity, du/'dy, with respect to the distance away fi'om the sur- 
face. The shear stress and the drag, which is the shear stress integrated over an area, can be ex- 
pressed as follows: 

dlt  
x = ~ t d ~ y  

F a = yxdA 
A 

where x is the shear stress, g is the fluid viscosity, and F d is the drag force. 
In an. attempt to reduce drag on airplane wings, one question needs to be answered: is it more 

effective to reduce form drag or viscous drag? As previously mentioned, form drag is reduced by 
delaying separation. Airplane wings are already designed with this factor in mind. Therefore, it is 
unlikely that a large drag reduction could be achieved through an attempt to reduce form drag. 
Friction drag, however, is very high in a turbulent flow across a wing's surface. Therefore, it 
makes sense to attempt to reduce friction drag. In a turbulent flow across a surface, many random 
structures 3 tbrm. These structures are within the boundm3' layer, directly next to the surface, and 
are composed of counter-rotating vortex pairs that travel downstream (Fig. 14.1). In between 
these vomex pairs, faster moving (or higher momentum) fluid is brought down closer to the sur- 
face. This downwash results in a higher velocity gradient, which results in higher shear stress and, 
ultimately, higher surface drag. By preventing the occurrence of such structures, or by reducing 
the effect of the structures, it is conceivable that drag reduction is feasible in turbulent boundary 
layers. Typical flow conditions often yield structures that have sizes on the order of millimeters 
and lifetimes on the order of milliseconds. Any drag-reduction system designed to interact with 
these vortex pairs must have sensors and actuators of the same size and with similar operating 
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Fig. 14. I. Simplified (a) perspective and (b) side views of a counter-rotating vortex pair. In fluid mechanics, 
nomlalized length scales are often represented by k and depend on characteristics such as Reynolds number. 
In the UCLA wind tunnel, for example, b'pical lengths range from 8 to 30 mm. 
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fi'equencies. Therelbre, MEMS, whicll can be fabricated in the submiilimeter dimension, seems 
a logical solution for such a system. 

Passive boundary layer control has been the subject of numerous scientific works. Although 
passive control can be effective, the primary reason for studying passive, rather than active, con- 
trol is one of simplicity" it is far easier to construct passive elements and test them in a flow than 
it is to devise an active control system. 

One of the primary methods for passive control involves the use of small riblets on a 
surf'ace. 4-9 At the expense of' increasing the eff~ective surfhce area (or "wetted" area), the riblets 
are used primarily to prevent the streamwise vortices from bringing high momentum fluid down 
to the surfhce. These riblets are generally placed in a direction parallel to the flow and can have 
various cross sections, with the most popular one being a V-groove. In the case of the V-groove, 
it is thought that the high momentum fluid being brought down cannot penetrate into the grooves, 
provided the groove size is on the order of" the size of the vortices. If the integration of this lower 
shear stress over the larger wetted area is less than the integration of the standard shear stress over 
a flat plate, drag reduction is the result. In fact, drag reductions of" 8% I have been achieved in a 
laboratory environment. 

While passive drag reduction appears to be promising, it also has some drawbacks. Because 
the vortices occur randomly in space and time, any passive system with no sensors or feedback 
must necessarily be turned "on" at all times. As an example, riblets prevent high momentum fluid 
from being transferred down to the surf'ace when counter-rotating vortices pass over them. How- 
ever, riblets also result in a larger effective area over which drag can occur. The presence of rib- 
lets, then, actually increases drag when not reducing it. Also, should flow parameters, and hence 
the structure size, change, fixed-size riblets may not be effective. Such concerns lead one to con- 
sider an active control system. Two questions exist, then, about such a system: (I) how effective 
would such a system be and (2) what would be the requirements of the system? 

The question of effectiveness is partially answered by Choi, l° who has shown, through numer- 
ical simulation, the effectiveness of various methods of active control on the reduction of drag in 
turbulent boundary, layers. Some of the techniques described in that work show drag reductions 

5 7o of the sur- as large as 25%. Perhaps even more astonishing is the result from controlling only o~ 
thce, drag reductions of15% can still be obtained. This incredible result is a direct consequence 
of using an active control scheme to determine the locations where actuation would be most e f  
t~ctive and the subsequent control of the most significant structures. 

One important point must be noted about Choi's work. Because the work was nutnerical sim- 
ulation, file assumptions were that "sensors" could be placed anywhere in the flow, and actuation 
methods included the ability to exactly control all three velocity components (i.e., by blowing or 
suction at distinct locations). Most of these assumptions cannot be implemented experimentally. 
However, one practical set of simulations was done by placing sensors only at the wall. Regard- 
less of the methods of simulation, the important point is that the structures contributing to high 
shear stress can be controlled in an active manner with positive results. A conceptual drawing of 
an M 3 unit cell that would need to be used to experimentally validate Choi's results is shown in 
Figure 14.2. 

The idea of localizing the control becomes important because of the logistical nightmare that 
would result from folding all the data inputs into a single, centralized processing unit. In addition, 
localized control works because it probably isn't necessary for any decision-making unit to know 
what is happening globally in order to make localized decisions. An example can be seen in the 
human nervous system. When a person accidentally touches a hot object with his or her hand, it 
is not the brain that makes the decision to pull away. Local areas of the central nervous system 
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Fig. 14.2. Drawing that shows concept of a single sensor~actuator~electronic flow interaction unit. 

can "make the decision," known as a reflex, before the brain is even aware of the situation. This 
is an example where no other information about other parts of the body is needed before the pull- 
back decision is made. The time saved in not sending the information to the brain minimizes dam- 
age from occurring. 

The human nervous system is not the only example of an interesting nature-inspired solution 
to drag reduction. Much effort has been spent studying drag reduction in animals, l ' l n  palticular, 
many examples of viscous drag reduction have been found in marine animals. Some of these ex- 
amples involve the coverage of animal surfaces with various "slimes. ''12 Many fast-swimming 
sharks 13 utilize a passive drag reduction scheme with small riblets. Passive in this sense means 
that the riblets are no more than simple attachments to the scales of the shark. No movement or 
control scheme is involved (see Figure 14.3). 

Dolphins and porpoises have also been the focus of many drag reduction studies. In 1936, 
Gray 14 performed some simple observations and calculations that made him believe that the drag 
associated with the flow around a dolphin must be laminar, if not "better." He believed that the 

Fig. 14.3. Scanning electron microscopy (SEM) image of riblets on a fast-swimming shark. Typical riblet 
lengths are on the order of 50 ~tm. 
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flow could not be turbulent because the dolphins could not generate the power required to move 
through the water at the speeds he measured. Gray therefore postulated that dolphins have some 
means of converting turbulent flow to laminar flow for drag reduction. In later works, other re- 
searchers have speculated that this conversion may be the result of'compliant skins or perhaps 
even active control. Othersl 5-17 postulated that many of Gray's assumptions and measurement 
techniques were in error and that dolphins do not have any such means of reducing drag. To this 
day, no overwhelming evidence has been obtained that proves any group of researchers correct. 
It is difficttlt to obtain accurate experimental evidence, as the very act of observing can often af- 
fect the dolphins (e.g., the very presence of a boat may spook the dolphins into going under,rater, 
or the presence of a moving boat may generate wakes that affect the flow around the dolphins). 

As a final note, there is a possibility that MEMS-based drag reduction could be used on aircraft 
fbr turbulent shear stress reduction. Whether or not this happens, however, the fundamental 
knowledge obtained from building an M 3 system for controlling drag in the turbulent boundary 
layer has broad applications fbr numerous engineering and scientific challenges. The effort to re- 

duce drag in turbulent boundary layers requires the collaboration of engineers in many different 
fields. These fields include MEMS, which developed the shear stress imager and magnetic actu- 
ators; experimental fluid mechanics, which was responsible for making new measurements and 
determining actuator/flow interactions; control, which tested novel neural net algorithms; and 
VLSI electronics, which contributed several novel circuits. 

14.2 Shear Stress Imager 
A MEMS hot-film shear stress imager was developed for use in the drag-reduction system. The 
capability of this device for imaging surface shear stress distributions was demonstrated. The 
imager consists of multiple rows of vacuum-insulated shear stress sensors with a 300-~ml pitch. 
Each sensor consists of a polysilicon resistor sitting atop a vacuum-insulated cavity. Current is 
passed through the resistor, and as fluid flow cools the hot film, an anemometry circuit attempts 
to maintain a constant temperature. The heat loss to the flow, as measured by the circuitry, is 
related to the shear stress. The small spacing between the sensors allows the imager to detect sur- 
face flow patterns that could not be directly measured before. The high frequency response (30 
kHz) of the imager under constant temperature bias mode also allows it to be used in high Rey- 
nolds number turbulent flow studies. Measurements obtained by the imager in a fully developed 

I 18 0 turbulent flow agree well with the numerical and experimental results previousl5 published. -" 
Because there is not one set size for the vortex pairs in a turbulent flow, their dimensions are 

best described statistically. One thing that can be said, however, is that the statistical size of a 
drag-inducing vortex-pair streak decreases as the Reynolds number of the flow increases. For a 
ts'pical airflow of 15 m/s in our wind tunnel tests and a Reynolds number of about ! 04, the vortex 
streaks have a mean width of about 1 ram. The length of a typical vortex streak can be about 2 
cm, giving the streaks a 20:1 aspect ratio. The frequency of appearance of the streaks is 

3 approximately 100 Hz. The lifetime of the streaks is about 1 ms. 
Many methods can be used to measure the shear stress associated with these streaks. 21 One 

technique is the thermal method, which uses hot-film sensors to determine shear stress indirectly. 
This method has many advantages over other techniques, such as using a floating element, for 
real-time flow measurement and control. For example, it can achieve high sensitivity and high fre- 
quency response while keeping the sensor size small. Traditional hot-film sensors are electrically 
heated thin-metal film resistors on substrates. Since only heat convection responds to the shear 
stress change, it is desirable to minimize the conductive heat loss by thermally isolating the thin- 
film resistor from the substrate. By ensuring a maximum heat transfer through convection, 
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sensitivity is increased. In the past, the only way to reduce conductive heat loss was to use low 
thermal conductivity materials such as quartz for the substrate. Reasonably good sensitivity could 
be obtained only when such sensors were used to measure high thermal conductivity fluid such 
as water. However, they were not sensitive enough for the measurement in low thermal conduc- 
tivity fluids such as air. Moreover, the size of traditional hot-film sensors is typically in the mil- 
limeter range. 2~ This may be tolerable in measuring the mean shear stress value, but is definitely 
not acceptable in shear stress imaging with reasonable spatial resolution. 

Thanks to the development of surface micrornachining technology, we can optimize both the 
materials and the structure of the sensors for detecting turbulent structures. Figure 14.4 shows the 
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cross-sectional structure of a few micromachined shear stress sensor types. Type I features a 2- 
lain-deep vacuum cavity with a 0.25-1urn-thick polysilicon wire embedded in the nitride dia- 
phragm. The vacuum cavity is designed to thermally isolate the diaphragm from the substrate. 22 
Type II has a similar structure to that of type l, except that the polysilicon wire is lifted 4 lain above 
the diaphragm, thus achieving better thermal isolation. Type Ill is a conventional polysilicon 
bridge sitting on the solid substrate. 23 Type IV is basically a micromachined hot wire close to a 
wall, as has been previously reported. The wire is a few microns above the substrate surface and 
is in the linear velocity distribution region so that it measures the wall shear stress instead of ve- 
locity. 24 All fbur types of'sensors were fabricated on a single chip to ensure identical tt~ermal and 
electrical properties of the sensor materials. Figure 14.5 shows the calibration results of the four 
types in wind tunnel tests. The output changes are proportional to one-third the power of shear 
stress, which agrees with the heat transfer theory. 21 It is obvious that types I and II are the most 
sensitive sensors. Moreover, type I has a much simpler fabrication process than type II. Therelbre, 
type I was chosen as the building block of this generation of'shear stress imaging chips. These 
imaging chips will be described later. 

After the structure of a sensor is decided, the geometry of each layer of material within the sen- 
sor is optimized to give maximum sensitivity. Sensitivity is higher for thinner diaphragms and for 
larger aspect ratio polysilicon resistors (i. e., larger L/W, where L is the length and W fl~e width). 
However, the diaphragm cannot be too thin, or it would break during fabrication or operation. L 
is limited by the size of the whole device, which is at most 300 ~tm for the application in shear 
stress imaging. Therefore, L is chosen to be 150 lain. Because of directional sensitivity, the resistor 
should be straight. Therefore, the aspect ratio cannot be increased by using a serpentine structure. 
Also, Wis limited by the photolithography and etching technology. Therefore, given our fabrica- 
tion constraints, it is designed to be 3 ~am to ensure good unifbrmity across many devices. 

Figure 14.6(a) shows the photomicrograph of an individual type-I shear stress sensor, while 
Fig. 14.6(b) shows a picture of the 2.85 x 1.0 cm imaging chip. The chip is specifically designed 
for studies in turbulent flow with Reynolds numbers near 104. There are two identical sensor rows 
5 mm apart, parallel to the broad side of the chip. Additional test rows are also on the chip and are 
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Fig. 14.5. Wind tunnel calibrmion of sensors. 
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Fig. 14.6. (a) SEM image of individual sensor and (b) shear stress imaging chip. 

used for process testing. The distance between rows is chosen such that at least four data points 
can be taken from a vortex-pair streak in the streamwise direction. Each sensor row has 25 sensors 
with 300-ram pitch, which is already the minimum for this type of sensor. The row should give 
at least three data points from a vortex-pair streak in the spanwise direction and should be able to 
image more than one streak. The I cm spacing between the sensors and the left and right edges 
of the chip is necessary to avoid the upstream bonding wires from interfering with the down- 
stream sensors. 

The fabrication process flow of the shear stress imager, depicted in Fig. 14.7, is as follows. 
• Low-pressure chemical vapor deposition (LPCVD) is used to deposit 4000 A low-stress sili- 

con nitride (SixNy). 
• In patterned areas, the nitride is removed by plasma with a little over-etch to give a 

7000-8000 A cavity. 
° The wafer is then put in an oxidation fi~rnace to grow 1.7-~tm-thick oxide in the cavity. 
• After a short time etch in buffered hydrofluoric acid (BHF) to remove the oxidized nitride, 

4000 A of phosphosilicate glass (PSG) is deposited, patterned, and annealed to fonn the sac- 
rificial layer etching channel. 

• Next, 1.2 pm of LPCVD low-stress nitride is deposited as the diaphragm material. 
• Etching holes are opened to expose the end of the PSG etching channel, and a 49% [-iF etching 

is done to completely remove the PSG and thermal oxide underneath the diaphragm. 

(b 
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Fig. 14.7. Process flow for shear stress imager. 

• The cavity is then sealed by LPCVD low-temperature oxide (LTO) and nitride deposition at a 
vacuum of 200 mtom 

• The sealing materials on the diaphragm are removed by plasma and BHF etching to minimize 
the diaphragm thickness. 

• A 4000-A polysilicon layer is deposited, doped, annealed, and patterned to form the resistor 
on diaphragm. 

• Another 2000 A of low stress nitride is deposited to passivate the resistor. 
° After the opening of the contact hole, metallization is done, and the wafer is diced to 

2.85 x 1 cm chips. 
The package for the imaging chip is a fine-line PC board with a recess in the center so that the 

imaging chip can be flush mounted. The chip and the PC board are electrically connected by wire 
bonding. The traces on the PCB then run to the edges, where through-holes electrically connect 
the front to the back of the PCB. Then, electrical leads are soldered on the back side of the PCB, 
which is flush mounted ol1 a specially made plug that fits into the wall of the wind tunnel (Fig. 
14.8), with the sensor row perpendicular to the flow direction. 

The wind tunnel supplies a two-dimensional (2.[)) channel flow. The channel is 4.87 m long 
with a cross-sectional area of 60 x 2.5 cm. The walls of the channel are constructed of 2.5 cm 
thick Plexiglas and are supported by a steel frame. An axial blower powered by a dc source sup- 
plies the air flow in the channel. At the highest blower speed, the centerline velocity in the channel 
is about 25 m/s. Hot-wire velocity measurements at l 0 m/s indicate that the channel consists of a 
laminar entrance flow region that gradually transforms into a fully developed turbulent flow in 
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Fig. 14.8. Imaging chip packaging and experimental setup. 

the downstream two-thirds portion of the channel. All calibration and testing of the imaging chip 
is carried out in this turbulent region of the channel. 

In our experiments, the sensors are biased in constant temperature (CT) mode. Although the 
CT mode is more complicated than the constant current mode, it can achieve much higher fre- 
quency bandwidth, which is crucial in turbulence measurement. Therefore, arrays of CT circuits 
and gain stages have been made on PC boards using op-amps and discrete components (Fig. 14.9). 
The dc offset of the outputs can be adjusted individually, but the gain is fixed to 10. A computer- 
controlled data acquisition system is used to measure all the outputs simultaneously. 
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Fig. 14.9. CT biasing circuit, gain stage, and temperature compensation stage. 
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Before the sensors are used to measure the shear stress distribution, their dc outputs are cali- 
brated against known wall shear stress levels, which are calculated from the centerline velocity 

• 9 ¢ ;  
by using the following experimentally derived relationship,-- 

~ =  0.119Re 
U c 

-0.089 

-~w = ~!t"Z 

t w = 0.00427U c1822 

where Re is the Reynolds number, U c is the centerline velocity of the channel, u~ is the friction 
velocity, x w is the wall shear stress, and 9fis the density of air. 

Figure 14.10 shows the calibration results for 10 sensors in a row. Although each sensor has a 
different offset, the trend of all curves is almost the same. Polynomial fitting is performed on each 
curve to extract the fitting parameters for later use in real data processing• 
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Fig. 14.10• Calibration curves of 10 sensors in a row 

It is important to note that file dc outputs of the sensors are sensitive to the fluid temperature 
because the shear stress sensor is essentially a thermal sensor with a temperature coefficient of' 
resistance around 0.1%/°C. This dc drift can be compensated by measuring the sensor tempera- 
ture sensitivity and monitoring the fluid temperature change using a temperattlre sensor• Figure 
14.1l shows that an order of magnitude of improvement on the thermal stability has been 
achieved by the compensation circuit given in Fig. 14.9. The temperature sensor used for com- 
pensation is just another shear stress sensor operated at very low power such that the self-heating 
is negligible. 

To confirm that the sensors have enough bandwidth to pick up all the information in a turbu- 
lent flow investigation, the fi'equency response of a sensor in CT mode is measured using a 
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Fig. 14.1 I. Typical temperature sensitivities before and after temperature calibration. 

sinusoidal electrical testing signal v r Figure 14.12 shows that this bandwidth reaches 30 kHz, 
which is sufficient for the turbulent flow under study. The deviation between the experimental 
data and the fitted curve results because a real sensor has multiple thermal time constants. 

14.3 Shear Stress Measurements and Fluid/Actuator Interaction 
With the successful fabrication of  the shear stress sensor and shear stress sensor arrays, new fluid 
mechanical experiments could be run. First, individual sensor performance was validated in a tur- 
bulent flow using single-point measurements. Next, the array was used to image the vortices. In 
addition to imaging the vortices, the sensor arrays were used in conjunction with a neural net pro- 
cessor to determine the edges of  the vortices. Finally, experiments were conducted to determine 
the effect of  magnetic actuators (not described here but in Refs. 26 and 27) interacting with the 
flow. 
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Fig. 14.12. Frequency response of a CT sensor. Derivation of the theoretical curve is shown in Ret: 28. 
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14.3.1 Single-Point Surface Shear Stress Measurement 
For real-time shear stress imaging, the output voltage is san]pied at 10 kHz and converted to a 
shear stress signal based on the calibration performed previously. In order to establish the credi- 
bility of the imaging chip, the turbulence statistics calculated from the shear stress fluctuations 
recorded by a single shear stress sensor are compared to previously established results. Figure 
14.13 shows the comparison in terms of the normalized root-mean-square (rms) level, the skew- 
ness factor, and the flatness factor. 29 It is obvious that the cun'ent results agree very well with pre- 
vious results in all three areas. ]8-2° In addition, the cun'ent statistics appear to be independent of 
the Reynolds number, which is predicted by turbulence theozT. 
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Fig. 14.13. Turbulence statistics measured by a single micro shear-stress sensor. 

14.3.2 Distributed Measurement 
Next, the instantaneous turbulent shear stress distributions of the channel were recorded by using 
one of the sensor rows on the imaging chip. Figure 14.14 shows the contour plots of the instan- 
taneous shear stress distributions at two different centerline velocities. The white streaky struc- 
tures in the plots represent regions of high shear stress on the wall of the channel where the imag- 
ing chip is located. They are caused by the presence of near-wall streamwise vortices, which 
bring high momentum fluid fi'om the free stream to the wall. Because of the small-scale nature 
of these structures, previous experiments in turbulent boundary layers have only succeeded in 
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Fig. 14.14. Contour plots of the pseudo-2D shear stress distributions. Note high shear stress regions 
indicated by horizontal arrows. 

qualitatively demonstrating their existence without obtaining any quantitative infbrmation. This 
is the first time that the instantaneous shear stress levels associated with the near-wall structures 
are recorded. 

The contour plots in Fig. 14.14 indicate that the scales of the streaks are different at different 
centerline velocities. The streaks in the high-speed (20 m/s) case appear to be thinner and more 
densely packed than those in the low-speed (8 m/s) case. Similar phenomena have also been ob- 
served in previous experiments. The average streamwise length, the average spanwise scale, and 
the average spanwise spacing of the streaks at three different centerline velocities are estimated 
and shown in Fig. 14.15. The information shown is based on real-time movies generated from the 
contour plots similar to the ones in Fig. 14.14. Once again, the current results agree well with pre- 
vious studies. The average length of the current streaks falls within the upper and lower bounds 

18 2o of the established results. " The average spanwise scale and spacing of the current streaks are 
either on, or slightly higher than, the upper bound. 

14.3.3 Edge Detector for Identifying High Shear Stress Regions 
F'rom our experimental results, it appears that the high shear stress streaks are randomly distrib- 
uted. A real-time detection scheme is needed to properly identify the streaks among the back- 
ground fluctuations so that the downstream actuator can be activated. A neural network-based 
detection circuit (described subsequently) was developed for this purpose. In this circuit, the sig- 
nal output of a sensor is compared with that of its neighboring sensors through a filter-threshold 
combination. Whenever a sudden change is detected, the bounda=3~ of the high shear stress region 
is marked. This circuit has been used in col!junction with the imaging chip. A typical result is 
shown in Fig. 14.16. The light region in the control output of Fig. 14.16 (b) represents "positive" 
identification of high shear stress streaks. The good matching between the light region and the 
high shear stress area (light gray region) measured by the imaging chip indicates the effectiveness 
of the detection circuit. 



Shear Stress Measurements and Fluid/Actuator Interaction 567 

E 
o 

v 

69 

L_  

6o 

o 
t-- 
o33 
c 

._J 

12 

10 

8 

6 

4 

2 

i 

" 1 

1 

- \ 
% 

- % 

-- \ 

-- O q  

0 5 10 

. . . .  Upper bound 

• - - . . - - -  Lower bound 

0 ~  Present data 

% 
% 

0 "  

15 

U c (m/s) 

OD 

20 25 30 

(a) 

0.30 

E 
0.25 

t~ 

• 0.20 L _  

0 0.15 

e3 
o 
6o 0.10 
(D 
6o , _  

r-- 0.05 

Q. 
03 0 

I 

t 

\ 
\ 

0 

. . . . .  Upper bound 

Lower bound 

• Present data 

0 5 10 15 20 25 30 

Uc(m/s) 

(b) 

"" ° 6 1 -  -i E = = = = l l l l l l l t l l l  = J l l t i t l l l J J =  
v 

O3 
0.5 

6O 

"-- 0.4 0 

t-  
O 

0.3 

or) 

• -~ 0.2 

Q. 
O3 0 

\ 

\ 
% 

', @ 

Upper bound 

,,, Lower bound 

• Present data 

@ 

0 5 10 15 20 25 30 

Uc(m/s) 

(c) 

Fig. 14.15. Scales of the near-wall streaky structures at different Reynolds numbers. (a) Length of streaks, 
(b) spanwise scale of streaks, (c) spanwise spacing of streaks. (From Refs. 18 to 20.) 
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(a) (b) 

Fig. 14.16. Contours of (a) the instantaneous surface shear stress and (b) the output of the control circuits. 

14.3.4 Interaction between Micromachined Actuator and Streamwise 
Vortices 
To properly control the high shear stress streaks with microactuators, 26'27 an in-depth understand- 
ing of the interaction between tile actuators and the flow structures is required. Experiments have 
been carried out to investigate the interaction between a single high shear stress streak and a 
micromachined actuator. In this study, a 1.3-mm-thick vortex generator is used to generate a lon- 
gitudinal vortex pair in a laminar boundal), layer. The micromachined actuator used is a silicon 
(Si) flap with 30 turns of copper coil. Tile flap matches the physical size of the longitudinal vortex 
pair. Oscillation of the flap is achieved by the combination of an external permanent magnet and 
an ac coil current. The maximum deflection of the flap is about 30 deg, which corresponds to a 
height of 2 mm from the tip of tile actuator flap to the wall. The maximum oscillation frequency 
is about 100 Hz. The actuator is placed downstream from tile vortex generator, where the longi- 
tudinal vortex pair is generated. Experiments are carried out for different combinations of actuator 
frequency (co) and maximum tip height (d). For each combination, a two-component (streamwise 
and spanwise) hot-wire anemometer is used to measure the velocity distributions downstream 
from the actuator. From the velocity distributions, the vorticity and surface shear stress distribu- 
tions are calculated and phase averaged. 

The longitudinal vortices convect high-speed fluid to the wall, inducing a local high shear 
stress streak (Fig. ! 4.17) on the surface of the wall. As the actuator oscillates, it generates pertur- 
bations in the flow, which change the shear stress intensity of' the streak. As indicated by the en- 
semble-average result shown in Fig. 14.17, tile intensity of the streak decreases as the flap actua- 
tor deflects away from tile surface, reaching a minimum at the maximum actuator tip height 
(phase = ~). As the actuator moves back to the surface, the streak intensity reverses to its original 
level. To evaluate the net effect of the actuator oscillation on the shear stress distribution, the net 
shear stress coefficient, CD,V, is evaluated for different combinations ot'a~ and d and is shown in 
Fig. 14.18. CDN is a measure of whether the drag is higher or lower in the area behind an actuator 
and is defined as 

= I zuOu 
CDN = ~0 [CD(O)-CDI"G]dO and Co(O)- 0.5pU2 f_z, ~ 

where CD(0) is the coefficient of friction (a normalized skin friction drag) as a function of the 
angle (0) of the oscillating actuator, U is the velocity, and p is the density. CDVC; is the coefficient 
of friction in the area beyond the vortex generator. More specifically, the CDV o in the equation 
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is the time-invariant shear stress coefficient associated with the stationary high shear stress streak 
induced by the vortex generator. Defined this way, CDN indicates a shear stress increase, if posi- 
tive, and a drag decrease, if negative. As shown in Fig. 14.18, higher drag reduction is achieved 
at higher ~.o and higher d. in addition, similar shear stress reduction results if the product of o~ and 
d is constant. Since the product of ~o and d is a measurement of the transverse velocity of the ac- 
tuator flap, this result indicates that the amount of shear stress reduction is directly related to the 
transport of high-speed fluid away from the surface by the vertical motion actuator. 

14.4 Integration 
As shown in the preceding section, the results of sensor/flow and actuator/flow interaction are 
vet3; promising. The next step, then, is to integrate sensors, actuators, and electronics on the same 
substrate to form tile M 3 system. Toward this goal, all integrated M 3 chip was fabricated but has 
not yet been extensively tested. 3° There are many generic concerns in MEMS-electronics integra- 
tion that have been addressed in M 3 chip fabrication. Elements of this MEMS-electronics integra- 
tion eflbrt can be applied to other, more generic, integration efforts. 

The primary concern of all integration efforts revolves around the choice of when the MEMS 
processing steps are completed relative to tile integrated chip (IC) processing steps. There are 
three options: (1) an interweaved process, (2) electronics first, followed by MEMS, and 
(3) MEMS first, followed by electronics. Each option has its advantages and disadvantages. In 
short, the interweaved process is typically the best from a technical point of view, while the elec- 
tronics-first process is often the most practical process. The MEMS-first process is only attempted 
by very limited research groups and will not be discussed here. 

One assumption made while comparing these different options is that the MEMS designer 
does not have full and high-priority access to an IC-capable fabrication facility. This is a reason- 
able assumption for an academic environment where few laboratories even have basic MEMS ca- 
pabilities, let alone IC fabrication facilities. In the few U.S. institutions that do have complemen- 
tary metal oxide semiconductor (CMOS) capabilities (e.g., University of California, Berkeley, 
and Stanford), the electronics yield is usually unacceptably low compared with that of industry. 
The lack of a dedicated access to a fabrication line is not limited to academia. Even in a corpora- 
tion with large fabrication facilities, internal MEMS research facilities often are completely sep- 
arate fi'om vet3' large-scale integration (VLSI) lines, and MEMS researchers often are not allowed 
full access to such lines. If full access were available to MEMS researchers, the interweaved pro- 
cess would almost definitely be the choice, for reasons that will be discussed subsequently. 

From a device robustness point of view, the interweaved process is ideal. The order in which 
steps are completed reflects a process flow designed with optimum device performance in mind. 
]'his is in stark contrast to the other options, which often require steps that are not needed for the 
eventual devices (or electronics) per se, but rather are crucial for the overall survival of the pro- 
cess. For example, in an electronics-first process, during the MEMS processing, layers are often 
deposited, patterned, and later removed simply to protect the aluminum (AI) metallization on tile 
electronics portion of the wafer. In an interweaved process, the metallization steps could occur 
after any harsh MEMS processing steps have been completed. From this, it can be seen that the 
interweaved process also is usually the shortest process (both in time and in number of processing 
steps). General processing wisdom holds that the fewer the steps, the more robust the process. For 
commercial applications, fewer steps also reduce the cost significantly while increasing the yield. 

Extremely few IC facilities will allow preprocessed wafers to enter their fabrication lines 
because of fear of contamination, especially the fear of unknown (by VLS! standards) MEMS ma- 
terials. Therefore, finishing the IC processing first has one primary advantage: many choices of 
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IC foundries can provide wafer-level electronics. Ariel" the [bundry fabricates the IC electronics, 
the wafers are then subject to MEMS processing, which can be completed in a facility separate 
from the VLSI fabrication line. 

Often, the choice of which option to use for integration depends on metallization concerns. 
Typically, VLSI fabrication uses A1 metallization. A1 is considered a low-temperature material 
and cannot withstand processing temperatures above 450°C. Therefore, certain steps such as dif- 
fusion and oxidation cannot be attempted after A1 deposition. If' electronics, including metalliza- 
tion, is completed before MEMS processing, only low-temperature steps can be used to finish the 
process. Other considerations regarding metallization are (1) ideally, only one deposition/pattern/ 
etch step should be used for each metal layer and (2) fine line widths are often required fbr the 
electronics portion of the chip. These two concerns may imply that the intelligent approach is to 
complete all the metallization (for a given layer of metal) at one time and to do it at the VLSI fab- 
rication facility, where fine-line metal patterning and etching are well-characterized steps. There 
may exist some facilities that will take preprocessed wafers on a one-time basis. For these facili- 
ties, MEMS processing, up to but not including metallization, can be done befbre submitting the 
wafers to the fbundry. Complete CMOS processing is then completed, with the metallization con- 
necting both electronic and MEMS devices. 

Finally, although less interesting fi'om a research point of view, economic reasons can often 
dictate which option is chosen. When choosing an outside foundry as a vendor, the least expen- 
sive option involves requesting as standard a package as possible. This usually implies that, of the 
three above-mentioned options, the second (electronics first, followed by MEMS) option may be 
the most viable. Cost, however, is olten not the only economic concern. The idea of interweaving 
a process is often the most appealing option from a technological point of view. From a foundry's 
point of view, it is also the most costly option. While most foundries will not turn down business 
that requires standard technology, they do require financial justitication before attempting an ex- 
pensive custom run, which could divert their labor and resources from other high-volume 
projects. Foundries such as Standard Microsystems Corporation (SMC), which have dedicated 
MEMS-electronics fhbrication facilities, often also have long lines of corporate customers buying 
high volumes of devices. They often are not interested in low-volume applications (such as uni- 
versity research or small-company products). 

Therefore, small-volume applications are limited to pursuing the electronics first, fbllowed by 
the MEMS option. If high-temperature MEMS steps are required, it is possible to switch to an 
interweaved approach, where the electronics processing up to, but not including, metallization is 
completed at the VLSI foundry. Next come the MEMS steps, and the process is completed with 
metallization at the MEMS facility (or another tacility willing to take preprocessed wafers). This 
option requires the ability to dry-etch contact holes, to pattern fine lines, and to dry-etch A1 in the 
post-lC f~cility. This ability may or may not be a limitation. This is the option we chose to com- 
plete our first attempt at integration. A picture of a completed chip is shown in Fig. 14.19, and an 
abbreviated process flow is shown in Fig. 14.20. 

t4.5 Control 
A new adaptive controller based on a neural network was constructed and applied to our system 
for drag reduction. A simple control network is employed that directs blowing and suction at the 
surface, based only on the wall shear stresses in the spanwise direction. Such a network was 
shown to reduce the skin friction by as much as 20% in direct numerical simulations of a low- 
Reynolds-number turbulent channel flow. Also, a stable pattern was observed in the distribution 
of weights associated with the neural network. This allowed us to derive a simple control scheme 
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that produced the same amount of drag reduction. This simple control scheme generated optimum 
wall blowing and suction proportional to a local sum of the wall shear stress in the spanwise di- 
rection. The distribution of corresponding weights was simple and localized, thus making real im- 
plementation relatively easy. 

Although construction of a neural network generally requires no prior knowledge of the sys- 
tem, knowledge about the near-wall turbulence structures provides a guideline for the design of 
the network architecture. Initially, 0u/0y and 0w/0y (w is the velocity in the spanwise direction 
and is perpendicular to u, which is in the streamwise direction) at the wall at several instances of 
time were used as input data fields. The actuation at the wall was used for the output data of the 
network. Experimentally, we found that only Ow/Oy at the wall from the current instance of time 
was necessary for sufficient network performance. Because we wanted the output to be based 
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only on a local input area, we designed our network using shared weights. The network had a sin- 
gle set of weights (a template) that was convolved over the entire input space to generate output 
values; that is, we used the same set of weights tbr each data point, and the training involved it- 
erating over all data points. The template extracted spatially invariant correlations between input 
and output data. The size of the template was initially chosen to include information about a single 
streak and streamwise vortex, and then was varied to find an optimal size. 

We used a standard two-layer feed-fbn,card network with hyperbolic-tangent hidden units and 
a linear output unit (see Fig. 4.21). The functional form of'our final neural network was: 

N-1 
2 

")k = Wa tanh ~ W. 0--Ew -- l'I% -W,,, 1 s j < N~ and I s k ~ N Z (14.1) 

i _  N - I  

2 .j, k + li  

where the l~'s denote the weights, N is the total number of input weights, and the subscriptsj and 
k denote the numerical grid point at the wall in the streamwise and spanwise directions, respec- 
tively. N x and N z are the number of computational domain grid points in each direction. The sum- 

mation was done over the spanwise direction. Seven neighboring points (N = 7), as well as the 
point of interest, were included in the spanwise direction (corresponding to approximately 90 wall 
units with our numerical resolution). These points were found to provide enough information to 
adequately train and control the near-wall structures responsible for the high skin friction. Note 
that the blowing and suction are applied at each grid location according to the above equation as 
a numerical approximation of distributed blowing suction on the surface. A scaled conjugate gra- 

dient learning algorithm 31 was used to produce rapid training. For given pairs of v./k , ~ j k  ' 

the network was trained to minimize the sum of a weighted-squared error given 
, , I  des  "¢es ne t  )2 

byError 2 e " ~ (14.2) 

where v des is the desired output value and v net is the network output value given by Eq. (14.1). 
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Fig. 14.21. Neural network architecture. 
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The  w e i g h t s  we re  ini t ia l ized wi th  a set  o f  r a n d o m  n u m b e r s .  N o t e  that  the  en 'or  de f ined  in Eq.  

(I 4 .2)  e x p o n e n t i a l l y  e m p h a s i z e s  (p ropor t iona l  to X) large ac tua t ions .  This  er ror  s ca l ing  was  cho-  

sen  b a s e d  on the obse rva t ion  by Cho i  et al. ~o that  la rge  ac tua t ions  are m o r e  i m p o r t a n t  for drag  

reduc t ion .  Usua l ly ,  wi th in  100 t r a in ing  epochs ,  the  e r ror  r e a c h e d  its a s y m p t o t i c  l imit .  

The  c o m p u t e d  f low f ields for  a no -con t ro l  case  and a success fu l  con t ro l  case,  b a s e d  on a 7- 

po in t  w e i g h t e d  sum o f  Ow/0yl~v, 32 w e r e  e x a m i n e d  to inves t iga te  the  m e c h a n i s m  by  w h i c h  the  d rag  

r educ t ion  is ach ieved .  The  m o s t  sa l ien t  feature  o f  the  con t ro l l ed  case  was  that the  s t reng th  o f  the 

nea r -wa l l  s t r e a m w i s e  vor t ices  was  dras t ica l ly  r educed .  In Fig. 14.22, con tou r s  o f  s t r e a m w i s e  vor-  

t ici ty in a cross  p lane  are shown .  T h e  reduc t ion  o f  the s t rength  fur ther  subs tan t i a tes  the  no t ion  that  

a success fu l  suppres s ion  o f  the n e a r - w a l l  s t r e a m w i s e  vor t ices  leads  to a s ign i f i can t  r educ t ion  in 

drag.  N o t e  that  for the con t ro l l ed  case ,  the  wal l  ac tua t ions  were  app l i ed  at bo th  wal ls .  

T h e  p r o b a b i l i t y - d e n s i t y  func t ion  o f  the  w a l l - s h e a r  s tress in the s t r e a m w i s e  d i rec t ion  is s h o w n  

in Fig.  14.23. It is ev iden t  that  the  cont ro l  case  is ve ry  ef fec t ive  in s u p p r e s s i n g  large  t tuc tua t ions ,  
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Fig. 14.22. Contours of streamwise vorticity in a cross-flow plane. (a) No control. (b) control using seven 
fixed weights. The contour level increment is the same for (a) and (b). Negative contours are shown by 
chains of dots. 
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thus reducing the mean skin friction. Furthermore, the rms values of turbulent fluctuations in the 
wall region are also reduced, as shown in Fig. 14.24(a). The same trend was observed by Choi et 
al. to The rms vol~icity fluctuations are a/so significantly reduced, except for oJ x, very close to the 
wall. The increase for o~ x is caused by additional Ov/Oz due to the wall actuation. The rms fluctu- 
ations of co z at the wall, which are mainly due to Ou/Oy at the wall, are also decreased. This de- 
crease indicates that the control scheme led to a reduction in the mean shear and its variance at 
the wall by suppressing large fluctuations, as shown in Fig. 14.23. The reduction in the rms fluc- 
tuations in co x and my indicates that the control scheme indeed reduced the strength of the near- 
wall streamwise vortices and the wall-layer streaks. 

Figure 1.4.25 compares the distribution of wall actuation used in our control with that from 
Choi et aLlo v-control using the information at y+ = 10 for the same wall shear stress distribu- 
tion.The corresponding wall shear stress distribution is also shown in Fig. 14.25. The wall actua- 
tions indicate a strikingly similar distribution to each other, even though the wall actuation of our 
control is based only on the wall shear stress 0w/0y],.. Basically, our control scheme detects edges 
of locally high-shear stress regions by measuring the spanwise variation of 0w/0y, and applies 
appropriate wall actuation, as shown in Figs. 14.25(a) and 14.25(b). Since high-shear stress re- 
gions are usually elongated in the streamwise direction, only spanwise variation is necessary for 
detecting the edges. Since Ow/Oy is a direct measurement of streamwise vortices, it provides more 
appropriate information than Ou/Ov. This is consistent with our finding that Ou/Oy at several points 
in the spanwise direction is enough for good performance of control. 32 

14.6 Electronics 
Circuits process the signals from the sensors to find regions of high shear stress. This detection 
process uses infonnation about the spatial and temporal nature of the vortex-pair streaks. First, 
the long and narrow aspect ratio leads to building "column"-oriented templates for streak detec- 
tion. We organize the sensor outputs into thin feature detectors oriented in the direction of the air 
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Fig. 14.24. Root-mean-square l'lucttmtions normalized by the wall variables. Solid line, no control; dashed 
line, control with seven fixed weights. (a) Velocity fluctuations, (I)) vorticity tluctuations. 

flow. When several sensors in a column register either a larger or smaller output than their neigh- 
bors in a spanwise direction, this difference accumulates, if this accumulated difference exceeds 
a threshold, a vortex pair streak may be present in that column. The appropriate control action 
raises the associated actuator. 

Figure 14.26 shows a plot of the detection and control chip. The constant temperature output 
sensor signal feeds into a fulther stage of amplification. A buffer distributes the amplified signal 
to a nonlinear resistive network composed of horizontal resistor (HRES)circuits. 33 Sensor 
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Fig. 14.25. Contours of the wall actuation: (a) control using 0w/¢?Ylw with 7 fixed weights, (b) control using 
information at y+ = 10. Negative contours are shown by chains of dots. 
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Fig. 14.26. Layout of circuitry on IC. 

outputs in the same column and sensor outputs in adjacent columns use different spatial filtering 
constants. The different constants reinforce activity within a column and discourage activity be- 
tween adjacent columns. The filtered signals teed to a symmetric antibump circuit 34 The circuit' s 
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operation mimics that of a soft comparator with an adjustable dead zone. The function of the 
circuit is to indicate when a particular column has registered a large shear stress value, while the 
neighboring columns have not registered such a value. The output of the antibump circuit, a cur- 
rent, accumulates for a particular column and is compared to a threshold. If the accumulated value 
exceeds the threshold, the circuit triggers the actuator by turning on a pull-down transistor. 

We designed this system to reduce the fully turbulent drag in our experimental setup. We 
present the system with a fully turbulent airflow profile. Figure 4.27 graphs the single-colmnn 
response of the system. 
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Fig. 14.27. Graph of the output waveforms of one shear stress sensor and tile corresponding channel from 
tile detection/control chip. We record the data in a fully developed turbulent flow. (a) Shear stress sensor 
output, (b) control detection chip actuator control. 

14.7 Conclus ions 
The effort to reduce drag in turbulent boundm3, layers requires the collaboration of engineers in 
many different fields. The individual contributions within each field (MEMS, fluids, controls, and 
electronics) are novel, even as a stand-alone effort. When combined, such efforts can lead to tre- 
mendously exciting discoveries. Much work needs to be done in the future to obtain the desired 
drag reduction, but efforts to date have proved to be extremely promising and worthwhile. 
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15 
Analysis Tools and Architecture Issues for 
Distributed Satellite Systems 
G. B. Shaw,* G. Yashko, t R. Schwarz "~, D. Wickert,** and D. Hastings "H" 

15.1 Introduction 
The recent development of several new technologies has made file concept of a distributed satel- 
lite system feasible. The term "distributed satellite system" refers to the coordinated operation of 
many satellites to perfonn some specific function. This definition encompasses a wide range of 
possible applications in commercial, civilian, and military sectors. The advantages offered by 
such systems can mean improvements in performance, cost, and survivability compared with the 
traditional single-satellite deployments. 1"hese improvements make the implementation of these 
systems attractive and inevitable. The emphasis of this chapter is to highlight the important con- 
cepts and issues associated with distributed satellite systems and the implications for small satel- 
lite and microsatellite designs. 

15.1.1 Vision for the Future 
The development of low-cost, single-function satellites offers new horizons for space applica- 
tions when several satellites operate cooperatively. The vision of what can be achieved from 
space is no longer bound by what awl individual satellite can accomplish. Rather, the functionality 
is spread over a number of cooperating satellites. This functionality greatly expands tile utility of 
small satellites and microsatellites, allowing them to be used for a much wider range of missions. 
Further, these distributed satellite systems allow the possibility of selective upgrading as new 
capabilities become available in satellite technology. In the next 10-20 years, the commercial 
world will see the development of four types of space-based systems that will be available to both 
friendly and unfriendly nations, corporations, and individuals owl a worldwide basis. 
• Global positioning and navigation services. While the DOD already has the Global Position- 

ing System (GPS), other countries are developing equivalent systems or augmenting the exist- 
ing ones. Similar capabilities will be available through the development of personal 
communication systems. They will enable navigation with an accuracy of less than 1 m. 

• Global communication services. Several systems are already in production, such as Iridium, 
Globalstar, and ICO. These systems will provide universal communications services between 
mobile individuals to almost anyplace on the surface of the Earth. These systems will work 
transparently with local cellular systems and will enable rapid telecommunications develop- 
ment in underdeveloped parts of the world. 

• Information transfer services. These services will enable data transfer between any two 
points on the surface of the Earth at rates ranging fi'om a few bits per second for paging, to 
mega and gigabits per second for multimedia applications. Proposed systems include Orb- 
comm, Spaceway, Cyberstar, Astrolink, and Teledesic. Individual users will be able to access 

*Space Systems Laboratory, Massachusetts Institute of Technology, Cambridge, Massachusetts (MIT) 
tSpace Systems LaboratotT, MIT 
~Space Systems, Loral Space and Communications 
**U.S. Air Force 
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large amounts of data on demand. DirectTV from broadcast satellites is a harbinger of what 
will be possible. 

• Global reconnaissance services. These services will provide commercial users with multi- 
spectral data on almost any point on the surface of the Earth with meter-scale resolution. Data 
will span the range from the radio frequencies (RF) to the infrared (IR) through the visible into 
the ultraviolet (UV). The data will be available within hours of a viewing opportunity and ap- 
proximately a day t?om the time of a request. Proposed systems include improvements to the 
French SPOT, as well as Orbimage, World View, Earthwatch, and various types of radar 
satellites. 
Each of these four systems will be part of the global infosphere. Persons wishing to use this 

infbsphere will be able to locate themselves on any point on the Earth, communicate both by voice 
and computer to other points on the Earth, and have a good picture of the local environment. Both 
the services and the technologies that enable them will be commercially available all over the 
world. Given the enormous magnitude of the commercial market, military and NASA communi- 
cations will have to be fully integrated with, and technologically dependent on, the exploding 
market-driven communications technologies. There are opporttmities fbr cooperation between 
the DOD, civil, and commercial ventures. The distributed sensors required for many defense 
applications are sufficiently small to be added to most or all new or replacement satellites of com- 
mercial constellations. This possibility opens avenues for multiplying defense capability and 
bandwidth at low incremental cost. Continued U.S. leadership in space systems will require 
understanding what can be achieved with distributed satellite systems and using this paradigm 
shift. The paradigm shift that is currently starting in the space arena is analogous to what has hap- 
pened in the scientific computing market. This market started with large mainframe computers 
and then moved to powerful workstations because more functionality was provided t'or the 
money. The market is now moving to distributed sets of workstations to handle larger problems 
than cannot be attacked by single workstations. The same reasoning is resulting in the move to 
distributed satellite systems. 

15.1.2 Level of Distribution 
A distributed satellite system can have two different definitions: 
• A system of  many satellites that are distributed in space to satisfy a global (nonlocal)  

demand.  Broad coverage requirements necessitate separation of resources. At any time, the 
system supports only singlefold coverage of a target region. The local demand of each region 
is served by the single satellite in view. Here, the term "distribution" refers to the fact that the 
system is made up of many satellites that work together to satist~y a global demand. 

• A system of satellites that gives multifold coverage of target regions. The system therefbre 
has more satellites than the minimum necessary to satisfy coverage requirements. A subset of 
satellites that are instantaneously in view of a common target can be grouped as a cluster. The 
satellites in the cluster operate together to satisfy the local demand. Note that the cluster may 
be tbrmed by a group of formation-flying satellites or alternatively ti'om a subset of satellites 
that are just passing close to each other. The cluster size and orientation may change in time, 
as a result of orbital dynamics. In any case, the number of satellites in the cluster is bounded 
by the level of multifold coverage. In this context, "distribution" refers to the fact that several 
satellites work together to satisfy a local demand. The entire system satisfies the global 
demand. 
The most important characteristic of all distributed systems, common to both of the above 

concepts, is that more than one satellite is used to satisfy the global demand. This is the basic 
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distinction between a distributed system and a single-satellite deployment. Within the classifica- 
tion of a distributed system, the main difference between the two concepts described above lies 
in the way that the local demand is served. Specifically, the distinction is the number of satellites 
used to satisfy this local demand. '1'he set of satellites that are used to serve the local demand is 
defined as a cluster. The cluster size, defined as the number of satellites making up the cluster, is 
therefore a valid measure of the level of distribution. The lowest level of distribution, with a clus- 
ter size of one, corresponds to the first meaning of distribution described above. Larger cluster 
sizes co~vespond to higher levels of distribution. 

15.1.3 Applications and Generalization to Information Transfer Systems 
There are numerous possible applications fbr distributed satellite systems within the military, 
civil, and commercial sectors. Some applications are distributed implementations of traditional 
single-satellite deployments, and some represent new capabilities that would be otherwise impos- 
sible to achieve. Although it is unlikely that distributed systems are suitable fbr all applications, 
there are many missions for which small sensors on many satellites scale very well and give cost- 
effective solutions. 

All current and envisioned satellite applications involve providing some kind of service in 
communications, sensing, or navigation. The common thread linking these applications is that the 
satellite system must essentially perfbrm the task of collection and dissemination of information. 
Data that contain pertinent information are gathered by the satellite, either from other components 
of the system (on the ground, in the air, or in space) or fi'om the environment (local or remote). 
Some interpretation of the data may be perfbrmed, and the satellite then disseminates the infor- 
mation to other system components. The generalization made is that all satellite systems are basi- 
cally information transfer systems, and that ensuring information flow through the system is the 
overall mission objective. This objective is easily understood for communication and remote- 
sensing systems. Perhaps more surprising is that navigation systems such as GPS are also infor- 
mation disseminators. The GPS control segment uploads the satellites with infonnation. The sat- 
ellites use this information to construct a signal that is retransmitted to the ground. Users of GPS 
can use the information in the received s'~nal-including~o not only the navigation message con- 
tained therein but also the phase of the signal itself-to determine a navigation solution. As with 
communications and remote sensing, the performance of the system relies on the flow of in[br- 
mation through the satellite network. 

The format and routing of the information being transfened may be different for different 
applications, but it is always subject to the same rules of information theory. This common thread 
linking all systems (navigation, surveillance, communications, and imaging) establishes a context 
for a generalized analysis, and is particularly useful in the study of distributed systems. In distrib- 
uting the functionality of a system among separate satellites, the system is essentially being trans- 
formed into a modular information-processing network. The satellites make up individual mod- 
ules of the system, each with well-defined interlaces (inputs and outputs) and a finite set of 
actions. Such systems are analogous to the distributed inter- and intranet computing networks, 
and as such, are subject to similar mathematics. Distributed computing is a rapidly developing 
field, and a great deal of work has been done to formalize the analyses. 1'2 Much of this ground- 
work can be adopted for distributed satellite systems, leading to significant insight about the 
likely performance and problems associated with these systems. 

The remainder of this chapter addresses the fundamental issues related to the use of distributed 
architectures for space applications. The reasons supporting their implementation are first intro- 
duced and explained. This explanation is followed by a discussion of the factors that must be 
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considered in the design of distributed architectures. Finally, an analysis methodology is pre- 
sented for quantifying the cost, capability, and adaptability of distributed satellite systems com- 
pared to single-satellite deployments. This last section represents work in progress, and is part of 
a large study of distributed satellite systems cun'ently being undertaken at MIT. 3 Throughout the 
chapter, simple examples are used to demonstrate important concepts. At the end of Sec. 15.4, an 
example is constructed to show how to apply the new analysis methodology, unifying many of 
the issues discussed (see Example 10). 

15.2 To Distribute or not to Distribute? 
There arc many reasons why a distributed architecture is well suited to some space applications. 
Unfortunately, the arguments for or against distribution arc fraught with subjectivity and firmly 
entrenched opinions. It currently seems that most of the satellite design houses in the country are 
internally split between the proponents and opponents of distribution. Each camp supports one 
side of the debate vehemently and can find a seemingly endless stream of supporting arguments 
to back their claims. The "radicals" claim that the development of large constellations of small 
satellites leads to economies of scale in manufacture and launch, reducing the initial operating 
costs. They also maintain that the system becomes inherently more survivable due to the built-in 
redundancy. Conversely, the "traditionalists" debunk these arguments, reminding everyone that 
you can't escape the need for power and aperture on orbit, and that building even 100 satellites 
does not imply significant bulk-manufacturing savings. They assert that the lifetime operating 
costs for large constellations will far outweigh the savings incurred during construction and 
launch. 

In fact, most of the statements made by both sides are true, but only when taken in context. 
Clearly, a distributed architecture is not the panacea for all space applications. It is tempting to 
get carried away with the wave of support that the proponents of distributed systems currently 
enjoy. Care must be taken to temper this enthusiasm. Also best avoided is the naive, but common- 
place, application of largely irrelevant metaphors supporting the adoption of distributed systems; 
the unerring truth that ants achieve remarkable success as a collective is really not an issue in sat- 
ellite system engineering! 

This section is intended to summarize the real reasons supporting the use of distributed satel- 
lite systems, and should hint toward the type of applications for which they are best suited. The 
short list given here is probably not complete; there are likely many other reasons that support or 
oppose the use of a distributed architecture for some particular application. Rather, this section is 
meant to highlight the most important and fundamental factors that are both relevant to this debate 
and play a common role in system architecture studies. 

In order for a distributed architecture to make sense, it must offer either reduced cost or 
improved performance compared with traditional single deployments. This rationale is of course 
conditional upon the perception of how performance is measured. Before proceeding to the rea- 
sons supporting distribution, some discussion of measurable performance is therefore necessary. 

As described in the opening section of this chapter, all envisioned applications for small sat- 
ellite systems involve some kind of information collection and dissemination. This process 
always requires the detection of information-bearing signals in the presence of noise and interfer- 
ence. In most cases, this information is in the tbrm of a digital data stream.* The instantaneous 
performance of digital data transfer systems can be characterized by four important parameters 

Even those systems fealuring analog detection, such as optical imaging, ahnost always feature 
analog-digital conversion before transmission to the end user. 
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relating to the detection process: signal isolation, information rate, information integrity, and 
information availability. 
• Signal isolation measures the system's ability in isolating (in signal space) different informa- 

tion signals that originate at different sources. Multiple access schemes for communication 
systems are methods of signal isolation. Analogously, file resolution of an imaging system 
allows isolation of the signals from adjacent pixeis. The system must be able to sufficiently 
isolate and identify each of the signals within the demand space. 

° Information rate is a measure of the rate at which infbrmation symbols are transferred 
through the system. This parameter is most thmiliarly associated with the data rate tbr com- 
munication systems. The pixel sampling rate is the corresponding parameter for imaging sys- 
tems. The system must sample infbrmation symbols at a rate that matches the characteristic 
bandwidth of the source. For instance, a high-speed cruise missile must be tracked with a high 
sampling rate. 

° Information integrity measures the error performance of the system. The integrity is most 
commonly represented by the probability of making an error in the interpretation of a signal 
based on noisy observations. For communications, the integrity is measured by the bit error 
rate; for a search radar system, the integrity is measured by the false alarm rate. 

• Information availability measures the instantaneous probability that infomlation is being 
transferred between the con'ect origin-destination pairs at the correct rate and with the desired 
integrity. Note that this is a functional definition; the availability is the probability that the sys- 
tem can perform specific functions. In this way, the availability is more than a statement about 
component reliabilities. A failure-fi'ee system will have a low availability if it cannot satisfy 
the requirements on isolation, rate, and integrity. A loss of availability can arise from compo- 
nent failures, from signal attenuation due to rain or clouds, or simply from random ttuctuations 
in performance. Availability is also related to coverage. A system that cannot support contin- 
uous coverage of a region will have a low availability for real-time applications. 

The four parameters of signal isolation, information rate, information integrity, and informa- 
tion availability characterize the performance of a satellite system. A system architecture that 
offers improvements in any of these parameters should be given serious consideration during the 
system design. 

The system cost is the total resource expenditure required to build, launch, and operate the sat- 
ellite system over the expected lifetime of the system. This cost includes the baseline cost of 
developing, constructing, launching, and operating the components of the system, and also the 
expected costs of failure. These expected costs arise from the finite probability, of failures occur- 
ring that could compromise the mission. Should such failures occur, economic resources must be 
expended to compensate for the failures. 

All of the reasons supporting the use of distribution therefore relate in some way to improving 
the performance characteristics or to reducing the baseline or failure compensation costs. The fol- 
lowing subsections detail these reasons. A later section takes this process one step further by 
introducing quantitative metrics based on measurable performance and cost, allowing compara- 
tive analysis between many different system architectures. Only in this way, by quantitative anal- 
ysis, can the question "to distribute or not to distribute" be fairly answered. 

15.2.1 Signal  Isolat ion I m p r o v e m e n t s  
A system's ability to isolate and identify signals fi'om different sources within the field of view 
(FOV) is a critical mission driver for many applications. Obviously, a system cannot satisfactorily 
transfer intbrmation between specific origin-destination pairs unless the individual sources and 
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sinks can be identified. The various methods used to isolate the different signals are termed "mul- 
tiple access schemes." For communication systems, common multiple access schemes separate 
the signals in frequency (frequency division multiple access [FDMA]), time (time division mul- 
tiple access [TDMA]), or signal space (coded division lnultiple access [CDMA]). Also, individual 
spot beams can be used to access multiple sources that are spatially separated. 

The same techniques can be applied to radar systems. Doppler frequency shifts are used for 
identification of the target velocity and clutter rejection, and time gating is used for target ranging. 
Scanning a small radar beam over a large area allows separate targets to be isolated in space to 
within a beamwidth. 

For imaging and remote-sensing systems, the same principles apply. Different sources can be 
identified if they are detected in different frequency bands, or if they are sampled at times that 
match the source characteristics. Spatially separated sources can be isolated using a high-resolu- 
tion detector. An aperture can distinguish between sources that are separated by a distance no less 
than the resolution of the aperture. Note the one-to-one correspondence between: 
• The resolution of an optic and the beamwidth of an antenna or a radar 
• The frequency of radiation from a remote-sensing pixel, the carrier fi-equency of a communi- 

cation signal, and the Doppler shifts of a radar signal 

Distribution can be beneficial for signal isolation for the following reason. By separating 
resources spatially over a large area, the geometry of the signal collection is different for each 
detector. This geometry can assist in the separation of the different signals due to FOV changes, 
different times of flight, or different t'requency or phase of the received signals. Larger spatial sep- 
aration of the apertures means that the phase difference between signals arriving at different 
detectors is increased, further separating the signals in signal-space. This reasoning is demon- 
strated in Ex. I. 

Example 1. Isolation Improvements: Spacecraft Arrays 
The advent of economical, last integrated-circuit technology has recently surpassed the 
previously restrictive data-processing requirements of forming large sparse, synthetic 
apertures in space. Many people have now started to claim that use of this technology 
offers potential benefits by reducing the mass and cost of remote-sensing systems for 
high-resolution imaging. 

The angular resolution of any aperture scales with the overall aperture dimension, 
expressed in wavelengths: 

0,.-- t~ 

where D is the size of the aperture. 
An an'ay is an aperture excited only at discrete points or localized areas. The an'ay 

consists of small radiators or collectors called elements. An array with regularly spaced 
elements is called a periodic array. To avoid grating lobes in the far-field radiation pat- 
tern, the elemental spacing of a periodic array should be less than one-half of the wave- 
length. An interferometer is the most basic form of a thinned array. In an interferometer, 
only two elements are used, with meast~rements taken at differing separations to fill out 
the sparse aperture sampling. 

A random an'ay is a thinned array with random positions of the array elements. The 
spacing of the elements is usually much larger than one-half of the wavelength, leading 



To Distribute or not to Distribute? 587 

to fewer elements for a given overall apei~ure dimension. Grating lobes are avoided 
because there are no periodicities in the elemental locations. 

The concept of the spacecraft array involves forming a large, thinned aperture fi'om 
a set of satellites, with each satellite acting as a single radiator element. Since the spac- 
ing between satellites is ve~2¢ much greater than characteristic wavelengths, grating 
lobes can be avoided only by positioning the satellites randomly. 

The signal-to-noise ratio (SNR) behavior of sparse arrays is identical to a filled aper- 
ture of the same physical area. That is, a sparse an'ay of N elements, each of area A, will 
achieve the same SNR as a filled aperture of area NA. This of course makes sense, since 
the same amount of energy is collected over the same physical aperture in both cases. 
However, the resolution of sparse arrays can be very much larger than that of an equiv- 
alent filled apel~ure. This resolution arises from the enlarged overall aperture dimen- 
sion that results from splitting and separating the aperture into elements. 

Consider an imaging system capable of 1-m resolution at a wavelength of 0.5 ~m 
(green visible). A geostationary satellite would require diffi'action-limited optics 18 m 
across. Similar resolution for lower frequencies (e.g., X-band) requires even greater 
aperture sizes. This requirement is clearly impractical for filled aperture systems. A 
filled aperture must be supported over its entire extent, leading to heavy structures. 
Even if mass can be kept low through the use of advanced materials, impressive deploy- 
ment techniques would be required to stow such an antenna within the launch shroud. 
The question arises as to how big a filled aperture can be built and launched. 

Clearly, a sparse apel~ure can be made very large indeed. The only requirement is 
that the current paths connecting elements be of the same optical length. Widely sep- 
arated elements connected through light "tethers" or "booms" could easily extend over 
length scales of 10 to 100 m. For even larger aperture sizes, a sparse array of separated 
spacecraft allows resolutions in the submilliarcsecond range. 

15.2.2 In fo rmat ion  Rate  I m p r o v e m e n t s  
[:or many applications, the requirements for a high information rate drives the designer toward 
very large apertures and high-power payloads. The probability of correctly detecting information 
symbols in the presence of noise is a function of the energy in each information symbol. Collect- 
ing or transmitting symbols at a high rate therefore requires high-power signals. This requirement, 
in turn, leads to high-power transmitters or large apertures (to collect more power or to concen- 
trate the power radiated). As an example, consider the HS-601 GeoMobile satellites built by 
Hughes Space and Communications to provide mobile telecommunications services. To commu- 
nicate with file handheld subscriber units, these satellites need an antenna 12.25 m in.diameter, 
and payload power of 7 kW. 4 Although such eno~vnous payloads can be accommodated on large 
satellites like the HS-601, they are clearly infeasible for small-satellite designs. Thus, the range 
of applications for which small satellites can be used is limited in singular deployments. 

There are some applications for which even the largest, highest-power satellite buses available 
today are too small. For instance, the U.S. Air Force recently laid out performance requirements 
for a space-based radar system to replace the aging Airborne Warning and Control System 
(AWACS) aircraft. The Space and Missile Center (SMC) undertook a "quick-look" study in 
response to these requirements, and was forced toward designs featuring truly massive satellites, 
beyond the capabilities of today's technology (30 kW of RF power and 12,300 m 2 of aperture). 5 

The solution to these requirements for high infonnation rates and massive satellites lies in mul- 
tiplying the capabilities of several smaller satellites, such that their combined operation satisfies 
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the overall mission requirements. This solution can be achieved by division of the top-level task 
into smaller, more manageable tasks that can be allocated among the elemental components of the 
distributed architecture. Example 2 illustrates this solution. 

Example 2. Rate Improvements: A Distributed Space.Based Radar 

The driving mission requirement for a space-based search radar is to detect targets 
quickly enough to allow a defensive response to be taken. A mean time to detection of 
l0 s is considered reasonable. 5 Using conventional monolithic designs, this requirement 
leads to very large power-apeIlure products. The resulting singular-deployment satellite 
system would be prohibitively expensive (and probably infeasible) to build and launch. 

A distributed version of the space-based radar satisfies the mean-time-to-detection 
requirement using a group of small satellites working in collaboration. Several satellites 
search the same area independently, each with a mean detection time that is actually 
longer than l0 s. The detection rate from a single satellite is therefore insufficient to sat- 
isfy the overall detection rate requirement. However, the cumulative detection rate of 
the whole group is the sum of the rates fi'om each satellite: 

System Detection Rate, R~ = ~ R,~,,t t 
s e t s  

where Rsa ~ is the detection rate for each satellite. The overall mean time to detection is 
then the reciprocal of the system detection rate R s. The combined performance from 
several lower-performance components can therefore satisfy the desired mean-time-to- 
detection requirement for the system. Through subdivision of the task, distribution 
reduces the requirements of each individual component. 

15.2.3 Information Integrity Improvements  
The en'or performance of data collection and transfer systems is a critical issue in their design and 
operation. 6 Generally, the probability of erroneously interpreting an information signal depends 
on the decision rule used to distinguish between data symbols. The detector uses an observation 
Yk of the signal plus noise to make a decision about each infornlation bit X k. Since each X k has a 
finite number of possible values, the detector must make a decision from a finite number of alter- 
natives. An error can occur if noise or interference degrades the information signal in such a way 
that an incorrect decision is made about the observation. These errors can be as benign as a single 
bit error in a communication message, or as consequential as a false alarm for an early warning 
radar system. 

The probability of error for a single measurement is the likelihood that the interfering noise 
power exceeds some threshold, equal to the difference between infonnation data values. Con- 
sider, for example, the simplest case of an amplitude-modulated binary communication channel 
(binary power amplitude modulation [PAM]). The two data values {0,1 } are represented by two 
different power levels of the passband carrier wave. The separation between these power levels 
is d watts. If the noise component of the signal has a power level greater than d watts, a data sym- 
bol [0} can appear in the observation as a { l }, or vice versa. The probability of an error of a single 
bit is then the probability that the noise power is greater than the separation between data symbols. 
For additive Gaussian noise, this probability reduces to an exponential function of the SNR. The 
interfering noise can arise fi'om several sources: 

• Thermal noise fi'om resistive heating of electrical components in the receiver 
• Noisy radiation sources in the FOV ot'the instrument 
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• Jamming fi'om unfriendly systems 
• Interaction with the transmission medium (rain, bulk scatterers) 
• Background clutter 

The random statistics of these noise sources is the basic reason supporting the use of distribu- 
tion to improve the error pertbrmance. If several instruments are used to measure the same signal, 
the total signal power collected increases linearly with the number of detectors. However, the 
noise sources, being characteristically represented as independent random distributions, are inco- 
herent between detectors. The compound effect of the noise collected or introduced at each detec- 
tor is therefore partially canceled. Essentially, this partial cancellation is a direct result of the 
assumption of independence between the different samples of the noise signals. This partial can- 
cellation is especially true ofen'ors arising from instrumental sources of interference. The thermal 
receiver noise is obviously incoherent between different detectors. The interference from noisy 
radiating bodies in the FOV of one satellite may not be an issue tbr a second satellite, due to the 
differing viewing angle of the scene. Jamming interference is also satellite specific; an enemy can 
easily disrupt a single satellite but would struggle to jam an entire group of satellites that may be 
spatially separated. 

Therefore, errors made in the interpretation of signals are likely isolated to specific detectors 
or satellites. In this way, the overall integrity of the compounded information fi'om several instru- 
ments is improved. This improvement is simply a consequence of eliminating instrumental errors 
through averaging. Multiple measurements also allow voting algorithms to be implemented, fur- 
ther reducing the probabilit3' of erroneous interpretation. 

15.2.4 Informat ion Avai labi l i ty  I m p r o v e m e n t s  
If carefully designed, a distributed architecture can often lead to improved perfbrmance of the sat- 
ellite system by :increasing the availability of system operations. A system is termed unavailable 
if it cannot collect and disseminate infbrmation between known and identified source/sink pairs 
at the required rate and integrity. Losses of availability can result fi'on~ component -failures, from 
signal attenuation due to blockage or weather, or from random performance fluctuations. Since 
most systems have to transfi~r information between locations distributed throughout the entire 
coverage area, a loss of availability can also be attributed to poor coverage statistics, and call be 
limited to isolated locations. For example, defense reconnaissance satellites may have to image 
scenes over two or more continents, relaying the data to multiple downlink stations across the 
world. There will be times during the orbits of these satellites when they are not passing over 
important targets. The system is unavailable at these times since images of the targets cannot be 
recorded. The revisit time of the satellites effectively specifies the availability built into the sys- 
tem. Of course, very high availabilities can only be achieved by constellations giving continuous 
coverage over the target regions. The availability of a system is related to the variance of the sup- 
portable rate and integrity, and as such, is sensitive to worst-case scenarios. Since a loss of avail- 
ability represents an inoperational state, any measures that can be taken to improve the availabil- 
ity of a system are desirable. There are several methods by which distributed architectures can 
lead to increased availability through reductions in the variance of performance. These reductions 
can lead to the fbllowing improvements: 
• Improve coverage of the demand 
• Reduce impact of component failures 

The methods by which distribution can lead to these improvements are described in detail in 
the following sections. 
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15.2.4.1 Matching a Distributed Demand 

Some applications require the reception of signals at many different locations. Such applications 
are characterized as having a distributed demand. A worldwide communications consumer base, 
or sampling locations for a global mapping of the geomagnetic field, are examples of a distributed 
demand. The architectural options for these applications are to place sensors everywhere there is 
a demand, to have a single sensor that maneuvers to the demand locations, or to adopt some strat- 
egy somewhere in between these extremes. The trade-offhere is between the cost of additional 
hardware resources and the cost of additional expendables, such as fuel and time. A system with 
a few satellites that can maneuver to different sampling locations (either by thrusting or by utiliz- 
ing orbital mechanics) requires less dry mass on orbit, possibly leading to lower costs. However, 
the additional cost of fuel, or the opportunity, cost associated with the loss of availability due to 
sequential sampling, may sway the balance in the other direction. A question presents itself: how 
should spacecraft resources be distributed to best match a distributed demand? The answer to this 
question is, unfortunately, neither simple nor general. The best option for one application may be 
unsuitable for another. There are, however, some general trends. 

Clearly, a distributed architecture is the only option for applications requiring simultaneous 
sampling at all demand locations. This is equivalent to a continuous coverage requirement. Con- 
sider, for example, a global mobile communication system. A single satellite cannot serve the 
entire globe, forcing the designer toward a constellation of satellites that can guarantee continuous 
coverage. 

Some applications involve a coupling between measurements at different sample locations, 
especially during processing of the infonnation. An example of this coupling is the combining of 
signals collected by the apertures of an interferometer ..... an essential operation in the construction 
of an image. This sharing of information necessitates interthces bem'een the satellites of the sys- 
tem. These interfaces are expensive and add complexity. Furthermore, the transmission of infor- 
mation between satellites requires energy expenditure. Electrical energy, like propellant, is a 
valuable expendable resource. In some cases, the energy cost of data transmission between satel- 
lites can be more expensive than the equivalent filel expense of maneuvering. This is especially 
true for satellite systems relying on nonrenewable energy sources (e.g., batteries, fuel cells). For 
these applications, if sequential sampling can be tolerated, the savings in hardware from having 
fewer satellites can offset the opportunity costs associated with losses of availability. 

Some tasks involve no coupling between the different sampling locations, in these tasks, the 
processing of signals at the different locations can be performed independently. Separate, inde- 
pendent sensors can satisfy the demand without the sensors having to interface among them- 
selves. Without any of the energy costs or complexity of intersatellite links, a very distributed 
architecture may be favorable for these applications ........ the improvements in availability outweigh- 
ing costs of extra on-orbit hardware. 

Example 3. Matching a Distributed Demand: The Separated Spacecraft 
Interferometer 
Optical interferometers collect light at widely separated apertures and direct this light 
to a central combining location, where the two light beams are interl~red. Fringes pro- 
duced by the interference provide magnitude and phase intbrmation from which a syn- 
thesized image can be generated. Space-based optical interferometers can be imple- 
mented as single spacecraft, featuring collecting apertures separated by tens of meters, 
or as separated spacecraft, where baselines of hundreds or thousands of meters enable 
measurement with submiiliarcsecond angular resolution. 
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The collector spacecraft sample the distant starlight at several different baselines 
(separation and orientation) in order to construct the image. The locations of the sam- 
pling points define a distributed demand. Clearly then, a possible modification to the 
basic configuration that could offer improved availability is a system with an increased 
number of collectors. By distributing the collectors at the desired sampling locations, 
many different baselines can be made fi'om the numerous combinations of collector 
pairs. In this way, many baselines call be measured simultaneously (or at least without 
additional maneuvers), and the image can be filled out more quickly. 

There is a distribution of sampling locations that has been shown to fill out the 
image optimally tbr a given number of baselines. 'l"his distribution is known as the 
Cornwell distribution, and specifies the locations of points to place collectors such that 
measurements at all baselines result in optimal sampling of the image. Obviously, sam- 
pling from a distribution with a larger number of Cornwell points results in a higher 
quality image. Unfortunately, sampling at more locations requires either more collec- 
tors or more maneuvers. A system with more collectors requires fewer maneuvers to 
sample at all pairs of Cornwell points. In order to sample all pairs of points from an m 
point Cornwell distribution, a system consisting of n collectors must make (mc n - 1) 
separate maneuvers. In choosing the system size, a trade-off is therefore made between 
the cost of additional collectors and the cost of propellant for maneuvers. This trade-off 
can be demonstrated with a simple calculation. 

Consider a system designed to meet similar objectives to that of the New Millen- 
nium lnterferometer, proposed by NASA. 7 The requirement is to image 500 objects, 
with five revisits, over a 15-year lifetime. This requirement translates into approxi- 
mately one image every 2 days. Provided each image is completed in fllis 2-day period, 
the availability of a candidate system is considered satisfactory. The total system cost 
corresponding to configurations with different numbers of collector spacecraft can be 
estimated for various image quality requirements. To simplify the calculation, the sys- 
tem cost can be represented as total system mass; this is a reasonable approximation to 
first order, and allows the important trends to be seen. The total mass is the sum of the 
mass of all the satellites hi s and the total propellant mass Mf 

Total mass = M s + My 

The cumulative satellite dR'y mass M s is simply the number of collectors n s multi- 
plied by the d~3~ mass of each collector, assumed to be 200 kg. The total fuel mass 
depends on the number of maneuvers that must be made. To form an m-point inaage, 
the total number of maneuvers N m for a configuration of n s collectors is given by: 

N= mCn _1= m! - 1  
., ns!(m - ns)! 

The total fuel mass is then simply: 

M F N,,,M/\'I 

where mfis the propellant mass for a single maneuver and NI is number of images. This 
value can be simply calculated. Assume a hydrazine propulsion system on each collec- 
tor, with an Isp = 210 s and a thrust F = 25 N. Model each maneuver as a constant accel- 
eration of fixed duration t i, followed by a drift period t2, i (specific to each maneuver), 
and then a constant deceleration of the same fixed duration q. For any particular 
maneuver, the total distance to be moved .s'i is shown in Eq. (15.1): 



592 Analysis Tools and Architecture Issues for Distributed Satellite Systems 

1 2 I a 
si= ~at I +atlt2, i + ~  t 2 (15.1) 

where a = F/m s is the acceleration. Recall that the total time T to perform all maneu- 
vers required per image is bounded to 2 days: 

N 

7'= N2ti + ~ t2, i 
i 

Rearranging and substituting for t2,; from Eq. (15.1) then allows us to solve for t I in 
terms of the known quantities. The propellant mass used for a maneuver is then: 

m f ~ 2 t~mf ,  

where the propellant mass flow rate m = F / ( g l s p  ) . 

These calculations were evaluated for several different system sizes and Cornwell 
distributions. The results are shown in Fig. 15. I. Notice that the optimum number of 
collector satellites varies depending on the size of the Cornwell distribution. For low- 
quality images with a low number of Cornwell points, it is more efficient to have small 
numbers of collectors that maneuver frequently. Conversely, for large sampling den- 
sities, it becomes more efficient to increase the number of satellites. Notice, however, 
that there exists an optimum number of satellites, beyond which the increases in dry 
mass outweigh the benefits from reductions in maneuvering. This is a trend seen in a 
wide range of applications involving a distributed demand. 
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Fig. 15.1. Separated spacecraft interferometer mass vs configuration size and image quality. 
(S/C is satellites.) 

*s i is known from tile Cornwell distribution. 
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15.2.4.2 Redundancy and Path Diversity 
A loss of availability due to component failures, blockage, or rain/cloud cover can be avoided if 
there are redundant information paths. The redundancy can reduce the impact of component fail- 
ures. This redundancy can be provided by distributed architectures featuring multifold coverage. 
For example, a mobile communication user can select, fi'om all of those satellites in view, the 
operational satellite with the clearest line of sight. This redundancy can reduce service outages 
and improve availability. This concept extends across almost all applications. 

Note, however, that distribution can improve availability only if there is redundancy in the 
design. A distributed architecture with total resources that can only just satisfy the demand is a 
serial system and is subject to serial failure modes. A failure in any component will lead to a fail- 
ure of the system. The system availabilib' is the product of the availabilities of the components. 
Since the availability of a component is always less than unity, the overall availabili~" of the sys- 
tem decreases geometrically with the number of serial components. Only by adding redundancy 
can a distributed architecture take advantage of parallel reliability. System failure of a redundant 
architecture requires all parallel paths to fail. 

In general, most architectures will require some redundancy to satisfy the availability require- 
ments throughout the expected lifetime. Frequently, the cost associated with this redundancy is 
less for a distributed architecture than it is for traditional systems. This availability (or reliability) 
cost accounts for the production, storage, and launch of on-orbit or on-the-ground spares neces- 
sary to maintain availability. For a distributed system, these spares often represent only small 
fractions of the initial deployment. 

For example, consider two alternate designs for some arbitrary mission. The initial deploy- 
ment of system A features a single satellite that can meet the isolation, rate, and integrity require- 
ments with an availability of 80%. System B is a distributed architecture. Without any redun- 
dancy, system B can satisfy the isolation, rate, and integrity requirements with three satellites, 
each a third as capable as the satellite of system A and with the same satellite availability of 80%. 
The initial availability of system B is therefore poor at 0.83 = 51%. If we then raise the require- 
ment on availability to be 90%, both systems require redundancy. System A requires a single 
spare. The system can tolerate a failure of a single satellite, so the combined availability is simply 
1 minus the probability of both satellites failing: l - 0.82 = 96%. System B requires two additional 
spares to give a configuration of five satellites. The system can tolerate failures in any two satel- 
lites, to give an availabili .ty of 94% (the probability of two or fewer satellites failing). Both sys- 
tems satisfy requirements, with similar eventual availabilities. However, the additional availabii- 
it3' expenditures are different. Whereas system A requires additional expenditure equal to the 
initial deployment cost, system B needs availability, expenditure of only two-thirds of the initial 
costs. 

15.2.4.3 Visibility and Coverage Geometry 
In some instances, distribution and multifold coverage improve the availability by reducing the 
variability of system performance. By making the behavior of the system more predictable, the 
probability of operating within acceptable performance bounds is increased. The performance of 
the system is particularly sensitive to coverage variations; it is here that distribution can lead to 
improvements. The multifold coverage characteristic of distributed architectures supports consis- 
tent levels of performance in two ways: 

• Reducing the variance of the visibility, defined as the number  of satellites in view from a 
ground station. Generally, the visibility is a function of both space and time. The number of 
satellites in view from a location changes in time and is usually different at other locations. 
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The performance of a satellite system is frequently dependent on the visibility. Large varia- 
tions in visibility can therefore cause large fluctuations in performance. The designer faces the 
choice of sizing the system for the worst-case coverage, or accepting losses of availability at 
times when the visibility is below average. Increasing the number of satellites in the constel- 
lation not only increases the visibility, but also reduces the variance. According to the Central 
Limit Theorem, as the numbers of satellites is increased, the minimum visibility converges 
toward the average value. This theorem assists the designer, improving the availability of sys- 
tems based on average coverage characteristics. 

• Reducing the impact of performance variability (of individual satellites) by taking ad- 
vanlage of favorable coverage geometry. The geometry of the coverage over target regions 
can have a large impact on the sensitivity of the system. Frequently, the rate or resolution that 
can be supported by a single satellite can be spatially and time varying, depending on the view- 
ing angle, the transmission path, and the detector characteristics. Favorable coverage geome- 
tries minimize the impact of these variations, ensuring that the combined operation of the 
distributed configuration achieves consistent levels of performance. 

These two concepts are easily understood with the help of Example 4. 

Example 4. Visibility and Geometry: Distributed Space-Based Radar 
We return to the distributed space-based radar system that was introduced in Example 
2. Recall that this system achieved the requirement on detection rate by summing the 
capabilities of several small radars that independently search the same target area. The 
cumulative detection rate is therefore directly proportional to the number of satellites 
in view of the target area. Variations in the visibility translate directly into variations in 
the achievable detection rate. This can result in a loss of availability if the visibility 
drops below that necessaE¢ to support the required detection rate. The availability can 
be improved if the system is designed to use an even greater number of smaller satellites 
to satisfy the detection requirement. As the number of satellites increases, the spatial 
and temporal variations in the visibility are reduced. The minimum visibility 
approaches the average value, and the achievable detection rate changes over a much 
smaller range. 

Furthernlore, larger configurations of satellites result in more favorable coverage 
geometries. 'lhe multifold coverage leads to a wide distribution of viewing angles sur- 
rounding the target. This is particularly important for slow-moving targets. The radar 
return from slow-moving targets is difficult to distinguish from the ground clutter. Nor- 
really, the different velocities of the target and the ground relative to the radar results 
in different Doppler shifts that separate the target and clutter in fi'equency, allowing 
detection. The rerun3 from slow-moving targets is often buried in the clutter because of 
the low relative velocities. A viewing angle parallel to the target's velocity maximizes 
the Doppler shift between the target and the ground in the frequency spectrum, increas- 
ing the signal isolation and improving the probability of detection. Since the target's 
velocity vector is unknown a priori, receivers must be placed at all possible viewing 
angles to ensure detection. With receivers located at all angles around the target, the dis- 
tributed space-based radar concept increases the probability of detecting slow-moving 
targets. This makes the system less sensitive to the target velocity, effectively increas- 
ing the availability by reducing the probability of failing the detection rate requirement. 
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15.2.4.4 Availability Improvements- -A Case Study 
The availability considerations were so instrumental in the design of the current GPS configura- 
tion that this design is worthy of special attention. 

Example 5. The Navstar GPS 

The most important performance objectives that impacted the design of the GPS system 
were as follows: 8 

• High-accuracy, real-time position, velocity, and time for military users on a variety 
of platforms, some of which have high dynamics, e.g., high-peribrmance aircraft. 
"High accuracy" implies 10-m three-dimensional (3 D) root-mean-square 0"ms) 
position accuracy or better. The velocity' accuracy requires errors to be less than 0.1 
m/s. 

• Good accuracy to civilian users. The objective for civil user position accuracy is 
100 m or better in three dimensions. 

• Worldwide, all-weather operation, 24 h a day. 
• Resistance to intentional (jamming)or unintentional interference for all users, with 

enhanced jamming resistance for military users. 
• Affordable, reliable user equipment. This eliminates the possibility of requiring 

high-accuracy clocks or directional antennas on user equipment. 
These objectives effectively shaped the architecture of the GPS system. The space 

segment consists of 24 satellites in 12-h orbits. Each of the satellites transmits a ranging 
signal consisting of a low-rate navigation message, spread over a large bandwidth by a 
high-rate pseudorandom noise (PN) code. The resulting signal is used to modulate a 
carrier at two frequencies in the L-band. The PN codes are chosen such that the signals 
from different satellites are orthogonal, providing a multiple-access technique. Two 
different codes are generated: the coarse acquisition (C/A) code has a short period of 1 
ms, while the precision (P) code has a long period of 37 weeks. A ground receiver 
simultaneously tracks several satellites. The pseudorange from the user location to a 
satellite is measured by cross-correlating the received signal with a time-shifted repli- 
cated version of the code, therefore estimating the transmission delay. The actual 
observable is a pseudorange because it includes the user clock bias, the ionospheric, and 
tropospheric delays, plus relativistic effects and other measurement errors. The iono- 
spheric group delay is corrected using dual fi'equency observations. By making at least 
four pseudorange measurements to different satellites, the unknown user position and 
clock bias can be estimated. 

The triangulation algorithm used tbr positioning in GPS has many useful features. 
For example, errors in any pseudorange measurement to a satellite have a reasonably 
small impact on the navigation accuracy. This robustness arises from the inherent 
geometry: all the pseudoranges are measured in different directions. Obviously, some 
coverage geometries are more favorable than others in reducing the impact of errors. 
The quality of the coverage geometry is measured by the geometric dilution of preci- 
sion (GDOP), which directly relates the rms position error to the nns ranging error. 
Small values of GDOP correspond to geometries supporting a high rms position 
accuracy. 

The triangulation method of positioning, either by code ranging or phase measure- 
merits, was not the only option available to the GPS engineers. The Navy's Transit sys- 
tem, a predecessor to GPS, differed greatly in its system architecture. Transit relied on 
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users measuring the Doppler shift of a continuous 400-MHz tone broadcast frol]l satel- 
lites orbiting in 600-nm polar orbits. The maximum rate of change of Doppler shift in 
the received signal corresponded to the point of closest approach of the Transit satellite. 
The range to the satellite at this point was deduced from the difference between the "up" 
Doppler and the "down" Doppler exhibited by the signal. In this way, a user who knew 
the altitude and the broadcast ephemeris of the Transit satellites could calculate a nav- 
igation solution to within a few hundred meters. 

The most notable difference between Doppler positioning used for Transit and that 
used for GPS is that in the former system, a navigation solution was obtained using sig- 
nals fi'om only one satellite. Recall that the GPS navigation solution requires the recep- 
tion of signals from at least four satellites. It would be tempting, therefore, to think that 
Doppler positioning offers some availability benefits over the triangulation adopted by 
GPS, since the requirement of having at least one satellite in view is more easily satis- 
fied. This assumption is, however, entirely incorrect. Furthermore, distinct disadvan- 
tages are inherent in Doppler positioning that made it unsuitable for GPS. In fact, Dop- 
pler positioning has characteristically poor availability. For Transit, mutual interference 
problems limited the number of satellites to five, resulting in very intermittent cover- 
age. Although multiple-access methods could allow a larger constellation, alleviating 
this problem, other factors contribute to the poor availability. The navigation algorithm 
requires the user to have knowledge of altitude and velocity (in order to cancel self- 
induced Doppler shifts). This requirement alone makes Doppler positioning unsuitable 
for aircraft and high-dynamic platforms. The availability of satisfactory navigation is, 
therefore, extremely sensitive to the user platform characteristics. In addition, the nav- 
igation accuracy is very. sensitive to geometry for Doppler positioning. The GDOP is 
characteristically poor, and any errors in the range measurement propagate significantly 
into the navigation solution. This problem is particularly severe at higher elevations. 
Clearly, Doppler positioning could not satisfy objectives of the GPS system. The trian- 
gulation algorithm was therefore adopted for positioning in GPS. 

A geostationary Earth orbit (GEO) was not chosen for the GPS constellation 
because of the requirement for coverage of high latitudes. Furthermore, the GDOP for 
a geostationat3' constellation is poor because a user on the Earth can only see satellites 
to either the north or the south, depending on the hemisphere in which they are located. 
A GEO orbit would therefore be compromised by poor availability. 

The designers of GPS were, therefore, forced toward a lower altitude constellation 
of satellites. In order to guarantee low values of GDOP, the visibility of the GPS con- 
stellation had to be high. This is generally true of the chosen 24-satellite constellation. 
At some latitudes, it is possible for as many as 11 satellites to be in view simulta- 
neously. Nevertheless, spatial and temporal variations in the GDOP remain one of the 
largest problems with the current GPS system. At midlatitudes, the visibility of tl~e 
GPS-24 constellation is poor, with only four satellites in view for approximately 0.4% 
of the time. Alternate constellations could have offered improved visibility statistics. 
However, GPS-24 minimized the impact on availability of a failure in a single satellite. 

The satellites of a lower altitude constellation have a relative motion over the Earth, 
causing Doppler shifts in the signals received. These Doppler shifts have the advantage 
of rotating the phase of the received signal, removing any direct current (dc) biases 
from tracking channels. Unfortunately, these same Doppler shifts cause interference 
problems from cross-correlation sidelobes. This interference is only a problem for the 



To Distribute or not to Distribute? 597 

decorrelation of the short-period coarse/acquisition (C/A) code, but is a limiting factor 
against significantly increasing the number of satellites in the constellation. Mutual 
interference fi'om other GPS satellites could seriously degrade the ability of a receiver 
to decorrelate the C/A code. This interference could lead to large errors in the extrac- 
tion of timing and navigation information fi'om the C/A code. Since the C/A code is 
used to acquire the P-code (which is largely unaffected by Doppler due to its continu- 
ous spectrum), a receiver that cannot track the C/A code would not be able to produce 
a navigation solution at all. 

15.2.5 R e d u c i n g  the Base l ine  C o s t  
When a given satellite constellation is initially deployed, there are costs associated with develop- 
merit, production, and launch of the system's original complement of satellites. Additional expen- 
ditures beyond the initial deployment costs, termed "availability costs," are necessary to maintain 
the constellation over a given time period. Availability costs include the production, storage, and 
launch costs associated with the on-orbit or on-ground spares needed to ensure the availability of 
the system. The sum of the initial deployment costs and the availability costs make up the baseline 
system cost. This cost is discussed in the introduction to Sec. 15.2. Baseline costs are typically 
very high. For distributed satellite systems to be considered viable, they must be at least compet- 
itive in cost, as compared with traditional systems. 

Conventionally, system cost estimates can be made using basic parametric models such as the 
USAF Unmanned Spacecraft Cost Model (USCM) 9'10 or the Small Satellite Cost Model. ll These 
models consist of a set of cost-estimating relationships (CERs) for each subsystem. The total cost 
of the system is the sum of the subsystem costs. The CERs allow cost to be estimated as a function 
of the important characteristics, such as power and aperture. Frequently, the CERs are expressed 
as a power law, regressed fi'om historical data. For example, the USCM estimate for the theoret- 
ical first unit (TFU) cost of an IR-imaging payload is based on aperture and is shown in Fig. 15.2. 

Care must be taken in applying the SSCM to distributed systems. Although each satellite in a 
distributed system may be small, the SSCM was derived assuming single-string designs and mod- 
est program budgets. These assumptions clearly don't apply to a distributed system of perhaps 
1000 satellites, with a total system cost of several billion dollars. Unfortunately, the use of USCM 
generally leads to high costs for distributed systems, for two reasons: 
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Fig. 15.2. The USCM cost-estimating relationship for IR payloads. 
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• In partitioning the mission and allocating tasks among separate components, total hardware re- 
sources required on orbit are often increased because of having to add redundancy to overcome 
serial reliability problems, as discussed in Sec. 15.2.3. Consider a single satellite satisfying a 
demand with reliability of 0.9. To achieve the same overall reliability with satellites of half the 
size, an extra redundant satellite is necessary. In this example, total resources on orbit for the 
distributed system are therefore 50% more than for the single deployment. Increases in total 
resources can also result from the nonlinear relationship between detection probability and 
SNR. A set of smaller apertures is often less efficient at detection than a single ape~lure of the 
same total size. Since the CERs base cost on characteristic resource, the net result of this in- 
crease of total hardware is an increase in cost. 

• Typically, the USCM power laws in the CERs are nonlinear, with an exponent less than unity. 
The marginal price per kilogram of mass, or per meters squared of aperture, is higher than the 
price for smaller systems. Figure 15.2 demonstrates this trend. As a result, it is more expensive 
to divide a large system (especially aperture or power) into smaller components. 

It would therefore appear that distributed satellite systems are characteristically more expen- 
sive than singular deployments. However, there are additional factors that can sway the balance 
in favor of distribution. 

First, there is a question about the validity of using the USCM for estimating the cost of mod- 
em distributed satellite systems. The basic problem is that the model is based on regression from 
historical data of past military satellite programs. As such, the CERs of the USCM may not reflect 
modem trends or practices. The programs from which the model was derived were not subject to 
the same budget constraints as modern systems. Stated simply, past militmw satellite programs 
were expensive because they were allowed to be. Second, conventional cost models, being based 
on historical data, reflect an industry that was crippled by a conservatism and a reliance on risk 
avoidance. The high baseline cost of space systems was perhaps the largest reason for the conser- 
vatism. The enormous initial expenditure, added to the characteristically high risk, led to a reli- 
ance on tried and tested practices and established technologies. Unfortunately, this doctrine was 
self-supporting, being usually more costly than modern alternatives, and thus serving only to 
refuel the conservatism. 

There is, however, some indication that changes are occurring. The advent of small satellite 
technology has hailed a new era of satellite engineering that minimizes costs by risk management 
rather than risk avoidance. 12'13 A willingness to accept some risk can lower the cost of satellite 
programs, enabling more missions to be flown and allowing new technology and innovative tech- 
niques to be implemented. I 1,14,15 The use of commercial-off-the-shelf (COTS) technology can 
lead to substantial cost savings in development and operations (legacy systems often require spe- 
cially trained operators). By accepting high risk and implementing strategies to manage failures, 
small satellites have been successfully designed, built, and operated at a fraction of the cost of 
traditional systems. I(~ Should distributed satellite systems really proliferate in the market, they 
will achieve low costs by lowering the requirements on individual satellite reliability, taking 
advantage of the redundancy built into the architecture. 

The changes in the space industry have not been restricted to the small satellite arena. The 
commercial satellite industry is.just now beginning to realize the benefits of modernized design 
practices. Hughes Space and Communications and Lockheed Martin are moving away from the 
concept of the "handcrafted" satellite. They are therefore enjoying enormous savings from adopt- 
ing the "production-line" approach to satellite design and construction. Standardized bus designs 
with modular interfaces to many different payloads reduce the development time and simplify 
assembly and test. Recent developments in commercial distributed satellite systems (e.g., 
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Iridium, Teledesic, Orbcomm) reflect this production-line approach to satellite manufacture, and 
result in cost reductions that were previously unheard of in the satellite industry. Whereas the 
CERs of the USCM assume a single-string design, favorable economies of scale can result from 
bulk manufacture. The production of a larger number of small units allows quicker movement 
down the learning curve. Lockheed Martin is apparently observing a 15% discount rate in the pro- 
duction of the 66-satellite Iridium system. 17 This discount is made possible by economies of scale 
in manufacture and by modifying the way that satellites are built and assembled. For example, 
Lockheed requires that the subcontractor (Raytheon, Inc.) for the main mission antennas of the 
Iridium satellites perform full subsystem testing prior to delive~ of each unit. No fu=~her testing 
is done until full integration. Components that fail the integration test are returned to the manu- 
facturer, and a new antenna is taken from the storeroom. This practice has greatly reduced costs 
and assembly time. 18 Such practices are poorly represented by existing cost models. 

The cost of launching a satellite system can make up a significant poI~ion of the baseline costs. 
This is especially true of distributed satellite systems featuring many small satellites. Typically, 
launch costs do not scale linearly with mass. The price per kilogram is higher for lower mass pay- 
loads. Unless bulk-rate contractual agreements can be made with launch providers, learning curve 
discounts do not apply to launch costs. This wotfld suggest that the launch costs of distributed sys- 
tems are very high compared to those of traditional singular deployments. However, although 
each satellite in a distributed system may be small, when the entire system is considered as a 
whole, it can be huge. Economies of scale support the larger launch vehicles. Therefore, subject 
to volume and orbit constraints, it is cheaper to deploy the initial constellation using large launch 
vehicles. An entire orbital plane of satellites could be deployed on a single launch, giving the 
added benefit of distinct performance plateaus. The initial launch costs of distributed systems 
therefore scale more like those of large satellites, and should be priced based on the total constel- 
lation mass rather than on the individual satellite mass. Note that replacement satellites (for sys- 
tem augmentation or for compensation of failures) can be launched on dedicated small vehicles, 
such as Pegasus or Scout, or as secondary payloads, utilizing the spare launch capacity on larger 
boosters. The cost associated with this replacement scales more like that of small satellite 
launches, and can offer significant savings compared to the replacement launch costs of tradi- 
tional satellite systems. 

Distributed systems also offer the possibility of being able to ramp up the investment gradu- 
ally, in order to match the development of the market. Only those satellites needed to satisfy the 
early market are initially deployed. If and when additional demand develops, the constellation can 
be augmented. The cost of constructing and launching these additional satellites is incurred later 
in the system lifetime. Because of the time value of money, the delayed expenditure can result in 
significant cost savings. 

Each of these factors helps to offset the apparently high costs suggested by conventional para- 
metric cost modeling. Consequently, the baseline cost associated with a distributed satellite sys- 
ten] may actually be smaller than for a comparable large-satellite design, t-lowever, this is not gen- 
erally true, since the baseline cost is extremely dependent upon the application. Some missions 
are more suited to distribution than others. An example of a mission that is well suited to distri- 
bution is passive IR imaging of the Earth, as shown in Example 6. 

Example 6. Baseline Costs: Distributed IR Imaging System 
For midwavelength IR payloads on low-altitude smellites, the payload costs scale with 
the resolution and the swath width of the instrument. Small swaths require less expen- 
sive satellites, but require more of them. The effect of these scalings can be quantified. 
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The payload cost Ibra  single midwavelength IR satellite is the sum of the costs of the 
optics, the focal plane array of electrooptic detectors, and the computational resources 
needed to process the image. Canavan suggests that the cost of the optics for instru- 
ments of this type scales with volume rather than area. 19 The volume of an optic scales 

9 
as D'-f where D is the aperture diameter andfis  the focal length. To achieve a resolution 
of At, the aperture size for diffraction-limited optics is: 

D = ~rmax/Ax ,  

where rma x is the maximum range to the target. For a satellite at a low orbital altitude 
h, covering a swath of half-width W, the slant range is given by: 

r,,ax= ( W 2 + h2)O 5 

and may be dominated by the cross-range component. For a constellation of satellites, 
the swath width of the instrument is dependent on the number of satellites in the con- 
stellation and the revisit time required of the system. Small revisit times require more 
satellites and larger swaths. The revisit time T for a constellation of N satellites is given 
by: 

4nR e 
2zVWN 

where R e is the Earth's radius, V is the along-track velocity of the satellite, and z is a 
constant (-3) that depends on the extent and uniformity of coverage in latitude. 19 
Inverting this relationship gives the swath ha l f  width in te~xns of revisit time and con- 
stellation size. 

The tbcal length ofthe optics is related to the resolution requirements and to the size 
Ad of the IR detectors that are available: 

f= I t (Ad /Ax)  

Smaller detectors lead to smaller focal lengths, and a great deal of effort has been 
expended in trying to shrink IR detectors. Currently, several commercial detectors are 
available in the midwavelength band, with sizes ranging from 17 to 100 Hm. This gives 
the cost ot'the primary optics as: 

Optics cost = a h3L2Ad( 1 + W2/h 2) 
Ax 3 

where a is the cost density ($/m3). Canavan suggests $10M/m 3 is a reasonable cost den- 
sity for modern optics. 2° To be conservative, let us assume that the optics cost an order 
of magnitude more than Canavan's estimate: a = $ l OOM/m 3. 

The cost of the focal plane an'ay (FPA) scales directly with the number of detectors 
in the focal plane. This number is dependent on the swath width and on the dwell time 
requirements of the detectors. Long dwell times mean that the detectors cannot be 
scanned as quickly, and more detector elements are needed. The dwell time t d can be 
calculated from the required sensitivity of the IR device. This sensitivity is measured 
by the noise equivalent temperature difference, NEAT,  which quantifies the minimum 
detectable change in apparent scene temperature from one pixel to the next during a 
scan: 21 
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N E A  7"= C'Q,~) 

where C(~.) is a filnction of wavelength for each detector. For HgCdTe detectors with 
Ad = 40 [Ltm, C(3 [tun)= 1.3 x 10 12. A NEATof--0.5 K is considered a good IR system. 
By inverting this relationship, the dwell time can be calculated. This calculation then 
allows an estimation of the number of detector pixels in the instantaneous FOV: 

NFF, A = = - - <  -[_~ . . . . . . .  , 

where A~, is the number of pixels scanned in the along-track direction over an orbit, 
N v = 2 ~ R e / A X  , and N x is the number ofpixels scanned across track, N~ = 2 t V / A x .  

Tile cost of the FPA is then calculated assuming a cost of$1 per detector, based on 
cun'ent levels of technology. 2° 

The computation costs scale with the number of instructions that must be carried out 
each second. This number is equal to tlle product of the number ofpixels across the 
swath width of the instrument (NO, and the rate at which they are crossed (~7A~-). A 
computer capable of 100 millions of instructions per second (MIPS) can now be flown 
for about $100K, so the computation cost density is ~$0.001 per instruction per 
second. 2° 

The total payload cost is the sum of the costs of t  he optics, the FPA, and the com- 
putation costs. The bus costs can be estimated by assuming a 20% payload mass frac- 
tion and a constant $77K per kilogram of mass. This payload mass fi'action represents 
a compromise between that for typical large satellites (30°,/o) and that for a small satel- 
lite (10%). 22 The payload mass is needed for this calculation and is estimated by assure, 
ing an average mass density of the optics of 1 g/cm 3., with an additional multiplicative 

. 

factor ot"2 to account [br some extra margln. "-1 
Total constellation cost can then be estimated by summing the costs for optics, 

FPAs, computers, and dry mass for each satellite, and multiplying by the number of sat- 
ellites in the constellation. A discount f~ctor to account for an expected learning curve 
must be applied, depending on the number of satellites produced. The discount factor 
is assumed to be 5% for less than 10 satellites, 10% for 10 to 50 satellites, and 15% for 
more than 50 satellites.'-- 

[munch costs do not have to be calculated because, as discussed earlier, they should 
scale only with total mass on orbit. Since we already account for total dry mass, adding 
launch costs only alters the total system cost by a constant amount, without altering the 
trends. 

Incorporating these equations in a spreadsheet lets us examine the effect of constel- 
lation size on cost for different orbital altitudes. Figure 15.3 shows this relationship fbr 
a system with the following performance parameters" 
° Revisit time, T= 25 min 

° Ground resolution A,c = 30 m 
° N E A T  = 2 K 

• HgCdTe detectors, tuned to 4 ,urn, Ad = 40 ,urn 

The curves for hardware costs exhibit a minimum at a given amount of distribu- 
tion. Increased constellation sizes reflect a separation of the overall task among more 
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Fig. 15.3. Constellation cost for 25-min revisit time. 

components, reducing the swath that each satellite is responsible for imaging. There 
appears to be an optimum swath corresponding to the level of distribution at the mini- 
mum point in the curves for each altitude. The existence of the optimum swath is a 
direct result of the quadratic nature of the optics cost with swath, and the hyperbolic 
relationship between swath and the number of satellites in the constellation. Neglecting 
learning curve effects, the total optics costs over the system therefore scale as (N + 1/ 
N). Constellations with fewer satellites than optimum feature larger swaths, and conse- 
quently larger optics, FPA, and computation costs. Systems with more satellites than 
the optimum have increased costs, because the swath does not decrease fast enough to 
offset the increasing costs of more satellites. This is a good example of when distribu- 
tion can lower the baseline costs. However, if the revisit time is increased to 60 rain, the 
benefits of distribution begin to diminish. This is shown in Fig. 15.4. For revisits of 
longer than an hour, distribution incurs a cost penalty. This is because the swath for 
long revisit times does not need to be very big for a constellation of any size, and a large 
distributed system has too much wasted resource. 

A candidate architecture can be chosen fi'om these curves. The system parameters 
for a viable, low-cost architecture are shown in Table 15. I. 

If the proposed microsatellite systems become a reality, the existing costing para- 
digm will change completely. Cost models that scale with unit cost. modified only by 
a learning curve, are not really applicable to microfabrication or batch-processing tech- 
niques. The microfabrication of solid-state components involves huge production runs, 
and the cost is reasonably insensitive to the actual number of components produced. 
An interesting caveat to be considered is the increased component reliability resulting 
from mass manufacture. As a result of the manufacturing process, mass-manufactured 
products have a very low variability in production standards and therefore have a char- 
acteristically high reliability. Consider, for instance, the reliability of home video 
recorders, an electromechanical component with many moving parts and extremely 
high tolerance requirements. Based on volume production, a typical VCR costing only 
a few hundred dollars has a reliability exceeding 0.999, the infamous triple-9 standard 
that drove the cost of the Apollo program. 
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Table 15. I. Distributed IR hnaging System Parameters 

Value Notes 

No. of Satellites 50 Chosen for low cost 

Orbital altitude 400 km 200 km too low due to drag 

Revisit time 25 r a i n  Requirement 

Resolution 30 m Requirement 

Aperture diameter 6 cm D = Xrmax/Ax 

Focal length (m) 55 cm f= h(Ad/Ax) 

Payload mass (kg) 4 kg 1 g/cm 3 with 100% margin 

Dry mass (kg) 20 kg 20% p~kvload mass fraction 

15.2.6 Reduc ing  the Fai lure C o m p e n s a t i o n  Cost  
In addition to the baseline costs, failure compensation expenditure is necessat7 to replace com- 
ponents that fail during the lifetime of a satellite. The expected value of these costs can be esti- 
mated based on the failure probabilities of the system components. Clearly, the availability costs 
and failure compensation costs are closely related. The former is expenditure to reduce the chance 
of failures, while the latter is the expected cost of those failures. Generally, a larger expenditure 
in improving availability leads to fewer replacements and smaller compensation costs. Together, 
these costs can make up a significant amount of lifetime costs. 

For certain satellite missions, a distributed architecture may lower lifetime costs by reducing 
the availability costs and the replacement costs. The impact of distribution on the availability 
costs was briefly introduced in Sec. 15.2.4. Distribution also affects the replacement costs, 
because they are closely related. A recent design study at MIT 24 showed that distributed systems 
appear to yield the greatest cost savings under two conditions: 

• When the components being distributed make up a large fraction of the system cost. It is pru- 
dent to distribute the highest cost components among many satellites: don't put allyour eggs 
& one basket! 
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• When the component being distributed drives the replacement schedule of the spacecraft 
within the system. 

Some of these savings manifest themselves as follows: 

• Replacements on average occur later, resulting in larger savings from discounting to constant 
year dollars. 

• There are fewer replacements of overall components. 
• The cost of replacing a single module in a distributed system is much less than that associated 

with the replacement of the entire satellite in a traditional design. 

Example 7. Replacement Costs: Polar.Orbiting Weather Satellites 
Instruments aboard polar-orbiting weather satellites, 24 such as the proposed National 
Polar Orbiting Environmental Satellite System (NPOESS), are classified as either pri- 
mary or secondary. Because the primary instruments provide critical environmental 
data records, failure of" a primary instrument necessitates replacement. A secondary 
instrument is one whose failure may be tolerated without replacement. If` an orbital 
plane's complement of` sensors are all located on a single satellite, failure of` an t' pri- 
mary sensor wi l l  require redeployment of all the plane's sensors. By distributing the pri- 
mary instruments intelligently across a cluster of" several smaller spacecraft, it may be 
possible to reduce the cost of` the system over its lifetime because the plane's entire 
complement of` sensors are not redeployed after every failure. 

Consider the fol lowing three configurations, illustrated in Fig. 15.5. The blocks 
labeled as A, B, and C represent three primary instruments required in a given orbital 
plane. The total costs over a 10-year mission life were calculated for each of'the three 
cluster configurations. As shown in Fig. 15.6, the costs over the I 0-year period are bro- 
ken up into three categories: initial deployment, required spares, and expected replace- 
ments. Initial deployment includes the development, production, and launch costs for 
each orbital plane's original complement of" spacecraft. *['he number of  required bus, 
payload, and launch-vehicle spares were derived f iom a Monte Carlo simulation of the 
mission, assuming given component reliabilitles. "4 

!.i! :~ate!!iitePe[p!anel: :i~i::. j.i::.:;:~i:~i ..j- ........... :;i:ii satellite perplane;?,:i. ~ ::'ii": i.::'. 
i~~ a ..se~oTicrltleal..msT.ruments:::'~ ..~:: ..... " ......... :~e =--*,, ~fCdtP'ol in=tr ~:im=n~o: 
: . .  : . : : : .  . - . . .  . . : . : : : . . . : : :  . . . . . . .  . . . - . . . : . : . : : . / / '  . . . . . . . .  . : -  ~ . o ~ 1 , ~  . ~  , , . , ~  ~ ~ r ~ ,  . , , ~  : .  

.;;i~i~:~Per;p~!a0e:::?::i::..!:ii,:i.!i~"!!.;~.::;;:.i!:}~..:.:./.:i ........... ' .................... [:.::..:.... :ill!:. per plane, i~i:::::i.i::i:.;::i ii:i~:i::!~ii!i;.:i;..:.:: : 
........... ....- ~.,~ + :3iSatFllSet. :+: ............. : :1 ~:.: :1£ 4 : ~ 14; . ; : dr' 4 P ~ ~ ': ~ } d P : :; ; ; : ~ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Fig. 15.5. Satellite and sensor configurations. 
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Fig. 15.6. Total costs over 10-year mission life. 

Figure 15.6 shows that the initial deployment cost is least expensive for the 1 sat/l 
set configuration. Adding a redundant sensor to the single satellite configuration greatly 
increases initial deployment cost in terms of larger bus size, additional instruments, and 
more expensive launch vehicles. The 3 sat/1 set configuration, although being launched 
on a less expensive vehicle, is slightly more expensive than the l sat/1 set configuration 
because of the duplication of bus subsystems and some sensors on each of the three 
smaller satellites. The figure also shows that adding a redundant sensor increases the 
cost, compared with configurations with a single primary, instrument. The slight 
decrease in failure densities as a result of redundancy does not make up for the expense 
of additional sensors. 

Distributing the primary instruments among three satellites significantly increases 
the reliability of each individual satellite. Higher satellite reliability and lower launch 
costs to costs to replace the satellites that fail result in the 3 sats/1 set configuration 
having the lowest expected replacement cost. Once again, the slight increase in reli- 
ability gained from adding redundant primary instruments for the 3 sats/2sets config- 
uration is outweighed by the higher bus, payload, and launch costs. 

To summarize, distribution within a satellite mission may reduce the replacement costs over 
the lifetime of a mission. A modular system benefits not only because a smaller replacement com- 
ponent has to be constructed, but also because there are huge savings in the deployment of the 
replacement. These savings are the greatest when the component(s) being distributed make up a 
large fraction of the system cost and drive the replacement schedule. 

15.3 Issues and Problems 
There are some issues that are critical to the design of a distributed architecture that were iiTele- 
vant to the design of traditional systems. Depending on the application, these issues might be 
minor hurdles, or could be so prohibitive that the adoption of a distributed architecture would be 
unsuitable or impossible. Some of the important considerations, characteristic of all distributed 
architectures, and particular to small satellite and microsatellite designs, are presented in this 
section. 
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15.3.1 Modularity vs Complexity 
The potential benefits from distribution of satellite resources were stressed in Sec. 15.2. It was 
shown that improvements in cost and performance can result if architectures are carefully 
designed to utilize a segregation of resources into smaller, more modular components. By allo- 
cating individual system functions to separate satellites, and by adding redundancy, it was sug- 
gested that significant cost savings result fi'om an increased availability and a reduced failure 
compensation. Furthermore, the enhanced capabilities offered by distributed architectures greatly 
expand the usefid applicability of small satellites and microsatellites. For these reasons, an impor- 
tant issue to be addressed is the level to which a system should be distributed. How much can the 
system be divided into smaller components and still offer the benefits discussed previously? The 
central issue here is the trade-off between the advantages of modularization and the cost of 
complexity. 

15.3.1.1 Modularization 
As discussed in Sec. 15.1.3, the distribution of system functionality among separate satellites 
means that the system is essentially transformed into a modular information-processing network. 
The satellites make up individual modules of the system, each with well-detined interfaces (inputs 
and outputs) and a finite set of actions. Such systems are analogous to the distributed inter- and 
intranet computing networks, and are subject to similar mathematics. Distributed computing is a 
rapidly developing field, and a great deal of work has been done to fonnalize the analyses, l A lot 
of insight can be gleaned by adopting much of this groundwork. 

One beneficial aspect ofmodularization comes from an improved fault tolerance. System reli- 
ability is by nature hierarchical, in that the correct functioning of the total system depends on the 
availability of each of the subsystems and modules that constitute the system. Early reliability 
studies 2 showed that the overall system reliability was increased by applying protective redun- 
dancy at as low a level in the system hierarchy as was economically and technically feasible. In 
addition, the reliability was increased by the functional separation of subsystems into modules 
with well-defined interfaces, at which malfunctions could be readily detected and contained. 
Clearly, subdividing the system into low-level redundant modules leads to a multiplication of 
hardware resources and associated costs. However, the impact of improved reliability over the 
lifetime of the system can outweigh these extra initial costs. 

There are additional factors supporting modularization that are specific to satellite systems. As 
discussed in Sec. 15.2.4, baseline costs associated with a system of small satellites may be lower 
than the costs for a larger satellite design. Of even greater impact is the lower replacement costs 
required to compensate for failure. A modular system benefits not only because a smaller replace- 
ment component has to be constructed, but also because of the huge savings in its deployment. 

All of these factors suggest that a system should be separated into modules that are as small as 
possible. However, there are some distinct disadvantages of low-level modularization that must 
be considered. The most important of these disadvantages are the costs and low reliability asso- 
ciated with complexity. 

15.3.1.2 Complexity 
"l he complexity of a system is well understood to drive the development costs and can have a 
significant impact on system reliability. In many cases, complexity leads to poor reliability, 
as a direct result of the increased difficulty of system analyses: failure modes were missed or 
unappreciated during the design process. For a system with a high degree of modularity, these 
problems can offset all benefits discussed previously. 
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Although each satellite in a distributed system might be less complex because it is smaller and 
has lower functionality, the overall complexity of the system is greatly increased. The actual level 
of complexity exhibited by a system is difficult to quanti~. Generally, however, the complexity 
of a system is directly related to the number of interfaces between the components of the system. 
Although the actual number of interfaces is architecture specific, a distributed system of many 
satellites has more interfaces than a single satellite design. Network connectivity constraints mean 
that the number of interfaces can increase geometrically with the number of satellites in a distrib- 
uted architecture. This is an upper bound; systems featuring satellites operating in parallel with 
no intersatellite communication (later defined as collaborative systems) exhibit linear increases 
in interfaces with satellites. Complexity of a distributed system is therefore very sensitive to the 
number and connectivity of the separate modules. 

The impact of this additional complexity is difficult to evaluate, especially without a formal 
definition of how complexity is measured. Recent studies at Ml"r 2536 would, however, suggest 
that complexity can cause significant increases in development time, increases in cost, and losses 
of system availability. For these reasons, the level of modularization must be carefully chosen. 
Only with thorough system analysis and efficient program management can the impacts of com- 
plexity be minimized. 

15.3.1.3 A Lower Bound on the Size of Component Satellites 

From very basic analyses, a lower bound on the size of the satellites of a distributed system can 
be estimated. To be a contributing element to the system, each satellite must receive information 
from some external source. Once this information has been received, the satellite may perform 
some processing and reduction before relaying the information to the next node in the network. 
This node may be a ground station or another satellite in the system. 

Regardless of the eventual destination, intbrmation must flow through the satellite. Although 
some data reduction may be done, the actual flow of"primary information" must be conserved. 
Primary information is specified by the top-level requirements; for an early warning radar system, 
prima~3' intbrmation represents target detections. Because of the continuity constraint on primary 
information, the satellite must be able to communicate with another node of the network at a rate 
conducive with system requirements. The delivery of the primary information to the destination 
node need not be immediate. For some applications, a store-and-tbvward method of delivery is 
preferable. In this method, the information is stored on board the satellite until it can be transmit- 
ted to the destination node. The continuity constraint therefore ensures that, at all times, informa- 
tion flowing into a satellite must be either stored or transmitted. 

This required flow of information through the satellite leads to two simple statements, with 
associated bounds. The first statement says that in order to maintain extended operations during 
a single-duty period, the net information transmitted by a satellite must be equal to that received. 
The energy conversion system (solar arrays) of the satellite must be able to support this net trans- 
mission of information over the same duty period. If the satellite cannot provide enough energy 
to allow transmission of this quantity of information, requirements cannot be satisfied. The 
amount of energy required depends on the integrity, requirements (driving the energy per bit), the 
distance to the destination node (fi'ee space loss), and the transmitter/receiver characteristics. The 
satellite must also provide the energy needed to receive the information in the first place. This is 
a small factor for passive signal detection, but can dominate in active systems. These are systems, 
such as radar and ladder, that illuminate a target and detect the return. The satellites must transmit 
a signal with enough energy to make the round-trip journey to the target and back while satisfying 
detection requirements. The target adds the intbrmation to the signal, but returns only a fraction 
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of the incident energy, depending on its cross section. Note that under this definition, and contrary 
to intuition, communication satellites are also passive; while they do retransmit information sent 
fi'om another source, the definition of an active system relates to the detection of the information. 
It is assumed that satellites must eventually relay the received information to a destination node. 

The second statement relates to data storage requirements placed on satellites: the amount of 
new infonnation stored on the satellite at any instant is the difference between rate of information 
collected and rate of transmission. The net storage at some time t is the integration of this differ- 
ence, from an initial time at the start of the duty cycle to the current time. For store-and-folavard 
systems, the value of this integral initially increases with time as more data are stored, and then 
decreases to zero at the end of the duty cycle, when all the data have been downloaded. The max- 
imum value of this integral defines the data storage capacity requirement. Note that this require- 
ment can be very costly to satisfy, especially for remote-sensing systems. Consider, for example, 

2 a single panchromatic image of a 25-kin scene at 1-m resolution with 256 shades of gray. This 
single modest image requires 625 Mbytes of storage capacity. 27 Compression techniques can 
help, reducing this figure by as much as an order of magnitude. However, in order to store any 
reasonable number of images, a great deal of storage capacity is required on the satellite. Data 
storage devices are typically heavy and power hungry, and can consume a substantial portion of 
the satellite's resources. This is true for large satellites such as SPOT and Landsat, which weigh 
more than 1000 kg, so it would seem unlikely that small satellites with modest resources could 
satisfy, similar storage requirements. Solid-state storage devices are now available that relieve fills 
problem somewhat. The CUKTent state of the art in solid-state storage can buffer 1Gbit of data in 
static RAM, consuming only 5 W of power. 16 Nevertheless, data storage requirements place a 
severe constraint on the smallest size for a remote-sensing satellite. Of course, in distributing the 
task of collecting data among the many elements of a distributed system, the storage requirements 
for each satellite are reduced. This reduction may actually enable large constellations for use in 
remote-sensing applications. 

Example 8. Data Storage: Distributed IR Imaging System 
Returning to the distributed imaging system described in Example 7, we can estimate 
the storage requirements on each satellite. Assume that each pixel has a 4-bit value, cor- 
responding to 16 shades of gray. The data rate of the IR detector on each satellite is then 
given by multiplying this 4 bits by the product of the number ofpixels across the swath 
width of the instrument (Nx), and the rate at which they are crossed (t'TAx). The data 
must be stored until an opportunity for downlink arises. Maximum downlink interval is 
set by the requirement on responsiveness of the system. For near real-time applications, 
downlink opportunities must come frequently. This frequency is helpful for distributed 
systems, since storage capacities are limiting, and the interval between downloads must 
be as short as possible. Assuming 25-rain revisit time for imaging, 5-min interval 
between downlinks, and minimum elevation fiom the ground station to the satellites of 
20 deg, Fig. 15.7 shows data storage and downlink communication requirements of the 
satellites. 

The figure shows that a I-Gbit storage device is sufficient for systems with more 
than approximately l0 satellites. Communication data rates are high, but manageable 
for constellations with greater than 50 satellites at altitudes above 400 kin. 

Table 15.2 shows the important parameters for an architecture featuring 50 satellites 
at 400 km altitude. The number of downlink stations is calculated to ensure a 5-rain 
downlink interval. 
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Fig. 15.7. Data storage and communication data rates for 25-rain revisit time, with 5-rain 
intervals between downloads. 

Table 15.2. Distributed IR Imaging System Communication and Storage Parameters 

Value 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

No. of Satellites 50 

Orbital altitude 400 km 

Revisit time 25 rain 

Downlink interval 5 rain 

Maximum data storage 0.29 Gbits 

Downlink data rate 1.25 Mbits/s 

Number of ground stations 43 

15.3.2 Automation in Control and Operations 
Current levels of automation in satellite systems reflect an incremental evolution that is based on 
a high level of human involvement. Historically, human involvement has resulted from the desire 
to reduce risk and from limited technological capabilities. Because of the dependence on humans 
to perfbrm tasks, operation costs can make up a significant portion of the life cycle costs for a 
satellite system. 28 In addition, human error continues to be a major cause of spacecraft anomalies 
and failures. 29 With the introduction of large constellations or clusters of satellites, some automa- 
tion of operations will be required to reduce costs while maintaining availability (the probability 
of meeting system requirements at a given time). 3°-32 

Despite the recognition of the need for automation, there is reluctance to implement automa- 
tion. The large investments and high risks involved in space ventures have led to a conservative 
industry. In addition, the desire to reduce cycle times for new programs favors significant re-use 
of proven technologies, and thus low levels of automation. A methodology that can be used to 
predict the effects of automation on a satellite system has been developed at MIT, 33 and =nay 
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enable more cost effective systems to be considered. The definition of performance metrics can 
enable operations concepts to be quantitatively compared. In particular, operations concepts have 
a profound impact on the system availability (probability of meeting system requirements) and 
life cycle costs (sum of development, operations, and opportunib' costs). 

Figure 15.8 qualitatively represents the cost and availability characteristics of a hypothetical 
satellite system with respect to an increasing level of automation. As low levels of automation are 
introduced into the system, the operating costs decrease, principally due to a decrease in the num- 
ber of human operators (Fig. 15.8a). At some point, however, the increases in design and devel- 
opment costs due to software development outweigh the decrease in operation costs. 

As shown in Fig. 15.8b, availability may decrease, increase, or be unaffected by the level of 
automation. For tasks that are simple, well understood, or periodic (such as routine stationkeeping 
on a geostationary satellite), availability may increase with increasing automation (Task A). This 
increase is true when human errors are more likely than software en'ors, or when the impact of 
unanticipated situations is negligible. For complex, rare, or unexpected functions, availability 
may decrease as humans are removed fi'om the loop (Task C). This decrease can occur when the 
automation is unable to resolve problems that could have been resolved by a human, or when the 
automation fails to accurately inform the human of the situation. There may be some fimctions 
for which the availability is nearly independent of the level of automation (Task B). 

An increase in system availability translates into an increase in revenues for a commercial sys- 
tem or an increased ability to perform an objective for science or military systems. Thus, the 
potential for failure can be represented by an opportunity cost that represents revenues forgone as 
a result of increased system downtime. For commercial systems, the opportunity cost can be 
added to the development and operations costs to form the life cycle cost. Determination of oppor- 
tunity costs requires additional data, such as the relationship between a particular fimction and 
revenue. For science or military applications, the definition of an opportunity cost may be diffi- 
cult. In such cases, the development and operations costs would be compared against the avail- 
ability, without attempting to define the life cycle cost. The combination of the two curves from 
Figs. 15.8a and 15.8b are represented in Fig. 15.8c, showing the overall life cycle cost, which is 
defined as the sum of development, operations, and opportunity costs. In the example of Fig. 15.8, 
there exists an optimum level of automation at which life cycle cost is minimized. Because of the 
complexity of the satellite system, a methodology is needed that can model the effect that auto- 
mation has on costs and system availability. Such a methodology would enable system engineers 
to identify those functions that should be automated. 

Development and Availability Life-cycle costs 

l Task A 

Low High Low High Low High 
Automation Automation Automation 

(a) (b) (c) 

Fig. 15.8. Effect of automation on cost and availability. 
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15.3.2.1 Levels of Automation 

In recent years, a great deal of attention has been paid to the interfaces between machines and their 
human operators.'33 Of specific interest in the space community is the problem of remote opera- 
tion. Despite the popularity of the topic, however, most of the efforts have been involved in iso- 
lating failure modes of the combined system and providing insight into control issues. The idea 
that automation can be introduced gradually is recognized, but definitions of discrete levels tend 
to be fuzzy. 

In general, increasing the level of automation shifts responsibiliw fi'om the human operator to 
the ground processor or spacecraft processor. As can be seen in Fig. 15.9, there are two processor 
interfaces to which automation may be applied: (1) between the human and the ground computer 
processor, and (2) between the control center and the spacecraft processor. Therefore, the overall 
level of automation for a given task or function must be defined by each of the levels of automa- 
tion at the two interfaces. 

Space segment 

~ On-board 
processor 

I 

I 

I 

Ground segment 

Ground ]---...e.- 
processor ] ~  

Human 
processor 

Fig. 15.9. Processor interactions to perform a task. 

Regardless of the level of automation, one of the processors is generally responsible for per- 
forming tile task, and is termed the primary processor. Sometimes, the primary processor may be 
unable to complete the task. This may be due to a hardware or software failure, to human error, or 
to a state of the system for which the software was not designed. Also, there may be times when 
the software has been designed to not attempt to perform the function under cel~ain conditions. 
The inability of the primate' processor to perform the task is termed a processor deficiency. When 
such a deficiency has occurred, a secondary processor may be defined to take over the function. 
A tertiary processor may also be defined to recover from a secondary processor deficiency. 

Satellite systems automation can be accomplished by placing responsibility for tasks on space- 
or ground-based computers rather than on a human operator. However, even in an "automated" 
system, the human is often not completely out of the loop, but may monitor the computer proces- 
sor. In order to preserve generality in the model, it is important to capture this subtlety of adding 
automation. To this end, discrete levels of automation have been defined that can describe the 
application of automation incrementally. Thus, a gradual transition is allowed from fully unauto- 
mated (human control) to fiflly automated (no human intervention). Each level of automation 
defines the degree to which each processor (human or computer) is responsible for the completion 
of a task. 

The following sections describe the levels of automation associated with the satellite-control 
center interface (remote interface), shown crossing the dashed line in Fig. 15.9. The definitions 
tbr the levels con'esponding to the control center-human interface are analogous to those tot" the 
remote interface. 

There are six levels of automation defined, 25 ranging from full automation to no automation. 
Each level represents a variation in the responsibilities and intbrmation passed between the space 
processor and control center. Thus, the assignment of primary and secondary processors varies 
with the level of automation. 
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• Fully automated. Full automation implies that the space processor is the primaD, processor, 
and perfomls the function with no intervention from the ground control center. Since informa- 
tion regarding the task is not shared with the ground, if the space processor fails to correctly 
perform the task, the ground would not be notified. An example of a fully automated system 
is a "fire and forget" air-to-air missile fully responsible for finding and destroying the target, 
but the pilot is unable to enter the loop to ensure that the mission is accomplished. 

• Paging. With paging, the task is performed by tile space processor, but the control center is 
notified at the occurrence of any failure or processor deficiency. Thus, the on-board processor 
(OBP) is the primary processor, and the control center is the secondary processor. The major 
advantage of paging is that the control center is informed of problems as they occur, but ded- 
icated ground computers o1" personnel do not continuously monitor the satellite. An example 
of a system with paging would be the computer diagnostics system of a modem automobile. 
The computer checks and adjusts variables such as filel-air mixture to compensate for poor 
perfomlance, as indicated through the car's oxygen sensor. If the on-board system is unable to 
bring the oxygen reading within desired bounds by itself, the "service engine soon" light on 
tile dashboard goes on. The mechanic must be paged, or, in this case, the cat" itself is "paged" 
and brought into the shop. Note that until the car has trouble, the mechanic in the shop is fully 
tmaware of tile car's status. 

• Supervision. The task is nominally executed by the space processor (prima~ processor). 
However, the space processor's actions are monitored continuously by the control center (sec- 
ondary processor). The ground may also be informed through an alarm ira primary processor 
deficiency should occur. The ground station may assume responsibility for the task at any time. 
When the human is the seconda~ processor, supervision efl'ectively increases the probability 
of a timely response (compared to paging), since the human would already be monitoring the 
control center. Also, because the ground is continuously monitoring the task, the human would 
be able to watch the evolution of events un|bld, and therefore might be more likely to correctly 
interpret the reason the primary processor could not perform the task. Examples of a system 
operating under supervision might be an aircraft flight management system or a nuclear power 
plant. Although a computer is responsible fbr maintaining the safe operation of the system, 
human operators are required to closely watch for deviations. Safety in a nuclear environment 
demands this response time to be small, and therefore supervision is used rather than a level 
of'automation such as paging. With supervision, the secondary processor implicitly agrees 
with each of the primary processor's actions. 

• Cueing. At the cueing level, the system may require ground intervention at various points dur- 
ing the task's execution. The satellite still attempts the task by itself'and theretbre remains the 
primary processor, but must first obtain authorization from the ground. This is analogous to a 
PC prompting the user to verify any delete actions. Although fills required intervention 
decreases the probability of incorrectly performing the function, it may also increase the time 
required to perform the task. Thus, increased availability may come at the cost of a more time- 
consuming process. With cueing, the secondary processor must explicitly agree with the pri- 
mary processor's actions. 

• Data filtering. At this level of automation, the remote system is not responsible for perform- 
ing the task, but aids the ground by filtering the downlinked infbrmation. Therefore, the con- 
trol center is the primary processor. During a failure of the function (e.g., flight hardware 
failure), the satellite could send a more detailed set of data to the ground. This could tend to 
lessen the data load on the ground and should ease the identification and analysis of failures. 
A good example of data filtering can be found in many modem satellite operations systems 
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(e.g., Integral System's Epoch 2000, or FIXIT). 34 Rather than scrolling raw telemetry to the 
screen, as was done in the past, some newer systems present the data in a graphical format, 
which allows the data to be interpreted more easily and accurately by a human operator. 
No Automation. For this level of automation, there is no presorting of data before transmis- 
sion to the ground. The data must be interpreted by the ground in raw form, and the task is fully 
performed by that processor. This may result in some development cost savings relative to a 
more automated system, due to less software, but may increase operations costs, due to the re- 
quired operator workloads. 

15.3.2.2 Automation in Constellations of Satellites 

A model has been developed at MIT 33 to determine the effects of satellite system automation on 
system costs and availabili~'. Several preliminat3, studies have been performed to demonstrate the 
model's capabilities and to obtain some general results. The model's cost and availability outputs 
are sensitive to the model inputs, so only general trends are discussed. More specific answers to 
the automation trade-off require a more detailed analysis, as described in Sheridan. 33 

Constellations of satellites introduce a twist in the automation trade-off, since automation is 
usually associated with high nonrecurring costs. As the level of automation increases, operations 
costs are expected to decrease, and development costs are expected to increase. As the number of 
satellites increases for a given level of automation, the operations costs increase linearly. Devel- 
opment costs, however, lag a linear relationship, due in part to a learning curve and in part to the 
much lower recurring costs of automation relative to the nonrecurring cost. Thus, functions not 
suitable for automation for a single satellite may be desirable for a constellation. In fact, crossover 
points can be identified that define constellation sizes over which certain levels of automation are 
optimal. In the generic communication satellite system used in the MIT study, tbr constellations 
below 60 satellites, the optimal level for the payload was no automation. Above 60 satellites, 
however, paging resulted in the lowest life cycle cost per satellite. The actual locus of each cross- 
over point and the optimal levels of automation are sensitive to the model inputs as well as to the 
function being automated. 

Although the results stated above may seem obvious, they are important. When considering 
automation for a large constellation of spacecraft, the engineer must be careful in using previous 
automation trade-off results. The optimal level of automation for a function on a single satellite 
is not generally the optimum for a constellation. 

A general result that was consistent throughout the studies performed was that automating to 
the cueing level resulted in the highest life cycle costs. This is because with cueing, there are high 
development costs associated with automating to the point that a computer can suggest a solution, 
but there is also a high operations cost since the human is always required to authorize any 
actions. In effect, the automation is developed, but not trusted. Although specific implementations 
of cueing may not have the same results, system designers should be wary. Often, high aspirations 
lead to capable systems that are not trusted, and the results obtained here may be observed. 

Although high levels of automation may be desirable for some functions and some missions, 
the fully automated level is rarely optimal. With full automation, the human is never made aware 
of failures when they occur. If the automation is unable to recover from a failure, the failure 
becomes permanent. Thus, there is some chance that a repairable failure will not be repaired, 
effectively increasing the probability of a permanent failure. The paging level of automation 
requires very little human involvement, and operations costs are very small. However, even lim- 
ited human involvement is useful when the automation software makes a mistake. 
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15.3.2.3 The Future: Microsatellite Constellations 
Constellations of microsatellites will likely contain a very large number of satellites in order to 
pertbrm a useful mission. As discussed previously, for a given level of automation, as the constel- 
lation size increases, operations costs will scale linearly, while development costs will take 
advantage of economies of scale. Therefore, operations costs for these large constellations will 
dominate the life cycle costs, and high levels of atttomation will be required for many functions. 

Despite the potential benefits, automation alone may not be enough to make constellations of 
microsatellites more cost effective than smaller numbers of larger satellites. Automation may 
need to be taken a step further by the widespread use of passive functionality. An example of pas- 
sive functionality is the use of a gravity gradient for attitude control. The need for a computer or 
human to perform attitude control may be greatly reduced, or eliminated. In turn, the satellite's 
operations and development costs for the attitude control function may be greatly reduced or elim- 
inated. Of course, there may be some degradation of performance, but as shown in Sec. 15.2, indi- 
vidual spacecrati performance degradation may in some cases be tolerated if satellites work 
together to perform a task. Passive functionality may also be used for other functions. Power gen- 
eration for spinning satellites is to some extent passively controlled since no array pointing is 
required. Passive communications in the form of omnidirectional antennas may also permit the 
degradation of pointing accuracy. For navigation and propulsion, passive functionality may mean 
eliminating all forms oforbit control. Since there are so many satellites, it may be cheaper to allow 
them to dritt naturally, and reinsert replacements into sparsely populated orbits as needed. In 
essence, passive functionality helps to reduce the complexity of the system, thereby reducing both 
development and operations costs. 

In addition to reduced functions, cost savings may result through a forced reduction in human- 
intensive failure recovery operations. Teledesic has adopted this strategy. Teledesic's operations 
strategy only allows humans to be involved in a recovery for 4 h. lfthe problem is not fixed alter 
the allotted time, the spacecraft is deorbited and replaced. For such large constellations, the 
development cost per satellite may be low enough to allow such a strategy. For huge constella- 
tions of microsatellites, truly disposable satellites may be cost effective. In other words, it may be 
less expensive to never involve humans in recovery actions, and to just let satellites fail. The law 
of large numbers will ensure that individual failures will be unitbrmly distributed over the con, 
stellation. The system may be oversized to anticipate the fractional degradation of the constella- 
tion due to individual failures. 

Another possible problem area with operations of huge constellations may be on-orbit recon- 
figuration and reprogramming. One solution to this problem takes advantage of proposed system 
architectures that feature several different kinds of satellites, each tailored to pertbrm specific 
tasks. In such a configuration, a f~w larger "mother ships" may be deployed that contain instruc- 
tions for the microsatellites. This allows the centralization of certain mission-specific intbrma- 
tion. By designing each microsatellite to use the mother ships as configuration databases, updates 
can be made without contacting each of very many individual microsatellites. This concept may 
be taken a step further by incorporating multicasting, thereby allowing several species of micro- 
satellites to take commands from the same mother ship. 

15.3.3 Clusters and Constellation Management  
In Sec. 15.2, it was argued that by combining the capabilities of many individual elements, sys- 
tems of small satellites or microsatellites can be used for high-rate or high-resolution applications. 
Several architectures designed to utilize this concept are gaining popularity within the space com- 
munity, it has been suggested that satellite clusters can offer significant advantages for remote 
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sensing and communications. The creation of a cluster requires that several satellites can simul- 
taneously view the same target. The number of satellites in the cluster is the same as the level of 
multifold coverage supported by the system. 35 

For many applications, the relative positions and dynamics of the satellites in the cluster are a 
critical factor in the design. There are two options: 
* Local clusters, in which a group of satellites fly in formation. The relative positions of the sat- 

ellites are controlled within specified tolerances. 
o Virtual clusters, in which a subset ofsatellites from a large constellation make up the cluster. 

At any time, those satellites that are in close proximity can make up the virtual cluster. The 
actual constituent satellites and their positions constantly change, subject to the orbital dynam- 
ics of the constellation. 

The most suitable choice depends on the application. Consider, for example, using a cluster to 
form a sparse aperture for high-resolution imaging of terrestrial or astronomical targets. By coher- 
ently adding the signals received by several satellites, the cluster would create a sparse aperture 
many times the size of a real aperture. The phasing and the optical paths of the electromagnetic 
waves would have to be carefully controlled so that the signals could combine coherently. The 
tolerance is typically X/20. Stationkeeping is therefore a large problem for a (static) local cluster. 
Provided that the satellite positions are controlled within the ~J20 tolerance, the processing 
requirements on the satellites are reduced. Conversely, the element positions of a vil~ual cluster 
continuously vary; therefore, to con'ectly phase the signals, these locations must be known with 
a high degree of accuracy at all times. As a result, the virtual cluster has slack stationkeeping 
requirements, but needs a great deal of intersatellite communication and processing to ensure 
coherence. This coherence issue is discussed in Sec. 15.3.4. The remainder of this section details 
the propulsion requirements necessar) ~ to maintain the relative positions of satellites orbiting in a 
local cluster. 

t5.3.3.1 Local Clusters 

Satellites in a local cluster orbit in fon,aations such as those shown in Figs. 10 (a) and /5.10 (b). 
Although one or more reference satellites are in standard Keplerian (i.e., inertial) orbits, maintain- 
ing the tbrmation requires the other satellites to orbit in planes parallel to the reference orbits. 
These noninertial orbits are characterized by either a focus that is not located at the Earth's center 
of mass (Fig. 15.10 [a]) or orbital velocities that do not provide the proper centripetal acceleration 
to offset gravity at that altitude (Fig. 15.10 [b]). As expected, the Earth's gravitation acts to move 
these satellites into Keplerian od~its. 

The satellites are subjected to "tidal" accelerations that are a fhnction of the cluster baseline 
and orbit altitude. To remain within the allowable relative position tolerances, these accelerations 
must be counteracted by thrusting. Options are to use either a series of impulsive thruster firings 
at regular intervals or to apply a lower, continuous thrust. 

Figure 15.11 compares the AV expended for continuous thrusting to that for impulse thrusting. 
The figure shows that as the position tolerances on the cluster tighten, the AV expended for impul- 
sive thrust approaches that expended for continuous thrust. This is because the thrusting intervals 
must be very short and frequent. At these short thrusting intervals, only minimal propellant sav- 
ings result fi'om impulsive thrusting. For a given mission life, a satellite stationed t~ar from the ref- 
erence orbit consumes more fhel than a satellite stationed closer. It may be desirable, therefore, 
to rotate the positions of the satellites during their lives to distribute the fuel consumption among 
all the satellites in the cluster. Figure 15.12 shows that the AV budget can be reduced to 54% that 
of the worst-case satellite in the cluster. 
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Fig. 15. !0. (a) Cluster formation normal to reference orbit plane, (b) Cluster formation in plane of 
reference orbit. 

At a rate of one rotation during the mission, the AV expended is about 65% of the worst case. 
As rotation rate is increased beyond that shown in the figure, the AV required just to maintain the 
motion around the cluster begins to dominate. At a rate of a few hundred rotations during the mis- 
sion, the AV ratio increases above unity, indicating it is no longer beneficial to rotate cluster sat- 
ellites. For a virtual cluster, all satellites travel in inertial orbits, and the satellite array is formed 
using whatever satellites are available as they fly over the region of interest. The AV for main- 
taining the virtual cluster is therefore zero. 

15.3.3.2 Propulsion System Requirements 
Based on acceleration levels presented in the previous section, the propulsion system require- 
ments for maintaining a local satellite cluster can be calculated. The feasible range of specific 
impulse (Isp) and efficiency (vl) are the primary characteristics of interest. Specific impulse of'a 
thruster is a measure of the thrust-per-unit mass flow rate of propellant, while efficiency is defined 
as the ratio between the realized propulsive power and the input power. To determine feasible 
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ranges of thruster lsp and q to maintain a local satellite cluster, some constraints must be placed 
on the power, size, and mass allocated to the propulsion system. These constraints allow margin 
for the satellite to accomplish tasks other than simply operating the thrusters. There must be suf- 
ficient volume, mass, and power available on board tile satellite to perfoma payload operations. 
For the examples presented here, tile propulsion system was constrained to be less than 30% of 
the satellite mass and was allocated 20%, at most, of the power resources. The size of the tanks 
was limited to a third oftlle diameter of the spacecraft. 
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Figures 15.13 and 15.14 illustrate the feasible regions of thruster-specific impulse vs effi- 
ciency for clusters orbiting at various altitudes, assuming a satellite mass of 100 kg. The feasible 
regions are indicated by the triangular areas in the figures; the capabilities of cun'ent thrusters, by 
the shaded regions. At specific impulses below the feasible regions, the propellant required to 
maintain the cluster during the 5-year mission life exceeds the assumed 10% maximum initial 
propellant mass fraction. Combinations of specific impulse and efficiency above and to the left of 
the feasible regions result in thruster power requirements greater than the allowable 20% of 
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spacecraft power. An increase in thruster efficiency allows for higher specific impulses without 
exceeding the power limitations. 

As shown in Fig. 15.13, a satellite in a cluster orbiting at 1000 km altitude with a 25 m baseline 
requires thrusters operating at a minimum specific impulse and efficiency of 2000 s and 40%, 
respectively. Stationary plasma thrusters (SPTs) and ion engine technology can currently achieve 
these ranges. If the baseline is increased to 35 m, thruster requirements increase to 2700 s specific 
impulse and 80% efficiency. Similar effects can be seen in Fig. 15.14. At 10,000 kin, cluster base- 
lines in the hundreds of meters can be achieved using SPT or ion engine technologies. Note that 
at no altitude can chemical propulsion maintain cluster formations for the 5-year lifetime. 

15.3.4 Spacecraft Arrays and Coherence 
Some have proposed the use of large constellations of satellites, each with a small antenna, for 
forming extremely large sparse apertures in space. This spacecraft array concept has received a 
great deal of attention from many sectors of the space community, mostly because of the potential 
it offers for high-resolution sensing and communications. There are two different ways to tbrm 
these apertures. A static array can be defined using a local cluster, in which the relative satellite 
positions are controlled. 

Alternatively, a virtual cluster can be definedby a group of satellites from a large constellation. 
At any time, some subset of the constellation will be in view of some desired region of the Earth 
that is to be sensed, lfthe group of satellites is in low Earth orbit (LEO), its relative motion means 
that as time progresses, the subset of satellites used to form the array changes. The array is 
therefore changing continuously, with the separations and the numbers of elements following a 
reasonably random pattern. 

The spacecraft array idea was discussed in Example 1. To recap, a large thinned aperture is 
formed from a set of satellites, with each satellite acting as a single radiator element. The angular 
resolution of any aperture scales with the overall aperture dimension, expressed in wavelengths. 
The SNR achievable by the array is directly proportional to the number of constituent elements. 
The spacing of the elements is much larger than one-half of the wavelength, so grating lobes are 
avoided only if there are no periodicities in the elemental locations. The positions of the satellites 
must therefore be randomly distributed. For local clusters, this constraint effectively slackens the 
stationkeeping requirements, but introduces accurate position knowledge. Provided the satellite 
positions are always known to a high accuracy, there seems little reason to expend fuel to maintain 
a random location. A virtual cluster achieves the random distribution of satellites by default. 

Unfortunately, there are many technical difficulties involved with the design and constnJction 
of such a system, mainly due to the requirement for signal coherence between large numbers of 
widely separated apertures. This is especially true for systems intended for Earth observation. 
Interferometric techniques are not well suited to Earth observation from orbit, since the Earth 
forms an extended source, unlike the astronomical sources that lie embedded in a cold cosmic 
background. This extended source forces a need for ve~  high SNRs and high sampling densi- 
ties, 36 leading to designs featuring a large number of satellites. For high-resolution imaging appli- 
cations requiring either long integration times or high SNRs, the situation is made worse by for- 
ward motion of LEO satellites limiting the time over the target. This limited time forces more 
simultaneous measurements to be made in order to reach the required SNR and theretbre requires 
even greater numbers of elements. Furthermore, although there are no grating lobes to consider, 
the thinned and random an'ay exhibits large average sidelobe levels. In general, the ratio of the 
power in the main lobe to the average sidelobe power is equal to the number of elements in the 
array. 37 For most detection applications, the maximum sidelobe power should be much lower 
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(more than 15 dB lower) than the main beam power. Using this measure results in large bounds 
(on the order of 50) on the minimum number of satellites that must be used to form the sparse 
aiTay. 

The formation of sparse apertures using a large number of satellites is complicated by data pro- 
cessing, presenting a barrier to the adoption of sparse array technology. The most generic prob- 
lems, common to both static and virtual clusters, involve using spacecraft an'ays as receivers. The 
signals from each element of a receiver must be combined coherently. The data-processing 
requirement scales quadratically with the number of elements, and the equipment becomes very 
costly as the aperture size grows. The actual exchange of signals between receivers and combiners 
also poses a difficult challenge. For an interferometer, the exchange is done simply by routing the 
analog signals from the pair of collectors to a common combiner, constraining the optical paths 
to be equal in each case. It is difficult to adopt the same strategy for arrays with many elements. 
Since the satellites are remote from each other, there is no easy way of simultaneously combining 
the signals from all of the different elements in an analog fore1. For these arrays, the combining 
is easier done in discrete time, after digitizing the signals while preserving the phase. 

Thus, the applicability of spacecraft arrays for passive sensing is effectively limited. A passive 
receiving spacecraft array must record infonnation over a reasonably long period of time to inte- 
grate the SNR. This long recording period then necessitates enormous storage capacity on board 
each satellite, since all the phase information must be preserved. Sampling the carrier wave at the 
Nyquist limit with 8-bit quantization would result in storage rates of 96 Gbps for an X-band detec- 
tor. Even with high-speed buffers, the required storage capacity" after only a few seconds of inte- 
gration time is prohibitive. Of course, the receiver can filter and mix the input signal down to a 
lower intennediate frequency (IF) before the analog-to-digital (A/D) conversion, greatly reducing 
the load on the data processing. This process results in no loss of information, provided the #for- 
marion bantfividth is known to be small compared to the carrier fi'equency. The information-bear- 
ing component of the signal is the complex amplitude of the electromagnetic wave. The phase and 
magnitude of this complex amplitude must be preserved during any signal processing prior to the 
combining operation. In general, the bandwidth of this complex amplitude may be as high as the 
receiver bandwidth, disallowing any mixing down to lower frequencies. Sometimes, however, the 
information signal of a target is known to be band limited over a reasonable range (kilohertz to 
megahertz). In this case, digitization and storage can still be problematic, but are at least 
manageable. 

Spacecraft arrays are also unsuitable as active transmitters for tracking applications. These 
spacecraft radars track targets with a naiTow beam, optimizing the SNR fi'om the target while null- 
ing the clutter and noise. Correct phasing of the an'ay at the desired angle and range to illuminate 
the target must be performed in real time. Returns from the target are used by a feedback control- 
ler to vary the phase at each element in order to steer the beam. To do this, each array element 
must have accurate information about the relative position of all other mTay elements. Continuous 
communication between satellites is needed. Furthermore, the time constant for the detection 
(including signal reception, combining, processing, and phasing of the transmissions) must match 
the dynamics of the target. For small local clusters, the slow dynamics of the an'ay may allow this 
procedure to be carried out if the processing capability exists. For virtual clusters, this task would 
be vel~' tricky, given the dynamic nature of the system. 

The problem can be avoided by adopting a multistatic architecture in which a single mono- 
lithic transmitter illuminates the scene with a wide-area beam. A receiving array of spacecraft 
then tracks the target from the reflected illumination. The time constant of the detection process 
is much greater, allowing signals to be combined and processed independently of the transmitter. 
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The system would then require either several large, localized GEO transmitters, or many moder- 
ate-sized transmitters distributed in LEO or medium Earth orbit (MEO). This architecture has no 
real "deal breakers," and with enough careful design, the technology exists to construct an effec- 
tive working system. 

15.4 Generalized Analysis 
The previous sections have introduced some of the reasons that support the use of distributed 
architectures tbr space applications and have also identified the areas where distribution can lead 
to difl'iculties. Most of the arguments used in these discussions were qualitative. This qualitative 
approach was necessary to assist understanding and to highlight the important points. Qualitative 
reasoning is, however, the realm of lawyers and politicians. The engineer must instead rely on 
thorough quantitative analysis to support any design decisions. This section therefore introduces 
a method fbr quantitative analyses of space system architecture design. There are many different 
analysis methods that can be used in aerospace system engineering. Whereas most methods apply 
to traditional deployments and specific applications, the methods described here are applicable to 
almost all unmanned space missions, and can be generalized to both distributed and traditional 
architectures. 

15.4.1 Classif ications 
For generalized analyses, it is helpful to categorize the different classes of systems considered. 
Categorizing the classes allows the issues and problems characteristic of each class to be assessed. 
The analyses can then be conducted in a logical and orderly fashion. 

In See. 15.1.2, it was pointed out that tile level of distribution exhibited by a system is defined 
by tile cluster size. Although the cluster size is the primary form of system categorization, addi- 
tional classifications are necessary'. Specifying a cluster size of 10, fbr example, indicates nothing 
about the way that the satellites coordinate to satisfy the local demand, nor does it provide any 
inlbrmation about the constellation design. Classifications are therefore necessary that identity 
the system and define the important system characteristics. 

15.4.1.1 Distribution 
The first level of system classification is based on the coordination exhibited by the system 
elements. 
• Collaborative. Each separate satellite operates independently and is able to isolate signals to 

the required resolution and transfer information at the correct rate and integrity. The cluster 
size can be as low as unity, but may be more if multiple satellites are needed to support the 
required availability (e.g., improving coverage statistics, adding redundancy, reducing perfof 
mance fluctuations). Examples of collaborative systems are commercial distributed imaging 
systems such as SPOT, GEROS, and Resource 21. 38 These systems feature constellations of 
several satellites, each capable of recording images with around 10 m resolution. The size of 
the constellation determines the coverage and revisit time of the system. Distribution improves 
the functionality of the system by supporting more frequent observations over larger areas. 

• Symbiotic. The separate satellites cannot operate alone. Rather, they have a symbiotic rela- 
tionship with the other satellites in the system. No single satellite can isolate the signals or 
transfer information at the correct rate or integrity. Only by the coordinated operation of sev- 
eral elements can the system perform the design function. The cluster size of symbiotic sys- 
tems must be greater than unity. An example of a symbiotic system is the spacecraft array 
for communications and sensing. Another example is the proposed separated spacecraft 
interferometer. 
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• General. The system cannot be categorized as either purely collaborative or symbiotic, but in- 
stead as a combination of the two classes. Some level of coordination is required between sys- 
tem elements, although each element has high-level functionality. Individual satellites can 
isolate the signals and can transfer information at the con'ect rate or at the correct integrity, but 
not both. The cluster size for general systems must be greater fllan unity. Examples of a general 
system include the proposed broadband communication systems like Teledesic; each satellite 
can support local point-to-point communications, but relies on the constellation for connectiv- 
ity across the network. Another example is passive imaging for military reconnaissance. Each 
satellite can record images with high resolution; however, only by using data filsion between 
satellites or collateral information fi'om other sources can the images be inteqgreted with ahigh 
degree of confidence. 

15.4.1.2 Architectural 
The second level of system classification specifies the level of homogeneity exhibited by the sys- 
tem architecture. 

• Constellations. These are systems that feature a large number of similar satellites in inertial 
orbits, each orbit with its own unique set of parameters. Walker Delta patterns or Molniya 
orbits are possible types of constellations. Systems such as Teledesic, GPS, and Iridium are 
characterized as being constellations. Virtual clusters, with sizes greater than unity, Carn be 
formed if the constellation supports multiple coverage of target regions. 

• Clustellations. Some proposed systems involve local clusters of spacecraft that orbit in close 
proximity. The clusters can be made up of formation-flying satellites or can even involve the 
physical tethering of satellites. The system may involve more than one cluster. An architecture 
that utilizes local clusters is classified as a clustellation, since it features a constellation of 
clusters. 

• Augmented. An augmented system has a hybrid architecture featuring primary and adjunct 
dissimilar components that perform different subsets of the mission. The system is designed 
so that the combined performance of all components satisfies the overall mission objective. An 
example of an augmented system would be the combined use of different platfomls or sensors 
to perform active and passive surveillance. Within this analysis framework, the Space Based 
Infrared Systems (SBIRS), S I31RS Low and SBIRS ttigh, are collectively classified as aug- 
mented. Another example of an augmented system is the proposed concept of using both un- 
inhabited Ariel vehicles (UAVs) and space assets for tactical reconnaissance of a battlefield. 

15.4.1.3 Operational 
The third level of classification groups systems according to their operational characteristics. This 
is the most abstract type of classification. The following list is by no means exhaustive and covers 
only several examples of the operational classifications. 
• Active or passive sensing. Remote sensing may be active or passive, with marked differences 

in capability and cost. These differences are primarily due to the additional power require- 
ments and the r 4 scaling associated with active systems. 

• Track, search, or imaging. Tracking targets using staring sensors scales differently from 
searching for targets with scanning sensors. The detailed imaging of a static scene differs from 
either tracking or searching. 
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15.4.2 Development of Metrics 
Satellite systems can be designed to perform essentially the same task in many different ways. To 
compare alternate designs, a metric is required that fairly judges the performance of the different 
systems in carrying out the required task. In today's economic climate, there is also a requirement 
to consider the monetat3~ cost associated with different levels of pertbrmance. Because of the 
extremely large capital investment required for any space venture, satellite designers must pro- 
vide the customer with the best value. For a distributed system to make sense compared with 
another kind of system, it must offer reduced cost tbr similar levels of performance. The impor- 
tance of cost indicates the benefit of a definable cost per performance metric. Performance and 
cost metrics can be used as design tools by addressing the sensitivity in pertbrmance and cost to 
changes in the system components, or by identifying the key technology drivers. This leads to the 
definition of the adaptabili~- metric, which quantifiably measures the sensitivity to changes in the 
design or role of the system. The last metric used for the generalized analysis is the capability met- 
ric, which assesses the potential capabilities of the system. 
• Cost per performance. The cost per performance metric is a measure of the cost to provide a 

common level of performance and includes expected development, launch, and operations 
costs, with a special consideration for contingencies within the system lifetime. (One example 
of such a contingency cost was that associated with the shortened lifetime of a U.S. Defense 
Satellite Communications System [DSCS] satellite that had to be rephased during Operation 
Desert Storm.) 

• Adaptability. The adaptability metric judges how flexible a system is to changes in its 
required role, component technologies, or operational procedure. The adaptability offered by 
a distributed network of satellites allows the design function to be changed by augmenting or 
replacing elements in the constellation or by simply reprogramming the system software. The 
first issue is that the satellites of a distributed system will be smaller and less complex than 
large single deployments, allowing replacements to be made at low incremental cost. This 
means that elements can be replaced to keep in step with the current state of technology, pos- 
sibly improving performance or reducing costs associated with maintaining obsolete technol- 
ogy. The second issue, concerning adaptability through reprogramming, requires change in the 
way people think about space systems; on-orbit hardware may be considered a commodity, 
with the software representing the value added. A good analogy hinting to the benefits offered 
by this flexible system is the personal microcomputer, which can be updated by changing the 
processor, by adding expansion cards, or by simply changing the operating system. The ques- 
tion to be answered is whether such a system can be cost effective while maintaining the 
required level of performance. 

• Capability. The capability metric is used to assess the potential capabilities of a particular dis- 
tributed system compared with the traditional single-satellite deployment. The metric also 
characterizes the value of those systems offering new capabilities that would be impossible to 
achieve without distribution. 

Any metric used for comparative analysis should be quantifiable and unambiguous. A measur- 
able metric theretbre requires a formal definition that leads to a calculable expression. Unfortu- 
nately, satellite engineering analysis has traditionally been treated on a case-by-case basis. Each 
new satellite system is designed and judged by its own set of rules for a specific, narrowly defined 
task. Thus, any formal definition of a metric (for performance or cost) has been specific and rel- 
evant only to satellites of the same architecture, be it GEO communications or weather imaging. 
It is therefore necessary to develop a generalized and tbrmal framework for defining quantifiable 
metrics for performance and cost, capability, and adaptability. 



624 Analysis Tools and Architecture Issues for Distributed Satellite Systems 

15.4.3 The Concept of Measurable Performance 
Ability to measure the performance of a satellite system is implicit in constructing the metrics 
described in the previous section. For example, a cost-per-performance metric cannot be calcu- 
lated unless there is some understanding of what performance actually represents. Identifying 
exactly how performance is measured is therefore the first step in the analysis. This is nontrivial, 
since previous definitions have been subjective and entirely dependent on the opinions of the 
engineer. A formal definition is required, independent of function or application, and unambigu- 
ous in implication. 

Performance is perceived in terms of satisfying a demand of a cooperative or uncooperative 
market. An example of a cooperative market is a consumer base for communications, and an 
example of an uncooperative market is the detection of a set of military targets. The demand can 
be represented by a set of functional requirements. Performance should always be defined relative 
to these requirements. To be unambiguous and quantifiable, performance should represent the 
likelihood that the system can satisfy the fimctional requirements, both instantaneously and con- 
tinuously over its lifetime. In short, theperformance of a system is the probabili O, that the O'~tem 
instantaneously and continuously satisfies the top-level.fimctional requirements that represent 
the mission objective. 

The mathematical representation of performance follows immediately from this definition. 
This representation supports the quantitative analyses necessary for construction of the metrics 
discussed earlier. 

It is important to note that performance is distinct from capability, although the two are related. 
Capability characterizes the level at which a task can be pertbrmed, while performance simply 
measures how well the system performs a task relative to requirements. The definition of capa- 
bility will follow directly from the construction of the performance metric and is discussed later. 

15.4.3.1 The Formulation of the Generalized Performance 
The first observation, and primm3, enabler for a generalized analysis, is that all current and envi- 
sioned applications for satellite systems essentially perform the task of collection and dissemina- 
tion of information. This common thread linking all systems allows a framework for a generalized 
analysis to be established. 

For information collection/dissemination, the performance of the system is always subject to 
a signal-to-noise constraint, and a detection problem of deciphering the con'ect signal from noise, 
clutter, and other (unfriendly) sources. Since the analysis should reflect realistic operational 
states, the reliability and redundancy of the system should be an intrinsic part of the performance 
metric. In general, the perfo~Tnance of a system is not deterministic but is statistical. This is due 
to the random nature of noise sources and the finite probability of failure of system components. 

As alluded to in Sec. 15.2, system perfomlance for information disseminators can be defined 
by a set of four requirements and an associated confidence of compliance. 
• Isolation requirement. The system must be capable of acquiring, isolating, and identifying 

information-bearing signals fi'om sources in the coverage region. The ability of the system to 
acquire and identify individual signals must exceed the isolation requirement S*. For an imag- 
ing system, this sets the requirements that the resolution must correspond to the spatial sepa- 
ration of the signal sources and that the pixels must be accurately mapped to the object scene. 

• Rate requirement. The system must be capable of satisfying a resolution or rate requirement 
R*. This determines the granularity (symbol interval)of the information being transferred. For 
a communication system, this places a requirement on the mean information data rate. For a 
search radar, this requirement is represented as the mean time for detection of a target. 
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• Integrity requirement. The integrity requirement I* represents the error control of the sys- 
tem. The information transferred through the system must satisfy this integrity requirement. 
For communication systems, this criteria defines the acceptable bit en'or rate. For the search 
radar, the requirement on the false alam~ rate is the corresponding integrity constraint. 

• Availability requirement. Availability is defined as the probability that the system is opera- 
tional at any particular instant in time. The system is said to be operational only if it satisfies 
the isolation, rate, and integrity requirements. The availability of the system is therefore a mea- 
sure of the variance of the isolation, rate, and integrity supported by the system. The isolation, 
rate, and integrity can vary due to component failures, viewing angle and coverage variations, 
signal attenuation, or simple statistical fluctuations. The availability requirement ,4* defines 
the minimum acceptable operational probability. For instance, a communication system may 
be subject to a requirement that it can support multiple users at a cel~ain data rate at a given bit 
error rate, with a 90% probability. 

• Instantaneous performance c~(t). This is the instantaneous probability of compliant opera- 
tion. The instantaneous performance at some time t is the likelihood that the system simulta- 
neously satisfies the three requirements described previously. In tact, because the other 
requirements are embedded in the definition of availabilib', the instantaneous performance is 
simply the probability that the system availability exceeds A*. 

The availabili .ty requirement essentially specifies the minimum amount of redundancy (or reli- 
ability) required of the system. The instantaneous performance measures the amount of redun- 
dancy exhibited by the system over and above this minimum. Before proceeding, it is valuable to 
solidity' the understanding of these definitions with a real example. For this, we return to the avail- 
ability considerations of the GPS system, in Example 9. 

Example 9. Instantaneous Performance of the GPS.24 Constellation 

GPS navigation requires measurements to at least four satellites. The possibili~ of sat- 
ellite t'ailure, or the likelihood of poor coverage geometry, requires that more satellites 
than this minimum be in view at any time. To provide acceptable availability, the con- 
stellation was theretbre designed to have a minimum of five satellites in view above 
5 ° elevation. 8 This number of satellites con'esponds to an availabilib' requirement that 
the Position Dilution of Precision (PDOP)be no greater than six. In most cases, the 
GPS-24 system achieves far higher visibility, than this requirement, and there are no 
PDOP outages. There is, however, a finite probabilib, that one of the 24 satellites will 
fail. Should this occur, there are several regions in the mid and high latitudes where the 
PDOP constraint is violated, and the availability of service falls below requirements. 
Outages are short lived, typically on the order of 5 rain, with a maximum of 24 rain per 
day. These service outages do, however, constitute a failure within the definitions of 
the availability requirement. The instantaneous performance of the GPS-24 system is 
therefore the probabili b, that no such failure occurs. 

The calculation of Cp(t) can be carried out to any desired level of detail. The system is first repre- 
sented as a state vector of its components (e.g., number of satellites, power per satellite, aperture 
size). Defining failure as noncompliance of the availability requirement, the failure states are the 
set of all possible state vectors corresponding to the A* requirement bounda~w. By considering all 
possible transitional paths from the current state to any of the failure states, the probability of fail- 
ure can be calculated. This calculation involves a Markov chain analysis. The complexity of this 
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calculation grows exponentially with the number of elements in the state vector. For this reason, 
the smallest possible state vector, containing only the critical system components, should be used. 

In general, there may be different rate, integrity, and availability requirements placed on a sat- 
ellite system at different times within its life, or at different demand locations within its region of 
coverage. For example, the lnean-time-to-detection requirement for a search radar system may be 
a spatially varying function; long detection times can be tolerated in regions where there is little 
or no threat, while short detection times are required around air bases. The system must satisfy 
the requirements specific to each of the demand locations. The perfonnance Cp(t) of the system at 
some time (t) is given by the worst-case probability of compliance, over all demand locations 
within the coverage region. All users will experience at least this minimum level of performance. 
Defining x E X as the set of source/sink pairs that constitute the demand, this calculation can be 
done for each year over the lifetime of the satellite to give the performance profile: 

cp(t) = min[p(Ax, t > A*(x, t ) l S * ( x , t ) , R * ( x , t ) , l * ( x , t ) ] , x E X  

Typically, the availability of a satellite system will change over its lifetime. This is because all 
system components have finite failure probabilities that generally increase in time. Once on orbit, 
a satellite system is difficult to repair. A system must be able to operate within acceptable avail- 
ability bounds throughout its intended life. System reliability is closely related to availability. 
Reliability refers to the probability of continuous compliance of the availability requirement. 

• System reliability (at time t) is the conditional probability that the system has been opera- 
tional over the interval {0, t}, given that it was operational at an initial time t = 0. Note that 
this is also a functional definition" a system is deemed operational if it can support the require- 
ments on information isolation, rate, integrity, and availability. 

Satellite engineers usually tavor reliability as a figure of merit over availability. In many cases, 
the end-of-life (EOL) performance characteristics of the system are of primary, importance. After 
all, the system lifetime is by definition the duration of time over which the system should satisfy 
requirements. Using the reliability definition, evaluated at the EOL, allows us to tbrm the gener- 
alized performance metric. 
• Generalized performance metric C o. 'l'his metric is the probability that the system has been 

operational continuously fi'om an initial time to EOL. The metric reflects the likelihood that 
the system has been able to continuously satisfy the isolation, rate, integrity, and availability 
requirements described previously. In this way, the generalized performance is a quantitative 
measure of how well the system satisfies the functional requirements. 

The relationship between instantaneous pertbrmance and the generalized pertbrmance is anal- 
ogous to the conventional definitions of availability and reliability. The generalized pertbrmance 
metric Cp, relative to a set of requirements (S*, R*, I*, A*), is therefore of the same form as the 
instantaneous performance, but with reliabilities used in the calculations in place of availabilities. 

Note that a system that is unable to meet requirements will have (,)~ = 0. This value reflects the 
fact that such systems are not considered as viable candidates. This stresses the importance of set- 
ting requirements carefully, ensuring that they properly reflect the expected demand. 

15.4.3.2 The Cost-per-Performance Metric 
The impact of" improved pertbrmance on the cost of a system must be determined in order to cal- 
culate the cost-per-performance metric. If the value of performance can be quantified, the system 
cost can be modified to correspond to a common level of performance. The modified system cost 
should represent the total lifetime cost of a system, where lifetime cost is defined to be the total 
expenditure necessary to continuously satisfy the top-level system requirements. In this way, 
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alternate systems with different levels of perfomlance can be fairly compared on the basis of the 
total lifetime cost. 

The baseline system cost C s accounts for the design, construction, launch, and operation of the 
system components. This baseline cost does not, however, account for the expected cost of fail- 
ures of system components. Since the system must satisfy requirements throughout its design life, 
expenditure will be necessary to compensate for any failures that cause a violation of this condi- 
tion. These additionalfiTilure compensation costs Vf must be added to the baseline system cost 
to give the total lifetime cost CL .39 

Ci= Cs + !(). 

To calculate the baseline system cost, a cost operator is applied to the system state vector and 
associated component reliabilities. As long as the operator is used consistently, any parametric 
cost model could feasibly be used for this calculation. As discussed earlier, however, care must 
be taken in applying the SSCM, since a distributed system of small satellites is not necessarily a 
small system. Note that a premium is paid for more reliable components. 

Since some costs are incmxed at different times within the lifetime of the system, the cost is 
actually represented as a cost profile. This profile has to be modified to account for the time value 
of money. Costs incurred later in the system lifetime have a lesser impact on the overall system 
cost. A dollar is always worth more today than it is tomorrow; capital expenditure can earn inter- 
est if invested elsewhere. The yearly costs are therefore discounted according to an assumed dis- 
count rate corresponding to an acceptable internal rate of return (IRR). In order to attract investors 
to commercial systems, the high risk associated with space ventures necessitates a high IRR of 
approximately 30%. 4° 

The discounted cost profile Cs(t ) must then be integrated over the system lifetime to obtain the 
total baseline system cost Q~: 

C s = ~ c s ( t )  
_ _ j  . . .  

The failure compensation costs l~rcan be estimated from an expected value calculation" 

where F is the combined probability of failures that cause a loss of availability, and V is the sum S 

of the economic resources required to compensate for the failures. Note that V includes the costs S 

of replacement satellites or components, launch costs, and any opportunity costs representing the 
revenue lost during the downtime of the system. The calculation of V s is architecture specific and 
in most cases depends strongly on the nature of the most likely failure mode. A failure mode and 
effects analysis (FMEA) may be required to estimate the replacement costs. Estimation of the 
opportunity costs is difficult, requiring a prediction of the nature of the failure, the time the failure 
most likely occurs, and its duration. Despite these problems, V s can be estimated with reasonable 
confidence using predictive methods for simple systems and Monte Carlo simulations for more 
complex systems. 

By definition, generalized performance represents the probability that the system continuously 
satisfies the requirements. The complement of the performance is the probability of failure, F: 

F =  I - C p  

It is therefore through the failure compensation costs that performance has an impact on sys- 
tem lifetime costs. A higher performance system will have a lower probability of failure and con- 
sequently a lower expected value of the compensation costs. 
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This gives the lifetime system cost: 

C L = C~,+( l  ..... Cp)V  s 

Although the lifetime costs are a valid measure of the cost per performance of a system, it is 
useful to also include in the metric a comparison to the expected demand. This step is called 
demand matching and is necessary because a system cannot outperform the demand. Extra capac- 
ity beyond the market demand brings no additional revenue or benefit, but may incur increased 
costs. 

The product of the required values of rate, integrity, and availability gives the nominal error- 
free rate of information transferred through the system for each source/sink pair. Comparing this 
error-fi'ee rate to the size of the local demand, and taking the minimum, gives the achievable 
capacity of the system. This capacity is defined as the market capture of the system. Since the size 
of the local demand Q is almost always time and spatially va~ing, the demand-matching calcu- 
lation involves an integration over the entire coverage region for each ),ear of the satellite lifetime, 
to give a market capture profile mc(t): 

mc(t ) = ~ Min[(R*(x ,  t ) l*(x,  t )A*(x ,  t), Q(x,  t )]  
x ~ X 

A further complication arises if the system operation results in monetary income, as in com- 
mercial communication systems. In this situation, the time value of money means that there is also 
a bias in the relative "value'" of market capture, with a weighting toward the star1 of the system's 
lifetime. In general, revenue should be earned as close as possible to the time that the associated 
costs are incutved. For example, revenue earned fi'om the transmission of bits early in the life of 
a communication satellite is more important than revenue earned late in the satellite's lifetime. 
For this reason, for each year of the lifetime of the satellite, the capture profile me(t) must also be 
correctly discounted, according to the same discount rate as was used to discount the costs. 

The total system capture M c is then calculated by summing the discounted capture profile over 
the entire lifetime of the system" 

M c = ~ m c ( t )  
ttle 

tlaving determined the total system capture, the cost-per-performance metric CPP can now be 
calculated: 

C P P -  CL 
M c 

The units of the cost-per-perfonnance metric are dollars per information symbol. 
Part of the utility of this cost-per-performance metric is that it permits comparative analysis 

between different systems with large architectural differences, scaling their cost according to their 
performance and market capture. Very large and ambitious systems can be fairly compared to 
smaller, more conservative systems. The cost-per-performance metric can also be used to assess 
the potential benefits of incorporating new technology in spacecraft designs. New technology 
should only be included in the design of a new satellite if it can offer reduced cost or improved 
performance. This can be evaluated with the metric, provided that both the cost and the expected 
reliability of the new technology can be estimated. Commonly, the largest problem encountered 
with incorporating new technology in space programs is schedule slip. This slip can have an 
adverse effect on the overall success of the program, extending the period of capital expenditure, 
while delaying operations that bring revenue. These effects can also be captured by the cost-per- 
performance metric. Some typical amount of program slip can be included in the cost profile cb(t), 
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and the corresponding delay can be applied to the performance profile. The combined effects of 
including the new technology will then be apparent, by comparing the cost-per-perfonnance met- 
ric to costs corresponding to designs featuring more established technologies. 

Example 10. Distributed IR Remote Sensing for Forest Fire Warning 
To demonstrate the application of the cost-per-perforrnance metric for a distributed sys- 
tem, we will consider the design of a system to detect tbrest fires. This choice is delib- 
erate. The excellent text on space systems engineering, Space Mission Analy~.is and 
Design, by Larson and Wertz, 22 demonstrates the system engineering process using the 
conceptual design of the fictitious FireSat satellite as a case study. By adopting the 
same list of requirements as in the case study, a comparison can be made between the 
distributed system described in the study and the more traditional FireSat. Drawing 
from the referenced text, the mission objective is "to detect, ident(~, and monitorjorest 
j%es throughout the United States, including Alaska and Hawaii, in near real time." 

This mission statement can be translated into a basic set of functional and opera- 
tional requirements. 
• Thermal imaging with four temperature levels and 30 m resolution 
• Coverage of continental United States 
• Response time (detection and data delive13, ) of I h 
• Ninety-eight percent availability 
• Ten-year mission life 

The requirements chosen for this example differ slightly fi'om those of the quoted 
text 23 The main difference is in the response-time requirement: the text specifies daily 
coverage of the continental United States, with a 30-min data-delivery time. This 
requirement seems contradictory to the mission statement; a revisit time of 1 day is sim- 
ply too long for adequate fire-fighting response. Since the mission statement specifies 
near real-time detection, it is assumed that a fast response time (detection and reporting) 
is a driving requirement. For this example, choosing a total response time requirement 
of 1 h seems reasonable and permits a comparison of small constellations and large dis- 
tributed constellations. If a faster response time were chosen, only large constellations 
could satisfy, the requirement, and no comparisons could be made. 

These requirements represent the minimum levels of performance of a viable sys- 
tem. In terms of the definitions used in this section, the isolation requirement specifies 
that the resolution of each pixel be 30 m. The intbrmation symbol size is 2 bits, to 
achieve four temperature levels. The rate requirement for each of the 30-m pixels in the 
United States is that the pixels be sampled and reported ever,:, hour. The availability 
requirement is 98% throughout the U.S. coverage region. Note that there is no integrity 
requirement specified. This requirement was omitted to simpli~' the analysis. If 
present, such a requirement would specify the maximum probability of assigning the 
wrong temperature to a 30-m resolution cell. 

Consider a constellation of LEO satellites to can3' out the mission. To detect forest 
fires, sensing is best performed in the midwavelength (3 ..... 5 ILtm) IR region. We therefore 
return to the system described in Examples 6 and 8. The performance characteristics 
specified in those examples were: 
• Global coverage 
• Revisit time = 25 rain 
• Data delivery" time = 5 min 
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• Sixteen temperature levels 

By using these elevated performance characteristics, candidate systems will have a 
built-in redundancy for the forest-fire warning mission. From the parameters given in 
'Fables 15.1 and 15.2, we can define a feasible, low-cost system. Calling our system 
Tinderbox,* the system parameters are: 

• Fifty satellites, at 400 km altitude 
• Spacecraft dry mass ~ 20 kg 
• Spacecraft wet mass ---28 kg (assuming 300-s Isp thrusters and zll/'~ 100 m/s per 

year fbr orbit maintenance) 
° Aperture = 6 cm 
° Forty-three ground stations 
° Maximum data storage requirement = 0.3 Gbits 
° Storage capacity = 1Gbit 
° Downlink rate = 1.25 Mbit/s 

Assume that each satellite has a constant reliability of  0.985 over the 10-year life- 
time, and that each groundstation-satellite link has a constant availability of 0.9. We 
proceed to calculate the performance of  Tinderbox, relative to the requirements 
described above. 

The resolution of  30 m matches the requirement, and it can be assumed that this 
requirement will be satisfied throughout the lifetime of the system. Under an assump- 
tion of perfect pointing, the system therefore has a 100% continuous probability of sat- 
isfying the isolation requirement. As a result, the availability (and in this case, reliabil- 
ity) is lust the probability of  satisfying the rate requirement; recall we are neglecting 
integrity, t 

The revisit time of 25 min supported by this system means that at least two satellites 
pass overhead every 50 min. Furthermore, each satellite that passes overhead has mul- 
tiple opportunities to download the data. The first satellite (A) that overflies has three 
opportunities to download before its storage capacity is exceeded. The second satellite 
(B) has two download opportunities before the maximum response time is violated. 

The availability is then: 

A = l - P (both sats fail) 
- P (both sats work but all 5 ground links fail) 
- P (sat A fails and sat B misses 2 links) 
- P (sat A misses 3 links and sat B fails) 

Since it is assumed that satellite failures are independent, the availability is easily 
calculated: 

A - 1 - (0.015 2 )  - (0.9852 x 0.15) _ (0.015 x 0.098 x 0.12) 
- (0.985 x 0.015 x 0.13) _ 0.9996S 

The name "Tinderbox" was chosen not only because of the flammable connotations of tile 
word, but also because of the tact that Tin is the 50th element of the Periodic table, thereby pro- 
viding a small tribute to the forerunner of commercial distributed space systems. 

* Note that Tinderbox supports tbur times the temperature granularity of the baseline require- 
ment, implying that the achievable integrity would be very high. In order to fail requirements 
(based on only four temperature levels), a pixel would have to be labeled with a temperature that 
is tour levels higher than the true value. 
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This performance clearly exceeds the availability requirements. However, tile gen- 
eralized performance is the probability of the system degrading to a state such that the 
availability requirement is violated. T o  evaluate this performance, we must consider tile 
effects of all the different combinations of satellite and link failures to determine which 
of them constitute a f a i l u r e  s ta te .  

Consider first the availability of the system after the failure of a single satellite: 

A lfaited = 1 - P (sat A fails]sat B fhiled) 
- P (sat B fails I sat A failed) 
- P  (sat A works, misses 3 links[sat B failed) 
- P  (sat B works, misses 2 links J sat A failed) 

Assuming the satellite failures are independent, there is an equal probability that the 
failed satellite is A or B. Therefore, this calculation becomes" 

Alfai led  = l - (0.5 x 0.015) - (0.5 x 0.015) - (0.5 x 0.985 x 0.13) 
- (0.5 x 0.985 x 0.12) _ 0.980 

Thus, a single satellite failure is not sufficient to cause a violation of the availability 
requirement. Failures must occur on two adjacent satellites for the availability to drop 
below 0.98. The probability of failures in two or more satellites in the constellation is: 

P (two or more failures) = 1- P (none fhil) - P (1 f'ails) 
= 1- 0.98550- 50 x 0.98549 x 0.01.5 

= 0.1726 

There is no guarantee that these two satellites will ever consecutively overfly a loca- 
tion. Nevertheless, this calculation provides an upper bound on the probability of failing 
the availability requirement. Therefore, the generalized performance metric has a lower 
bound: 

Cp > 1 - 0.1726 > 0.827 

This is the pertbrmance of the Tinderbox system in satis~ing the functional require- 
ments described earlier. The cost per perfonnance can be calculated from tile same cost 
estimation techniques used in Example 6 (Fig. 15.3) to give: 

• Satellite hardware cost ~-, $25M 
• Launch cost--~ $31M (assuming $10K/lb = $22K/kg) 
• Total baseline cost--~ $56M 
• Replacement cost for a pair of satellites --, $2M ($750K for hardware + $1.25M for 

launch) 

The lifetime cost is then: 

Ct, = C~+(1. - C p ) V s  + $56M +0.1726 x $2M=$56.3M 

The demand-nmtching and market-capture calculations are trivial, since they simply 
represent the number of pixels imaged by the system over its lifetime. During each 
revisit cycle, all of the pixels on the Earth are imaged. For 30 m resolution, this amounts 
to--, 5.7 x 1011 pixels. These pixels are imaged and delivered within 1 h. For a 10-year 
lifetime, the total number ofpixels imaged is ~ 5 x 1016. 

The cost per performance is therefore CPP = $1.13/gigapixels! 
This measure allows us to judge the relative merits of Tinderbox compared with 

those of other architectures, such as the FireSat system. The referenced text never actu- 
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ally formulates a final design, so it has been assumed+ that FireSat features three satel- 
lites at 800 kan altitude. The satellite reliability and link availability are assumed to be 
the same as those of Tinderbox. Assuming a revisit time of I h for FireSat results in a 
low availability of 0.7, since all elements must work in series. This value is below the 
required availability. In order to improve the availability to satisfy requirements, a 
great deal of expenditure would be necessary. However, using the same cost model 
assumptions as before, we see from Fig. 15.4 that the cost of file 800-kin, three-satellite 
configuration con'esponding to Firesat is already expensive at---$65M for the hardware 
alone. There seems little reason to consider such a costly option, when the distributed 
Tinderbox offers a cheap and capable altenaative. 

15.4.3.3 The Capability and Adaptability Metrics 
The analysis methodology is a work in progress, 3 and as a result, the exact formulations of the 
adaptability and capability metrics are incomplete. The details given here represent the current 
stage of development. 

First derivatives of the cost and performance metrics, with respect to state elements, yield the 
sensitivities to changes in system components. This is exactly the adaptability metric discussed 
earlier. Second derivatives identify the key technology drivers, since these derivatives determine 
the component that gives the largest change in the gradient of the performance with small changes 
in state. 

The derivatives of the cost and perfonnance metrics must be constrained by the extent of pos- 
sible increments in the different state components. There are physical, political, financial, and risk 
constraints to consider. For example, vast increases in the power available to satellites are possi- 
ble with the use of nuclear technology, but this technology is unlikely to be considered feasible 
due to policy and financial constraints. 

The capability of the system is defined as the quadruplet of isolation, rate, integrity, and avail- 
ability (S, R, 1, A) that can be achieved with the satellite system. This metric is no t  measured rel- 
ative to requirements but reflects the possible operating conditions of the system. The capability 
metric is somewhat ambiguous, since any given system may be able to support several different 
(S,R,I,A) quads; the metric is nonunique. This lack of uniqueness results because the calculated 
availability is strongly dependent on the isolation, rate, and integrity quantities. The capability 
metric is therefore a family of characteristics in (S,R,I,A) space. The capability metric is useful 
for assessing the potential of distributed systems compared to single-satellite deployments, since 
it identifies where the largest benefits can be exploited. 

15.5 Conclusions 
The possible utility of small satellites and microsatellites is somewhat limited by their character- 
istically modest payload resources (power and aperture). Distributed architectures are enabling 
tbr small satellite designs by expanding their useful range of applications to include high rate and 
resolution sensing and communications. The capabilities of many small satellites are combined 
to satisfy mission requirements. 

A distributed architecture makes sense if it can otter reduced cost or improved perfbrmance. 
Functional requirements specify' minimum levels of acceptable performance and include resolu- 
tion, rate, integrity, and availability requirements. Viable systems must satisfy these requirements 
throughout their lifetime. Compensation must be made following failures that cause a violation 
of requirements. "Improved performance" thus relates to the ability of' the system to satisfy 
requirements with a higher probability. "Reduced cost" corresponds to lower lit:etime costs that 
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include the expected failure compensation costs. Because the performance requirements, and the 
associated probability of satisfying them, are embedded in the lifetime cost calculation, it is a 
useful metric for architecture analysis. This calculation leads to the definition of a cost-per- 
performance metric, suppol~ing quantitative analysis of distributed satellite systems. The evalua- 
tion of this metric allows alternate architectures to be compared and judged, and can demonstrate 
the effects of incorporating new technology into satellite programs. 

Distribution can offer improvements in isolation (resolution), rate, integrity, and availability. 
~Itle improvements are not all-encompassing, and in many cases are application specific. Never- 
theless, it appears that adopting a distributed architecture can result in substantial gains compared 
with traditional deployments. Some of the major advantages that distribution may offer are: 

• hnproved resolution, corresponding to the large baselines that are possible with widely sepa- 
rated antennas on separate spacecraft within a cluster 

° Higher net rate of information transfer, achieved by combining the capacities of several satel- 
lites in order to satisfy" the local and global demand 

° h nproved availability through redundancy and path diversity. Frequently, the cost of adding a 
given level of redundancy is less for a distributed architecture 

• Improved availability through a reduced variance in the coverage of target regions. This vari- 
ance reduces the need to "overdesign" and provides more opportunities for a favorable view- 
ing geometry 

• Lower thilure compensation costs, due to the separation of important system components 
among many satellites; only components that break need replacement 

° Permits new missions that cannot be done otherwise 

There are some problems, specific to distributed systems of'small satellites, that must be 
solved before the potential of distributed architectures can be fully exploited. The most notable 
of these problems are: 
• An increase of system complexi~ ~, leading to long development time and high costs 
• Inadequacy of the data storage capacity that can be supported by the modest small satellite bus 

resources 
• Difficulty in maintaining signal coherence among the apertures of separated spacecraft arrays, 

especially when the resolution requirements are high or the target is highly dynamic 

The resolution of these problems, and the proliferation of microtechnology, could lead toward 
a drastic change in the satellite industry. It seems clear that distribution offers a viable and attrac- 
tive alternative fbr some missions. Large constellations of hundreds or thousands of small satel- 
lites and microsatellites could feasibly perform almost all the missions currently being can'ied out 
by traditional satellites. For some of those missions, the utility and suitability of distributed sys- 
tems look very promising. More analysis is warranted in order to completely answer the question 
of where and when distribution is best applied, but the potential prospects of huge cost savings 
and improvements in performance are impossible to ignore. It therefore seems inevitable that 
massively distributed satellite systems will be developed in both the commercial and military, sec- 
tors. We are living in a time of great changes, and the space indust~3, has not escaped. Over the 
last few years, "faster, cheaper, better" has been the battle cry of those engineers and administra- 
tors trying to instigate changes to improve the industry. "Smaller, modular, distributed" may be 
fl~eir next verse. 
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16 
Propellants for Microspacecraft 
S. L. Rodgers,* P. G. Can'ick,* and M. R. Bennan t 

16.1 Introduction 
Microsatellite concepts, with total satellite mass between 0.1 and 20 kg, impose a new set of con- 
straints on the selection of propellants and propellant systems to be used on these spacecraft,. The 
wide range of missions considered for these devices also requires a broad look at the many avail- 
able propellant systems and possible development of novel systems to meet the unique mission 
requirements. Storage and handling concerns over the life of the mission, electrical requirements, 
and mission scenarios all influence the choice of propellants. For example, in the area of chemical 
propellants, the operational simplicity of monopropellants must be weighed against the greater 
performance of some bipropellant systems. 

The physical and chemical properties of many conventional and newly developed chemical 
propellants are presented in this chapter. The aim of developing mass-produced microsatellites 
with the fuel as an integrated component adds processability as a major new factor to be consid- 
ered in the selection of propellants. This new factor may force the consideration of entirely new 
propulsion schemes as well as the development of novel propellants. 

16.2 Propellant Fundamentals~-3 
Propulsion of spacecraft is generally derived from the propulsive force of an expanding gas. The 
ejection of gas imparts momentum to the spacecraft, causing a corresponding change in velocity. 
The momentum change is directly proportional to the momentum exchange of the expelled pro- 
pellant. The overall momentum of the ejected propellant is also proportional to the temperature 
of the mass that is expelled, where higher temperatures result in greater momentum. The temper- 
ature of the exhaust can be derived fi'om a variety of sources, such as chemical combustion or 
electric power. 

16.3 Calculation of Theoretical Performance 
The theoretical performance of rocket propellants is used in the design of new propulsion sys- 
tems. Theoretical performance is usually expressed in terms of the ideal specific impulse (Isp), 
which is the thrust (in pounds) for a flow rate of a pound of propellant per second (pounds of 
thrust/pounds per second of propellant), defined 3'4 as: 

t v , = T / A  w ( 1 6 . 1  ) 

where Tis the thrust in pounds of force and Aw is the weight flow rate of the propellants in pounds 
per second, which can be found fi'om the mass flow rate (Am) by multiplication by the gravita- 
tional constant g (32.174 ft/s2). Specific impulse values, either ideal or measured, are generally 
reported in units of seconds. 
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The calculation of the specific impulse for chemical propellant combinations can be conducted 
using a variety of'computer codes, including the Air Force Astronautics Laboratory (AFAL, now 
Air Force Research Laboratory) Theoretical l~p Program, Micro Version. 5 This program requires 
input data consisting of the molar or weight percentage of each propellant ingredient, density of 
the propellant, standard heat of formation of the propellant ingredients, rocket chamber pressure, 
and exhaust pressure or the expansion ratio. The fi'action of any propellant ingredient in the sys- 
tem and the temperature of the combustion chamber, throat, and exhaust can be varied to maxi- 
mize/sp for the entire system. The rocket chamber pressure and exhaust pressure can be fixed to 
specific values to give a consistent comparison among the various propellant combinations. These 
values are generally calculated at 1000 psi and 14.696 psi, respectively, to give "standard" sea- 
level specific impulse values. Typical vacuurn specific impulse comparisons are calculated using 
1000-psi chamber pressure with vacuunl expansion and an expansion coefficient (given by the 
symbol e) of 40. The design of small propulsion systems for microsatellites will almost certainly 
differ fi'om the standard conditions listed here. However, these equilibrium-based theoretical cal- 
culations can be used fbr rnodeling the wide range of combustion chamber pressures and temper- 
atures that might be found in microsatellites. 

The heats of formation of the various propellants can generally be found in the JANAF Ther- 
mochemical Tables. 6 A few of the JANAF heat-of-fbrmation values vary considerably f?om the 
more recent measurements. For example, the JANAF value for MgH is 67 kJ/mol lower than re- 
cent literature values. However, most of the values are generally accurate. New synthetic propel- 
lants are generally not listed in these tables and therefore must be determined experimentally or 
theoretically in order to evaluate their potential usefulness as rocket propellants. 

Using this lsp program, the calculations were tested by comparing with the previously reported 
/sp values. The specific impulse values calculated by this program should only be used fbr com- 
parison between like systems and not considered as "absolute." 

The design of rocket propulsion systems generally uses the measured specific impulse of en- 
gines and motors that have undergone extensive test firings. Such test data are used to determine 
the performance losses in the same design of'the motor or engine. Final mission designs use the 
actual measured thrust and the ideal specific impulse conected for losses. 

The ideal specific impulse calculated with the standard programs gives only an ideal perfbr- 
mance level for a particular propellant system. Actual performance will depend on the efficiency 
of the thruster. The extremely small sizes of microsateilite propulsion systems present a variety 
of problems in calculating the potential delivered perfbrmance. The small volumes in these pro- 
pulsion systems will result in much greater heat loss to the propulsion structure (higher surface to 
volume ratio), resulting in a performance loss. Small thruster sizes also result in a reduced resi- 
dence time of the reacting propellants in the combustion chamber, which can lead to mixing inef- 
ficiency and additional performance loss. 

16.4 Calculation of Thrust 
Determination of the thrust needed for a microsatellite obviously depends on the total mass of the 
craft and the specific mission that must be completed. The necessary thrust can generally be bro- 
ken up into categories based on the particular intended use: launch, orbit transfer, and stationkeep- 
ing/control. Launch vehicles generally require large thrust levels ........ ranging from 10,000 to 10 mil- 
lion newtons (N)of  thrust ........ dependent on the overall mass of the system. For example, each solid 
rocket booster on the Space Shuttle gives 11.79 million N of average thrust. 7 Orbital insertion or 
correction may also require thrust levels from hundreds to 200,000 N, but orbit transfers may not, 
depending on the time required to reach the desired orbit or trajectory. For example, the upper- 
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stage Centaur has a nominal average thrust of 185,000 N. 7 Stationkeeping and attitude adjustment 
generally require low thrust levels, on the order of 0.05 N or less, depending on the overall mass 
of the spacecraft, the orbit, and other factors such as atmospheric drag and spacecraft-pointing re- 
quirements. Thrust levels range from less than a newton to millions of newtons for chemical-pro- 
pellant rockets, 0.0l to 100 N [br cold-gas flow systems, and from 0.0001 to 100 N for electric 
propulsion. 8 

Microsatellite systems will certainly require extremely small, self-contained propulsion sys- 
tems to maintain proper attitude and pointing. Electric propulsion systems that require large solar 
arrays and battery storage are probably too large and massive for the smallest microsatellites. 
Large bipropellant chemical systems that contain complex pumps, valves, and plumbing are also 
less useful for relatively small spacecraft. Most of the satellites in use today utilize small mon o- 
propellant thrusters or cold-gas thrusters for stationkeeping and attitude/pointing control. Minia- 
ture electric propulsion designs, such as pulsed plasma thrusters (PPTs), may provide sufficient 
thrust for attitude control. However, large velocity change maneuvers that are required in a rela- 
tively small period of time will almost certainly depend on chemical rockets. 

The thrust T of a particular rocket system can be determined fi'om the mass flow rate of the 
propellants, Am, times the exhaust velocity of the combustion products, I%, added to the thrust 
due to pressure P against the exhaust nozzle with area An: 

T h = A m V e +  PA n = IspAW (16.2) 

where P is the difference between the exhaust gas pressure Pe and the ambient static pressure 9 Ps: 

P = Pe - Ps. At approximately zero ambient pressure (vacuum), the thrust is maximum, since PA n 

= A , p  e (since Ps = 0). The thrust required is then determined by the change in velocity A l;needed 
to accomplish the desired task and the mass of the spacecraft: 

T = F = Ma = \7i7/ (16.3) 

for a fixed total mass M and acceleration a. Since the change in velocity is accomplished by loss 
of propellant mass, the total mass M also changes: 

F(d t )  : M ( d V )  + V(dM)  (16.4) 

To simplify matters, assume that the amount of propellant used during the change in velocity ma- 
neuver is small compared to the total mass of the spacecraft. Then the thrust needed for a fixed 
AV required in a fixed amount of time is about: 

f F d t  MA V(tbr no change in mass) (16.5) 

The quantity fFd t  (or l) is called the total impulse and is given in newton seconds. For example, 
a 10-kg microsatellite that requires a AV of 200 m/s fbr a deorbit burn would need a total impulse 
of 2000 N-s, assuming essentially no mass loss during the bum. in reality, since propellant is used 
during the burn and therefbre the total mass of the vehicle M is reduced, the total impulse needed 
is slightly less. This total impulse can then be used to determine the approximate necessary thrust 
over a set period of time. In this example, a l-N thruster would require about 2000 s to achieve 
the required velocity change. 

The amount of thrust required, and therefore the type of propellant system to use, is dependent 
on tile specific mission or operation requirements. For microsatellites, very" small overall changes 
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in velocity (AI~) are needed for normal attitude adjustments and stationkeeping. However, signif- 
icant orbital changes may require large AVvalues. Table 16.1 lists common velocity change re- 
quirements for various missions. 

16.5 Propellant Characteristics 
There are a number of factors to consider when selecting a propellant for a specific microsatellite 
application. Most of these are highly mission dependent. The small size of the microthruster pre- 
sents both opportunities and restrictions. A careful study of the system and energy balance 
become crucial since the margins are so small. The following factors all play a role in the selection 
of a propellant. 

16.5.1 Density 
The density of the propellant will help determine the volume and weight devoted to propellant 
storage, the velocity or distance the satellite can achieve, and the usable lifetime of the satellite. 
Solid propellants generally provide a higher density propellant system than liquid propellants. 
Earth, storable liquid propellants are easier to handle and typically have higher density than space- 
storable or cryogenic propellants. Low-temperature liquids or cryogenics are stored under pres- 
sure, requiring a heavier, thicker-walled storage vessel. New lightweight materials derived from 
current nanotechnology research may allow for much higher pressures at a lower weight penalty 
than in conventional systems. This would make the use of cryogenics or gases more attractive in 
a small system. 

16.5.2 Handling and Usability 
Liquid propellants that have boiling points above approximately 80°C are the easiest to handle. 
Low vapor pressures also are desirable to reduce storage requirements, reduce operation hazards, 
and avoid cavitation in pump-fed systems. Liquid propellants also allow for restart and a throt- 
tling capability, which provide greater mission flexibility than solid propellants. Solid pellets may 
provide a way to achieve both density and restart goals, but a delivery system for solid pellets 
would add complexit7 and weight to the system. High-pressure gas systems are the least compli- 
cated of all, requiring only a controllable valve, but come with weight penalties from the pressure 
tank and suffer from low propellant density. A modular, plug-in propellant cm~ridge concept for 
use in microsatellites seems particularly appealing. Such a cm~tridge would lend itself to mass pro- 
duction and would enable file separation of the microsatellite and potentially hazardous propel- 
lants until needed. 

Table 16.1. Typical Velocity Changes Required for Various Missions 

Mission ]3,pe Typical AVRequired (m/see) Mission Details 

N-S stalionkeeping 50-100 (per year) In GEO 10 

Deorbit from LEO 150-250 Orbit dependent 10 

10 ° Inclination Change 1200-1500 Orbit/time dependent 10 

LEO to GEO transfer 4000--6000 Orbit/time dependent I 0 

Launch to LEO 9000-14,000 Orbit dependent 3 

Earth escape -12,000 Launch dependent 3 

Earth to moon --15,000 Land on moon 3 
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16.5.3 Stability 
Optimally, propellants for small spacecraft must be stable to decomposition over a wide temper- 
ature range (~'pically about O°-I O0°C), for example, nonreactive to storage and component mate- 
rials and storable for long periods of time. Liquid fuels can be used to help manage the thermal 
loads of the propulsion system, often being used to cool the combustion chmnber, expansion noz- 
zle, or both. Thus, high thermal stability, high specific heat, and low viscosity are desirable. 

16.5.4 Hazards 
Highly corrosive or toxic propellants increase storage and handling complexity with a concomi- 
tant increase in operation costs. The small quantities of propellant that would generally be needed 
for microthruster applications may mitigate this problem to some extent. It is also important to 
ensure the exhaust products are clean to avoid contamination issues during space operations. 

16.6 Special Propellant Considerations for Microthrusters 
16.6.1 Mission, Manufacturing, and Packaging Encapsulation 
Most current small satellites use either a cold-gas or monopropellant propulsion system for atti- 
tude control. Cold-gas systems are most effective for spacecraft missions with low total impulse, 
because of low specific impulse and generally low thrust. Monopropellant systems, typically us- 
ing hydrazine, are widely used today in satellite systems. 

The size ofmicrosatellites and very small propulsion systems suggests implementation of mis- 
sions requiring multiple spacecraft. Several large industl~j ventures have proposed the use of con- 
stellations of orbiting microsatellites. Such small craft can be launched from smaller, cheaper 
launch vehicles, resulting in overall cost reduction. The extremely small size of these multispace- 
craft constellations requires very small propulsion "packages" that can still accomplish all needed 
mission propulsion. In addition, the requirement for large number of craft lends itself to mass pro- 
duction techniques. The propulsion system could be produced separately in large numbers and 
then integrated into the spacecraft just before launch, in that way, hazardous propellants could be 
sealed into the propulsion package, eliminating the need for costly shutdown of launch pad oper- 
ations during propellant loading of the payload. 

16.6.2 Density 
For microspacecraft, the propellant density will directly affect tile total volume of the spacecraft. 
For very small spacecraft, volume constraints may not be as strict as for larger systems limited by 
the payload volumes on the launch vehicle. This allows tbr the possible use of low-density gas- 
eous propellants for short-duration, low-velocity missions. Such systems are low cost, simple, 
and require little associated hardware. 

16.6.3 Simplicity 
Propulsion systems that are simple to manufacture, have few parts, and are low cost will require 
propellants that are also easy to handle. This includes most cold-gas systems, most solid propel- 
lants, and a variety of liquids, although the toxicity of the propellant must be taken into account 
if the spacecraft propellant is to be loaded at the launch site. 

16.6.4 Thermal Management 
Many bipropellant engines use one or both of the propellants for thermal management of the ex- 
cess heat generated during engine firing. Propellants that decompose upon heating (such as hy- 
drazine or hydrogen peroxide) cannot be used for these types of bipropellant engines. 
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Another important consideration involves the basic properties of the propellant, such as the 
fi'eezing point and boiling point. Propellants that have high freezing points may need to be heated 
onboard the microspacecraft to avoid propellant solidification. Such heating would use resources 
that very small spacecraft could not afford to lose. For example, hydrazine has a freezing point 
just under 0°C, while n-propyl nitrate has a fi'eezing point of about -100°C. Even so, hydrazine 
is the monopropellant of choice for most spacecraft. Appendixes 16.A-I 6.D (at the end of the 
chapter) provide an abbreviated list of thermodynamic and physical properties of common fuels 
and oxidizers. 

16.7 Propellants: Cold-Gas Systems ~j 
The simplest type of thruster is the cold-gas system 3;9 In this thruster there is no chemical com- 
bustion involved. Thrust is provided by a pressurized gas, which is injected into the thrust cham- 
ber. This system is the simplest type of thruster and causes little contamination, but also suffers 
from relatively low performance (50-75 s) and thrust (typically 0.05-0.10 N). Cold-gas thrusters 
were the most common type in the 1960s and are still used today for systems needing less than 
1000 lb/s total impulse. Two examples of the use of cold-gas propellants for reaction-control sys- 
tems are the Viking Orbiter 12 and the LANDSAT 3.13 The system typically consists of a high- 
pressure tank, gas valve, pressure regulator, pressure relief valve, and a series of thrusters with 
valves. The pressure determines the performance of the system, and relatively high pressures have 
been used, for example 5000 psia. 

Helium, nitrogen, argon, k~pton and Freon 14 have all flown, but ammonia, nitrous oxide, 
Freon 12, and hydrogen are also candidate systems. Selection of the optimal gas must include 
considerations of density, molecular weight, and weight of the storage tank. Of the gases that have 
been used, helium performs the best, but leakage problems make it more difficult to work with. 
Theoretical performance values range from 46 s for Freon 12 to 290 s for hydrogen (at vacuum, 
frozen equilibrium, area ratio = 100, and gas temperature = 25°C). 

Performance for a cold-gas system can be calculated as follows. 9 Isp is given by: 

/ 

1/2 

(16.6) 

Thrust for the system is obtained from: 

"I)~ = Pc A tCr (16.7) 

The volume and gas weight are derived from: 

~p = _L and v= (H..~,RT) 
Isp P 

(16.8) 

where k is the ratio of specific heats of the gas at constant pressure and volume (Cp/6v); R is the 
gas constant; g is the gravitational constant to conve~ weight into mass; A tis the nozzle throat 
area; Cfis the thrust coefficient, which is the improvement in thrust provided by the expansion 
nozzle; 3 T is the absolute temperature; P is the static pressure; I is the total impulse; subscript c 
refers to the chamber conditions; and subscript e refers to exhaust conditions. 

Performance of cold-gas systems can be improved by heating the gas with either an electric 
heater or a chemical reaction. Such warm thrusters have achieved performance numbers ranging 
from 105 to 240 s at the expense of the simplicity of the system. However, in the microsatellite 
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such heating may play an advantageous role in the total thermal management of the system. For 
example, if the propellant storage tanks are placed to act as a heat sink for the combustion cham- 
ber, the excess heat could be used to pressurize the tanks for propellant delivery. 

16.8 Monopropellants 
Monopropellants generate propulsive energy through the exothermic decomposition of a single 
molecule or formulated mixture of filel and oxidizer. Typically the monopropellant is a liquid that 
is decomposed into products by a catalyst. The advantage of such a system is its simplicity and 
reduction in necessary hardware, such as propellant fuel tanks, valves, pumps, and tubing. The 
maior disadvantage is that it generally is more dangerous, with possibility of detonations. Only 
three monopropellants have been used in actual flight vehicles: hydrazine (and its derivatives), 
hydrogen peroxide, and propyl nitrate. Monopropellant thrusters are used primarily for attitude 
control devices. 

16.8.1 Hydrazine 
The most commonly used monopropellant is hydrazine, 14 which serves as a good baseline for 
other microthruster candidates. Hydrazine, a fuming colorless liquid with an ammonia-like odor 
first detectable at 70-80 parts per million (ppm), has physical properties that are very similar to 
water. Hydrazine is hypergolic with nitric acid, nitrogen tetroxide, and hydrogen peroxide. Spon- 
taneous ignition in air can occur ifhydrazine is spilled on a surface or soaked into even inert sub- 
stances such as vermiculite. The vapor is known to form explosive mixtures with air. Hydrazine 
is a stable liquid and can be stored in clean containers for many years. In the presence of impuri- 
ties or at elevated temperatures, decomposition is accelerated. Hydrazine and its alkyl derivatives 
are strong reducing agents. Hydrazine has a positive enthalpy of formation (50.42 kJ/mol) and 
per fomas well as a bipropellant fuel. Both unsymmetrical dimethylhydrazine (UDMH) and 
monomethylhydrazine (MMH) are more stable than hydrazine, with a wider liquid range (lower 
boiling point) but slightly lower specific impulse values. Mixing either UDMH or MMH with hy- 
drazine tends to quench the explosive decomposition of pure hydrazine. The bipropellant system 
consisting of MMH with N204 as oxidizer is extensively used in small attitude-control satellite 
engines. 15 

As a monopropellant, hydrazine can be effectively catalyzed and decomposed to form gaseous 
nitrogen, hydrogen, and ammonia. Iridium metal is etti~ctive as a room-temperature catalyst; iron, 
nickel, and cobalt have all been demonstrated to work at elevated temperatures. The most com- 
mon catalyst in use today is the Shell 405 catalyst (available from Shell Oil Co.).This catalyst is 
a porous alumina substrate deposited with iridium. 

The major difficulty with hydrazine lies in its toxicity. OSHA (Occupational Health and Safety 
Administration) lists its threshold level value (TIN) at 0. I ppm, and it is known to cause initation 
to eyes and skin. It can be absorbed through the skin, inhaled, or ingested. It also is a suspected 
carcinogen. These factors lead to expensive handling procedures and an interest in replacing its 
use with less toxic propellants. 

Hydrazine monopropellant thrusters 9 typically range in size from 0.2 to 2500 N of thrust. In 
principle, even smaller thrusters could be constructed tbr microspacecraft. The difficulty would 
lie in designing an appropriate catalyst bed that would resist poisoning and clogging. The temper- 
ature control of the catalyst bed must also be addressed. Typically, the catalyst beds tbr hydrazine 
are heated to ensure quick, reproducible engine starts. However, heating of the hydrazine in the 
propellant tank must be avoided to lessen the danger of decomposition or detonation. 
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Microspacecraft that use hydrazine or hydrazine derivatives must also consider materials com- 
patibility issues. For example, silicon-based micro-propellant devices are probably compatible 
with hydrazine use in the absence of water, but specific materials must be tested for chemical 
compatibility befbre beginning large-scale manufacturing. 

16.8.2 Hydrogen Peroxide 
Hydrogen peroxide when pure is an alnqost colorless (very pale blue) liquid, it is less volatile than 
water and is more dense and viscous.14The compound is miscible at all proportions in water, in 
which it forms a hydrate. Because of its low reduction potential, aqueous solutions of hydrogen 
peroxide spontaneously disproportionate. For the pure liquid the reaction proceeds as follows: 

l 02 AttO= -98.2 LI tool -1 (16.9) 11202(1) ---" tt20(1) +72 

The pure compound decomposes slowly in the absence of catalysts or impurities. However, in the 
presence of trace amounts of metals or alkalis the reaction is strongly catalyzed. Even a speck of 
dust has been known to initiate explosive decomposition. Storage of the anhydrous compound or 
highly concentrated solutions is generally done in wax-coated or plastic containers with added 
stabilizers, such as urea. Hydrogen peroxide can act as an oxidizing and as a reducing agent, 
which leads to a rich chemistry,. 

Hydrogen peroxide can function both as a monopropellant and as an oxidizer in a bipropellant 
system. As a monopropellant it can be catalyzed by a number of catalysts, including MnO 2, Pt, 
and Fe20 ~ to form hot water and oxygen. As an Earth-storable oxidizer it has several attractive 
attributes, f6 Its performance and density are close to or better than the commonly used nitric acid 
based oxidizers; its lower vapor pressure reduces the toxic fumes; and it is less corrosive to met- 
als. The major problem with its widespread use has always been its instability. Since its decom- 
position pathway is exothermic, the reaction is self-accelerating. This problem is compounded by' 
the fact that the reaction is catalyzed by ah:nost any impurity. Stabilizers can help, but they tend 
to make ignition and stable combustion difficult. Nevertheless, significant effort has been put into 
the development and use of hydrogen peroxide. It was used as the oxidizer in high concentrations 
on the NASA X-1 and X-I 5 programs, and was the monopropellant used for small attitude-con- 
trol thrusters before hydrazine was developed; it was also used in some Jet-Assisted Take-Off 
(JATO) applications. The Navy has tried to develop it as a "nontoxic" propellant for shipboard 
use, so fhr without success. 16 It continues to be used for some gas generator applications. Another 
issue that must be addressed for micropropulsion thrusters is the relatively high melting point of 
hydrogen peroxide. The pure material melts near 0°C and must be heated to use. 

16.8.3 Other Molecular Monopropellants 
Other candidate liquid monopropellants include nitromethane, ethylene oxide, n-propyl nitrate, 
ethyl nitrate, and tetranitromethane. These have all been extensively studied and tested with var- 
ious stability additives and in various engines. Ethylene oxide is an important industrial chemical 
and is prepared in large quantities through the direct catalytic oxidation of ethylene. It is highly 
reactive because of its strained bond angles and can be decomposed by both acid and base solu- 
tions.l 7As a monopropellant it has anlsp of 199 s (at 1000 psi, 14.7 psi). It has been used to power 
decoys and is stable to high-pressure flow conditions, although the vapor is sensitive. I l 

The nitroaliphatics have had the least application as monopropellants. Nitromethane has been 
utilized the most. Nitromethane, an oily liquid with a moderately strong disagreeable odor, has 
been used as a fuel in race cars and in model airplanes. OSHA lists a TLV value of 200 ppm, 
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considerably higher titan hydrogen peroxide. It has an lap value of255 s (at 1000 psi, 14.7 psi). 
The nitro alkyls are usually sensitive to thermal instabilities and to shock. 

The alkyl nitrates are normally more shock sensitive because of the less stable nature of the 
carbon-oxygen-nitrogen bonding as compared to the nitro compounds. The liquid monopropel- 
lent n-propyl nitrate has been used in jet engine starters and for decoys. The British have used iso- 
propyl nitrate for engine staaers and for gas generators. 

16.8.4 Composite Monopropellants 
New advanced monopropellants can be developed from combinations of energetic liquid oxidiz- 
ers and energetic fuels. This offers the advantage of selecting the physical and performance prop- 
erties to fit the particular need. Large gains in performance and density are possible. For example, 

one new monopropellant formulation that contains nitroformates [containing C(NO 2) 3 ] as the 

oxidizer component would result in specific impulse values over 50 s greater than hydrazine and 

density increases of over 60°/o. 18 One major disadvantage is the potential sensitivity to detonation 
or combustion, since the fuel and oxidizer are premixed. Another potential disadvantage is the 
possibility ofphysical phase separation between the various propellant components. Both of these 
disadvantages may be overcome with the proper formulation mixture ot'the monopropeilant. For- 
mulated composite monopropellants that have been examined include the amine nitrate-nitric 
acid combinations, difluoramines with NO-based oxidizers, boranes in hydrazine, and slurries of 
high-energy solids in liquids (for example, beryllium hydrides in hydrazine). None of these com- 
posite monopropellants has found widespread use. 

16.9 Bipropellants 
A bipropellant engine introduces more complexity into the propulsion system. Tanks, valves, and 
feed lines for both the liquid oxidizer and the liquid fuel must be present. Advantages can be real- 
ized, however, in safety, performance, and a wider selection of propellants and propellant combi- 
nations. The small size of the microthruster lends itself, perhaps, to an easier integration of the 
bipropellant engine into a single unit, mitigating some of the disadvantages. 

16.9.1 Oxidizers 
Oxygen and fluorine provide the best performers as oxidizers, but are not Earth-storable liquids. 
Nitrogen is a good carrier for these elements, and several oxidizer candidates come from the nitro- 
gen-oxygen or nitrogen-fluorine families. Hydrogen peroxide has already been discussed as a 
monopropellant, but can function as an oxidizer in a bipropellant system as well. Likely oxidizer 
candidates for microthruster applications are discussed below. 

16.9.2 Nitrogen Oxides 
Nitrogen tetroxide is the most widely used storable oxidizer in the propulsion arena. It is a color- 
less liquid that dissociates reversibly into NO 2 in the gas phase and is thermodynamically unstable 
with respect to decomposition into N 2 and 02. As the temperature ofnitrogen tetroxide is raised 
from its freezing point (-! 1.2°C) to 135°C (at which point it is 99% dissociated), its color be- 

14 comes a deep brown due to increasing NO 2 concentration. Nitrogen tetroxide reacts with water 
to tbrm nitric acid; hence the moist gases can be quite corrosive. It is cunently used in the Titan 
programs, the Space Shuttle reaction control system, and in some other satellite systems. 7 It is hy- 
pergolic with =nan), fuels and will ignite with other carbonaceous materials. It is compatible with 
stainless steel, aluminum, and Tetton. It reacts, however, with most elastomers. OSHA lists a ceil- 
ing exposure limit of 5 ppm (9 mg/m 3) with possible health hazards primarily to the lungs, and 
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irritation to the eyes, nose, and throat. It has a high vapor pressure (720 mm Hg at 20°C), which 
may be useful in designing a nlicrothruster self-pressurizing propellant delivery system. 

Various fonns of nitric acid have also been widely used as oxidizers. They generally have a 
wide liquid range and are hypergolic with the hydrazines. The rnajor drawback to their use has 
been their high corrosive nature. Water increases the corrosiveness, so much effort has been spent 
developing 100% nitric acid, known as white fuming nitric acid (WFNA). The Germans found 
that adding 6% NO 2 to WFNA, making red fuming nitric acid (RFNA), improved the stability. 16 
Adding less than 1% hydrofluoric acid (HF) to RFNA was found to reduce the corrosion rate at 
least an order of magnitude in both stainless steels and aluminum. This combination, called inhib- 
ited red fhming nitric acid (IRFNA) in varying concentrations, was found to be the least corrosive 
and most stable and is the most common nitric acid based oxidizer in use. 11 It ignites spontane- 
ously with furfural alcohol, aniline, and other amines and has been used with gasoline, hydrazine, 
and other alcohols. 3 It does have a high density, which leads to compact tank design. All these 
systems are highly corrosive and must be used carefully. 

Other nitrogen-oxygen oxidizers include tetranitromethane and nitrous oxide. Tetrani- 
tromethane,11 an overoxidized monopropellant, has a high density and oxidizing potential similar 
to N20 4. Impurities seem to sensitize the molecule to shock impact detonation and decomposi- 
tion. A eutectic mixture of64% tetranitromethane and 36% (by weight) ofN20 4 fi'eezes at-30°C 
and decreases the sensitivity without much loss in perfonnance. Nitrous oxide, or laughing gas, 

5 C). Its primary attraction is an underoxidized oxidizer that is a room-temperature gas (bp -88. o 
for microthrusters is its nontoxicity and lack of corrosion or compatibility problems (indeed it is 
commonly used as the propellant in whipped cream cans). It is inert at room temperature, but 
when heated above 600°C it dissociates into nitrogen and oxygen. 19 It may be attractive in a cold- 
gas system where some extra chemical energy is desired. 

The nitrogen fluorides are relatively high performing but as a class are generally very sensitive 
and reactive, readily decomposing, often violently. Nitrogen trifluoride has some attractive fea- 
tures, including low toxicity, compatibility with most metals and plastics, and lower reactivity 
than fluorine. 

All fluorine-containing oxidizers suffer from the one major disadvantage fbr microsatellite 
applications, in that the exhaust products will contain HF. Hydrofluoric acid is a highly con'osive 
contaminant that most satellite applications cannot stand. 

16.9.3 Fuels 
The most commonly used storable liquid fuels have been the hydrocarbons, hydrazines, and alco- 
hols. Kerosene, a blend of unsaturated and saturated hydrocarbons, is attractive because of its low 
cost and wide availability. Rocket propellant-grade kerosene is called RP-1 and is essentially the 
jet fuel JP-4 with controlled aromatic content to reduce carbon formation in regeneratively cooled 
rocket engines. With an empirical hydrogen-carbon ratio of 1.953,1 RP-l ' s  perfommnce is repre- 
sentative of most hydrocarbon fuels. Strained-ring hydrocarbons can provide both higher 
enthalpy and higher density, resulting in increased perfonnance. Quadricyclane, a cyclization 
product of norbornadiene, has been examined as a nontoxic propellant replacement fuel for the 
second-stage Delta II2°as well as other rocket propellant applications. 21 A hydrogenated conden- 
sation product of norbornadiene, known commercially as Shelldyne-H TM , also has been used as a 
high-density (1.11 g/cm) thermally stable fuel. 11 Additional candidates include the triangu- 

23 lanes, 22 the cubanes, the prismanes, 24 as well as others 25 While all these molecular fuels would 
be more expensive than kerosene, they offer advantages for micropropulsion devices in perfor- 
mance, ease of handling, stability, and most impo~/antly, in density. It is also expected that the 
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strained-ring candidates would be a more reactive hypergol than kerosene• The small amounts 
required tbr microsatellite operations certainly permit the use of these materials. The wide variety 
of candidates makes specific tailoring of the propulsion system possible. The use of one of these 
fuels with either hydrogen peroxide or a nitric-acid/N204 oxidizer in a prepackaged, cartridge- 
type microthruster would seem to be the optimal microthruster design for high-velocity microsat- 
ellite applications. Hydrazine has been discussed as a monopropellant, but it and its organic deriv- 
atives also make high-performing fuels in bipropellant combustion. Unsymmetrical dimethyl 
hydrazine (UDMH) is often used in place ofhydrazine because of its more desirable physical 
properties. It has a lower fi'eezing point, a higher boiling point, and is a more stable liquid. These 
[hctors outweigh its slightly lower performance, making it the fuel of choice over hydrazine. Mix- 
tures of the two fuels have also been used; for example, the Titan II uses a 30%-50% mixture of 
UDMH in hydrazine. Monomethyl hydrazine has been used extensively in spacecraft operations 
with nitrogen tetroxide. All these hydrazines, however, are highly toxic. 

16.10 Solid Propellants 
The advantages of solid propellants over liquid propellants lie primarily in their simplicity (few, 
if any, moving parts and monolithic structures), their typically higher densities and thrusts over 
liquid propellants, and their long-term storability. The disadvantages are typically lower specific 
impulse than liquid systems (though higher than most monopropellants), no restart or refill capa- 
bility, and the potential for catastrophic failure (the solid propellant contains both oxidizer and 
fuel in one composite material and is in essence a solid monopropellant). 

16.10.1 Conventional Solid Propellants 
Two types of solid propellants have been traditionally identified: double-based propellants and 
composite propellants. Double-based propellants are those that are based mainly on combinations 
of nitroglycerin and nitrocellulose. This forms a rigid, homogeneous structure. Composite propel- 
lants consist of a polymeric matrix in which small particles of an oxidizer and fuel are distributed. 
The most widely used current solid propellants (for example, the solid rocket motor boosters of 
the Space Shuttle) use ammonium perchlorate as the oxidizer and aluminum as the fuel. The poly- 
mer binder is hydroxy-terminated polybutadiene, which also acts as a fuel to some extent. This 
combination leads to ideal sea-level specific impulses in the 260- to 265-s range at optimum mix- 
ture ratios. 

Other solid-propellant ingredients include alternate oxidizers such as ammonium nitrate or po- 
tassium perchlorate. The nitramines 1,3,5-trinitro-triazacyclohexane (RDX) and 1,3,5,7-tetraaza- 
cyclooctane (HMX) are also used as oxidizers, particularly in applications where exhaust prod- 
ucts without HCI are desired. However, the nitramines are molecular monopropeilants and can 
detonate. While aluminum is the most widely used fuel in solid composite propellants, other metal 
powders can be used. Boron will produce higher theoretical performance, but is actually difficult 
to burn with good efficiency. It has been used as a burn rate accelerator, however. 3 Beryllium will 
also produce enhanced specific impulse values over aluminum, but is highly toxic. A number of 
different binder systems have been used, with the hydroxy terminated polybutadiene (ttTPB) and 
carboxy terminated polybutadiene (CTPB) being the most commonly used today. 3 Many other in- 
gredients or additives have been used and characterized over the years as burn-rate or combustion 
modifiers." 

Micropropulsion applications that would benefit from a conventionally designed solid-propul- 
sion system are those that would only require a single, short burn time, have a large-thrust or high- 
velocity requirement, or one that requires an extremely simple one-package propulsion device. 
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Several small solid rocket motors, down to 0.4 kg, have been built and demonstrated. 27 Even 
smaller, hobby-size solid motors for model rockets have been in use for decades. 

16.10.2 Gas Generator Propellants 
The purpose of gas generator propellants is to produce high-pressure, energetic gas for use in ap- 
plications such as gas turbines, power production, or jet engine stalkers. These propellants are at- 
tractive for hot-gas thrusters in micropropulsion applications. The solid propellants could be 
safely stored in a cartridge capable of high pressure until needed. The solid propellant is then de- 
composed through a chemical reaction or other ignition source to produce a high-pressure thrust 
device. 

The automobile gas bag industry is a good source for readily available, relatively cheap gas 
generators. Their requirements for nontoxic, clean-burning, relatively low temperature, quickly 
and easily ignited solid propellants are a good fit tbr the needs of mass-produced micropropulsion 
devices. Alkali azides (NaN 3, or KN3) have been widely used as gas generators and are attractive 
because of their tendency to decompose smoothly and quantitatively when heated to 300°C. 28 
Stabilized ammonium nitrate based propellants have also been used as gas generators 3 and give 
a smokeless, clean exhaust. Other candidates for such micropropulsion applications include the 
nitramines, organic azides, 29 the metal hydrides, 1'4 and other monopropellant solids. 

16.11 Propellant Delivery and Combustion Concepts 

16.11.t Mass Production 
Microsatellite concepts that require hundreds of spacecraft in low- Earth orbit will need mass pro- 
duction techniques for low-cost manufacturing of spacecraft components. '1'he propulsion sys- 
tems for these spacecraft may be produced as a complete unit and integrated into the spacecraft 
.just before use. This provides greater flexibility tot" mass production and use of potentially haz- 
ardous propellants. The small sizes necessary for the propulsion system may allow the use of sim- 
ple production techniques, such as molded plastics or composites. Single-piece combustion 
chamber/nozzles may also permit ease of production. 

Material selection for those parts of the propulsion system that come in contact with possibly 
con'osive propellants or hot zones, such as the combustion chamber, needs to be carefully consid- 
ered. Material compatibility of a wide variety of materials with both liquid 3° and solid 26 propel- 
lants is available. Silicon has been suggested as a structural material for the batch production of 
microthrusters, fabricated in the same way as those used in the semiconductor industry. 31 Propel- 
lant compatibility and high-temperature use of silicon can be greatly enhanced by forming a ni- 
tride layer on the contact surfaces. Silicon nitride (Si3N4) is almost completely chemically ine~; 
it retains its strength, shape, and erosion resistance even above 1000°C. 14 

Any manufacturing technique will find it difficult to compete on a cost basis with those found 
in the plastics industry. New generations of plastics and plastics composites, termed nanorein- 
forced plastics, offer major technology improvements. The nanotechnology offers significantly 
higher operational temperatures over those for toda~/'s existing polymeric resins. '1"he two leading 
technologies in this area are nanostructured clays 3"- and silsesquioxane 33 chemical technology. 

Current research in microelectromechanical devices and high-performance polymers may en- 
able mass production of component parts or entire systems for micro-sized satellites. Single-piece 
units that contain both the propellant storage and feed lines are possible. It may also be possible 
to include the combustion chamber and expansion nozzle into this single unit, depending on the 
materials used, the size of the system, and the overall compatibility with the propellants. 
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For any small satellite system, the propulsion system must be limited in mass to less fllan half 
the total to provide enough mass tbr usable payload. Long missions that need stabilization or atti- 
tude adjustment would require most of the propulsion mass to be used for propellant. That leaves 
very little mass for the propellant storage, feed system, and engine/motor. Volume limitations 
may also force the feed system lines and engine valves/iniectors to such a small size that small- 
scale physical effects, such as surface tension and capillary action, become important in the 
design. Such factors may ultimately limit the selection of the propellants and propulsion system. 
For example, propulsion systems with propellant feed lines that are less than about one-tenth of 
a millimeter in radius will not be able to use highly dense, viscous propellants, such as some of 
the dense energetic hydrocarbon fuels. 

16.11.2 Cartridge/Combustion-Chamber Combinations 
A multiuse cold-gas propellant system for microsatellite control might be constructed from an in- 
tegrated solid-propellant/high-pressure tank arrangement. Conceptually, such a system might 
have a series of small solid-propellant canisters arranged around a spherical pressure vessel. Each 
canister would have an electronic igniter and would be fired when the pressure in the tank reached 
a preset low value. This refills the tank as needed and also stores the propellant in a highly dense 
form. The propellants for such a multiuse system would most likely be state-of-the-art, high-en- 
ergy solid-propellant formulations with ingredients such as RDX or ammonium dinitramide. 

Another prepackaged solid-propellant concept involves small pellets of propellant that are in- 
dividually moved into the combustion chamber by a relatively low-pressure gas supply and valve 
system. It may also be possible to mechanically move the propellant into the chamber by using a 
linear "blister film," where each solid-propellant slug is encased in a thin plastic bubble on a strip 
of plastic. In either case, each pellet package could then be ignited by the focused pulse of a small 
semiconductor laser to obtain a set impulsive burst. 

Both concepts use solid propellants that have higher density and greater ease of handling than, 
for example, iiquid-hydrazine-based monopropellants. However, the blister film concept suffers 
from lack of quick response times and the incorporation of moving parts, which add to the risk of 
failure and are more complicated to mass produce. The pressurized system suffers from the low 
pertbrmance of a typical cold-gas propulsion system. It is also probably not amenable to mass 
production and difficult to incorporate into an extremely small microsatellite. 

16.11.3 Nonchemical Propulsion Methods 
In addition to conventional chemical propulsion schemes, propulsion systems that utilize electri- 
cal energy as a major driving source can be used in satellites. Electrothermal thrusters, arc jets, 
and ion thrusters have all been demonstrated, 9 yet typically require kilowatts of electrical power. 
Plasma thrusters and ion engines must also can3' their propellant gas (xenon for example), which 
is ionized and accelerated. These methods thus face the propellant density constraints similar to 
cold gas thrusters. Ion engines can have/v~ values of several thousand seconds with thrusts less 
than about 100 mN. 

Developing a mass-produced fuel that can be integrated into a microsatellite concept may re- 
quire consideration of novel propulsion concepts. The rapid development of compact, efficient, 
and lightweight diode laser devices merits their consideration as components in propulsion sys- 
tems as either ignition sources or propulsion drivers. 

An example of a simple, precisely controllable, low-thrust propulsion concept might use a la- 
ser to ablate material supported on a transparent substrate, and use the force of the ablated gaseous 
plume for propulsion. In this example, a short laser pulse (-1 ns per pulse) passes through a 
substrate and is absorbed by an active propellant supported on the far side of the substrate. The 
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irradiated portion of the propellant layer is ablated, forming a gaseous plume that leaves normal 
to the substrate surface with high velocity (several kilometers per second). The active coating 
layer, perhaps I ~tm thick, could be a decomposable polymer such as polymethylmethacrylate, or 
nitrocellulose. Dye can be incorporated into the layer to increase absorption, and energetic mate- 
rials might also be added to increase the energy released, thereby increasing the velocity and mass 
of the ablated material. The/sp [br such a system would ultimately depend on the ablation dynam- 
ics that detemfine the mass and velocity distribution of the atoms, molecules, clusters, and ions 
that are ejected [~om the substrate. For this assessment, conversion of 25% of the laser pulse en- 
ergy to kinetic energy in the ablation plume is a reasonable estimate. The substrate, possibly a thin 
Mylar film, could be advanced to expose a new spot of active propellant layer fbllowing each laser 
pulse. 

Q-switched diode-pumped microlasers with pulse energy of 5 ~tJ, pulse duration of Ins and 
pulse repetition rates of 20 kHz are available. An electrical power input of less than i W produces 
about 100 mW of average output laser power. If the laser beam is focused through the Mylar sub- 
strate onto the active layer with an area of 10 -6 cm 2, assuming a density of the active layer of poly- 
mer of about 1 g/cm 3, approximately 10 "10 g of material would be ablated per laser pulse. 1f'25% 
of the laser pulse energy is converted into kinetic energy of the ablated products moving normal 
to the substrate, the velocity of these products would be 5000 m/s. Focusing the laser beam more 
tightly, using a more powerfhl laser, or adding an energetic (explosive, pyrotecllnic, or solid pro- 
pellant~see above) compound to the active layer can vary the velocity of the ablated material. 
Operating at the 20-kHz laser repetition rate, approximately 60 g of material could be ablated per 
year, producing a A V of 300 rn/s per year for a 1-kg microsatellite. Advances in laser technology 
and energetic materials in the active layer could greatly increase these figures for this easily stor- 
able, precisely controllable method. Many other laser-driven concepts also merit consideration 
for the unique demands ofmicrosatellite propulsion. 

16.11.4 Laser Propulsion 
Certainly one laser propulsion technique that may be considered for microsatellite operations in- 
volves direct conversion of ground-based, high-power laser light into on-orbit thrust. Recent ad- 
vances in laser control, pointing, and adaptive optics provide new opportunities for development 
of this concept. Such a system might use a high-peak-power pulsed laser, at a wavelength that 
transmits through the atmosphere with minimal loss, to direct concentrated light onto a mirrored 
collector on the spacecraft. The laser pulses would then be focused onto a thruster to heat a simple 
gas or liquid propellant. In this way, nontoxic, storable, easy-to-handle, and low-cost propellants 
(such as water) could be used for propulsion. Another advantage of such a system is that the com- 
plicated power source is based on the ground, where it is easily repaired and upgraded. 

The primary use for such a laser propulsion system would be stationkeeping and orbit change, 
including a space tug concept for shuttling payloads fi'om low Earth orbit (LEO) up to geosyn- 
chronous orbit (GEO). Since the major equipment complications are ground based (the laser), the 
target craft (the spacecraft) can be mass produced at a greatly reduced cost per spacecraft. A vari- 
ety of spacecraft designs could also be used, resulting in greater mission flexibility. For example, 
a l-megajoule (M J) per pulse ground-based laser with 1-m-diameter beam-pointing optics gives 
a delivered power at a 200-kin orbit (assuming very low laser divergence of about 10 .4 rad and 
no atmospheric loss) of about 70 mJ/cm 2 fluence. For a 10-ns pulse length, this results in peak 
powers of about 7 MW/cm 2 for one pulse per second. For a satellite collection area of about I m 2, 
the focused laser power (about 700 J per pulse) is more than sufficient for plasma breakdown in 
hydrogen, helium, nitrogen, or even water. 
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16.11.5 Pulsed-Detonation Engines 
An alternative to the standard continuous rocket engines is the pulsed-detonation engine. Such an 
engine operates by detonating a fuel/oxidizer mixture in a partially confined chamber (similar to 
the internal combustion engine). Potentially higher temperatures and pressures can be achieved 
for short periods of time. One potential advantage to such engines is the ability to pressure feed 
the propellants into the combustion chamber. This effectively eliminates large, heavy turbo 
pumps that pressurize the propellant before injection into the combustion chamber. The simplicity 
of the pulsed-detonation rocket engines lends itself to low-cost mass production techniques. How- 
ever, there are limitations on the reduction in size of these devices due to physical limits of heat 
transfer processes into the containment walls. Ve~3' small spacecraft will therefore probably not 
use pulsed detonation for propulsion. 
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16.13 Appendixes 

Appendix 16.A. Thermodynamic Properties of Liquid Fuel 11,34 

Standard lteat Critical tteat of 
of Formation 'l'emperature Critical Pressure Vaporization 

Fuel (formula) (kJ/mol) (K) (MN/m 2) (kJ/mol) 

Aerozine-50 (50% hydrazine/ +5 i.51 607 1 !.935 33.67 
50% UDMH) 

Ammonia (NH 3) -7 I. 71 405.4 1 !.280 23.56 

Diethylcyclohexane -726.18 638.6 2.534 38.79 
([C2HsI2C6HI0) 

Diethylenetriamine (DETA) -77.40 496 3.710 50.50 
([NH2C2H4)2NI !] 

u-Dimethyl hydrazine (UDMtt) +51.63 523 5.978 35.02 
[(Ctf3)2N2H21 

Ethanol (C2115OH) -277.65 516 6.378 38.79 

Ethylene oxide (C2H40) +25.15 468.9 7.191 25.48 

Furfur3l alcohol (C5H5OOtt) -276.35 572 3.5 53.62 

Hydrazine (N2114) + 50.42 653 14.693 43.43 

Hydrogen (I-t2) I -9.01 33.21 1.296 0.915 

Kerosene (RP-I j (H/C = 2.0) -26.03 676.5 2.172 49.79 

Methane (Ctt4) -89.50 191.0 4.64 8.9 I 

Methanol (CH3OIt) -239.03 513 7.87 39.32 

Monomethyl hydrazine (MMtt) -+-54.84 585 8.24 40.38 
(CI-t3N2113) 

Nitromethane (CH3NO 2) - 139.03 587.9 6.314 38.28 

N-propyl nitrate (C3H7NO 3) -214.47 580 4.05 34.68 
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Appendix 16.B. Physical Properties of Liquid Fuels 11,34 

Molecular Freezing Normal 
Weight Point Boiling Specific 

Fuel Obrmula) (g/tool) (K) Point (K) Gravity 

Aerozine-50 41.8 267.6 343.15 0.899 @ 298 K 
(50% hydrazine/50% UDMH) 

Ammonia (NH3) 17.0 195.4 239.8 0.682 @ NBP a 

Diethylcyclohexane 140.3 194.2 447.2 0.804 @ 293 K 
[(C2H5)2C6Hi0] 

Diethylenetriamine (DE'I)~) 103.2 234 480 0.953 @ 298 K 
[(N 1|2C 2 I--I 4)2NH ] 

u-Dimethyl hydrazine (UDMH) 60.1 216.0 335.5 0.791 @ 298 K 
[(CH3)2N2H2] 

Ethanol (C2HsOH) 46.1 158.7 351.4 0.789 @ 293 K 

Ethylene oxide (C2H40) 44.01 162 283.6 0.887 @ NBP 

FurfuD'l alcohol (CsH5OOH) 98.1 240 444 1.13 @ 293 K 

Hydrazine (N2H 4) 32.04 274.7 386.6 1.008 @, 293 K 

Hydrogen (I-t2) 2.016 13.8 20.21 0.0709 @ NBP 

Kerosene (RP-I) (H/C = 2.0) 172 228 450-547 0.80-0.81 @ 293 K 

Methane (CH4) 16.04 90.6 111.6 0.451 @ NBP 

Methanol (CH3OH) 32.04 175.4 337 0.791 @ 293 K 

MHF-3- (86% MMH/14% 43.41 219 362.8 0.889 @ 298 K 
N2H4)a 

Monomethyl hydrazine 46.07 220.8 360.8 0.879 @ 293 K 
(CH3H2H3) 

Nitromethane (CH3NO2) 61.04 244.1 374.3 1.135 @ 298 K 

N-propyl nitrate (C3H7NO3) 105.1 172 383.6 1.058 @ 298 K 

Otto Fuel II 186.52 245.2 NA 1.232 @ 298 K 

a Normal boiling point (NBP) 
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Appendix 16.C. Thermodynamic Proper t ies  of  Liquid Oxidizers I 1,34 

Standard Heat Critical Critical Heat of 
of Fo~xnation 'I'emperature Pressure Vaporization 

Oxidizer (fbrmula) (kJ/mol) (K) (MN/m 2) (kJ/moi) 

Chlorine pentafluoride (CIFs) -253.13 416.2 5.316 22.22 

Chlorine trifluoride (CIF3) - 185.77 453 6.626 27.53 

Florox (CIF30) -165.69 455 NA 32.22 

Fluorine (F2) -12.96 144.5 5.583 6.32 

Fluorine/oxygen (70/30) (Flox) -36.04 144.5 5.583 6.48 

Hydrogen peroxide (H202) -187.78 730 21.58 47.07 

Nitric acid-Type II IAb - 140.16 544 8.867 34.10 

Nitric acid-Type IVb -- 181.59 540 9.846 34.52 

Nitrogen tetroxide (N204) - 19.58 431.4 9.938 38.12 

Nitrogen trifluoride (NF3) g - 131.50 206.5 5.026 11.59 

Oxygen (02) - 12.12 154.8 5.375 6.82 

Oxygen difluoride (OF2) +24.52 215.4 4.958 I 1.13 

()zone (O3) + I 18.4 i 260.7 5.53 7 14.27 

Perchloryl fluoride (CIO3F) -21.42 368 5.372 19.96 

Tetrafluorohydrazine (N2F4) -21.8 309 7.8 15.23 

Appendix 16.D. Physical Properties of Liquid Oxidizers 11,34 

Molecular Weight Freezing Point Normal Boiling Specific 
Oxidizer (formula) a (g/too0 (K) Point (K) Gravity 

Bromine pentafluoride (BrFs) 174.9 211.8 313.6 2.47 @ 298 K 

Chlorine pentafluoride (CIF 5) 130.4 170.2 259.4 1.78 @ 298 K 

Chlorine triltuoride (CIF3) 92.4 195.9 284.9 i.81 @ 298 K 

Florox (CIF30) 108.4 207.1 302.6 1.85 @ 298 K 

Fluorine (F2) 38.0 54. ! 85.0 1.50 @ NBP b 

Fluorine/Oxygen (Flox) 36.2 NA 86.5 1.24 @ NBP 
(70% F2/30% 02) 

Hydrogen peroxide 32.4 261.6 414.3 1.39 @ 293 K 
(90% H202/!0% H20 ) 
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Appendix 16.D. Physical Properties of Liquid Oxidizers ! 1"34---Continued 

Molecular Weight Freezing Point Normal Boiling Specific 
Oxidizer (formula) a (g/tool) (K) Point (K) Gravity 

.... -l]vcl1"~iigei~--p-eriixi~ie ........................................................................................................................................................................................................................... 34.0 272.7 423.4 1 145 @ 293 K 
(98% I-t202) 

85.8 250.4 283.6 1.47 @ 273 K MON-10 
(10% N()/90% N204) 

IRFNA IIIA (14% NO2, 83.4% 59.4 224.3 333 1.55 @ 298 K 

HNO 3, 2% H20, 0.6% HF) 

IRFNA IV 55.0 235.9 297.9 |.62 @ 298 K 
(44% NO 2, 57.4% ttNO 3, 0.5°/0 

H20 max, 0.6% HF) 

Nitrogen tetroxide (N204) 92.0 61.9 294.3 1.43 @ 293 K 

Nitrogen trifluoride (NF3) 71.0 65.9 143.7 !.54 @ NBP 

Oxygen (02) 32.0 54.7 90.2 I. 15 @ NBP 

Oxygen difluoride (OF2) 54.0 49.3 128.4 1.52 @ NBP 

Ozone (O31) 48.0 79.8 160.9 1.61 @ 78 K 

Perchloryl fluoride (CIO3F) 102.4 127 226.3 1.39 @ 298 K 

Tetrafluorohydrazine (N2F4) 104.0 I 10.2 200.2 1.56 @ 173 K 

Bromine pentafluoride (BrFs) 174.9 211.8 313.6 2.47 @ 298 K 

a See Appendix 16.C for nitric-acid compositions. 
b Normal boiling point (NBP). 
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17 
Micropropulsion Systems for Aircraft and 
Spacecraft 
S. Janson,* H. Helvajian,* and K. Breuer i" 

17.1 Introduction 
Microelectromechanical systems (MEMS) initiated a revolution 10 years ago that brought the 
"muscle" (actuation) to silicon "chips." With MEMS and CMOS (complementary metal oxide 
semiconductor), it is now possible to endow an instrument with "eyes, ears, nose, muscle, and in- 
telligence." Furthermore, by applying advanced microelectronics packaging solutions, the vari- 
ous elements of this instrument can be integrated into a compact system capable of autonomous 
action. Although not immediately obvious, all these technologies can be used to develop "smart" 
micropropulsion systems for general aerospace applications. Moreover, these micropropulsion 
systems can be fabricated in lots of hundreds o1" thousands, enabling the development of a new 
generation of smaller less-expensive spacecraft and miniature unmanned aircraft:. Because micro- 
propulsion systems require moving parts (e.g., valves and propellers) and must make the most ef- 
ficient use of the available mass, volume, and limited quantity of propellant fluid, MEMS and mi- 
crofabrication technology play key roles in their development and operation. Recent reviews on 
micropropulsion technology can be found in Mueller, 1 Janson, 2 and deGroot and Oleson. 3 The 
application of these micropropulsion systems to space and terrestrial use can be fbund in Chapter 
2 and in Gallington et al., 4 and McMichael and Francis. 5 In the United States, micropropulsion 
system development is currently under way at The Aerospace Corporation (Aerospace), the Air 
Force Research Laboratories (AFRL), NASA Jet Propulsion Laboratory (JPL), NASA Lewis Re- 
search Center, Massachusetts Institute of Technology (MIT), California Institute of Technology 
(Cal Tech), and TRW, Inc. 1'6--9 

The term microthruster was originally used decades ago fbr any thruster that produced less 
than 1 lbf (pound force or 4.45 N) thrust. In the mid-1960s, a review ofmicrorocket technology 
stated that "a new and rapidly growing branch of rocket technology has emerged recently which 
may be called microthrust or microrocket technology. ''1° The term "micro" simply meant small; 
microprocessors and submicron semiconductor fabrication were still in the distant future. Today, 
one can buy small offthe-shelfthrusters in the 10-1000-mlbf (m ill ipound-force) range (or 45-  
4500-raN range) that are no longer considered micro. For this chapter and specifically for space 
applications, we define "micropropulsion" as propulsion systems with thrust levels in the micro- 
to-millinewton range that are based on micron-to-millimeter scale structures. In contrast, micro- 
propulsion for"air-breathing" systems is defined as that required by a micro unmanned air vehicle 
(<1.5 cm size) that is designed to operate at low Reynolds number (<104). In both applications, 
the systems must be small, preferably made of low-mass materials, and packaged as an integrated 
unit. 

This chapter is designed to accommodate a reader not familiar with rocket or air-breathing pro- 
pulsion systems. Basic concepts and equations used in comparing propulsion systems and effi- 
ciencies are given in the introduction. The chapter is organized into the following sections. 

*Center for Microtechnology, The Aerospace Corporation 

tDepartment of Aeronautics and Astronautics, Massachusetts Institute of rISchnology 
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• Introduction and overview of micropropulsion 
• Micronozzles, experimental data on thrust efficiencies and the modeling of the gas/fluid 

dynamics 
• Discussion of two fluidic actuators~the synthetic jet and the microjet engine 
• Presentation of a 3-dimensional (3D) material-processing technique fbr microfabrication of 

glass/ceramic materials 
• Process flow and fabrication of three microthrusters~a pulsed cold gas thruster, a single-shot 

"digital" thruster, and a microresistojet thruster 
• Experimental results from the cold gas and the digital thruster 
• Discussion of a concept for utilizing the product waste gas from a bioorganic digester to pro- 

vide supplemental fuel for a space resistojet thruster~concept for a "self-consuming" thruster 
• Conclusions 

17.1.1 Air-Breathing Engines 
Dimensionless numbers are used in fluid mechanics to identify regimes of operation and relevant 
physical phenomena. Mach number Ma, for example, is the local flow velocity divided by the 
local speed of sound (U/s, where U is the flow speed and s is the speed of sound). Subsonic 
(Ma < 1) and supersonic (Ma > I) flows have completely different characters and are usually 
modeled using different equations and/or integration schemes. Reynolds number, defined as Ud/ 
v where d is a characteristic length (tube diameter, wing chord, etc.) and v is the kinematic vis- 
cosity of the tluid, is the ratio of inertial forces to viscous forces in the fluid, l,ow Reynolds num- 
ber tlows, particularly below 2000, are dominated by viscous effects, which usually produce sta- 
ble flow. High Reynolds number flows usually produce turbulence and low drag along surfaces. 
Finally, the Knudsen number is the ratio between the mean-ti'ee path in the fluid and the charac- 
teristic device length. Knudsen numbers greater than I indicate free molecular flow conditions; 
collisions between fluid molecules are unimportant compared with molecule-surface collisions. 
Knudsen numbers below 0.01 indicate that continuum tlow prevails (the range between 0.01 and 
I is the transition region). 

Air-breathing engines accelerate portions of the sun'ounding atmosphere to generate thrust. 
They may carry their own fuel to generate energy. Fluid actuators, in particular, control the flow 
or pressure of a working tluid; aircraft propellers and jet engines represent just one important 
subset of this broad category. 

Conventional air-breathing turbomachinery systems operate a thermodynamic cycle in which 
air passes through a compressor, after which heat is added (usually by burning fuel) and then ex- 
panded through a turbine. Some of the work delivered by the turbine is used to drive the compres- 
sor (thus closing the thermodynamic cycle), and the remaining available work can be used to gen- 
erate electric power (using a generator) or to generate thrust directly by exhausting the gas at high 
speed out of the engine. 

As is common for MEMS devices, the chief attraction for micromachined air-breathing pro- 
pulsion systems derives fi'om the cube-square law. Air-breathing propulsion systems (such as gas 
turbine engines and actuator disks like propellers or synthetic jets) generate thrust by drawing in 
low-momentum air on one face and expelling the air with high momentum from the other side. 
The thrust generated by the device is thus proportional to the exit area of the device. In contrast, 
the weight of" the machine scales with its volume. Thus, the thrust-to-weight ratio increases as the 
device gets smaller, and this would seem to favor MEMS propulsion systems. 

The challenges in making microturbomachinery can be divided into the fundamental physical 
difficulties and the engineering challenges. In the first, the decrease in component efficiency as a 
result of viscous losses is the chief difficulty with designing a MEMS microengine. In the second 
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category, many engineering difficulties are evident, including the impact of the limitations of cur- 
rent MEMS technology in the design and fabrication of compressors and turbines, the difficulty 
of supporting and lubricating high-speed rotating micromachinery, and the need for high- 
temperature materials that can also be microfabricated. 

However, there are aspects of MEMS devices that can also be exploited. In conventional tur- 
bomachinery, the size of the rotating components is often limited by the fracture limit of the ma- 
terial. Since silicon has an exceptional strength-to-weight ratio, the rotating parts can actually be 
proportionately larger than their macroscopic counterparts, which promises an improved machine 
performance. Some of these design trade-offs are discussed in Jacobson and Piekos et al. 11 

17.1.2 Rocket  Science 
The basic figures of merit for rockets are thrust, minimum impulse bit, and specific impulse (lsp) 
(see Chapter 2). In general, l-kg class satellites require 10 ..... 1000-tan thrusters, and 10-kg class 
satellites require 0. l ..... l 0-mN thrusters for typical on-orbit operations such as attitude control and 
orbit maintenance. Impulse bit is defined as the time integral of thrust, and the minimum impulse 
bit is the smallest value that a given propulsion system can deliver. The minimum impulse bit re- 
quired is highly mission dependent; it can range fi'om less than 1 ~tN-s tbr l-kg-mass spacecraft 
performing station-keeping during an optical interferometry mission to greater than 1 N-s for a 
10-kg spacecraft performing a significant orbit-raising maneuver. Smaller is generally better, es- 
pecially Ibr propulsion systems used for a variety of different tasks. Specific impulse is defined 
as the thrust divided by the mass-flow-rate of propellant through the thruster, and is a function of 
propellant and thruster type. It can range fi'om about 50 s for a simple cold-gas thruster to greater 
than 5000 s tbr an electric thruster such as an ion engine. Higher I sp means that less propellant 
mass is needed to perform a given mission, so higher is generally better. The rocket equation, 
which relates propellant usage to mission requirements and specific impulse, and propulsion re- 
quirements for representative space missions are summarized in Chapter 2, Sec. 2.3. 

Spacecraft thrusters are classified as either cold gas, chemical, electric, nuclear, or solar ther- 
mal. With the exception of some forms of electric propulsion (e.g., ion engines, Hall-effect thrust- 
ers, and magnetoplasmadynamic thrusters), most of these devices use a converging/diverging 
nozzle to expand propellant in a plenum at pressure Pl and temperature T (so-called "stagnation 
conditions") to much lower ambient pressure P2. The nozzle converts propellant enthalpy into di- 
rected kinetic energy and hence thrust; the propellant expands, accelel'ates, and cools while exit- 
ing the nozzle. The converging section accelerates the flow until the flow velocity reaches the lo- 
cal sound speed, at which point a diverging section is required for continued expansion. The 
theoretical specific impulse for these gas-dynamic thrusters is approximately given by: 

lsp~-(g~~) L 2 k - i J I ~ l  ..... ('fi~l) 1 (17.1) 

where go is the gravitational acceleration at the Earth's surface, k is the ratio of specific heats for 
the propellant in the plenum (reaction chamber), R' is the universal gas constant (8.314 J/tool-K), 
M is the mean molecular weight of the exhaust gas, and. P2 is the pressure at the exit plane. Note 
that Eq. (17.1) is purely thermodynamic; physical scaling does not enter into the simple 
theoretical calculation of specific impulse. 

Cold gas thrusters use nonreacting propellants at ambient temperature, so 7" in Eq. ( ! 7.1 ) is 
roughly the temperature of the stored propellant. Plenum temperature 7' can be increased, M can 
be decreased, and/or the ratio PI/P2 can be increased to boost specific impulse. In practice, 7" is 
• usually increased using chemical reactions and/or electric, nuclear-powered, or focused-sunlight 
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specific impulse can be estimated using Eq. (17. I). All these devices will suffer fi'om drag or vis- 
cous losses as internal Reynolds numbers decrease below 1500. The last two are electrostatic 
thrusters that use space-charge or externally applied electric fields to accelerate positive ions in a 
plasma to energies of several hundred electron volts (eV) and higher. An electron source is used 
for both species ionization and the subsequent charge neutralization of the ion beam. 

Not all conventional thrusters can be scaled to small size or thrust level. Cold gas, monopro- 
pellant, solid, and resistojet thrusters are readily scalable to millinewton thrust levels albeit at a 
cost in performance as a result of viscous losses. Bipropellant thrusters with millinewton thrust 
levels can be built, but there are physical limits on how small combustion chan~bers can be. The 
chamber volume must be large enough to allow for evaporation (i.e., for liquid propellants), gas 
mixing, and complete combustion. Some combination of premixing propellants, use of highly re- 
active propellants, micromachined injectors, and high-pressure operation can be used to acceler- 
ate the combustion, but the fhndamental bimolecular reaction rates dictate the necessary reaction 
zone and thus the volume. 

Conventional Hall-effect thrusters and ion engines are also difficult to scale to small size be- 
cause magnetic confinement does not scale linearly with size. An understanding of scaling issues 
related to plasma containment can be obtained by studying the change in the density of an instan- 
taneously generated plasma that has no sources of electrons or ions. Plasmas constantly lose ions 
and electrons through diffusion across magnetic field lines, and most plasma devices are governed 
by the Bohm diffusion law, 12 where the diffusion coefficient D B is given by" 

h'Te (17.2) 
D B -  16eB 

where K is Boltzmann's constant, T e is the electron temperature, e is the charge of an electron, 
and B is magnetic field strength. For a plasma cylinder of radius R, the plasma density decays ex- 
ponentially in time, where the time constant r, is given by 

R 2 
.... (17.3) 

2D B 

Substituting Eq. (17.2) into F.,q. (17.3) shows that the time constant is proportional to R2B for 

a constant electron temperature. To maintain a constant decay time, the magnetic field strength 
must vary inversely with the square of radius. This is not a favorable scaling relationship as di- 
mensions decrease and indicates that a nonplasma-type generator of ions may be required for mi- 
croion engines and related electrostatic thrusters. Liquid-metal and field ionization sources do not 
require a plasma for proper operation. 

The field emission electric propulsion (FEEP) thruster is a micronewton class electrostatic 
thruster that operates at specific impulses in the range of 6000-10,000+ s. 13 This thruster uses a 
high electric field perpendicular to a conducting fluid surface to induce fluid motion into sharp 
points and subsequent ionization at these points. In practice, FEEP thrusters are linear liquid- 
metal ion sources with cesium as the propellant and are manufactured using conventional machin- 
ing techniques. An indium liquid-metal ion source was tested on the Japanese Geotail mission, so 
some flight experience with conventional liquid-metal ion sources is available. 14 The major ad- 
vantage of these sources is that no propellant valves are required since capillary action provides 
propellant delivel2¢. The disadvantage is that the propellant is a metal in a molten state. The pos- 
sible contamination of spacecraft surfaces by metallic plume effluents drove conventional ion en- 
gine technology away from cesium and mercury propellants in the 1960s and 1970s to xenon by 
the 1980s. 
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The key to creating efficient field-ionization and fiel&emission-based ion engines is to gener- 
ate electric field strengths on the order of 108 V/cm and higher using potentials on the order of 
100 V. To generate these field strengths requires fabrication of submicron gaps between elec- 
trodes and/or fabrication of nanometer-scale edges for electric field enhancement. Field ioniza- 
tion of a gas-phase atom near the surface in a high electric field occurs through an induced elec- 
tron tunneling process, where a bound electron in the atom has good probability of tunneling into 
the conduction band of the surface. The result is a positively charged gas-phase ion. The concept 
is a variant of the field-ion microscope, which is used to image surfaces with atomic resolution. 15 
Equation (17.4) gives the probability P for tunneling of the electron in the atom, at a critical 
distance Xc, through a maximum tunneling barrier at the surface: 16 

_ r ,21  p(×c,F)= Expl_L..~. j ~[l_2(e3F)l. I/2 (17.4) 

In Eq. (17.4), m is electron mass, e is the electron charge, I is the ionization potential of the atom, ~ is 
the work function of the surface, and F is the applied field strength, usually given in units of volts/ang- 
strom. Figure 17. ! shows the change in the electron barrier penetration probability as a function of field 

strength. The calculalion shows that for greater than 2.5 V/A (2.5 x l0 g V/cm) the probability of field ion- 
ization is > 0.5 per electron scattering event. The ionization rate of an atom at Xc is related to this penetra- 
tion probability along with the electron scattering frequency and the gas flux impinging on the surface. 

The gas flux impinging on the surface is not the simple gas kinetic flux usually given by G = 
Pg/(2~tMkT) 1/2, where Pg is the gas pressure, M is the mass of the atom, k is the Boltzmann con- 
stant, and Tis the temperature. In the high local electric field, the atoms are attracted to the surface 
by a polarization [brce given by etF(dF/dx), where ~t is the atom polarizability and x is the atom- 
surface distance. This attraction force enhances the number of atoms hitting the surface. The en- 
hancement factor for a cylindrical emitter has been calculated and published. 17 Equation (17.5) 
gives the enhancement ['actor, Efper unit length of emitter. 

Z = (2e~F 2] I/2 
Ef= G(2~rt) \ ~kT] (17.5) 

For Xe gas 18 with a polarizability of 4x 10 -25 cm 3 and an electric field strength of 2x 108 V/cm 
with kT = 25 meV (room temperature), the calculated enhancement factor is 1.6. The enhance- 
ment factor for a spherical emitter increases to 2.5 for the same conditions. Calculations show that 
the I-V characteristics of such a field-ion source emitter should increase exponentially with the 
applied field strength squared until the ionization rate exceeds the rate of near surface atom re- 
plenishment. 
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Fig. 17.1. Change in the electron barrier penetration probability as a function of field strength. For Xe over 
tungsten metal. 
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17.2 Micronozzles 
Nozzles for gas-dynamic microthrusters have been fabricated using deep reactive ion etching 
(DRIE) of silicon or other materials, anisotropic etching of silicon, and laser-machining of glass/ 
ceramic materials. An example ofa DRIE etched nozzle is shown in Fig. 17.2, which shows scan- 
ning electron micrographs (SEM) of microfabricated supersonic nozzles for a space propulsion 
application. ~9 Throat "diameters" varying from 12 to 30 l~m have been fabricated with expansion 
ratios (exit plane area divided by the throat cross-sectional area) ranging from 5 to 20. DRIE tech- 
nology allows very' deep, extruded geometries to be fabricated (the nozzles above are 308 ~tm 
deep) while still maintaining excellent dimensional control. This fine dimensional control, such 
as the gradual contraction and expansion illustrated in Fig. 17.2, is essential for the fluid behavior 
to avoid separation, shock formation, and premature transition to turbulence. The DRIE technique 
permits fabrication of practical nozzle sizes with tapered dimensional control over two dimen- 
sions. With the DRIE technique the third dimension cannot easily be contoured and usually is a 
cylindrical extension of the two-dimensional (2D) pattern. 
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Fig. 17.2. SEMs of microfabricated supersonic nozzles for space propulsion applications, illustrating a top 
view of a trumpet nozzle (left) and an end-on view of a conical nozzle (right). 

Three-dimensional axisymmetric nozzles are usually necessary' to obtain the maximum effi- 
ciency. One approach is to use anisotropic etching of silicon, which can create pyramidal shaped 
pits that form converging or diverging nozzles of square or rectangular cross section. An alterna- 
tive approach is to use laser-processing techniques that can fabricate true 3D axisymmetric noz- 
zles of arbitrary contour in a variety of materials. Figure 17.3 shows two optical microscope views 
of a nozzle with a throat diameter of 100 ~tm and an expansion ratio of 10:1, fabricated in a pho- 

T M  tosensitive glass/ceramic material (Foturan manufactured by Schott Glassworks of Ger- 
many). 2° Glass/ceramic nozzles offer a "see-through" substrate and significantly reduce thermal 
conduction losses. The material is also considerably harder than silicon (for processed Foturan: 
Modulus of Rupture is 150 N/ram 2, and the Knoop hardness is 4600-5200 N/ram 2) and has good 
electrical isolation and no porosib'. Furthermore, the material-processing approach allows the de- 
sign and fabrication of the nozzle shapes and expansion ratios to be under user control. 

Figure 17.4 shows experimental thrust measurements for an anisotropically etched converg- 
ing-diverging silicon nozzle that was part of the pre-1996 EG&G IC Sensors Corp. Model 4425- 
15 MEMS microvalve (newer versions use a more complicated geometry that precludes their use 
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Fig. 17.3. Optical microphotographs of a laser-machined converging/diverging nozzle in a transparent 
photo-ceramic material. The fabrication effort was done from one side only. 
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Fig. 17.4. Thrust vs feed pressure tbr the exit nozzle ill the EG&G IC Sensors Model 4425-15 microvalve. 
The ambient vacuum pressure is between 0. I and 0.2 torr. Thrust errors are :~0.2 mN, and feed pressure 
errors are +0.2 psia. 

as thruster nozzles). The nozzle has a 200-1ttm-sq throat and a 10: I area expansion ratio. The exit 
velocity is a function of expansion ratio, mean molecular weight of the propellant, ratio of specific 
heats of the propellant, and stagnation temperature. Theoretical exit velocity is shown in Fig. 17.5 
for nitrogen, argon, and carbon dioxide with a stagnation temperature (the temperature of the pro- 
pellant before expansion) of 300 K. The ratio of exit-plane pressure to stagnation pressure can 
also be calculated as a function of area ratio and is shown in Fig. 17.6 for an ideal gas with specific 
heat ratio of 1.2 (some polyatomic gases), 1.4 (diatomic gases), and 1.67 (monatomic gases). Fig- 
ure 17.6 assumes a stagnation temperature of 300 K. Note that an area ratio of 10 or greater is 
required to approach the maximum exit velocity, and these area ratios require that the exit pres- 
sure be less than 1% of the stagnation pressure. 
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Fig. 17.5. Ideal (one-dimensional [ID] isentropic expansion) exit velocity as a function of area ratio :for 
nitrogen and argon propellants initially at 300 K. This assumes that the exit pressure matches the ambient 
pressure. 
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Fig. 17.6.Pressure ratio as a fimction of area ratio for the ID, supersonic, isentropic expansion of an ideal 
gas with specific heat ratios of 1.2, 1.4, and 1.67. 

Thrust cml be calculated using 

F = t~,,;~ + p2A2 (17.6) 

where V 2 is the exit velocity, n~ is the propellant mass flow rate. P2 is the pressure at the exit plane, 
and A 2 is the nozzle cross-sectional area at the exit plane. Equation (17.6) is valid for expansion 
into a perfect vacuum; this is apwoximately valid for ambient pressures below 0.2 tort and ex- 
pansion ratios below 10. By using measured or estimated mass flow rates, the calculated exit- 
plane velocities given in Fig. 17.5, the calculated exit-plane pressures given in Fig. 17.6, and the 
geometric area ratios for various thrusters, one can calculate the expected thrust level. Dividing 
this thrust by the mass flow rate will produce the ideal specific impulse. For cold gas thrusters 
operating at about 300 K, the gases nitrogen, argon, and carbon dioxide produce specific impulses 
of about 70 s, 50 s, and 60 s, respectively. 
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Table 17.3 presents the ideal lsp, the measured Isp, the percent of ideal lsp , the discharge coef- 
ficient C D, the thrust coefficient C F, and the ideal thrust coefficient for the silicon microvalve 
nozzle expanding into a-~ 0.2 torr vacuum. Discharge coefficient C O is defined as the actual (mea- 
sured) mass flow rate divided by the ideal (theoretical) mass flow rate. Thrust coefficient C F is 
defined as 

F (17.7) 
C F  .... (,4tPo), 

where A t is the cross-sectional area of the throat and Po is stagnation or feed pressure (~35 psia 
for Table 17.3). 

Table 17.3. Performance Characteristics of the Batch-Fabricated Silicon Nozzle. 
These Results are for---0.2 torr Ambient Pressure. 

, , 

Expansion Ideal Isp Actual Isp Percent of C F 
(]as Ratio (s) (s) Ideal lsp C D C F Ideal 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Nitrogen 10:1 73 56 77 0.96 1.21 1.65 

Argon 10:1 54 45 83 0.94 1.22 1.57 

Carbon dioxide 10:1 61 47 77 1.00 1.28 1.70 

One question associated with small fluidic nozzles is the effect of the small scale on the flow. 
Note the reduction in measured specific impulse and thrust coefficient compared to ideal values 
in Table 17.3. Also, as one would expect, device performance is degraded as a result of viscous 
losses. This is illustrated in Fig. 17.7, which shows experimentally measured and numerically pre- 
dicted values of the mass flow and thrust efficiencies versus Reynolds numbers for nozzles sim- 
ilar to those shown in Fig. 17.2. The results indicate that the mass flow maintains a high effi- 
ciency, even at low Reynolds numbers, while the thrust (indicated by the Isp efficiency) drops off 
dramatically below a Reynolds number of approximately 1500. This discrepancy is explained by 
the fact that the mass flow is set by the choked (sonic) conditions at the throat where the boundary 
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ber for a 2D micronozzle with a throat diameter of 37.5 ~tm, an area ratio of 17: I, and a depth of 308 ~tm. 
(Citation used with permission 21). 
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layers are still thin and viscous effects have not had a chance to degrade perlbrmance. In contrast, 
the thrust (and thus, Isp ) is set at the exit of the nozzle where the boundary layers have grown sub- 
stantially. Indeed, at the low Reynolds numbers, it is doubtful that supersonic flow is still present. 
The numerical results, based on 2D compressible Navier-Stokes computations 21 show good 
agreement with the mass tlow (again, because this is set by the throat conditions). Tile Isp perfor- 
mance agrees less well because of'the contamination by tile upper and lower walls, which were 

21 not modeled in tile CFD (continuum fluid dynamics) computations. 

17.2.1 Microfluid Modeling 
The example of the micromachined nozzles shown in Fig. 17.2 illustrates the crucial need for ac- 
curate modeling of the fluid behavior in micromachined geometries. The small dimensions of the 
system imply that the devices operate in a somewhat unfamiliar parameter regime. The most ob- 
vious example is the pervasive low-Reynolds number, which tbr flows such as nozzle flows and 
turbomachinery is quite different fi'om its counterpart in macroscopic machinery. 

In addition to the relatively low Reynolds number, most applications require that the flow ve- 
locity be as high as possible in order to extract as much useful work from the fluid as possible. 
This combination of high velocity (or Mach number Ma) and low Reynolds number (because of 
the small scale) places the MEMS device in a regime usually found in low-pressure, high-altitude 
devices, where gas rarefaction can occur as a result of elevated Knudsen numbers, (Kn) where 

K n = L (17.8) 
I I  

g is tlle typical mean-fi'ee-path of the gas, and H is the characteristic device length scale. For ideal 
gases in thermodynamic equilibrium, the Reynolds, Mach, and Knudsen numbers are related by 

Kn :~ M~__.j (17.9) 
Re 

which illustrates that, for even moderate values of the Mach number, the low Reynolds number 
dictated by the small scale can result in appreciable Knudsen numbers in MEMS devices. As an 
example, air in a 1-Hm gap at standard temperature and pressure corresponds to a Knudsen num- 
ber of approximately 0.07. For Kn below 0.01, standard continuum fluid models are quite suffi- 
cient. However, as t h e / ~  rises, the first nonequilibrium effect that needs to be considered is the 
effect of the slip layer at a solid surface, which results in nonzero velocities (or a slip flow) at wall 
boundaries. In the case of a non isothermal flow, there is also a temperature jump between the sur- 
face and the fluid. These are quite thmiliar effects in any rarefied flow and can be incorporated 
into continuum (i.e., Navier-Stokes) computations by simply replacing the standard "no-slip" 
boundal), conditions at the wall with a Maxweilian "slip-flow" boundary condition for the tan- 
gential velocity. Equation 17.10 describes this, where u is the tangential velocity, a is the coeffi- 
cient of tangential momentum accommodation, Kn is the Knudsen number, and y is the distance 
from the wall. 

2 -- OKn0U j (l 7. l 0) 
Uly=O - o Oy,y-..o 

Other, higher-order boundary conditions have also been proposed, 22 although available experi- 
ment results it] microchannels at small to moderate Knudsen numbers indicate that the first-order 

• " )  , 3 24 25 condition appears sufficlent." " ' " 
Although the effects of high Knudsen number are at first glance no different from conventional 

(high-altitude, low-pressure) rarefied gas dynamics, MEMS devices have two aspects that are 
unique to the small-dimensions: the effects of the surface roughness and surface accommodation. 



668 Micropropulsion Systems for Aircraft and Spacecraft 

Unlike standard low-pressure rarefied flows, the surfhce conditions in MEMS can vary consider- 
ably from atomically smooth surfaces (in the case of crystalline silicon surfaces) to surfaces with 
appreciable roughness. These surface conditions are highly process-dependent and may well have 
a significant effect on the overall flow in the device. In particular, for rarefied flows, the momen- 
tum and energy accommodation coefficients may not be unity (as is usually assumed in macro- 
scopic flows). Recent experiments of flows in micromachined channels have explored this 25 and 
have found that in addition to the expected gas rarefaction, the tangential accommodation coeffi- 
cient between the gas and the silicon substrate was measured to be approximately 0.8. Although 
this is not a huge departure from the standard engineering value of l, it is significant, particularly 
when careful simulations of viscous effects on tile performance of MEMS devices are required. 
This is currently a subject of active investigation. 

As the Knudsen number increases further, modified Navier-Stokes equations are no longer ap- 
propriate, and molecular-based computations become necessary. The most popular approach is 
the Direct Simulation Monte Carlo (DSMC) technique, developed and popularized by Bird 26 in 
the context of high-atmospheric and hypersonic flows. The application of DSMC to MEMS flows 
is straightforward and has been demonstrated in a number of relatively simple geometries such as 
long 2D channels. 22,27 Some complications peculiar to the simulation ot" MEMS devices do nat- 
urally arise. Unlike typical hypersonic and reentry problems, MEMS devices operating at low or 
moderate Mach numbers are characterized by large molecular thermal velocities compared with 
typical molecular drift velocities. This means that random statistical variations that are inherent 
in DSMC (and other molecular-based numerical schemes) are large compared with the flow ve- 
locities, and thus long averaging times are required to obtain statistically converged simulations 
(recall that the average of a normally distributed random variable converges as N "i/2, where N is 
the number of samples). This makes simulations of flows in MEMS very computationally inten- 
sive and to be avoided unless the flow regime absolutely requires this approach. A second diffi- 
culty that arises with low-Mach-number DSMC computations is the treatment of inflow-outflow 
boundary conditions. At high Mach numbers, molecules entering the simulation domain can be 
assumed to be independent of the flow conditions inside the domain. Similarly, molecules leaving 
the domain at high Mach numbers do so with effectively no regard to the flow conditions down- 
stream (i.e., outside the computational domain). At low Mach numbers, however, the propagation 
characteristics of the flow change and the DSMC boundary conditions must be modified to ac- 
count tbr this. An approach based on CFD-style Riemann characteristics has been successfully 
demonstrated. 27 

Clearly, the most promising approach in the future is to use molecular schemes, such as 
DSMC, only in the small regions of the flow where they are absolutely necessary, and to use 
continuum-based schemes in the regions of the flow where the Knudsen number is acceptably 
low. As with the Iow-Mach-number boundary conditions, the matching of these two approaches 
presents some challenges. 28 

17.3 Fluid Actuators 
17.3.1 Synthetic Jet Actuators 
One simple illustration of solid-state propulsion suitable for manufacture using MEMS technol- 
ogy is the "synthetic jet," illustrated in Fig. 17.8. This device, first presented by Coe eta/., 29'30 is 
based on a simple concept of pumping fluid in an oscillatory motion and taking advantage of the 
nonreversible nature of the cycle introduced by the tluid viscosity. The actuator is composed of 
a cavity with a small hole; the volume of the cavity is modulated in an oscillatory, fashion. In prin- 
ciple, any mechanical device could be used to drive the cavity volume, although in practical 
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Fig. 17.8. Schematic of a zero-net-mass-flux jet (or "synthetic jet"). 

applications (particularly MEMS-fabricated devices), a vibrating membrane or a cantilever beam 
operating at its resonant frequency is used. By operating the structure at its resonant fi:equency, 
moderate driving amplitudes can be achieved (1-5 #nl in a MEMS device). 

During the "downstroke" of the men lbrane, the cavity volume increases, sucking fluid in from 
the surroundings. To the fluid outside the cavity, this appears like a point sink, and the air is drawn 
in uniformly from all directions. On the membrane's "upstroke," the volume of the cavity de- 
creases, and the resultant rise in pressure squirts the fluid through the hole. However, the flow 
separates at the sharp etch of the hole (assuming the Reynolds number is greater than about 50), 
and in contrast to the downstroke, the fluid is thus directed upward in a concentrated jet of fluid. 
The net effect, integrated over many cycles of the membrane motion, is that fluid is drawn in from 
the sides with low momentum and expelled upward with high momentum. 

The concept of the fluid rectifying an oscillatory, mechanical motion through viscosity is not 
new and was first recognized by lngard :~1 in the context of high, amplitude acoustics. In recent 
years it has been rediscovered and used to great effect in flow-control applications. 32-35 It has a 
natural appeal in MEMS devices because the mechanical motion is easy to achieve and can be 
driven at high frequency. Jet velocities of 1-20 m/s have been reported (depending on the fluid 
and the device size). It should be noted, however, that as a whole, the device is not ve~" efficient 
since the total momentum imparted to the jet is small compared with the energy expended in the 
unsteady acceleration of the fluid in and out of the actuator cavity. 

Most resonant jet devices presented have relied on a trial-and-error design procedure, and re- 
searchers have noted that the device performance varies wildly when new actuator dimensions or 
materials are used. 36 Accurate modeling and design of such devices require a coupling between 
the structural characteristics of the actuator membrane and the fluid in the cavity and exit hole. 35 

The membrane dynamics are straightforward and are controlled by the membrane dimensions 
(diameter, thickness) and material (Young's modulus and Poison Ratio). With these specified, the 
(unloaded) resonant frequency of the device is easily determined according to classical theo l .  
The membrane motion drives the fluid in the cavib, in a number of possible ways. It can compress 
the fluid, adding a compression stiffiless to the membrane (raising its resonance frequency). In 
addition, the unsteady acceleration of fluid in and out of the actuator hole results in a virtual mass 
and a damping term. All three of these couple to the membrane dynamics and can result in 
changed resonant frequency and damping ratios for the system. 
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Fabrication of synthetic jets using MEMS techniques has two attractions. First, device unitbr- 
mity is high, and losses associated widl mechanical inefficiencies are minimized by the typically 
high-Q perfonrmnce of MEMS devices (particularly if the device is manufactured using single 
crystal silicon as its mechanical material). Second, MEMS can be used to construct arrays of 
actuators to increase the thrust of the system. 

17.3.2 Micromachined Arrays of Synthetic Jets 
Arrays of synthetic jets have been demonstrated at Georgia Institute of Technology (Georgia 
Tech), which has pioneered much of the synthetic jet work. In addition to showing how two or 
more jets can be put together, Georgia Tech also showed that the character of the overall jet can 
be modified by altering the phase of the driving voltage between adjacent devices. This is illus- 
trated in Fig. 17.9, which shows how by varying the phase between two jets, one can vector the 
resultant flow as much as 90 deg away from the primary jet direction. 
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Fig. 17.9. Two synthetic jets placed side by side. The forcing signal is (a) in phase, (b) 60-deg shifted, and 
(c) 150-deg shifted. Note how the direction of the resultant jet varies with tile phase shift (courtesy B. Smith 
and A. Glezer. ~'~ Physics of Fluids32). 

17.3.3 Micromachined Actuator Disks Using Synthetic Jets 
From the example in Fig. 17.9, it is clear that close arrangements of synthetic.jets can result in 
complex interactions between the jet flows, in particular, it is easy to see that in a large array, ac- 
tuators in the interior of the an'ay can become "starved" for air as they are competing for air with 
their adjacent actuators. This starvation can be alleviated by providing "feed holes" between each 
device to supply low-momentum fluid to each actuator without stealing it fi'om an adjacent de- 
vice. This concept is demonstrated in Fig. 17.10, which shows a cross section of an actuator disk 
constructed using arrays of resonant jet actuators. A photograph ofa micromachined actuator disk 
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Fig. 17. I 0. Schematic of an array of synthetic jets with feed holes forming a solid-state actuator disk. The 
feed holes supply fluid from the bottom of the disk to the actuators, which propel the fluid with high momen- 
tum upward. 
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Fig. 17.1 I. SEMS of micromachined actuator disk. Left photograph shows view of the top-side without the 
cover plate, illustrating the cavities and feed holes fi'om the back side. Right photograph shows view fi'om 
below, showing the anisotropically etched feed holes. 37 

is shown in Fig. 17.11. Here tile feed holes are fabricated using a regular array of anisotropically 
etched holes. The actuator cavities are shallow-etched on the front side and then covered with the 
actuator nlembrane (using a wafer-bonding and etch-back process). The membrane can be driven 
by any means, either electrostatically or thermally, or with active materials such as piezoceramics. 

As shown, this device is a true actuator disk (a solid-state propeller)--it draws in low- 
momentum fluid from one side and blows out high-momentum fluid on tile other side. As with 
other MEMS propulsion devices, the scaling physics favor miniaturization since the thrust scales 
with the active area (L2), while the weight scales with the volume (L3). Thus the tllrust-to-weight 
ratio should increase as 1/L as the device shrinks. Of course, inefficiencies, particularly due to 
viscous effects in the hole, will serve to degrade tile device performance as it shrinks. 

17.3.4 Micro-Jet Engines 
An ambitious and aggressive example ofmicromachined actuators for both propulsion and energy 
conversion is illustrated in Fig. 17.12, which shows the cross section of the MIT microengine, a 
complete gas turbine on a chip. 38 This device, currently in development, is composed of a radial 
compressor, combustion chamber, and radial turbine. Detailed studies indicate that the device, us- 
ing hydrogen as its fuel, will produce 0.2 N thrust, with a thrust-to-weight ratio comparable to that 
found in conventionally sized gas turbine engines. The addition of an electrostatic induction gen- 
erator (mounted on the compressor shroud) converts the device into a turbogenerator, estimated 
to generate approximately 20 W of electrical power. A SEM of the turbine is shown in Fig. 17.13, 
illustrating the complex geometric design of the device. Note that the gap between the stator and 
rotor blades is approximately 10 lain wide and 300 lt tm deep. This forms the gas-lubricatedjounlal 
bearing that supports the rotor (in the radial direction) as it rotates (at 2.4 million RPM). The high- 
aspect ratio of this device, machined using reactive ion etching (RIE), is an example of the rapidly 
advancing state of MEMS technology, which has enabled the design of new high-performance 
micromachined devices that would not have been possible only 3 years ago. 

17.4 Laser-Based Processing of Glass/Ceramic Materials 
This section briefly presents the basic steps of a nonsilicon processing technique developed at 
Aerospace ['or microthruster applications. Development of this technique was dictated by the need 
for true 3D microstructures in materials as hard or harder than silicon. Details of the process 
chemistry can be found in Chapter 5. 



672 Micropropulsion Systems for Aircraft and Spacecraft 

Flame Starter/ 
holders generator 

Fuel Fuel Compressor 
manifold injectors diffuser rotor Gas 

\ ~  ~ a r i e s  blades Inlet path 

t,,l com0u,,,on 1 ' , ,   iiiiiiii ii  ir ili  .+ii',ri:i iiii iiiiil . . )  Iirilil 

Turbine Turbine Exhaust 
nozzle rotor nozzle 
vanes blades Center line ~ Rotor 

of rotation ~-~ 

Fig. 17.12. Schematic of the MIT micromachined gas turbine engine. The overall dimension of the device 
is 1 cm. The shaded portion contains the rotating components and includes a radial outflow compressor, 
radial inflow turbine, and a motor/generator (mounted above the compressor). 38'39 
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Fig. 17.13. SEMs of the MIT microengine, showing the IO0-W (mechanical power that is used to drive the 
compressor and power generator and to overcome system friction) turbine (lett) and a close-up ot'the trailing 
edge of the turbine rotor (right). The blades are 300 Itm high, and the piece is N.bricated using RIE. 

Photocerams, photositalls, and pyrocerams are a class of materials with a long heritage similar 
to silicon, but with less microfabrication-processing development. These interesting materials can 
undergo controlled devitrification, resulting in the formation of microcrystalline structures 40 and 
can best be described as glass that can be converted to tough ceramic by high-temperature baking. 
They differ fi'om glass in that they are basically crystalline, and differ from true ceramic in their 
much smaller grain size. There are nearly 5000 formulations of this class of materials with prop- 
erties advantageous to microthruster development. Certain formulations can have specific physi- 
cal properties (Knoop hardness 4600 N/mm 2, Young's modulus 7.8 x 104 N/mm 2, Poisson's 
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ratio = 0.22), can be made nonporous, and can be "engineered" to sustain wide thermal cycling 
(~-900 ° C). Because the material is essentially a glass, it also has a strong resistance to chemical 
attack. An additional advantage is that to some degree the material strength and brittleness can be 
tailored by controlling the ceramization phase (i.e., the temperature bake). However, its major 
fieature is that it can be patterned by inasking and broad-area exl.~osure to ultraviolet (UV) light 
(i.e., creating 2D+ (2D outline to a variable depth)) or by direct-write focused UV laser exposure 
(i.e., creating true 3D shapes). 41 The ability to transfer a 2D or 3D image/pattern in the material 
is made possible by a single photon excitation photolytic process. A photon with energy in the 
UV (Z. < 360 nm) induces a charge transfer and neutralization between two stabilized metallic-ion 
species. Equations (17. I I)-(17.13) present die essential chemical details of the patterning in one 
tbrmulation of this photoceram material, Foturan. 

llltimination" Ce 3+~ + ,.4 g+'-->Ce 4 + , _  f. + Ag ° (17.11) 

Ceramization: nA g°>>( A g°)n - Li2SiO 3 (17.12) 

lsotropic etching: Li2SiO 3 --t- 3HF>>2LiF + H2Si f  6 + 3 t t ~ 0  (17.13) 

Figure 17.14. shows the three-step process used to fabricate microstrtictures in Foturan. In the 
first step, a specific volume of material is exposed to UV light. The depth of exposure is a strong 
function of wavelength: 355 nm light goes completely through a I into-thick water, while 248 nm 
light penetrates a few hundred microns. For the second step, the material is baked using a specific 
time-temperature profile. This causes the previously exposed regions to form cD'stals that are 
much more sensitive to hydrofluoric acid attack than the unexposed material. The exposed and 
baked material turns brown, while the unexposed and baked material remains clear. In the third 
step, the exposed regions are preferentially etched in a 40 ° C, 5% HF solution. Figure 17.15 shows 
an example 3D microstructure fabricated by the three-step process shown in Fig. 17.14. The two 
SEMs show the same array of micropyramids from two perspectives. 

Other processing and material attributes of Foturan include 
• The processed lnaterial is stronger. Preliininar 3, tests have shown that the modulus of rupture 

(MOR) for Foturan increases by 63% upon partial ceramization (98 N/mm:~). The vendor 42 
gives the MOR for a fully ceramicized part as 150 N/ram 2. However, for microthruster appli- 
cations, partial ceramization (i.e., cerainization/cD'stallization within a "glass" amorphous 
host) has some advantages such as resistance to mechanical shock. 

• Foturan can be metallized, and at Aerospace we have successfully deposited gold and platinum 
by standard radio-frequency sputtering and laser direct-write chemical-vapor-deposition tech- 
niques. In both cases a surface preparation process is required to get the metal to adhere. 

• Tall microstructures (--~1 mm) can be fabricated using the laser processing technique at 
355-nm wavelength. 
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Fig. 17.14. The three-step Foturan patterning process. 
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Fig. 17.15. SEM of array of glass/ceramic pyramids. The white bars at the lower right are 100 ~tm wide. 

• The surface texture/finish of the fabricated microstructures can be somewhat controlled from 
a 1-5 ~un smooth finish (smallest grain size possible in Foturan) to a multifaceted scalloped 
surface. Figure 17.16 shows an array of spires displaying a faceted surface texture. 

• Processed Foturan wafers/coupons can be fusion-bonded to each other using a low-bulk tem- 
perature process (< 350 C) developed at Aerospace. Initial experiments show that the fusion 
bond can withstand pressures of 1.035 MPa (over a l-mm-diam area). Actual fusion bond 
strength measurements are now under way. The ability to bond multiple wafers pennits the as- 
sembly of very complex fluidic devices. Internal feed lines, actuators, and electronics all can 
be incorporated within a stacked-layer assembly. 

17.5 Microthruster Fabrication 
Microthrusters t3'pically have mesoscopic (mm-scale) dimensions and microscopic (micron- 
scale) structures. Some specialized thrusters such as field-ionization and field-emission-based ion 
engines may even require nanoscopic (nanometer-scale) structures. The required accuracy and the 
large dynamic range in dimension over which a material must be processed place a constraint on 
the fabrication tools used in the development of an integrated microthruster. The tools must be 
able to process material over a large dynamic range of scale. For microthruster systems, propel- 
lant tank sizes are usually in tile centimeter range, while valve openings and field-emission or ion- 
ization sources must be fabricated with micron or submicron accuracy. Cofabrication of propel- 
lant tanks and micromachined ion engines can impose complex constraints on the accuracy of the 
fabrication tools employed, in general, integration or cofabrication becomes easier when the num- 
ber of materials utilized is limited, as in tile case of the silicon-based complex microjet engine 
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Fig. 17.16. SEM of array of spires. The white bars are scales for the SEMs: (a) 100 ~tm, (b) 1 txm. 



Microthruster Fabrication 675 

shown in Fig. 17.13. But it is not always possible to do this and maintain a high level of perfor- 
mance in the components. Micromachined valve seats that incorporate polymeric or pliant metals 
provide much lower leak rates than silicon-silicon or silicon-glass sealing surlhces; ceramics can 
provide much higher operating temperatures and chemical resistance to exotic propellants in 
comparison with silicon. 

17.5.1 Cold Gas Microthruster Fabrication 
Four types of microthrusters are trader development at Aerospace: cold gas microthrusters that 
utilize MEMS valves, an'ays of single-shot solid fuel microthrusters for a Defense Advanced Re- 
search Prqjects Agency (DARPA)-sponsored "digital propulsion" program, complementa~T 
metal oxide semiconductor (CMOS)-fabrication-compatible microresistojets, and field-emission- 
based ion engines. In all cases Foturan plays a prominent role. 

Figure 17.17 is a photograph of a bidirectional cold gas thruster with a partial complement of 
the piece parts: the MEMS valve die (EG&G IC Sensors model no. 4425-15), a Foturan ceramic 
plenum chamber, and a 3D axis-symmetric micronozzle with a 10:1 nozzle area expansion ratio. 
Using a more integrated packaging scheme, the microthruster in Fig. 17.17 can be reduced in size 
by a factor of 2 to 4. Key aspects of this thruster are a gas plenum I mm deep by 36 mm 2, the use 
of two silicon microvalves (one for each direction) in this plenum, and the use of laser-machined 
micronozzles previously shown in Fig. 17.3. The hour-glass nozzle shape is 1 mm thick (--~100 
pm diam throat) and is fabricated from one side only, without trepanning, by exposure to 
several pulses from a 355-nm-wavelength laser. 

Valve -.~ ~ ~ ~ i ~ i ~ ! i ~ - i / i ~ " i ~ i ~ / i i ! i i ~ " : ~ ! ! i i i i i ~ i i i i ~ ~ -  
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Fig. 17.17. A l-raN bidirectional thruster module and. its major components. 

To fabricate an efficient nozzle, the hour-glass waist must be precisely positioned within the 
l-mm-thick sample. This process entails more than just mechanically setting the .focal point of a 
laser beam into the sample; it requires knowledge about the material optical index and its effect 
on focal posit.ion. Figure 17.18 schematically shows the expected change in the position of the 
waist as a consequence of focusing fi'om a medium of index N 10L) (air) into a medium with index 
N2(;k), where it is assumed N2 is greater than N 1. The inset in the figure also displays the perti- 
nent relationships. Figure 17.19 shows the calculated change in the distance to focus into the me- 
dium as a fhnction of the distance of the focusing element (i.e., microscope objective) above the 
sample. More crucial to the focal position alignment is the fact that the ultimate focal position also 
depends on the input aperture setting as well (variable "a" in Fig. 17.18). Figure 17.20 shows this 
nonlinear dependence on the "error" or change in locus as a function of input aperture size. Other 
properties of the focal region, such as the waist radius (i.e., throat dimension), the depth of field 
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Fig. 17.18. Optical schematic showing the change in the focal position as a result of focusing from a medium 
of lower index into a medium of higher index. 
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Fig. 17.19. Calculation showing the change in the locus distance within the higher index medium as a func- 
tion of the microscope objective distance above the surface. (y =-1.5174x + 233,18) 
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Fig. 17.20. Calculation showing the change in the local position within a medium of index n > 1 as a fimction 
of the incident aperture diameter. 

(i.e., length of throat region), and the optical divergence that sets the exit-hole diameter can be 
precisely defined for a Gaussian optical wave traversing a diffraction limited optical setup. A 
Gaussian beam can be described by the radius function w(z) and the wavefront curvature function 
R(z) along the propagation direction z. The functions w(z) and R(z) are given by the Eqs. (17.14) .... 
(17.16). 16 
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,[ ~z 21 (17.14) 

R(z)  = z 1+ ~ (17.15) 

2 n o)~ 
b - (17.16) 

where k is the wavelength, oJ o is the beam radius at the waist, and b as defined in Eq. (17.16) is 
the confocal parameter (i.e., distance within which the diameter of a focused beam remains nearly 
constant: - b / 2  < z < + b/2). The Gaussian beam contracts to a minimum diameter 2 eo o at the beam 
waist where the phase front is a plane wave. At large distances fi'om the beam waist, the radius/ 
diameter of the beam expands linearly with distance. Eq. (17.17) shows this dependence, and one 
can deduce a constant divergence cone angle given in Eq. (17.18). 

to(z)- L---L.z (17.17) 
( 9  o 

0 - ~ (17.18) 
J'l; ( o  o 

As a rule, it is possible to fix the expansion ratio ofa  micronozzle fabricated by the laser ex- 
posure technique. The throat diameter and exit nozzle diameter are fixed to the required specifi- 
cmions, using Eqs. (17.17) and (17.18), and the length of the nozzle is used as the accommodating 
variable. In general a dit:fi'action-limited optical setup is difficult and costly to achieve, but one 
can generate Gaussian beams and can use their properties to advantage. The Aerospace laser- 
processing facility uses a diode-seeded Nd-Yag solid-state laser system with a focusing capability 
approaching 0.5 [am at 266 nm (4th harmonic ofNd-Yag lasing). 

The perfbrmance of cold gas thruster systems depends not only on nozzle design but also on 
propellant choice and thruster valve operating characteristics. Several MEMS valves are commer- 
cially available and can be integrated into low flow-rate cold-gas, chemical, and electric thrusters. 
In the past, these devices were electrothermally actuated and used silicon-glass or silicon-silicon 
sealing surfaces. As a result, operating powers were in the several-hundred to several-ttlousand 
milliwatt range, response times were in the tenths-to-1 second range, and leak rates were about 
0.02 sccm (standard cubic centimeters per minute) and higher. Maximum flow rates were about 
1500 sccm and lower. While leak rates of 0.02 sccm would be unacceptable for continuously op- 
erating long-term missions (i.e., geosynchronous communications satellites and interplanetary 
missions), they would be perfectly adequate for short-tenn missions ranging fi'om a f~w days to 
a few weeks in duration. The use of elastorneric seals in the current generation of valves (e.g., 
Redwood Microsystems Corp.) has significantly decreased leak rates to the point where year-long 
missions using MEMS valves are now possible. 

The microvalve used in the bidirectional thruster (Fig. 17.17) had an advertised response time 
of 100 ms. This normally closed valve opens with 3-5 VDC at 80-100 mA and can be operated 
by 5-V logic circuits capable of driving a 50-W load. We de temqined that the valve required a 
minimum of 20 ms to open and a minimum of 30 ms to close under no-load (no pressure drop) 
conditions. These results were better than the advertised values, but may degrade when a pressure 
differential is applied. 
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17.5.2 Solid Microthruster Array Fabrication 
DARPA fimded TRW, Aerospace, and Cal Tech to develop and fabricate a microsatellite "digital 
thruster" system as part of its MEMS program. Digital propulsion, conceived in the United States 
by D. Lewis at TRW and E. Antonnson at Cal Tech, consists of an alTay of single-shot thrusters 
that individually produce only one impulse each; spacecraft maneuvers are performed by firing 
unused thrusters at the right locations at the right times. Microfabrication enables the creation of 
large an'ays of addressable thrusters, for example, 10,000 on a 10-cm-sq surface, using l-mm, 
center-to-center spacing. The digital thruster system is planar, scalable in area, does not require 
separate propellant tanks or plumbing, does not suffer from microvalve leakage, and can also 
function as structure. Digital thruster arrays (DTA) can be used for orbit maintenance, orbit ad- 
just, and attitude control on micro- and nanosatellites. Figure 2.17 (Chapter 2) shows a schematic 
cross section of the basic concept. 

The Aerospace effort on the DARPA program has been to design and fabricate thruster com- 
ponents, test various propellants, and characterize thruster perfomlance. Figures 17.21 (a)-(c) 
show examples of the three micromachined layers that are assembled into a digital propulsion 
chip (DPC), and Fig. 17.21 (d) shows the final product. The cun'ent DPC consists of only 15 
thrusters in a 3-by-5 array and is used to evaluate thruster performance, repeatability, and reliabil- 
ity. A 24-pin ceramic dual in-line package (DIP) serves as a convenient thruster system carrier 
during testing and evaluation phases. 

The DPC or "rocket chip" is composed of: 
• A 400-l.tm-thick top silicon wafer, which has a 0.5-1am-thick coating of low-stress silicon 

nitride on top and bottom surfaces. Openings in the top nitride are patterned using laser abla- 
tion, and the bulk silicon is anisotropically etched using potassium hydroxide (KOH). This 
leaves a 70.6-deg expansion nozzle of square cross section with a 0.5-1tin-thick silicon nitride 
diaphragm or burst disk on the bottom. Figure 17.21 (c) shows the top view of a processed 
wafer that contains multiple dice. The die on the leti contains 300-Hm-sq diaphragms, the mid- 
dle die contains 400-1~m-sq diaphragms, and the die on the right contains 500-1tm-sq dia- 
phragms. Each die contains a 3-by-5 array of nozzles on l-ram centers plus four extra outboard 
nozzles that serve as alignment ports for die assembly. Chemically assisted laser micromachin- 
ing could also be used to fabricate these dice. This would enable more freedom in nozzle 
design, thbrication of circular cross-section nozzles, arbitrary expansion profiles, and circular 
diaphragms. 

• A middle Foturan wafer (typically l-ram thick), which is direct-write laser-exposed, baked to 
a semiceramic state, and then etched in a 5% HF solution in water at 40 ° C to leave cylindrical 
cavities. Figure 17.21(b) shows a propellant storage die that is 4.5 mm wide x 6 mm high x 1 
mm thick. We have thbricated cavities ranging [Yore 500 to 900 ~m in diameter with little dif- 
ficulty. Noncircular cross sections (hexagonal, square, star, etc.) can also be fabricated to 
improve propellant packing efficiency or to control burn characteristics. 

• A bottom silicon wafer that contains polysilicon igniters. Figure 17.21(a) shows a prototype 
5-mm-sq die that contained a 4-by-6 array of polysilicon resistors. This die was manuthctured 
using the Multi-User MEMS Processes Service (MUMPS) process at MCNC. Aerospace now 
tabricates its own 3-by-5 thruster igniter dice in house. The patterned dice consist ofa 6-mm- 
sq silicon substrate, a 3-lain-thick layer of silicon dioxide, a 0.5 or l-~m-thick patterned poly- 
silicon layer, and a lift-off metal layer on top. The silicon dioxide serves as a transient thermal 
insulator: the polysilicon traces are 100-fl resistors that can also serve as exploding bridge 
wires, and the metal traces serve as electrical interconnects. Future versions could have 
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Fig. 17.21. (a) Bottom silicon die contains polysilicon initiators (heaters or exploding bridge wires). (b) Mid- 
dle Foturan die filled with propellant. (c) Top view of the top silicon layer; the dark regions are etched silicon 
and the bright squares within them are the silicon nitride diaphragms on the bottom. (d) An assembled 
"rocket chip" in a 24-pin ceramic carrier. 

integrated transistors and/or diodes to provide simplified addressing capability for alTays with a 
large number of individual thrusters. 

Each microtln'uster is a sealed propellant cavity that is fired by passing a current through file 
appropriate polysilicon resistor located on the bottom die. We are currently using lead styphnate 
as the propellant for solid-chemical microthrusters and paradichlorobenzine as the propellant for 
microresistojets. A voltage of 100 V applied to a 100-~ polysilicon resistor causes it to promptly 
vaporize, thus generating a pressure wave that ignites lead styphnate. A voltage of 30 V heats the 
resistor to just below its melting point, which is used to thennally vaporize paradichlorobenzine 
over the course of a few seconds. In either case, pressure builds until the silicon nitride diaphragm 
bursts (this can be adjusted from 220 psi to 1000 psi by correctly sizing the diaphragm area), thus 
creating an impulse bit as the propellant rapidly leaves. The membrane also protects the propel- 
lant from exposure to the environment. 

Microthruster fabrication begins with the patterning/processing of 4-in. wafers of silicon and 
Foturan. Individual "die" are then diced, stacked, fueled, and fused. Other fabrication and assem- 
bly issues that were addressed in the development of the DPC are given below. 

• Use of the thin silicon rather than silicon nitride as a membrane material 
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• Use of a circular membrane design rather than a square, to reduce stress-concentration effects 
normally found in vertex corners 

• Alignment and fusing of tile three layers to better than 30-txm X-Y tolerance 
• Injection of the propellant and removal of air pockets 
• Tailoring of the resistor valve and drive circuit for minimum power ignition 
• Thermal isolation strategies for the polysilicon heaters 
• Static pressure testing of the nitride membrane burst pressure 
• Fracture pattern of the diaphragm and its effect on net thrust produced 
• Fusing the three wafers and evaluating potential debonding at other nonignited adjacent cells 

17.5.3 CMOS Resistojet Fabrication 
CMOS circuits are ubiquitous: they are used in computers, wireless telephones, most "smart" ap- 
pliances, automobiles, and many other electronic devices. A large number of CMOS "foundries" 
exist, and a t~air number are available for custom circuit fabrication. Also, CMOS processes can 
be used to produce bulk-micromachined MEMS if the dice are designed such that selected regions 
of the silicon substrate are exposed after fabrication. Liquid etchants such as HNO 3 and HF in 
water or acetic acid attack all exposed surfaces equally and can be used to undercut masked areas. 
Etch rates vary fi'om about I to 10 ~tm per min. Liquid etchants such as KOH-water, 43'44 hydra- 
zine-water, 45'46 ethylenediamine-pyrocatechol-water (EDP), 47'48 or tetramethyl-ammonium hy- 
droxide (TMAH) 49'5° attack the <11 I> planes of silicon at a much slower rate than the other 
planes to produce "chiseled" cuts as shown in Fig. 17.21 (c). These cuts follow the <1 11> planes, 
which form a 54.7-deg angle with the surface for a < ! 00>-oriented silicon substrate. Anisotropic 
etch rates are typically about ! ttm per min. In practice, EDP and TMAH are typically used for 
bulk micromachining of silicon die that include CMOS or other electronics. These etchants re- 
move silicon at high rate, but not the passivation layers or exposed metals (e.g., bond pads). 

The key to cost-effective initial development is to utilize existing prototyping services such as 
the DARPA-supported Metal Oxide Semiconductor Implementation Service (MOSIS) and 
MUMPS.51,52 The Orbit Semiconductor "Foresight" foundry also offers its services directly to 
users if more rapid turn-around time is required. MOSIS can provide user-designed CMOS die 
for under $1000 (Tiny Chips: 4 or 5 copies of roughly 2.2 x 2.2 mm die) and MUMPS can provide 
about 14 copies of user-designed I-cm-sq surface-micromachined die for under $3000. One can 
also use other fabrication services such as Sandia's SUMMIT service 53 or have entire wafers fab- 
ricated by a custom foundry (on the order of $100,000 per warier). 

Figure 17.22 shows a photograph of our first CMOS resistojet die, fabricated using a 2-~m 
CMOS process offered by Orbit Semiconductor through MOSIS. This "Tiny Chip" is 2.3 mm on 
a side. The polysilicon layer, normally used as the gate structure in CMOS transistors, was pat- 
terned to provide a resistive heater element that is sandwiched between two patterned passivation 
(glass) layers. This basic concept is an extension of the readily-available pixel- 160 x 160 micro- 
heater design developed by the National Institute of Standards and Technology (NIST). 54 Two 
NIST microheaters were included on the die (center and lower part of Fig. 17.22) to test our post- 
processing technique. Two square openings, one above each microheater in Fig. 17.22, were 
added as an etch-depth indicator. When the square openings become pyramidal pits whose walls 
meet at a point, the etch process is complete. Resistojet 2 is simply the NIST design with an added 
input channel and an expansion nozzle, while Resistojet I is a larger design with a heftier heating 
element. Complete resistojets are created by etching the die to create flow channels, sectioning 
the die to separate the tbur resistojet subdie, and bonding paired components along their broad 
surfaces. 
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Transistors 
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Fig. 17.22. Unetched silicon die with resistojet and electronic structures as received from MOSIS. 

Figure 17.23 shows a SEM of part of the etched CMOS silicon die that contains the NIST mi- 
croheaters on the right and the etch-depth indicators on the left. The polysilicon heating elements 
are suspended above the pyramidal pits by glass and metal stringers; metal traces exit the central 
heating element and connect to bond pads on the far right. 

Fig. 17.23. SEM photograph of EDP-etched structures in a CMOS-processed silicon die. 

Figure 17.24 shows a close-up of the resistojet-I subdie fi'om tile upper left corner of Fig. 
17.22. The expansion nozzle is on the left, the heating element is near the middle, and the propel- 
lant inlet is on the right. More advanced designs, which include integrated flow sensors, temper- 
ature sensors, and power electronics, are currently under fabrication. 55 
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Fig. 17.24. Close-up of the resistojet-1 design from Fig. 17.22. This die has not undergone an EDP post- 
process etch. 
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17.5.4 Process Flow for Synthetic Jets 
The synthetic .jets manufactured at MIT are fabricated as follows. 
• The resonant cavity geometry, is etched 20 ~tm into a silicon handle wafer, using a medium- 

depth etch process such as KOH or, in more recent times, DRIE. The depth of this etch will 
depend on the design of the cavity and membrane characteristics. 

• The handle wafer is turned over and the feed holes are etched from tile rear using anisotropic 
KOH etch. This yields the characteristic pyramid shape of the feed holes (Fig. 17.1 I). The han- 
dle wafer is fusion-bonded to the "device" wafer, which consists of a silicon-on-insulator 
(SOI) wafer. The top layer of the SO! will define the drive membrane. 

• The device wafer is thinned back to the imbedded oxide layer by a combination of grinding 
and KOH etching. The oxide layer is then stripped. 

• The metal electrodes are patterned onto the top surface. These form the resistive heaters, which 
are used to excite the membrane into motion. At this stage, alternative techniques for excitation 
could be used, including the use of a solgel piezoceramic film. 

• As the last step, a shallow plasma etch is used to punch a hole through the top membrane to 
expose the cavity and feed holes. 

The following process flow is used for the Georgia Tech synthetic jets. 29'3° 

• The device wafer is anisotropically etched, using silicon dioxide as a mask, fi'om both sides to 
form the orifice and actuator cavity. 

• A second, shallow anisotropic etch is then performed on the backside of the wafer to create a 
shallow recess, which forms the electrostatic actuator. 

• The wafer is then reoxidized and a layer of aluminum is sputtered onto the back side of the 
wafer to create the actuation electrode. 

• The actuation membrane is formed from a polyimide fihn, bonded to the back side. This film 
is then coated with aluminum to create the second actuation electrode. 
The resulting devices reported had orifices of 175 t~m with membrane diameter ot'3 ram. In 

operation, the device exhibited a resonance frequency of about 1 kHz, and fluid velocities as high 
as 17 m/s were measured close to the actuator exit. 

17.5.5 Microengine Process Flow 
The MIT microengine process is defined by a lengthy and extremely complex series of fabrication 
steps. The success of the microengine depends on its manufacture to very tight tolerances, and 
this greatly complicates the fabrication and process details. As an intemlediate step to the filll en- 
gine, a microturbine/bearing rig, consisting, of a free-floating radial turbine supported by thrust 
and journal bearings, has been fabricated. 56 This device contains most of the necessary process 
steps required for the fi~ll engine and also provides a crucial test platform for rotor and bearing 
designs. The details of the fabrication and initial testing of this bearing rig are too lengthy to re- 
peat in detail here, but are outlined in Lin, etal.  57 The bearing test rig is composed of five silicon 
wafers fusion-bonded to form a 2.5-ram stack. The outermost wafers (wafers 1 and 5) are "foun- 
dation plates" that contain fluid interconnects to the internal device. Moving inward, wafers 2 and 
4 are the aft and for~vard thrust plates, which contain thrust bearings and running gaps on the inner 
surfaces, and fluid distribution channels etched into the outer surfaces. Finally, the innermost 
wafer, wafer 3, contains the rotor and stator as well as the.journal bearing. The journal bearing 
represents one of the more challenging features of the microengine design and is defined by a 300- 
~m-deep, 12-[tin-wide DRIE etch. Future builds will increase this dimension to 800 Hm deep. 

The microengine process makes heavy use of DRIE (Bosch process) etching technology, 
which is used to define the structural components of the engine (turbine blades, combustion 
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chamber, etc.), the fluidic channels connecting each component, and the lubrication systems 
(journal and thrust bearings). These deep etches are coupled to a series of shallow etches used to 
define finer, more subtle features of the device, such as blade clearances. Last, more specialized 
processes are included fbr the electrical machinery,. 

17.5.6 Ion Thruster Fabrication 
Miniaturized liquid metal ion sources (MILMIS) that could be thbricated using microfabrication 
technology were championed by J. Mitterauer during the early 1990s. 58'59 These devices would 
be mechanically similar to the Spindt "microvolcano" shown schematically in Fig. 17.25. 60 The 
Spindt microvolcano relies on solid electrodes, no t  on conductive fluids, that are electrostatically 
shaped into sharp tips; it can directly field-ionize gases. Figure 17.26 shows electrostatic potential 
contours in 10-V steps for a potential drop of" 100 V between the upper and lower electrodes. Elec- 
tric fields of'~-5 x 108 Vim (50 V per 0.1 Itm) are developed near the rim of the volcano orifice. 
These fields are high enough to generate ions by field-ionization and can readily produce molec- 
ular ions without fragmentation. In general, electric fields of~ 109 V/m (order of magnitude) will 
produce copious electron emission fi'oin metals, and fields of--101° V/m (order of magnitude) 
will enable efficient field-ionization. 61 

1.5 ~tm 
Metal X i..¢___ ~ 1  ~ - V  
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Gas or liquid 
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Fig. 17.25. Schematic cross section of the Spindt microvolcano field emission ionizer. 

1 iLtm I ................ i ............ / 80-V contour 
50-V contour 

i'~'~<, ~:':~ ii.ii~: :~', I~'IIIIII ............. 1":A':~~~il.""~'!..~ - 20-V contour 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ?.%":~.. ~ 

0 V 'i,,,iii~!iii~iiii~::::::::::: '~~ ........... :t:':.~;::::::,i!ii~!#:,!! :~ 

. .  

'100 V 

Fig. 17.26. Schematic cross section of the Spindt microvolcano field emission ionizer showing electrostatic 
contours in IO-V steps. 



684 Micropropulsion Systems for Aircraft and Spacecraft 

From the standpoint of fabricating a practical ion thruster based on the above concepts, the 
most important criteria is developing microstructure gaps or tips that can generate very high elec- 
tric fields. An approach being considered at Aerospace is the nanotexturing of surfaces whereby 
natural gaps, facets, or separations can be exploited for field ionization. Initial emission-current 
experiments from a microstructure similar to that shown in Fig. 17.16 tbund that the emission 
characteristics exceeded expectations. Further experiments are currently under way on similar 
structures. 

17.6 Microthruster Performance 
A brief review of various methods used to characterize electric thrusters can be found in Crof- 
ton. 62 Many of the techniques used to measure the millinewton-to-newton thrust levels produced 
by electric thrusters can be directly applied to both chemical and electric microthrusters. Improve- 
ments in sensitivity, however, are required to support micronewton thrust levels produced by 
some electric microthrusters, for example, micro-ion engines operating at 1-10 W power levels. 
Basic thruster perfonnance is usually characterized using a thrust stand and a mass flow rate mon- 
itor. Thrust is measured directly, and specific impulse is calculated using thrust and mass flow 
rate. For pulsed thrusters, impulse bit is measured instead of steady-state thrust. We used these 
basic performance measurement techniques to characterize experimental cold-gas and solid- 
rocket microthrusters. 

17.6.1 Cold Gas Thrusters 
We measured the micronozzle performance, as shown in Sec. 17.2, and found that it is degraded 
under low Reynolds number conditions as a result of viscous losses. Spacecraft thrusters, how- 
ever, are more than just nozzles; they usually require valves, filters, etc. A similar situation exists 
for flow through micromachined valves. The EG&G IC Sensors silicon valves used in the bidi- 
rectional thruster shown in Fig. 17.17 have a limited stroke; the boss-to-valve seat gap is typically 
about 20 ~m in the open state, thus introducing a flow impedance upstream of the nozzle. In ad- 
dition, these electrothermal valves are sensitive to operating temperature and are affected by heat 
transfer to the fluid that is being controlled. 

We characterized the bidirectional thruster in a vacuum chamber at 5 millitorr (0.7 Pa) ambient 
pressure, using an inverted pendulum thrust stand based on a NASA-Lewis design. 63 We mea- 
sured continuous thrust to 0.1 mN accuracy and mass flow rate through the thruster to 5 x 10 -8 
kg/s accuracy. Figure 17.27 shows thrust as a function of feed pressure and valve voltage for this 
thruster, using room temperature argon as the propellant. The EG&G silicon valves are normally 
closed, and they begin opening at applied voltages greater than 4.5 V. For 5-V operation, the mass 
flow rate, and hence thrust, increase as feed pressure increases up to about 19 psi (I.3 x 105 Pa). 
At higher feed pressures, the thrust (and mass flow rate) drop because ofvalve cooling by the pro- 
pellant. An almost linear thrust versus feed pressure relationship is obtained at 5.5-V operation. 
The maximum thrust of I mN at 24.5-psia (I.7 x 10 s Pa) feed pressure is about an order of mag- 
nitude below what the nozzle itself can produce. For the range of operating voltages and feed pres- 
sures given in Fig. 17.27, the data reveal that the thrust level is limited by viscous losses in the 
silicon microvalve. 

Specific impulse for the bidirectional thruster with argon propellant increased almost linearly 
fi'om 16 s at 8.5-psia feed pressure to 27 s at 24.3-psia feed pressure. The highest measured spe- 
cific impulse of 27 s is 50% of the ideal specific impulse for argon with a I0:1 expansion nozzle 
into a vacuum. Further optimization of nozzle size and microvalve operating characteristics is still 
required. 
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Fig. 17.27. Measured data for thrust vs feed pressure for a bidirectional mN thruster shown in Fig. 17.17. 

17 .6 .2  So l id  R o c k e t  M i c r o t h r u s t e r s  
Our solid rocket microthruster arrays use lead styphnate as the propellant. Lead styphnate is a 
shock-sensitive explosive that is typically used as an initiator: once triggered, it provides enough 
thermal energy to ignite a larger quantity of"secondary" propellant or explosive. Our prelimina~ 
propellant testing effort revealed that typical double-base solid-rocket propellants, 64 such as ni- 
trocellulose plus nitroglycerin, could not be ignited using a simple polysilicon resistor heated to 
incandescence. Solid-rocket propellants and most secondary explosives are designed so that they 
are relatively safe under normal shipping and handling conditions and are therefore difficult to 
ignite. Successful ignition for our microthruster array required the use of a primary o1" initiator 
explosive (lead styphnate) and vaporization of the polysilicon resistor using a high-current pulse. 
This pulse creates a transient high-pressure shock wave that ignites the propellant in a single 
sealed cavity. 

The polysilicon resistors are 0.5 or 1 ~m thick, 20 Hm wide, and 400 ILtm long. They are pat- 
temed as a planar double hair-pin structure on top of a 3-Hm-thick oxide layer and are doped with 
phosphorous to provide a sheet resistance of 11 and 5.5 f2 per square, respectively, for 0.5-Hm 
and 1-Hm-thick layers. The bond pads and power buses are composed of 100-Hm or wider poly- 
silicon traces topped with a 0.35-,urn-thick metal (0.05 Hm Ti + 0.1 [~¢m Ni + 0.2 ~m Au) layer. 
Figure 17.28 shows several high-speed video frames of a 0.5-Hm-thick polysilicon resistor that 
has 60 V applied across it starting somewhere between t -- 49 and t - 74 Hs. The optical flash is 
quite bright but short-lived. Instantaneous power is 16 W, but since it lasts for only about 100 H s, 
only 1.6 millijoules of energy are used. Most of the resistor survives, but it becomes an open cir- 
cuit. We routinely apply 100 V across these resistors, which completely vaporizes the double- 
hairpin polysilicon trace. In open air, the polysilicon vaporization generates an audible "pop" that 
can be heard several feet away. 

We measure the impulse bits produced by our digital microthrusters using a wireless ballistic 
pendulum. The current pendulum contains a knife-edge pivot on top, a 9-V battery, an infi'ared 
receiver for data communication, an on-board microcontroller, a 9-V to 100-V dc-to-dc step-up 
converter, a 1-HF energy storage capacitor, a zero-insertion-force socket for the 24-pin "rocket 
chip" shown in Fig. 17.21 (d), a bank of silicon-controlled rectifiers (SCR)that switch power to 
individual microthrusters, a 5-mm-diam mirror, and a copper vane for Eddy-current damping. Fir- 
ing commands are sere to the pendulum at 1200 baud by an infi'ared light emitting diode using 
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Fig. 17.28. Video frames of a polysilicon resistor operating as an explosive bridge wire. 

on-off envelope modulation of a 38-kHz carrier. The current pendulum has a mass of 398 g, and 
its center-of-gravity is I 1.8 cm from the knife-edge pivot. 

Pendulum displacement or swing angle is measured by an optical interferometric displacement 
monitor: a rigidly fixed optical fiber launches monochromatic light toward the mirror on the pen- 
dulum, the light reflects off the mirror and is sent back through the fiber, and the interferometer 
measures the changes in free-space displacement between the fixed fiber and the pendulum mirror 
in real time. The interferometer measurement accuracy is better than 20 nm, but laboratory vibra- 
tions currently limit our instantaneous minimum resolution to about 0.5 lain. Our ballistic pendu- 
lum can measure impulse bits fi'om l0 "6 N-s to 10 "3 N-s. Improvements in vibration isolation 
should enable measurement of even smaller impulse bits. 

The pendulum is calibrated by rolling ball bearings of different mass down an inclined ramp 
and letting them impact the pendulum. A series of 20 remotely driven solenoids are used to launch 
individual bearings down the ramp. A high-speed video camera captures the bearing trajectoI3, 
before and after impact, thus enabling calculation of momentum transfer to the pendulum. 

Figure 17.29 shows measured impulse bits in air for eight successive thrusters on a single 15- 
thruster die. The error bars are a result of random pendulum vibrations caused by air currents, and 
the scatter in the data is probably due to variations in propellant mass between thrusters. Each 
thruster contains roughly 1 mg of propellant, and the expected impulse bit in air is 1.8 mN-s. The 
measured values are 5% of expected, and further investigation has revealed that most of the pro- 
pellant is blown out of the thrusters in an unburned state. We are now investigating the use of 
smaller propellant particles and smaller diaphragm areas (burst pressures increase to 1000 psi) to 
promote faster propellant combustion. We are also investigating the use of igniters on the dia- 
phragm side of the propellant cylinder to start combustion near the exit plane. 

The solid microthrusters have a firing time of approximately I ms. Figure 17.30 shows a series 
of still frames fi'om a high-speed video of a single thruster firing on the thrust stand. Ignition oc- 
curs at t = 0 s when the plume appears near the center of the frame. The ballistic pendulum is to 
the left of center, the thruster chip nozzles point to the right, the fixed optical fiber mount is on 
the bottom right, and the individual frames are 7.6 cm sq. The visible plume is longer than 1 cm 
and decays to the limit of visibility by t = 1. l I ms. Average thrust during this time is 80 raN, and 
the equivalent chemical power level is 60 W. Improved combustion efficiency should boost these 
numbers by an order of magnitude. 
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Fig. 17.29. Measured impulse bits generated by eight thrusters from a single thruster chip. 
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Fig.  17.30. Video fi'ames of  the solid microthruster firing on a thrust stand. 

17.7 Micropropulsion via Bioenergetic Decay Processes 
As satellites shrink in size, the desire to utilize the precious mass for multiple purposes increases. 
One intriguing possibility is to use mass for both structure and on-orbit propellant; spacecraft 
structures are usually designed to survive launch loads, but once on orbit, much less structural in- 
tegrit3 is required. Satellite propulsion systems are designed to make efficient use of the onboard 
propellant to extend mission life. Consider the possibility of a self-consuming satellite whereby 
noncritical satellite structural components are used as sources for propulsion fuel. Evolutionat3' 
examples toward this end are the use of teflon rod structural members as feedstock for a pulsed 
plasma thruster or the use of energetic materials with innate strength/stiffi~ess as fuel for a chem- 
ical or electric thruster. A more natural option, but yet novel to space systems, would be to imple- 
ment biological processes to convert biofeedstock structures (e.g., proteins, sugars, polysaccha- 
rides from sugarcane, bagasse) to fuel (e.g., ammonia, methane, methanol, ethanol) by anaerobic 
digestion schemes (i.e., via microbacterial and enzymatic action). A simpler (i.e., better under- 
stood) approach to biofuel production would be by aerobic (i.e., combustion) digestion but would 
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entail caru'ing oxygen on board. Since these novel concepts use microbes to produce propellant, 
they are true "micro" thrusters. 

At first glance, biodigestion schemes have more commonality with science fiction rather than 
aerospace engineering, but a brief review of the bioenergetics and other pertinent information 
gives a result that deserves mention and should abet further detailed study. It is understood that 
the very slow nature of biological processes would render such a system impractical as an on- 
demand fuel generator for a particular orbit maneuver. It is more likely that a biofuel generator 
would be continuously operational throughout the lifetime of the satellite, supplementing the on- 
board stored fhel and affecting an extension in the mission lifetime. For a biofuel generator source 
to be considered for space propulsion use, critical issues beyond that of the bioenergetics must 
also be analyzed. Some of these isstles are listed here. 

• Ability" of biological feedstock materials to meet the mechanical strength requirements of 
space structural components 

• Effects of vacuum on microorganism survivability 
• Means for maintaining hydrolysis reactions in partial vacuum, at cold temperatures, and in 

near zero gravitational force environment 
• Feasibility of fabricating and maintaining (e.g., feeding) miniature digesters--or the feasibil- 

ity of fabricating structural members as biodegradable digester systems 

Why bother obtaining fuel/energy from a bioconversion process? if such a system can be made 
for space propulsion applications then it naturally offers a self-consuming system with innate sur- 
vival rules designed to continue delivering useful energy as the system degrades. In most biosys- 
tems, energy is initially derived from the hydrolysis of simple sugars (e.g., glucose, glycogen). 
However, as these food stores get scarce .... that is, during starvation, energy is still derived albeit 
at less efficiency fi'om the breakdown of functional organic material---less vital material is sacri- 
ficed to feed those that are urgently necessary for survival. These choices are naturally made in a 
closed biological system. For example, certain microfungus (e.g., saccharomyces cerevisiae--- 
"yeast") can even automatically alter the digestion scheme going from fiill respiration mode (i.e., 
in the presence of oxygen) to a fermentation mode (i.e., absence of oxygen). By implementing 
biochemical processes and incorporating a variety of microbial genera, it is possible that an adapt- 
able generator lbr propellant fuels can be developed to extract the maximum energy allowable. 
The development of such a6~enerator has other obvious benefits: it could help sustain very long- 
duration manned missions. 

Most known biological systems have materials that have a structural fimction, as do space sys- 
tems. In some biological systems pectins and hemicellulose (carbohydrates that yield a mixture 
of sugars and acids when hydrolyzed) serve that role. In other biosystems bioceramics (e.g., 
CaCO3) play that role. Biological ceramics are inorganic biocompatible minerals (e.g., for human 
bone it is hydroxyapatite) reinforced with organic biopolymers (e.g., Ibr human bone it is col- 
lagen, a triple helix fibrous protein structure with high tensile strength). The ceramic phase pro- 
vides structural integrity (strength and hardness), while the polymer gives the structure toughness. 
A sintered hydroxyapatite bioceramic yields a fracture strength of 140 Mpa. 66 There are other bi- 
ological hard tissues, like that of the mollusk shell, which contain a smaller fraction of organic 
material (< 5% weight as opposed to >40% for mammalian bone) and exhibit high flexural and 
compressive strengths (>300 Mpa) 67 and are very resistant to fracture (e.g., fi'acture toughness be- 
tween 5--11 Mpa-m I/2 has been reported for the nacreous shell, 68 4--10 Mpa-m 1/2 for the abalone 
shell69). These biological ceramics are stronger than some high-technology ceramic and cennet 

I/2 materials (e.g., strength and toughness for Si3N 4 ~190 MPa and-~5 Mpa-m , for SiC---140 MPa 
and --4 Mpa-m 112, and for ZrO 2 ~-80 MPa and ---6 Mpa-m 1/2).70 The issue is not that a biological 
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material with sufficient structural strength can be [bund, but can this material be made space- 
environment survivable, and more importantly can this material store sufficient biodegradable 
matter to yield a practical propulsion fuel? A structural member might be a thin-wall inorganic or 
metallic tube that is capable of withstanding the space environment and is filled with organic solid 
"waste" or nutrients. This type of an integrated strtlctural member digester system would generate 
fuel until contamination or product waste inhibitors quench digestion. 

The key to promoting and maintaining digestion is to establish a habitable environment (e.g., 
pH, temperature) fbr microorganisms (i.e., bacteria) and the digestive enzymes. Digestive en- 
zymes are proteins that exhibit catalytic activity of a highly specific nature to help break down 
large molecules (e.g., proteins into simple sugars). The enzyme acts by reducing the activation 
barrier of a particular bimolecular reaction. Bacteria act by excreting digestive enzymes into the 
SUlTounding area. Digestion can proceed by aerobic or anaerobic processes, depending on the bac- 
teria and enzymatic action. For space applications, anaerobic digestion seems the more practical. 
In nature, a heterogeneous population of bacteria will degrade organic matter to form methane 
(CH 4) and carbon dioxide (CO2) gas. The biochemical processes involved in anaerobic digestion 
can be generally described as the breakdown of proteins by hydrolysis to yield amino acids and 
simple sugars (e.g., CsHIoOs); for methanogenic bacteria the digester further yields volatile ac- 
ids, ammonia, and in the final stage, the formation of Ct:I 4 by catalyzing the reaction (8 H + CO 2 
>> CH 4 + 2 H20). Other anaerobic processes yield alcohols (e.g., ethanol, C2H5OH ) or acids 
(e.g., lactic acid, CH3.CHOH.COOH) and energy. Experiments show that 50-75% of the fer- 
mentable solids can be converted to final products using mesophilic (35-40 C) or themlophilic 
(60 C) bacteria. 71 Maintaining a 60-C digester in space might require too much input power even 
though the reaction rate is faster by a l~ctor of 2. Assuming the digester is not initiated on the 
ground and is allowed to cool, it will require some initial power to start the digestion process in 
space. The biochemical reactions release "waste" energy as heat, which can act to increase tem- 
perature. In addition, in low Earth orbit (LEO), sun light and "poor" heat convection schemes can 
be used to heat and maintain the required temperatures. Although enzymes can recover after being 
fi'ozen to 0 ° C, they in general undergo irreversible molecular restructuring and loss of capability 
upon heating to 80 ° C. Some enzymes do work at temperatures up to 400 ° C, but these are com- 
monly found near geothermal vents and are sulfur rather than carbon reducing. 72 Conceptually a 
digester designed for a space fuel generator application would need to be sealed with a semiper- 
meable membrane for product (e.g., gases/liquid) pass-through into a secondary propellant con- 
tainer. The container could be partially presstlrized (i.e., subatmosphere) enough to maintain hy- 
drolysis reactions within the "feedstock" structural members. Microorganisms do live in reduced 
atmosphere environments, and experiments show that some bacterial spores and molds can, in 
fhct, survive vacuum conditions (5 x 10 -7 - l0 -10 torr) fbr a significant period of time (---5 yr). 73 
It is more likely that the propellant container will be tinder high pressure (e.g., >> 10 atm) and pos- 
sibly there will be a gas/liquid equilibrium. Clearly, microbial action does not cease at elevated 
pressures. There is a class ofbarophilic bacteria, found in deep sea environments, that are adapted 
to life at high pressures (e.g., methanococcus thermolithotrophicus fhnctions at 50 Mpa = 500 at- 
mospheres, 74 MT41 at 1200 atmospheres (temperature 2 ° C). 75 Microorganisms that do not come 
fYom high-pressure environments may still respond when placed at high presstlre (e.g., E. coli at 
530 atmospheres). 76 In general, elevated pressure fhvors those biochemical processes that tend to 
reduce system volume and inhibits those that cause an increase in volume. Furthermore, increase 
in hydrostatic pressure can either increase or decrease the upper temperature limits for bacterial 
growth; it does, however, narrow the pH ranges [:or growth. 77 
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Although a case can be made tbr finding a microbial/biofeedstock system that can be tnade to 
provide both structural support and useful biodegradable products, the basic issue remains 
whether microbial digestion can produce sufficient quantities of product gas or liquid to be of any 
use for propulsion. To definitively address this issue a particular biosystem process and a specific 
type of propulsion system must be chosen. It is clear that a bipropellant system canying oxygen 
can initiate aerobic or combustion processes, which with pure solid glucose (C6H 1206) as feed- 
stock, can at the theoretical limit (100% combustion to carbon dioxide and water) liberate 673 
Kcals/mol (12.1 K J/g) of heat. 78 Because of the complexity of designing bipropellant systems, 
we assume that such a "self-consuming" bipropellant propulsion system would not be the first de- 
sign choice. An alternative approach is to consider anaerobic digestion schemes that can naturally 
degrade organic matter within a single container and provide supplemental fuel to a monopropel- 
iant cold gas or resist~et type thruster. Experiments show that the choice and concentrations of 
nutrients in the biofeedstock influence the product and the yields. Results from the Biomefllane 
Project 79 show that feedstock with high levels of dry solids (i.e., 8-12% nutrients) can result in 
unstable o~eration of a laboratory digester--a 4-5% level of concentration was deemed more ap- 
propriate. 80 In one laboratory digester experiment methane production was measured as--- 400 cc 
(STP) pet" gram of consumed organic matter (protein-rich dog food was used as feedstock); the 
total gas production (methane plus carbon dioxide) was higher reaching - 600 cc per gram of con- 
sumed organic matter. 8i The residence time for the nutrients to begin generating steady-state gas 
production can be chemically controlled, but left to its own was measured to require a minimum 
of 5 days. Using this simple example of a biogas generation process, one can apply it to a micro- 
thruster system. For this example, 

• Assume a l 0-kg class satellite has a single l-raN monopropellant gas thruster (or resistojet that 
can heat the propellant to 800 K). 

• Assume of this l 0-kg class satellite, 20% of the mass (2 kg) is available for redesign as a com- 
bination digester/structural element system. 

• Assume only 5% of this 2 kg matter is composed of a biodegradable organic matter (100 g); 
then roughly 40 L (STP) of methane or 60 L (methane + CO 2 at STP) of total volatile gases 
can potentially be produced. This conversion rate is roughly 67% by weight of the initial start- 
ing mass (100 g). Conversion rates of 75% have been reported. 

• Further assume that only 10% of this net volume of gas is really extracted (i.e., 10% efficient 
in the space applications, therefore 4 L STP methane and 6 L methane plus carbon dioxide). 

Figure 17.31 shows the supplemental propulsion firing time (seconds) that is gained fi'om the 
biomass fitel generator as a fitnction of propellant temperature. The results show that in excess of 
an hour is gained. For the more efficient design, whereby 100% of the potential generated gas is 
used (60 L total, 40 L methane), the additional fuel gives propulsion stores between I I and 19 h. 
The traditional way to compare the usefulness of this expended "extra" fuel is to calculate the Av 
(m/s) Ibr the 10-kg satellite. Figure 17.32 gives this result for the 10% efficient system as a func- 
tion of propellant temperature. The calculated Av (m/s) should enable the 10-kg satellite to do a 
couple of maneuvers; for example, increase the altitude by a few kilometers (at---700-kin orbit), 
or move forward l0 km in a few hours while in a 700 km orbit. If the more efficient digester 
(100% capture of generated gas) design were implemented, then the Av (m/s) is in the range 
--5--10 m/s, and this enables 100-kin altitude changes in GEO (geosynchronous orbit) and a faster 
rate of"move-tbrward" maneuver in LEO (~700km). in the given example, it is important to re- 
member that the assumption is that the biomass fuel generator does not penalize the satellite with 
extra added mass but is actually a part of the satellite design weight pedlaps integrated into a 
structural member. 
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Fig. 17.31. Supplemental thrust time gained for a l-raN thruster with the gas by-products from the anaerobic 
digestion of 100 g of protein feedstock, but only 10% of the generated gas is captured. 
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Fig. 17.32. Change in speed of 10-kg satellite (Av [m/s] as a function of propellant temperature). Assumes 
6 L of gas expended (2/3 methane, I/3 CO 2 by volume). 

The above anaerobic digester example is designed to produce methane for a monopropellant 
thruster. Anaerobic fermentation can also produce alcohols (e.g., ethanol, methanol). Ethanol, tbr 
example, has 30% more energy concentration when compared with methanol and represents 
nearly 80% of the energy contained in glucose ( 12.1 KJ/gm), but is half the weight when produced 
(i.e., 2 moles ethanol are produced per 1 mole of glucose). Unfortunately, the fermented fuel 
would need to be combusted to extract the energy (i.e., requiring an oxygen source). 

17.7.1 Alternat ive Appl icat ion 
An alternative space application where anaerobic processing of biomass would be useful is the 
deployment and maintenance of very large (>> 10 in) inflatable structures. 82 These structures can 
be used as solar concentrators or as antennas. The inflatable structures are typically fabricated of 
polymeric materials that are rigidized by maintaining a slight ove~ressure (10 -4 torr) and/or by 
an optical curing scheme using the sun. Gas is necessary to initially inflate the "space-bag." Fur- 
thermore, during the lifetime of the mission (> 1 yr), micrometeorites will puncture holes in the 
inflatable structure, and additional make-up gas will be required to offset the loss of gas because 
of leaks. The use of anaerobic biomass digestion could be a viable alternative to producing both 
the initial gas for inflation and that needed for make-up. Fmthermore, it is conceptually possible 
that with control of the digestive chemistry, no gas-valving apparatus would be required. Gas 
could be produced at the rate required by setting the pH of the fermentation chemistry outside the 
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optimum range. Using the above example ofbiogas generation where 6 i., (STP volume 6 x 
I 0"3m 3) of gas is be generated, expanding this volume of ~;as at STP to a pressure of 10 -4 torr (,-- 1,3 
x 10 -7 atm) would fill a "space-bag" volume ~.46,000 m-', a balloon structure nearly 44 m in 
diameter. 

17.7.2 Microengineering Biogas Generation and Outstanding Issues 
Microengineering technology is uniquely suited for developing miniaturized digesters, which 
could be integrated into common satellite systems. MEMS valves, pumps, injectors, stirrers, and 
heaters are much more advanced for fluidic applications than they are for gas applications. 
MEMS temperature sensors and pH meters for fluidic applications and microelectrophoresis tech- 
niques are advancing, which will enable the controlled injection of enzymes. One can conceive 
of bioengineered rod-shape microdigesters that are patterned much like the rings of a tree, except 
the layers represent nutrients and contain microorganisms, and material is digested fi'om the cen- 
ter out. However, there are several issues that must be addressed before biogas generators become 
useful in space. Some of these are listed here. 

• The effect of microgravity on biological processes, microorganism behavior and growth 
• Better understanding of the heterogeneous chemistry for biogas production 
• Better understanding of the microfluid dynamics for space environment hydrolysis reactions 
• Better understanding of the gas dynamics through micropore channels in microgravity 

environments 
• Bioengineering of miniaturized, efficient, anaerobic "near" self-contained digester systems 
• Radiation-tolerance of different microorganisms 

Finally, we recognize that biomass propulsion and biomass gas generators will be used prima- 
rily in Earth orbit to prevent the introduction of Earth organisms onto other planetary bodies. In 
addition, adequate disposal mechanisms such as deorbit with complete reentry incineration may 
be required to prevent introduction of radiation-induced mutations to our biosphere. 

17.8 Conclusions 
Micropropulsion is a rapidly expanding discipline as a result of the recent emergence of micro/ 
nanosatellites, micro air vehicles, and MEMS. Microtechnology offers micromachined versions 
of existing thruster designs and the opportunity to exploit new physical phenomena that become 
dominant at small scale. Field-ionization thnasters, for example, directly exploit quantum tunnel- 
ing. We have presented some of our current work in this rapidly evolving discipline and expect 
many exciting developments in the years to come. 

17.9 Acknowledgments 
We gratefully acknowledge the support provided by The Aerospace Corporation through the Cor- 
porate Research Initiative Program. We also gratefully acknowledge the DARPA MEMS pro- 
gram for supporting the digital microthruster effort at TRW, Aerospace, and Cal Tech. We also 
acknowledge NASA JPL Microdevices Laboratory', the Air Force Lincoln Laboratory, Army Re- 
search Office, and DARPA for supporting work on the micronozzle synthetic jets and microtur- 
bine engine. 

17.10 References 
!. J. Mueller, "Thruster Options tbr Microspacecraft: A Review and Evaluation of Existing Hardware 

and Emerging Technologies," AIAA 97-3058 (Seattle, WA, July 1997). 
2. S. W. Janson, "'Chemical and Electric Micropropulsion Concepts for Nanosatellites," paper presented 

at the 30th AIA,4/ASME/SAE/.4SEE .]oint Propulsion CoJ~/~,rence (Indianapolis, IN, .lune 1994). 



References 693 

3. W. A. deGroot and S. R. Oleson, "Chenlical Microthruster Options," AIAA 96-2863 (Lake Buena 
Vista, FL, July 1996). 

4. R. W. Gallington, It. Berman, J. Entzminger, M. S. Francis, P. Palmore and J. Stratakes, "Unmanned 
Aerial Vehicles," in A. K. Noor and S. L. Venneri, Future Aeronautical and Space Systems, Vol. 172, 
Progress in Astronautics and Aeronautics (AIAA Press, Reston, VA, 1997), p. 251 • D. A. Fulghum 
"Miniature Air Vehicles Fly into Army's Future," Aviation I Veek and Space 7"ethnology (9 November 
1998), p. 37. 

5. J.M. McMichael and M. S. Francis, "Micro Air Vehicles---Toward a New Dimension in Flight," http:/ 
/web-ext2.darpa.mil/tto/mav/mav_auvsi.html 

6. Proceedings, JPL Micropropulsion Workshop (JPL, Pasadena, CA, 7-9 April 1997). 
o ' ]1 ~ '  7. R.L. Bavt, A. A. Ayon, and K. S. Breuer, "A Performance Evaluation of MEMS-based Micro nozzles, 

AIAA 97-3169 (Seattle, WA, 1997). 
8. G. Stix, "Little Bangs," Seienti[ic American 279 (5), 50-51 (November 1998). 
9. R. A. Spores and M. Birkan, "The USAF Electric Propulsion Program," Proceedings of34th AbtA 

Joint Propulsion Colference, AIAA 98-3181 (Cleveland OH, 1998). 
10. G. S. Sutherland and M. E. Maes, "A Review of MicrorocketTechnology: 10-6 to 1 lbfThrust," J. 

Spacecraft and Rockets 3 (8), 1153-1165 (August 1966). 
11. S. Jacobson, "Aerothermal Challenges in the Design of a Microfabricated Gas Turbine Engine," 

AIAA 98-2545 (Albuquerque, NM, June 1998); E. S. Piekos, D. J. Orr, S. A. Jacobson, F. F. Ehrich, 
and K. S. Breuer, "Design and Analysis of a Microfabricated High Speed Gas Journal Bearings," 
AIAA 97-1966 (Snowmass, CO, June 1997). 

12. F. F. Chen, huroduction to Plasma Physics, 1 st ed. (Plenum Press, New York, 1974), p. 169-173. 
13. M. Andrenucci, S. Marcuccio, and A. Genovese, "The Use of FEEP Systems for Micronewton Thrust 

Level Missions," AIAA 93-2390, 29th Joint AIAA/SAE/'ASME/:4SI~;E Propulsion Conference 
(Monterey, CA, June 1993.) 

14. R. Schmidt, et al., "A Novel Medium-Energy Ion Emitter for Active Spacecraft Potential Control," 
Rev. Sci. lnstrum. 64 (8), 2579-2584 (August 1993). 

15. T. T. Tsong, Atom-Probe Field Ion Microscopy (Cambridge University Press, 1990). 
|6. Ibid., p. 13. 
17. Ibid., p. 15. 
18. M. L. Klein and J. A. Venables, Rare Gas Solid~, Vol. I (Academic Press, New York, 1976), p. 146. 
19. R. Bayt, K. S. Breuer, and A. A. Ayon, "DRIE-Fabricated Nozzles for Generating Supersonic Flows 

in Micropropulsion Systems," Proceedings ~f the Solid-State Sensor and Actuator Workshop (Hilton 
Head, SC, June 1998). 

20. D. Htilsenberg, R. Bruntsch, K. Schmidt, F. Reinhold, Mikromechanische Bearbeitm(~ yon 
fotoempfindlichem Glas, Vol. 41 (Silikattechnik, 1990), p. 364. 

21. R. Bayt, and K. S. Breuer, "Viscous Effects in Supersonic MEMS-Fabricated Micronozzles," Pro- 
ceedings of the 3rd ASME Micr~lTuids ,S)'mposium (Anaheim, CA, November 1998). 

22. A. Beskok and G. Karniadakis, "A Model for Flows in Channels, Pipes, and Ducts at Micro- and 
Nano-Scales," J. Microscale Thermophysics and Engineering. In press. 

23. J. C. Harley, Y. Huang, H. H. Bau, and J. N. Zemel, "Gas Flow in Micro-Channels," J. Fluid Mechan- 
ics 284 (1995). 

24. K. C. Pong, C M. Ho, J. Lui, and Y. C. Tai. "Nonlinear Pressure Distribution in Uniform Micro-chan- 
nels," In FED Vol. 197, Applications of Microfabrication to Fluid Mechanics (ASME, 1994). 

25. E. B. Arkilic, M. A. Schmidt, and K. S. Breuer, "Gaseous Slip Flow in Long Microchannels," J. 
MicroElectroMechanical Systems 6 (2) (June 1997). 

26. G. Bird, Molecular Gas Dynamics and the Direct Simulation of Gas Flows (Oxford University Press, 
1994). 

27. E. S. Piekos and K. S. Breuer, "DSMC Modeling of Micromechanical Devices,",/. Fluids Engineering 
118, 464--469 (1996). 



694 Micropropulsion Systems for Aircraft and Spacecraft 

28. D.B. Hash and H. A. Hassan, "A Hybrid DSMC/Navier-Stokes Solver," AIAA 95-0410 (Reno, NV, 
1995). 

29. D. J. Coe, M. G. Allen, M. A. Trautman, and A. Glezer, "Micromachined Jets for Manipulation of 
Macroflows," Solid-State Sensor and Actuator Workshop (Hilton Head, NC, 1994). 

30. D. J. Coe, M. G. Allen, B. L. Smith, and A. Glezer, "Addressable Micromachined Jet Arrays," Tectz- 
nieal Digest: 7"ransducers '95 (Stockholm, Sweden, 1995). 

3 I. U. Ingard and S. Labate, "Acoustic Circulation Effects and the Nonlinear Impedance of Orifices," J. 
Acoust. Soc. Am. 22, 211 (1950). 

32. B. L. Smith and A. Glezer, "The Formation and Evolution of Synthetic Jets," Phys. Fluids 10 (9) 
2281-2297 (1998). 

33. M. Amitay, A. Honohan, M. Trautman, and A. Glezer, "Modification of the Aerodynamic Character- 
istics of Bluff Bodies Using Fluidic Actuators," AIAA-97-2004, 28th AIAA Fluid Dynamics Confer- 
ence (I 997). 

34. S.A. Jacobson and W. C. Reynolds, "Active Control of Streamwise Vortices and Streaks in Boundary 
Layers," Ji Fluid Mech. 360, 179--211 (1998). 

35. R. Rathnasingham and K. S. Breuer, "Coupled Fluid-Structural Characteristics of Actuators tbr Flow 
Control," AL4A J. 35 (5), 832-837 (May 1997). 

36. J. T. Lachowicz, C. S. Yao, and R. W. Wlezien. "'Scaling of an Oscillatory Flow Control Actuator," 
AIAA-98-0330, 36th Aerospace Sciences Meeting (1998). 

37. K. Breuer and A. Padmanabhan, "The Design and Fabrication of Micromachined Actuator Disk," MIT 
FDRL internal report (1996). 

38. A. H. Epstein, S. D. Senturia, G. Anathasuresh, A. Ayon, K. Breuer, K-S. (;hen, F. E. Ehrich, G. 
Gauba, R. Ghodssi, C. Groshenry, S. Jacobson, J. H. Lang, C-C. Lin, A. Mehra, J. O. Mur Miranda, 
S. Nagle, D. J. Orr, E. Piekos, M. A. Schmidt, G. Shirley. M. S. Spearing, C. S. Tan, Y-S. Tzeng, and 
I. A. Waitz, "Power MEMS and Microengines," paper presented at the IEEE Transducers '97 Cot!/kr- 
ence (Chicago, IL, June 1997). 

39. A. H. Epstein, S. D. Senturia, O. AI-Midani, G. Anathasuresh, A. Ayon, K. Breuer, K-S. Chen, F. E. 
Ehrich, E. Esteve, L. Frechette, G. Gauba, R. Ghodssi, C. Groshen=3', S. Jacobson, J. L. Kerrebrock, 
J. H. Lang, C-C. Lin, A. London, J. Lopata, A. Mehra, J. O. Mur Miranda, S. Nagle, D. J. Orr, E. Pie- 
kos, M. A. Schmidt, G. Shirley, M. S. Spearing, C. S. Tan, Y-S. Tzeng, and !. A. Waltz, "Micro-Heat 
Engines, Gas Turbines. and Rocket Engines~the MIT Microengine Prqiect," AIAA 97-1773 (Snow- 
mass Village, CO, June 1997). 

40. A. Berezhoi. Glass-Ceramics and Photo-Sitalls (Plenum Press, New York, 1970). 
41. W. W. Hansen, S. W. Janson. and H. Helvajian, "Direct-Write UV Laser Microthbrication of 3D 

Structures in l, ithium-AlumoSilicate Glass," SPIE 2991, 104 (1997). 
42. "Foturan~a Material for Microtechnology," Corporate brochure no. 10095 e I 1951.0 (IMM Institute 

ft~r Mikrotechnik GmbH and Schott Glaswerke, Mainz, Germany). 
43. K. D. Bean, "Anisotropic Etching of Silicon," IEEE Transactions on Electron Devices ED-25, 1185 

(1978). 
44. A. I. Stoller, "The Etching of Deep, Vertical-Walled Patterns in Silicon," RCA Review 31,271 (1970). 
45. D. B. Lee, "Anisotropic Etching of Silicon," J. Appl. Phys. 40, 4569 (1969). 
46. M. Declerq, L. Gerzberg, and J. Meinol, "Optimization of the Hydrazine-Water Solution for Aniso- 

tropic Etching Silicon in Integrated Circuit Technology," J. Electr~whem. Soc. 122, 545 (1975). 
47. A. Reisman et al., "The Controlled Etching of Silicon in Catalyzed Ethylenediamine-Pyrocatechol- 

Water Solutions," J. Eiectrochem. Soc. 126, 1406 ( ! 979). 
48. M. P. Wu, Q. H. Wu, and W. tI. Ko, "A Study on Deep Etching of Silicon Using Ethylenediamine" 

Pyrocatechoi-Water,'" Sensors and Actuators 9, 333 (1986). 
49. O. Tabata et ai., Technical D~gest, Transducers '91; IEEE Int. Conjbrence On Solid-State Sensors and 

Actuators (1991 ), p. 81 I. 
50. U. Schnakenberg, Technical Digest, Transducers '91; IEEE Int. Conference On Solid-State Sensom 

and Actuator ( 1991 ), p. 815. 



References 695 

51. "The MOSIS Service," http://www.isi.edu/nlosis. 
52. "MUMPS TM MEMS Technology Applications Center," http://mems.mcnc.org/mumps.html. 
53. "Technologies: SUMMi'I' Technology," http://www.mdl.sandia.gov/Micromachine/trilevel.htnll. 
54. J. Marshall et al., "Realizing Suspended Structures oll Chips Fabricated by CMOS Foundry Processes 

Through the MOSIS Service," NIST Report no. NISTIR 5402 (June 19941). Available at http:// 
www.mosis.org/pubs. 

55. S. W. Janson, "Batch-Fabricated Resistojets: Initial Results," paper presented at the h~ternational 
Electric Propulsion Conference (Cleveland, OH, September 1997). 

56. C.C. Lin, R. Ghodssi, A. Ayon, D-Z Chert, S. Jacobson, K. Breuer, A. Epstein, and M. Schmidt, "Fab- 
rication and Characterization of a Micro Turbine/Bearing Rig," paper presented at MEMS '99 
(Orlando, FL, January 1999). 

57. Ibid. 
58. J. Mitterauer, "Miniaturized Liquid Metal Ion Sources (MILMIS)," IEEE Transactions on Plasma 

Science 19 (5), 790--799 (October 1991). 
59. J. Mitterauer, "Prospects of Liquid Metal Ion Thrusters for Electric Propulsion," IEPC paper 9 I-105, 

22nd A IDA,4/~4 L4A/DGLR/JSASS International Electric Propulsion C ot~[~,rence ( Viareggio, Italy, 
October 1991 ). 

60. C.A. Spindt, "Microfabricated Field-Emission and Field-Ionization Sources," Surface Sci. 266, 145- 
154 (I 992). 

61. E. Stuhlinger, Ion Propulsion for Space Flight (McGraw-Hill, New York, 1964) 257. 
62. M. W. Croflon, "Evaluation of Electric Thrusters." Aerospace Corp. Report no. ATR-97(8201)-I 

(April 1997). 
63. T. W. Haag, "Thrust Stand for High-Power Electric Propulsion Devices," Rev. Sci. htstrum. 62 (5), 

1186 (1991). 
64. G. P. Sutton, Rocket Propulsion Elements, 6th ed. (John Wile3; & Sons, New York, ! 992), pp. 416- 

422. 
65. A. Globus, "The Design and Visualization of a Space Biosphere," 10th Biennial Space Studies Insti- 

tute~Princeton University Con[erence on Space Manuj~teturing (Princeton University, 15 May 1991). 
66. Z. Shaoxian, G. Jingkun, Y. Zhixiong, C. Jie, and C. Wanpeng, "Sub-micrometer Hydroxyapatite Bio- 

ceramics," Mat. Res. Soc. ,~wnp. Proceedings, Vol. 292 (1993) p. 225. 
67. V. J. Laraia and A. H. Heuer, "The Microindentation Behavior of Several Mollusk Shells," Mat. Res. 

Soc. Syrup. Proceedings, Vol. 174, 125 (1990). 
68. M. Sarikaya, K. Gunnison, and I. Aksay, "Seashells as a Natural Model to Study Ceramic-Polymer 

Composites," Proceedings 4 7th Annual Meetit~ oj'the Electron MicroscolO, Society o[A merica (San 
Antonio, TX, 6-11 August 1989), p. 558. 

69. M. Sarikaya, K. E. Gunnison, M. Yasrebi, and I. A. Aks~Lv "Mechanical Property-Microstructural 
Relationships in Abalone Shell," Mat. Res. Soc. Syml). Proceedings, Vol. 174, 109 (1990). 

70. Ibid. 
71. E. S. Lipinsky, R. A. Nathan, W. J. Sheppard and J. L. Otis, "Systems Study of Fuels from Sugercane, 

Sweet Sorghum and Sugar Beets, Vol 3.: Conversion to Fuels and Chemical Feedstocks, Final Report, 
Task 77," U.S. Dept. of Commerce Report no. BMI-1957-V-3 (1976), p. 91. 

72. J. C. Alt and W. C. Shanks Ill, "Sulfur in Serpentinized Oceanic Peridotites: Serpentinization Pro- 
cesses and Microbial Sulfate Reduction" J. Geoph)~sical Res. 103, 9917 (1998). 

73. R.E. Cameron, F. A. Morelli, and H. P. Conrow, "Survival of Microorganisms in Desert Soil Exposed 
to Five Years of Continuous Very" High Vacuum" NASA/JPL Technical Report no. 32-1454 (15 
March 1970); P. J. Geiger, F. A. Morelli, and H. P. Conrow, "Effects of Ultrahigh Vacuum on Three 
Types of Microorganisms," JPL Space Programs Summary no. 37-27, Vol. IV (130 June 1964), p. 109. 

74. R. Jaenicke, G. Bernhardt, H.-D. Ludemann, and K. O. Stetter, "Pressure-Induced Alterations in the 
Protein Pattern of the Thermophilic Archaebacterium Methanococcus Thermolithotrophicus" Appl. 
Environ. Microbiol. 54, 2375 (1988). 



696 Micropropulsion Systems for Aircraft and Spacecraft 

75. A. A. Yayanos, "Evolutional and Ecological Implications of the Properties of Deep-Sea Barophilic 
Bacteria," Proceedings Nat 'l. Acad. U.S.A, Vol. 83, 9542 (1986). 

76. D. H. Bartlett, C. Kato, and K. Horikoshi, "High- Pressure Influences on Gene and Protein Expres- 
sion," Res. Microbiol. 146, 697 (1995). 

77. D. H. Bartlett, "Microbial Life at High Pres.'ures. Sci. Progress Oxford 76, 479 (1992). 
78. E. S. West and W. R. Todd. Textbook of Biochemistry, 3rd ed. (Macmillan Press, New York, 1961), 

p. 786. 
79. "Technology for the Conversion of Solar Energy to Fuel Gas," Univ. of Pennsylvania National Center 

for Energy Management and Power, Philadelphia, Report no. NSF/RANN/SE/GI27976/72/4 (31 Jan- 
uary 1973). 

80. G. L. M. Christopher, "Biological Production of Methane from Organic Materials (Biomethane 
Project)," final report to Columbia Gas Service Corp. ( 1971 ), p. 84. 

8 I. Ibid. 
82. R. E. Freeland, G. D. Bilyeu, G. R. Veal, and M. M. Mikulas, "Inflatable Deployable Space Structures 

Technology Sumnmry," 49th htternational Astronautical Congress (Melbourne, Australia, 28 Sep- 
tember - 2 October 1998). 



Index 
A 
aberration control, 55, 496, 499 
absorption coefficient, 157, 159, 174-175 
accelerometers, 4, 16, 23, 3 !, 34-35, 38: 48-50, 63, 

73---75, 107,227,273,312, 347-348, 391, 
395, 403, 406-412, 415, 417, 422, 434, 
440 

acoustic wave sensors, 482 
active components, 5, 43, 223 
actuator, "~ 5, ! 5, 19, 22- 27, 55-56. 66. 68. 70. 73 

94, 109--111, 119--120, 123, 140, 227- 
228. 233, 244, 273, 321--334,348. 389, 
398-399, 415, 418, 427, 485, 490-495, 
499-509, 514-515, 556, 558, 568---570, 
576, 578, 658, 668-70 

acttmtor disk, 658, 670-671 
microactuators, 1, 4, 16, 27, 120, 138, 413, 

415, 490, 553, 568 
lateral resonant devices, 4 
pumps, 4 
switches, 4 
tweezers, 4 
valves, 4 

thermal-actuation, 31 
advanced instrument controller (AIC), 317-321, 

335, 339, 396-397 
aerospace applications, 16, 19-22.30, 62, 119, 135, 

166, 170, 180, 267, 272, 307, 515, 657 
alcohol, 527, 530, 646, 651,652, 689, 691 
angular rate sensor, 385 
anisotropic, 9 
anisotropic etching, 3-4, 9-11 
antenna, 30, 31, 35-37, 44-46, 59, 334, 347, 391, 

401-405, 410, 430, 435, 522, 586-587, 
595, 599, 614, 619, 633, 691 

active antenna, 44 
phased-array systems, 45 

antistiction monolayers, 364 
application specific integrated circuit (ASIC), 32, 

319-321,384, 389, 504, 514-515 
atomic oxygen, 38-39, 48, 461 
attitude control, 37, 51, 53, 57, 59, 232, 614, 639, 

641,643, 659, 678 
attitude sensors, 46-47, 57-59 
automatic gain control, 354, 370-371,375 

automation, 2, 62, 146, 173, 195, 397, 526, 609- 
614 

availability costs, 597, 603 

B 
BARMINT, 237, 239, 244-247. 251. 257 
batch fabrication, 5 
batch processing, 5 
battery, 58--59, 201-222, 390, 397-401,405-407, 

410, 413, 424-426, 436 
cell capacity, 203,207, 215-216, 221 
electrochemical cell, 202 
electrolyte, 202, 204-208, 211-218, 234 
intercalation, 203 
intercalation compounds, 203,207 
L i-ion battery, 20 I--226 
liquid electrolyte, '~0 ~;,. .~, 217-222 
negative electrode, 202, 204-205, 207-216, 

219--220, 222 
PLiON TM battery, 20 !, 223-224 
positive electrode, 202, 204, 208, 210-214, 

218-221 
primary cell. 203 
recharge cycle, 204, 399 
secondao' cells. 203 
solid polymer electrolyte, 205, 217 

beam delivery system (BDS), 151, 154, 160--163, 
171. 180--182, 188-189 

depth of field, 152-153, 677 
image projection, 152, 160-161, 171, 175 
Kohler illumination system, 161 
spot size, 148, 151-156, 162, 168, 174, 187 

Brownian noise, 369-370 
bulk micromachining, 4, 9 
Butter~vorth filter, 549 

C 
CAD/CAM (computer-aided design/computer- 

aided manufacturing), 57 
ANSYS, 244, 253-255 
CAD, 8, 63,301-302, 321,329, 333, 515, 522, 

526, 532, 543, 545, 548, 551 
CAD tools, 57, 232 
composite CAD, 62, 63 
computer-integrated manufacturing (CIM), 

301 
design aids, 25 
electronic design automation (EDA), 301-302 
full-wave CA[), 528, 534 
microsystem simulation, 228, 23 I 
modeling tools, 25 
simulation, 25, 62, 228--233, 242, 254, 256, 

41 I, 526, 550, 555, 571,604, 627 

697 
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CAC/CAM (continued) 
simulator, 25, 228-232, 244 
three-dimensional (3D) design, 5 
top-down methodology, 229-232, 256 
VHDL, 23 I 
VHDL Language, 23(1 
VttDL-A, 23 I, 232 
VHDL-AMS, 231,256 

capacitive pressure sensor, 3 
catalytic gate, 460, 468 
central limit theorem, 594 
Champollion lander, 24.8, 250 
characteristic impedance, 292, 532, 546-549 
chassis, 262, 263 
chemical adsorption 

adsorption, 453-458 
accommodation coefficient, 668 
adsorption isotherm, 456, 457, 458 
chemisorption, 455, 457, 458. 462. 476. 477 

chemical sensor. 34-35. 63, 137, 165, 234, 245- 
246, 349, 453, 455, 458, 462-465. 468- 
472. 475-477 

chemical microsensor. 451,459, 461,471,482 
chemical potential, 204-208 
chemiresistor, 459-460, 465, 469, 476-479 
gas sensor, 136-137, 423 
gas-detection sensor, 73 
Mars Oxidant Experiment (MOx). 451, 471, 

479 
micromachined chemical sensors, 33,479 
phthalocyanine. 459, 466-467. 477, 479. 481 

chip mounting. See element attach. 
chip scale package (CSP), 235, 273,277---278, 305, 

311,313.321 
chip-stacking, 234, 237, 280 

chip-on-board (COB), 236 
circuit. I, 2. 25 
closed-loop feedback, 5, 26, 191,384, 387 
complementary metal-oxide semiconductor 

(CMOS), 17-19, 24, 40--44, 48, 59, 124, 
240--24 I, 244, 246, 314, 412, 420, 460, 
469, 479, 492, 504, 514-515, 570-57 I, 
657, 675, 680-681 

commercialization. 23, 120, 208 
communications, 33-37. 51. 54, 57-60. 136, 145, 

146. 216, 227, 230, 260, 261,270, 335, 
391,395, 397-400, 406-411,429, 551, 
581-585, 590, 614-624, 632, 677, 685 

computer-aided design. See CAI)/('AM. 
conducting polymers, 459, 464--465 
conformal micropackage, 524-525, 531. 550 

connector, 136, 180, 261-262, 265, 282, 283, 326, 
328, 411 

coplanar waveguide, 339, 522, 524 
Coriolis acceleration, 350-357, 369, 376--377 
Cornwell distribution, 591. 592 
cost per performance 623, 628, 631 
cost-estimating relationships, 597 
cost-per-performance, 624, 626, 628-629, 631,633 
coverage geometry, 593-595, 625 
cross coupling, 537 
cross-axis sensitivity, 353,357-358, 384 
crosstalk, 293, 301,339 
curing, 147, 151, 171. 247-248, 691 

D 
data loggers, 34. 443 
deep anisotropic dry etching, 9 
defect formation, 40. 154 
detbrmable mirrors. 55, 495 
demodulation, 355, 369, 374-378, 380-381 
dendritic growth. 204-205. 212 
deployment costs, 597 
design, 3-5, 24--26, 58, 74-75, 84, 95-97, 100- 

104, 112, 13(~-140, 145, 152, 166, 180, 
184, 228-234. 2,14, 300-342, 348-359, 
368, 374-375, 384, 598--599, 604-610, 
615, 619--623. 627-632. 638-639, 646- 
650. 659, 663-669, 671, 677-682, 690, 
692 

deterministic methodology, 232-233, 256 
diaphragms, 1, 3, 4. I 0, 126-127, 138, 415, 417. 

419. 421,559, 678--679 
dicing. 5 
digital micromirror device (DMD). 16-20, 55 
Direct Simulation Monte Carlo (DSMC), 668 
disk drive, 174, 179 
distributed architectures, 583-584, 589, 593, 605- 

606, 62 I, 632--633 
distributed satellite system, 581-584, 597--599, 633 

distributed demand, 590-592 
distributed imaging system. 608. 621 
distributed space-based radar, 588, 594 
local clusters, 59, 60. 615.619-622 
satellite clusters, 614 
sparse array, 59, 587, 620 
virtual clusters, 615. 620. 622 

doping, 5 
dry etching, 8-9, 15.26, 24(I, 417 
dual in-line packages (DIP), 273 
dual-axis rate gyroscope, 350--353, 355-359, 376- 

377, 381-382 
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E 
Earth observation. 36, 54, 58-59, 619 
effective density, 359 
electrical performance, 119, 268--270, 524, 532 
electrochemical cell. See battery. 
electromagnetic interference, 290, 293 

field shielding, 519 
electronics, 5, 16-17, 23, 26, 29-32, 36, 38, 41--52, 

58-65, 122, 135-136, 140, 146, 165, 170, 
174, 214- 217, 223, 230, 233, 237, 244, 
306-312, 321, 323, 326, 329, 333-338, 
342, 348, 355, 37(i, 375-376, 389-390, 
413, 425-426, 433-435, 439, 443, 449, 
455, 463, 465, 479, 482, 485, 492, 515, 
521,557, 570-571,575, 578, 674, 680-- 
681 

electrostatic forces, 19, 354, 359, 364, 366 
electrostatic micromotors, 4 
element attach, 267-269 
energetic materials, 650, 687 
epitaxy. See microelectronic materials processing. 
etching. See microelectronic processing. 

F 
failure theories, 75, 87-89, 113 

fatigue, 74-75, 94, 98, 100-104, 113 
fatigue life, 74, 100 
fatigue resistance, 100, 104 
strain-life approach, 100 
stress-life, 101-102 
stress-life approach, 100 

femtosatellites, 58-59 
ferroelectric, 31, 146, 241 
fiber optic, 33, 50, 54, 288, 329, 334, 347-451, 

469-472, 485 
field emission, 661,683 

field ionization, 66 I--662, 684 
microvolcano, 683 

field-programmable gate arrays (FPGA), 284, 302, 
307, 339 

film growth, 5 
filters, 18, 22, 182, 24(t, 525, 546-547, 684 

micromachined filters, 521,546, 551 
tunable optical filters, 55, 506 

finite difference time domain (FDTD), 526 
fixturing, 305, 313-314 
flexible circuit, 236, 272, 282, 321-322, 333--334 
flip-chip bonding. See packaging. 
fluence, 154 
fluids, 74, 166, 283,396. 558, 578, 683 

Knudsen number, 658, 667-668 

microfluid modeling, 667 
Reynolds number, 554, 557, 559, 563--567 
slip-flow, 667 
supersonic flow, 667 
viscous damping, 354, 356, 359, 371,373 

flux-gate, 48 
tbrce balancing, 49. 354 
Foturan TM, 167--168, 663,673-679 
fi'acture, 75 
fi'ee electron lasers, 90 
functionalized materials, 31 

G 
Gas, 3, 7-9, 33, 38, 44, 59, 62, 73, 120--127, 135- 

138, 149-156, 173, 179-191, 212, 415, 
423-25, 449, 453-459, 465-468, 475- 
482, 637-650, 659-677, 684, 689-692 

gas generators, 645, 648, 692 
hydrazine, 9, 170, 641-65 I, 680 
ozone, 182, 190, 463-464, 476, 653-654 

Gaussian noise, 402. 588 
global, 633 

global demand, 582, 633 
global intbsphere, 582 

grain size, 74-75, 96, 113, 123, 188, 672, 674 
grain morphology, 105 

gravity-gradient monitors, 34 
gyroscope, 22, 3 l, 48, 50, 74, 227, 347-385 

rate sensor, 408 

H 
heat pumps, 56 
hermeticity, 308-310 
HF transmitter/receiver, 521 
hierarchy, 404, 606 
high-density interconnect. See packaging. 
high thermal conductivity, 119 
high-aspect-ratio lithography, 4 
highly accelerated stress testing (HAST), 256-256 
homogeneous, 75, 79, 94, 96, 113, 188, 647 
hydrocarbons, 137, 646 
hydrogen, 7, 125, 131, 133, 136, 137, 641-647, 

650-653, 660, 67l 

I 
IC fabrication, 2, 5, 7 

chemical vapor deposition, 7 
doping, 25 
etching, 4, 6, 8-9, 12, 14 
lithography, 8, 14-15 
oxidation, 7 
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imaging systems, 54, 585, 621 
impedance parameters, 540 
impulse bit, 51 
inertial measurement unit (IMU) 

inertial measurement, 23 
inertial navigation instruments, 347 
inertial sensor, 347, 349 
navigation, 19-20, 46-47, 58, 347-349, 384, 

415, 439, 581, 583, 595-597, 614, 
625 

inflatable structure, 57, 691 
intbrmation 

information availability, 585, 589 
information integrity, 585, 589 
information rate, 585, 587 
intbrmation transt~r system, 583 

infrared sensors, 422 
infi'astructure technology, 231 
insertion loss, 45, 524, 535-536, 542, 545-546 
integrated circuit (IC), I-2, 6, 8, 16, 23, 32, 40, 49, 

56-57, 62,119, 166, 227. 231-236, 244, 
256, 260-292, 300, 304-308, 313, 317- 
323, 330-331,384, 389, 396, 400, 408, 
415, 417, 434, 485, 502, 5t)4, 512, 519. 
544, 550, 570-571, 577, 663-664, 675. 
684 

integrated sensor. 234, 389, 415, 417, 438, 460, 520 
interconnections. 5.7, 235, 236, 261,262, 263,267, 

269, 283, 284, 290, 292, 293, 299, 302, 
317, 323, 326, 33-339. 344 

interposer, 323-329, 336 
intrinsic stress, 108, 191 
ion implantation, 3, 6, 131 
isotropic, 75, 79, 82, 86, 89, 94, 96, 105, 106, 107, 

167, 416, 673 
lsotropic Si etching, 3 

K 
kinetics, 214 
known good die (KGD), 286, 304-308, 320,433, 

436, 455, 456, 524 
Knudsen number. See fluids. 

L 
land grid array, 277, 248, 328, 671 
laser, 54, 58-62, 99, 125, 145-195, 237, 246-248, 

328, 347, 422, 436, 471,481,485, 496, 
502, 505, 506, 511-512, 649-650, 663- 
664, 671-678 

CO 2 laser, 149-150, 165, 174-178 
coherence, 147, 150-154, 615, 619, 633 

excimer laser, 150, 153, 156, 160, 164-165, 
170-171, 174-176, 180-184, 188- 
189 

fluence, 148, 154-160, 167-168, 172, 181- 
182, 187-190, 650 

free electron lasers (FEL), 150, 182, 183, 194 
laser parameters. 147-148. 155. 160 
Nd:YAG laser, 150, 154, 181, 183 
Nd:YVO 4 laser, 150, 178 
UV laser, 153, 167, 175, 190, 673 
absorption coefficient, 155 
laser ablation, 146, 148, 150-151, 155-156, 

161, 164, 170-173, 181-183, 186- 
192, 650, 678 

laser processing, 9, 145--151, 155, 158, 160, 
164-166, 194-195, 673 

laser zone texture (LZT), 177-179 
optical absorption. 155-159 
processing speed, 154-156, 170, 174 
pulsed laser deposition (PLD), 13, 146, 150- 

151,179-195 
sintering, 15 I, 195 
thermophysics, 156-158 
workpiece positioning. 163 

laser material processing, 145-147, 150, 154, 158, 
194 

lateral resonant devices, 4, 129, 130 
lateral resonant structures, 129 

launch vehicles, 29, 34, 35, 37, 49, 390, 450, 469, 
599, 605, 638, 641 

lithography, 4--6, 128, 138, 148, 152, 161, 170- 
171. 185, 195, 228, 246-247, 363, 417, 
42 I, 473, 559 

load-deflection technique, 126-127 
low-noise amplifier, 523 
lumped element, 522, 541 

M 
magnetic actuators, 557, 564 
magnetostrictive material, 31 
market studies, 23 
Mars, 30, 32, 37, 64, 444, 451,471-472 
material properties, 23, 25-26, 79, 80, 85, 90, 96, 

100, 101, 112, 119, 130, 135, 251,296, 
358, 362 

materials database, 25 
modulus, 25, 80, 85, 93, 94, 105, 109, 119- 

120, 126-127, 363, 404, 486, 663, 
673 

modulus of elasticity, 80, 363 
modulus of rigidity, 82 
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mmerial properties (continued) 
materials issues, 202, 208 
Poisson's ratio, 82, 90, 107-109 
thermal-expansion mismatch. 74 
Young's modulus, 90 

measurable pertbrmance, 584-585,624 
mechanical, 1-5, 1 I, 13, 19, 25-26, 29, 36, 38, 44, 

55, 57,73, 83, 86, 89, 93-94, 119-120, 
123, 127, 129, 133, 135, 147, 162, 166, 
174, 176-177, 179, 190, 211,218, 227, 
230, 232, 236, 244, 247, 251,257. 347- 
360, 364-369, 374, 376, 379, 380-384, 
407, 411, 43 I, 486, 491,494--495, 504, 
507, 544, 564, 668-673, 688 

electromechanical, 43,477 
mechanical properties, 6-7, 26, 93-95, 99, 

105, 107, 119, 125-127, 131, 217, 
25 I, 544 

mechanical stresses, 37, 75. 251 
mechanically milling, 3 
MEMS. See microengineering. 
Metal Oxide Semiconductor Implementation Ser- 

vice (MOSIS), 61,234, 479, 680, 681 
microactuators. See actuator. 
m icrocluster, 396-397, 444 
microcontroller, 395-396, 399, 405---407, 410--414, 

420, 429, 443-444, 449, 465 
survey, 396, 443-444 

microelectronic, 2 
microelectronic material processing 

anodic bonding, 3, 434 
batch processing 5, 479 
chemical vapor deposition (CVD).7, 13, 75, 

93, 105, 121-122, 137, 151, 188, 
245, 247, 417, 424, 434, 480, 526, 
560-561 compensating geometries, 
534 

compensation, 16, 347, 413, 422, 429, 436- 
438, 460, 531, 534--535, 562-563, 
585, 599, 603, 606, 627, 632-633 

compensation squares, 534 
deep anisotropic dry etching, 9 
deep reactive ion etching (DR1E), 4, 8, I1, 

119, 138, 663, 632 
dicing, 5 
doping, 5-7, 25, 251,416, 464, 466 
epitaxial growth, 7, 120-122, 131,133, 138 
epitaxy, 7 

heteroepitaxy, 7, 122 
homoepitaxy, 7, 120 

etching, 1, 9-16, 23, 26, 41, 94, 98, 122, 124, 

133, 137-138, 14.6-156, 167-168, 
171, 174, 195, 228, 233-234, 244- 
247, 365, 415-417, 479, 481, 502, 
525-527, 531-534, 541, 559-560, 
571,663, 671,673,680, 682 

anisotropic, 1, 3-4, 9, !1, 26, 43, 53, 56, 
416, 479. 526, 527, 530, 531, 
549 

anisotropic etching, 3-4, 9-1 !, 228, 233- 
234, 246-247, 479, 526, 527, 
531,663 

dlw etch, 8 
etch masks, 7-9 
etch stops, 3, 8, 9 
etchants, 9 
isotropic Si etching, 3 
plasma etching, 8, 123-125 
reactive ion etching, 3, 4, 8. 11, 15 
wet-chemical, 8 

IC fabrication, 123 
ion implantation, 6---8 
oxidation, 38, 120, 123-124, 133, 146, 206, 

208, 215, 459, 463, 471, 526, 560, 
571,644 

photoresist, 6, 8-9, 13-15, 125, 417, 460, 463, 
480, 527, 530 

reactive sputtering, 7 
sacrificial layer, 4, 7, 12-14, 417, 485-486, 

560 
sacrificial material, 1 I, 12, 15, 417 
Si fusion bonding, 3-4, 9 
Si micromachining, 4, 524--547, 550--551 
sputtering, 7-8, 13, 75, 122, 124, 137, 154, 

460, 463,473, 673 
susceptor age, 127 
thermal oxidation, 7, 123-124, 133 
thinning, 237, 296, 331,332, 333 
wafer bonding, 8---9, 12, 21, 13 I, 132 

microelectronics, 5--6, 16, 23- 26, 61, 73--74, 83, 
121, 131, 133, 145, 147, 174, 195, 228, 
232-234, 241,256, 389, 463, 469, 473, 
480, 520, 524. 553, 657 

microengine, 658, 682, 671,672 
microengineering, 145-151,165--166, 195,692 

batch fabrication, 5, 485, 513 
direct-write patterning, 167 
microelectromechanical systems (MEMS), 1, 

4, 73-75, 85, 89, 93-95, 98-99, 
104-108, 112-114, 119, 122-125, 
130-136, 140, 145, 147, 170, 227, 
259-260, 262, 273, 288-.290, 296, 
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MEMS (continued), 299-301,304, 306, 312. 
322-323, 338--341, 348, 350--351, 
384, 52(~521, 553, 657--659, 663, 
667-671,675-68t), 692 

commercial applications, 23 
industD' structure, 23 
.journals and conferences, I 

micromasking, 125 
micromolding, 13-15, 22, 26 
microsystem technology, 32, 227, 233, 235, 

257 
zone texturing, ! 79 

microheater, 680 
microinstrument design, 321 
micromachining, 4, 8-9, 12-16, 22, 52-53. 119, 

126. 138. 145, 146, 150, 151, 152, 163, 
166, 167, 169, 228, 244, 247, 251,288, 
347-349, 364, 384, 415, 424, 479, 485- 
486, 51)6, 523-526, 533, 547, 678, 681) 

bulk micromachining, 4, 8-12, 14, 16, 21-22, 
26. 93. 125-126, 137, 138, 415-418, 
68t) 

micromachine, 1, 98, 125-127, 133, 137, 138, 
139, 227, 244, 251, 296, 347-351. 
358, 360, 364, 373, 384-385, 658. 
659, 661,667, 668-671,672, 674- 
675, 678, 680, 684, 692 

micromachined, 3, 9, I I, 13.18, 20, 23, 33-35, 
40, 43-55, 59, 60, 415-423, 459, 
468-469, 472, 480, 485-487, 512- 
513, 520-521, 537, 539-544, 548- 
55 I, 559---568 

micromachining technology. 4, 9. 520. 558 
reduced-thickness region, 53 I, 533, 534, 549 
release, 12-13, 26, 34, 35, 92, 98. 123. 128, 

203, 21 I. 359, 417, 450, 458, 486- 
489, 499-502, 508 

structural material, 12-14, 104, 130, 648 
surface micromachining 4, 11-19, 22-23, 26, 

93-94, 108-109, 122-125, 128- 
129, 131,233, 350-351,364, 417- 
418, 422, 485-486, 505, 558 

via, 56, 58, 156-157, 161. 166, 170-173, ,113. 
468, 486, 530, 533-534, 544 

micromechanics, 27, 73 
classical fracture mechanics, 75 
compliance matrix. 80 
compressive stress. 74, 11)0, 191,253, 254 
constitutive relations, 75, 78, 113 
continuum mechanics, 75, 78, 95, 113 
elastic moduli tensor, 79 

Euler beam bending theo~,, 360 
extensional strain, 77, 78 
fi-acture mechanics, 75, 89, 98--99, 103, 113 
fi'acture toughness, 90-93, 97-99, 114, 688 
maxirnum stress theory, 87, 89 
normal strain, 77-78 
residual stress, 13, 25 
shear modulus, 82, 85, 111 
shear strain, 77-79, 82, 83 
shear stress imaging, 558-560, 565 
spring constants, 360-364, 368 
stiffness matrix, 78-79 
strain, i, 3, 34, 74-75, 77-83, 88-92, 94-100, 

102, 107, 158, 244, 392, 395, 403- 
404, 419, 420 

stress, 13-14, 22, 25, 34, 39, 57, 65, 74-11)4, 
107-114. 123, 126.-127, 158, 159, 
166, 179, 185, 189, 191,215, 232, 
251-257, 360, 362-364, 368, 384, 
406, 417, 419, 421,486, 510, 526, 
554-578, 626, 678, 681) 

stress failures, 74 
stress migration, 74, 113 
stress model simulation, 253 
suspension beam, 4, 356--365, 382-384 
tensile stress, 87, 90, 95, 113, 191,253, 363 
themlal Stress, 83, 251 
yield strength, 81, 88, 92 

micromolding. 13-15, 26 
micronozzle, 658, 663,666, 675, 677, 684, 692 
microoptics, 33 
microoptoelectromechanical systems (MOEMS), 

47, 54-55, 58-61, 65, 171) 
microprocessor, 2. 32, 35, 38, 58, 236, 283, 285, 

315, 389, 391,398, 408, 415. 421,423, 
429, 433, 449, 454, 515, 520, 657 

micropropulsion, 32, 52, 59, 60, 166, 644-648, 
657--658, 687, 692 

cold gas thruster 649, 658--659, 665, 675-677, 
684 

digester, 658, 688, 689, 690, 691,692 
digital propulsion, 33.53, 675, 678 
digital thruster. 658. 678 
impulse bit, 51,659. 679, 684, 686 
isentropic expansion, 665 
laser propulsion, 651) 
microjet, 658, 674 
microthruster, 33, 53, 59, 61,640--648, 657- 

658, 67 I--679, 684-685, 690, 692 
nozzle, 22, 52, 53, 191, 639-642, 648, 659, 

663--667, 675-681,684 
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micropropulsion (continued) 
resistojet. 33, 658-661,679--681. 690 
solid microthruster, 678, 686---687 
specific impulse, 5 I, 616-619, 637-638, 64 I, 

643, 645, 647, 659-661, 665-666, 
684 

synthetic jet. 658. 670 
synthetic jet actuator, 668 
thrusters, 33, 52, 61,617-619, 630. 639, 642- 

644, 648-649, 657-661, 665, 674, 
677-679, 684, 686-688, 692 

micropump, 9, 31-32, 237, 239, 244--248 
m icroradiators, 33 
microsensor, 2, 4, 13, 14, 16, 27 
microstrip, 522--550 

microstrip delay line, 535, 537 
microstrip transmission lines. 522, 529 

microstructures, 122, 146, 169, 170,227, 671,673- 
674 

microswitch, 45, 46 
microsystem, 1, 3-4, 31, 62, 65, 86, 166, 227--245, 

248, 251,256-257, 260, 301,321,348, 
389-390, 399, 411-415, 421, 424-427, 
429-434, 436. 438-439, 512. 514-515 

microsystem design, 228, 230, 232-233, 257, 
412 

microtransducers, 5 
microwave circuits, 519-520 
mixed signal, 58, 62 
monomethylhydrazine (MMH), 450, 459, 643, 651, 

652 
mode I loading, 91 
mode I1 (sliding mode), 91 
modeling tools, 25 
modularization, 606, 607 
monolithic integration, 515 
multichip module. See packaging. 
multifimctional structures, 304 
multiparameter sensor. See sensor. 
Multi-User MEMS Processes (MUMPS), 48, 55, 

61.95, 99, 105, 480, 481,485-487, 492, 
495, 505, 509, 678, 680 

N 
nanosatellite, 57-61,166, 201,214, 216, 222-224, 

347, 385, 678, 692 
nanotechnology, 30, 32, 36, 59, 61, 64, 113, 178, 

390, 640, 648 
nanoelectromechanical, 44 

natural frequencies, 354-365, 380, 383-384 
networking, 61,391-406, 411,413 

nickel phosphorous (NIP), 177-179 
noise, 45, 228, 241,243, 348, 355-359, 369--374, 

381-384, 400, 402, 412, 440, 454, 460, 
471, 473, 475, 523, 534-535, 538-542, 
550, 584, 587-589, 595, 600, 624 

package noise, 534 
parasitic inductance and capacitance, 544 

O 
on-wafer probing. 526, 528 
open-loop operation, 357 
optimization, 62, 212. 251. 356, 359, 383,539, 684 
orientation angles, 349 
orthotropic, 79, 80, 82, 83 
oscillator, 22, 34, 43-44, 154, 351-352, 355, 370, 

373, 412, 429, 473, 668-669 
oxidation. See microelectronic processing. 

P 
packaging, 3, 5, 24--27, 31, 34, 36, 38, 41, 60-61, 

219, 259-346, 395, 413-415, 429, 433-- 
434, 436, 460, 512, 521-525, 535, 543- 
544, 550-551,562 

3D packaging, 520 
assembly, 29, 52, 57, 61, 65, 145, 173, 180- 

181, 194, 212, 219, 227, 233- 237, 
244, 247, 251,254-255, 257, 335- 
336, 340-342, 389-390, 410, 487- 
488, 493-496, 512-515, 529, 541, 
598-599, 674, 678-679 

ceramic ball grid array (CBGA), 276 
column grid array (CGA), 276 
constant floor plan (CFP), 322 
design tbr testability, 312 
die-level hermeticity, 310 
discrete micropackage, 525 
dual in-line package (DIP), 273 
electronic design automation (EDA), 301--302 
escape problem, 289 
flip chip, 235, 266-270 
flip-chip bonding, 270 
hierarchy, 260-263, 273, 282, 288, 295-296, 

304, 323, 328-329, 342 
high-density interconnect (HDI), 271-272, 

277, 278, 281, 286, 288, 306-307, 
311, 315-323, 330--331 

Highly Integrated Packaging and Processing 
(HIPP), 314, 323-331,335-336 

interposer, 326 
land grid array (LGA), 306 
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packaging (continued) 
multichip module (MCM), 57-58, 166, i70- 

173, 233-237, 248, 251, 256, 261, 
29(>--326, 304, 429, 434, 449, 520, 
525, 543 

field-programmable MCM, 272 
mixed-signal, 306, 317 
MCM-C (ceramic), 235-237, 239, 266, 

269, 270, 297 
MCM-C/D, 269 
MCM-D (deposited), 235-236, 266, 268, 

269, 270, 287, 294, 297, 306 
MCM-E/F, 269 
MCM-L (laminate), 235--236, 266, 268, 

269, 294, 297 
MCM-L/O, 269 
MCM-V (3D stack), 235-236, 237, 239, 

244, 246, 248, 249 
MCM optimization, 259-260, 301,304, 

306-308, 314, 321,330 
metrics, 264-265 
micropackage, 52 I, 523,525, 531-532, 551) 
micropackaging 519, 521-522, 524, 533, 551 
monolithic integration 227. 288. 515 
multifunctional structures (MFS), 314, 334- 

342 
packages, 35, 259-.265, 268, 272-280, 284, 

289, 292, 298, 299, 308-309, 311, 
327, 332, 342, 395, 434, 460-463, 
523-525, 533, 542, 544, 55(~551 

patterned overlay, 265-272, 297, 3(17, 315, 
317, 322, 332--333 

patterned substrate, 265, 267,269, 272, 297, 
316,331,332 

pin grid array (PGA), 273,277, 496 
plastic ball grid array (PBGA), 276 
plastic encapsulated device, 256 
plasticpackaging, 256, 308---309 
printed wiring board (PWB), 259. 261-264, 

273, 277. 288-289, 296, 298, 3t)4, 
307, 310, 322, 326, 328, 543 

quad flat package (QFP), 273-275 
reliability, 277, 287, 294, 295, 299, 315 
Rent's rule, 284, 285, 331 
self-packaging, 525 
Si micropackage, 521,523-524, 539 
space logistics, 335-336, 342 
substrate efficiency, 264, 287, 312 
surface-mount, 267, 273-275, 317-318, 322 
tape automated bonding (TAB), 267-269, 270, 

277, 305, 307 

taxonomy, 269, 279, 297 
thin small outline package (TSOP), 274 
three-dimensional (3D) packaging, 278, 520 
through-hole package. 273-275 
ultrahigh-density interconnect, 330 
vel3' small package array (VSPAJ, 274 

packaging interposer, 278, 323, 327, 329, 336 
palladium, 449, 459--460, 462, 468 
passive components, 5, 43.307, 315, 319--321), 415, 

524,539 
passive fimctionality, 614 
permalloy, 25 
phase-locked-loop, 377 
physical level, 229 
physical vapor deposition, 179 
picosatellites, 58-59 
piezoelectric effect, 86 

piezoelectricity, 75, 86 
piezoresistive effect. 1,3 
plating processes, 4, 485 
plug and play, 314. 398, 403,408 
Poisson's ratio. See material properties. 
polarization, 148-149, 155, 156, 160, 164,241,662 
polycr3'stalline Si, 6 
polyimide, 13-15 
polysilicon, 6-7, 12-14, 25, 48, 53-54, 58, 122--- 

125. 128-133, 135, 151, 166, 233. 244- 
246, 251,352, 359-365, 369-372, 381- 
382, 417, 480-481,485-487, 492, 495, 
501-505, 5t)9, 514, 557, 559, 561,678 

polysilicon resistor, 53, 557, 559, 678, 679, 
685, 686 

polyurethane, 174--176 
potassium hydroxide. 9 
power management, 391,406, 414, 430-432, 436 
pressure, !. 3, 16, 20. 29. 34, 37-38. 52-53, 64, 73- 

78. 89, 94, 99, 105, 1 I)7, I ! 2, 120-12 I, 
124, 126, 136--140, 166, 184---185, 188- 
191. 202, 213--214, 218, 227, 245--247, 
251,370, 391-392, 395-396, 4(t3. 410- 
411, 415, 418--422, 430-431, 438, 456, 
459-463, 470, 485, 51 I, 526, 553. 560, 
638-653, 658-662, 66.4-669, 674-680, 
684-686, 689-692 

pressure sensor, !-4, 16-17, 22-23 
primary. cell. See battery. 
processor 

Pentium Pro, 263,269 
propellant, 51-54, 170, 232, 450, 459, 469, 590- 

592, 615-618, 637--654, 657-661,664- 
665, 674, 677-681,684-691 
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propellant (continued) 
bipropellant, 61,637, 639 
composite propellants, 647 
heats of tbrmation, 638 
monopropellant, 53, 61, 637, 639-649, 660- 

661,690--691 
nitrogen tetraoxide, 450 
propellant characteristics, 640 
propellant density, 640-641,649 
solid propellant, 640-641,647-650 
unsymmetrical dirnethylhydrazine (UDMH), 

450, 459, 643,647, 651-652 
propulsion. See micropropulsion. 
prototyping, 32, 61-62, 272, 307, 485 

prototype 32, 56, 57, I 19, 136, 140, 145, 170- 
171, 204, 228, 237, 317-318, 348, 
351,410, 412, 433, 434, 539, 544, 
547, 678 

rapid prototype, 272 
rapid prototyping centers, 61 

pull-down voltage, 366-368, 380, 383-384 
pulsed laser deposition (PLD), 13 
pump, 177, 180, 184, 190, 640, 639, 643,650--651, 

668, 692 
pyroelectric, 239-243 

Q 
quadrature error, 374-375, 381 
quality factor (Q-factor), 38, 356-359, 369 
quartz crystal microbalance (QCM), 191,449, 451, 

463-467, 472.476 

R 
radiation hardness, 40.4 1, 310, 397 

radiation shielding, 41, 48, 57, 58, 59, 136, 
293, 310-311,336 

Radiation-Hardened HDI Space Computer 
(RI-tSC), 315, 317 

radiation loss, 524, 530, 535, 550 
reactive ion etching, 8, 15 
reactive sputtering, 7 
rectilinear acceleration, 364 
redox reactions, 203 

redox potential, 204 
reflectivity, 25, 148, 149, 157, 174, 449, 470--472, 

495, 509 
reliability, 5, 34, 57, 61, 64, 74-75, 88, 112-114, 

145, 149-150, 165, 170, 173, 194-195, 
201-202, 232- 234, 251,256-257, 349, 
390-391, 398-399, 417, 460, 519, 593, 
598, 602, 605-606, 624-628, 630-632, 
678 

remote sensing, 29, 55, 216, 583, 586, 608, 614- 
622, 629 

residual stress. See micromechanics. 
resonant drive, 351,353-354, 357, 359, 370-374, 

376, 383 
response time, 31, 53, 55, 467-469, 479, 485, 612, 

630, 649, 677 
responsivity, 243, 453-455, 473-476, 629 
reversibility, 453 
radio frequency (RF), 7, 33-38, 45, 50, 58-60, 

391-394, 399-414, 430, 519, 521, 526, 
540-544, 547, 550, 582, 587 

RF capacitors. 547 
RF leakage, 533 
through-reflect-line (TRL), 529, 542 

risk avoidance, 598 
risk management, 598 
rotation rate, 36, 50, 60, 162, 347-356, 359, 370- 

373, 376-379, 616 
rotor air damping, 359 
rotor-tilt amplitude, 357 

S 
sacrificial layer and material. See microelectronic 

material processing. 
satellite clusters. See distributed satellite system. 
scattering parameters, 529-530 
selectivity, 8, 15, 125, 423,453,462, 471,477 
sensitivity, 3, 48-50, 137, 350, 357-360, 365, 369, 

379-384, 412, 416, 419-421,436, 438, 
454-456, 465.466, 469. 471.478, 557- 
559, 563, 594, 600, 623, 646 

sensor, 2-5, 15-37, 46-54, 57-60, 73-74, 119- 
123, 136-140, 145, 227-228, 233-234, 
241-246, 347-349, 352, 357, 360, 384, 
39(1--415, 418, 422, 425-438. 449-471, 
474.482, 495, 553-566, 570, 575, 578, 
582-583, 590, 604--605, 612, 622, 681 

capacitive pressure sensors, 3, 395, 407, 413, 
427, 428, 430 

calibration, 23, 396, 399, 404, 408, 411,436, 
437, 438, 461, 559, 562, 563, 564, 
565 

detectors, 44, 47, 48, 164, 331,347, 422, 423, 
4,19, 453, 470, 575, 586, 589, 600, 
601 

dosimeter, 453-455, 465,471,476 
dynamic range, 48, 156, 45,1--455, 460, 674 
Earth sensor, 33 
infrared sensor, 422 
magnetic field sensor, 46, 47 
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sensor (continued) 
magnetometers, 33, 34, 48, 415 
microbolometer, 241,243 
microcamera, 237, 248, 251) 
microsensor, 2-4, 13-16, 27, 32, 35, 75, 120, 

122, 138, 384, 41.2-413, 438, 449- 
453, 459, 471-473, 482 

multiparameter sensor, 34 
pressure sensor I-4, 16-17, 22-23, 33, 53, 

125, 138, 227, 244, 395-396, 4t)8- 
409, 415-421,438 

sensor survey. 403 
SiC sensor, 135, 137 
surface acoustic wave, 43 
temperature sensor, 49, 136-137, 244, 41)4, 

410, 422, 427, 429, 437, 467, 563, 
681,692 

tunneling sensor, 49 
microtransducers 5 
optical sensors, 46, 50 

shear modulus. See micromechanics. 
shielding 41-42, 48, 57- 59, 136, 519, 524-532, 

537, 539- 542, 544, 550 
short-open-load-through, 529 
SiC, 7, 25 

3C-SiC, 120-127, 131-135, 138-140 
6H-SiC, 120-125, 131,137-140 
polycrystalline SiC, 119, 122-123 
porous SiC, 137-138 
SiC diaphragms, 125-126 
silicon carbide. 7, 434 

SiC-on-insulator substrates, 131 
signal integrity, 290, 301,328, 334, 339 
signal isolation, 585-586, 594 
silicon dioxide, 2, 39, 434, 525, 678, 682 
silicon satellite. 30, 57-60, 227 
silver, 167, 184, 459-460, 463-464, 541,545 
simulation. See CAD/CAM. 
separation by implanted oxygen (SIMOX), 131 
small satellite cost model, 597 
Smart-Cut TM, 13 I 
s-matrix, 529 
solar activity, 38-39, 41 
solar array. 37-38, 607 
sorption, 423-424. 449, 453--457, 465, 477, 479 
space application, 29- 32, 41-45, 50, 53, 59, 61, 

64-65. 202, 207, 212- 214, 216, 222- 
232, 235, 256, 269, 308-309, 319, 389- 
391,397, 410, 459, 470, 515, 521,581- 
584, 621,691 

spacecraft, 64-65, 74, 136, 146, 201,295, 3t)8-310, 

334-342, 3,17, 385, 451-452, 463, 471- 
472, 482, 637, 639, 641-642, 647-648, 
650--4~51,657. 659, 661,678, 684, 687 

mass-production of spacecraft, 30 
production-line approach to satellite manufac- 

ture, 599 
Space Shuttle, 37-38, 63, 45ff--451,459, 466, 

482, 638, 645, 647 
space systems, 29-34, 60-61, 64, 65, 73, 74, 

120, 136, 145-146, 169, 227, 233, 
283, 295-296, 298, 301, 304, 305, 
307-31 I, 315, 449, 479, 482, 582, 
598, 623, 629, 630, 687, 688 

spacecraft arrays, 586, 619-620, 633 
space-qualified, 234, 269 
statistical methodology, 233 
statistical theories, 89 
store-and-forward systems, 6t)8 
strain. See micromechanics. 
strap-down navigation, 349 
stress. See micromechanics. 
stripline, 45, 522, 545 
structural margin, 74 
sunspot cycle, 38 
surface reaction, 455, 458 
suspension spring rate, 356 
switches, 4, 40, 43, 45, 180, 229, 230, 431,485, 

502, 506, 521. 546 
system cost, 390, 585, 591,597, 601,603,605, 613, 

626-628 

T 
test. 3. 17. 23, 25-26, 3 I, 35, 38, 50, 53, 62-64, 80- 

82, 92, 94-104, 126. 136, 140, 203, 208, 
233, 244, 256-257, 273, 301, 31)5, 307- 
308, 312-313, 317, 340, 391--392, 399, 
404-405, 4t)8, 41t)-41 I, 434. 431~437, 
460, 463--464, 467, 496, 499, 51 I, 528- 
529, 555, 557, 559. 570. 598-599, 638, 
680, 682 

testing, 27, 41, 54, 57, 64, 73, 80, 81, 82, 92, 
97, 98, 99, 100-103, 129, 222, 236, 
256, 371). 389. 390, 391, 410-411, 
415, 420, 422,433, 436-437, 525, 
529, 531, 544-545, 560, 562, 564, 
599, 678, 680, 682, 685 

thermal control, 30, 33, 36, 55, 57, 59, 166, 216, 
228, 251 

thermal cycling, 74, 232, 451,673 
thermal diffusion, 6, 7, 148, 155, 158, 174- 

175. 242-243 
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thermal control (continued) 
thermal louvers, 55 
thermal management, 38, 214, 223, 260, 263, 

276, 279, 282, 288, 294-299, 302, 
324, 328-329, 334, 336, 641,643 

thermal switches, 33, 45, 55 
thermodynamics, 455, 462, 477 
thin film, 5, 9, 25, 31, 74, 75, 93, 98, 105, 107-108, 

120, 158, 177, 193, 400, 424, 434, 460, 
463, 466, 485, 526, 541,543 

antistiction monolayers, 364 
multilayer fihn growth, 179, 180, 186 
protective coatings, 138, 182 

three-dimensional (3D) engineering 
3D design, 5 

three-dimensional (3D)microengineering, 5 
LIGA, 14-15, 26, 93-97, 99, 104, 106, 112, 

228, 233, 338, 417 
Threshold Limit Value (TLV), 450, 454 
torsional resonators, 44 
transceivers, 35, 397, 404-411 
transducer, I, 2, 4, 19, 20 
transmission line, 31, 45, 290-293, 307, 334, 339- 

340, 519, 522- 53 I, 540, 547- 548 
trans-resistance amplifier, 354, 370-373 
transversally isotropic, 79 
tribology, 146, ! 66, 177 

tribological coatings, 179, 191 
turbulent boundary layer, 553-557, 565, 578 

U 
USAF Unmanned Spacecraft Cost Model, 598-599 

V 
valve, 23-24, 52-53,674-677 
variable capacitors, 34, 43,419 
variable gralings, 54 
VDF-TrFE, 239, 243 
virtual process, 304 
voltage control oscillator, 375 
volumetric efficiency, 264, 278 
yon Mises criteria, 89 

W 
wafer 119-133, 138-140, 236, 241,247, 251. 260, 

262, 264, 268, 274, 277-278, 280, 283, 
287, 305, 317, 320, 325. 332, 334, 673- 
674, 678-682 

wire-bond, 266-270, 276, 285, 286, 289, 305,332 
wire-bonding, 264, 267-269, 276, 285. 286, 289, 

305, 315 
wireless, 680, 685 
wiring density, 265, 270, 289, 294, 331,339 
wobble motion, 375 

Y 
Young's modulus. See material properties. 
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