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Preface

This book explores a single topic: the creation of new forms of “machinic
life”” in cybernetics, artificial life (ALife), and artificial intelligence (AI).
By machinic life I mean the forms of nascent life that have been made to
emerge in and through technical interactions in human-constructed envi-
ronments. Thus the webs of connection that sustain machinic life are
material (or virtual) but not directly of the natural world. Although au-
tomata such as the eighteenth-century clockwork dolls and other figures
can be seen as precursors, the first forms of machinic life appeared in the
“lifelike” machines of the cyberneticists and in the early programs and
robots of Al. Machinic life, unlike earlier mechanical forms, has a capac-
ity to alter itself and to respond dynamically to changing situations.
More sophisticated forms of machinic life appear in the late 1980s and
1990s, with computer simulations of evolving digital organisms and the
construction of mobile, autonomous robots. The emergence of ALife as
a scientific discipline—which officially dates from the conference on “‘the
synthesis and simulation of living systems” in 1987 organized by Christo-
pher Langton—and the growing body of theoretical writings and new
research initiatives devoted to autonomous agents, computer immune
systems, artificial protocells, evolutionary robotics, and swarm systems
have given the development of machinic life further momentum, solidity,
and variety. These developments make it increasingly clear that while
machinic life may have begun in the mimicking of the forms and pro-
cesses of natural organic life, it has achieved a complexity and autonomy
worthy of study in its own right. Indeed, this is my chief argument.
While excellent books and articles devoted to these topics abound,
there has been no attempt to consider them within a single, overarching
theoretical framework. The challenge is to do so while respecting the
very significant historical, conceptual, scientific, and technical differences
in this material and the diverse perspectives they give rise to. To meet this
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challenge I have tried to establish an inclusive vantage point that can be
shared by specialized and general readers alike. At first view, there are
obvious relations of precedence and influence in the distinctive histories
of cybernetics, Al, and ALife. Without the groundbreaking discoveries
and theoretical orientation of cybernetics, the sciences of Al and ALife
would simply not have arisen and developed as they have. In both, more-
over, the digital computer was an essential condition of possibility. Yet
the development of the stored-program electronic computer was also con-
temporary with the birth of cybernetics and played multiple roles of
instigation, example, and relay for many of its most important conceptu-
alizations. Thus the centrality of the computer results in a complicated
nexus of historical and conceptual relationships among these three fields
of research.

But while the computer has been essential to the development of all
three fields, its role in each has been different. For the cyberneticists the
computer was first and foremost a physical device used primarily for cal-
culation and control; yet because it could exist in a nearly infinite number
of states, it also exhibited a new kind of complexity. Early Al would de-
marcate itself from cybernetics precisely in its highly abstract understand-
ing of the computer as a symbol processor, whereas ALife would in turn
distinguish itself from AI in the ways in which it would understand the
role and function of computation. In contrast to the top-down compu-
tational hierarchy posited by Al in its effort to produce an intelligent
machine or program, ALife started with a highly distributed population
of computational machines, from which complex, lifelike behaviors could
emerge.

These different understandings and uses of the computer demand a pre-
cise conceptualization. Accordingly, my concept of computational assem-
blage provides a means of pinpointing underlying differences of form and
function. In this framework, every computational machine is conceived of
as a material assemblage (a physical device) conjoined with a unique dis-
course that explains and justifies the machine’s operation and purpose.
More simply, a computational assemblage is comprised of both a ma-
chine and its associated discourse, which together determine how and
why this machine does what it does. The concept of computational as-
semblage thus functions as a differentiator within a large set of family
resemblances, in contrast to the general term computer, which is too
vague for my purposes. As with my concept of machinic life, these family
resemblances must be spelled out in detail. If computational assemblages
comprise a larger unity, or indeed if forms of machinic life can be said to
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possess a larger unity, then in both cases they are unities-in-difference,
which do not derive from any preestablished essence or ideal form. To
the contrary, in actualizing new forms of computation and life, the
machines and programs I describe constitute novel ramifications of an
idea, not further doublings or repetitions of a prior essence.

This book is organized into three parts, which sketch conceptual his-
tories of the three sciences. Since I am primarily concerned with how
these sciences are both unified and differentiated in their productions of
machinic life, my presentation is not strictly chronological. As I demon-
strate, machinic life is fully comprehensible only in relation to new and
developing notions of complexity, information processing, and dynamical
systems theory, as well as theories of emergence and evolution; it thus
necessarily crosses historical and disciplinary borderlines. The introduc-
tion traces my larger theoretical trajectory, focusing on key terms and
the wider cultural context. Readers of N. Katherine Hayles, Manual
DelLanda, Ansel Pearson, Paul Edwards, and Richard Doyle as well as
books about Deleuzian philosophy, the posthuman, cyborgs, and cyber-
culture more generally will find that this trajectory passes over familiar
ground. However, my perspective and purpose are distinctly different.
For me, what remains uppermost is staying close to the objects at
hand—the machines, programs, and processes that constitute machinic
life. Before speculating about the cultural implications of these new kinds
of life and intelligence, we need to know precisely how they come about
and operate as well as how they are already changing.

In part I, I consider the cybernetic movement from three perspectives.
Chapter 1 makes a case for the fundamental complexity of cybernetic
machines as a new species of automata, existing both “in the metal and
in the flesh,” to use Norbert Wiener’s expression, as built and theorized
by Claude Shannon, Ross Ashby, John von Neumann, Grey Walter,
Heinz von Foerster, and Valentino Braitenberg. Chapter 2 examines the
“cybernetic subject” through the lens of French psychoanalyst Jacques
Lacan and his participation (along with others, such as Noam Chomsky)
in a new discourse network inaugurated by the confluence of cybernetics,
information theory, and automata theory. The chapter concludes with a
double view of the chess match between Gary Kasparov and Deep Blue,
which suggests both the power and limits of classic Al. Chapter 3 extends
the cybernetic perspective to what I call machinic philosophy, evident in
Deleuze and Guattari’s concept of the assemblage and its intersections
with nonlinear dynamical systems (i.e., “chaos’) theory. Here I develop
more fully the concept of the computational assemblage, specifically in
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relation to Robert Shaw’s “dripping faucet as a model chaotic system”
and Jim Crutchfield’s e-machine (re)construction.

Part II focuses on the new science of ALife, beginning with John von
Neumann’s theory of self-reproducing automata and Christopher Lang-
ton’s self-reproducing digital loops. Langton’s theory of ALife as a new
science based on computer simulations whose theoretical underpinnings
combine information theory with dynamical systems theory is contrasted
with Francisco Varela and Humberto Maturana’s theory of autopoiesis,
which leads to a consideration of both natural and artificial immune
systems and computer viruses. Chapter 5 charts the history of ALife
after Langton in relation to theories of evolution, emergence, and com-
plex adaptive systems by examining a series of experiments carried out
on various software platforms, including Thomas Ray’s Tierra, John
Holland’s Echo, Christoph Adami’s Avida, Andrew Pargellis’s Amoeba,
Tim Taylor’s Cosmos, and Larry Yaeger’s PolyWorld. The chapter con-
cludes by considering the limits of the first phase of ALife research and
the new research initiatives represented by “living computation” and
attempts to create an artificial protocell.

Part III takes up the history of Al as a series of unfolding conceptual
conflicts rather than a chronological narrative of achievements and fail-
ures. I first sketch out AD’s familiar three-stage development, from sym-
bolic Al as exemplified in Newel and Simon’s physical symbol system
hypothesis to the rebirth of the neural net approach in connectionism
and parallel distributed processing and to the rejection of both by a
“new AI” strongly influenced by ALife but concentrating on building
autonomous mobile robots in the noisy physical world. At each of AI’s
historical stages, I suggest, there is a circling back to reclaim ground or a
perspective rejected earlier—the biologically oriented neural net approach
at stage two, cybernetics and embodiment at stage three. The decodings
and recodings of the first two stages lead inevitably to philosophical
clashes over AI’s image of thought—symbol manipulation versus a sto-
chastically emergent mentality—and the possibility of robotic conscious-
ness. On the other hand, the behavior-based, subsumption-style approach
to robotics that characterizes the new Al eventually has to renege on its
earlier rejection of simulation when it commits to artificial evolution as a
necessary method of development. Finally, in the concluding chapter, I
indicate why further success in the building of intelligent machines will
most likely be tied to progress in our understanding of how the human
brain actually works, and describe recent examples of robotic self-
modeling and communication.
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Introduction

The electric things have their lives, too.
—Philip K. Dick, Do Androids Dream of Electric Sheep?

Liminal Machines

In the early era of cybernetics and information theory following the Sec-
ond World War, two distinctively new types of machine appeared. The
first, the computer, was initially associated with war and death—Dbreaking
secret codes and calculating artillery trajectories and the forces required
to trigger atomic bombs. But the second type, a new kind of liminal ma-
chine, was associated with life, inasmuch as it exhibited many of the
behaviors that characterize living entities—homeostasis, self-directed
action, adaptability, and reproduction. Neither fully alive nor at all inan-
imate, these liminal machines exhibited what I call machinic life, mirror-
ing in purposeful action the behavior associated with organic life while
also suggesting an altogether different form of “life,” an “‘artificial” alter-
native, or parallel, not fully answerable to the ontological priority and
sovereign prerogatives of the organic, biological realm. First produced
under the aegis of cybernetics and proliferating in ALife research and
contemporary robotics, the growing list of these machines would include
John von Neumann’s self-reproducing automata, Claude Shannon’s
maze-solving mouse, W. Ross Ashby’s self-organizing homeostat, W.
Grey Walter’s artificial tortoises, the digital organisms that spawn and
mutate in ALife virtual worlds, smart software agents, and many autono-
mous mobile robots. In strong theories of ALife these machines are
understood not simply to simulate life but to realize it, by instantiating
and actualizing its fundamental principles in another medium or material
substrate. Consequently, these machines can be said to inhabit, or “live,” in
a strange, newly animated realm, where the biosphere and artifacts from
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the human world touch and pass into each other, in effect constituting
a “machinic phylum.”! The increasing number and variety of forms of
machinic life suggest, moreover, that this new realm is steadily expanding
and that we are poised on the brink of a new era in which nature and
technology will no longer be distinctly opposed.

Conjoining an eerie and sometimes disturbing abstractness with lifelike
activity, these liminal machines are intrinsically alluring. Yet they also re-
veal conceptual ambitions and tensions that drive some of the most inno-
vative sectors of contemporary science. For as we shall see, these forms of
machinic life are characterized not by any exact imitation of natural life
but by complexity of behavior.? Perhaps it is no longer surprising that
many human creations—including an increasing numbers of machines
and smart systems—exhibit an order of complexity arguably equal to or
approaching that of the simplest natural organisms. The conceptual re-
orientation this requires—that is, thinking in terms of the complexity of
automata, whether natural or artificial, rather than in terms of a natural
biological hierarchy—is part of the legacy of cybernetics. More specifi-
cally, in the progression from the cybernetic machines of von Neumann,
Ross Ashby, and Grey Walter to the computer-generated digital organ-
isms in ALife research and the autonomous mobile robots of the 1990s,
we witness a developmental trajectory impelled by an interest in how
interactions among simple, low-level elements produce the kinds of com-
plex behavior we associate with living systems. As the first theorist of
complexity in this sense, von Neumann believed that a self-reproducing
automaton capable of evolution would inevitably lead to the breaking of
the “complexity barrier.” For Ashby, complexity resulted from coupling
a simple constructed dynamical system to the environment, thereby creat-
ing a larger, more complex system. For Walter, the complex behavior
of his mobile electromechanical tortoises followed from a central design
decision to make simple elements and networks of connections serve
multiple purposes. For Christopher Langton, Thomas Ray, Chris Adami,
and many others who have used computers to generate virtual worlds in
which digital organisms replicate, mutate, and evolve, complexity emerges
from the bottom up, in the form of unpredictable global behaviors result-
ing from the simultaneous interactions of many highly distributed local
agents or ‘“‘computational primitives.”® Relayed by the successes of
AlLife, the “new AI” achieves complexity by embedding the lessons of
AlLife simulations in autonomous machines that move about and do
unexpected things in the noisy material world. More recently, several
initiatives in the building of intelligent machines have reoriented their



Introduction 3

approach to emulate more exactly the complex circuits of information
processing in the brain.

For the most part, discussion of these liminal machines has been
defined and limited by the specific scientific and technological contexts in
which they were constructed. Yet even when discussion expands into the
wider orbits of cultural and philosophical analysis, all too often it remains
bound by the ligatures of a diffuse and seldom questioned anthropomor-
phism. In practice this means that questions about the functionality and
meaning of these machines are always framed in mimetic, representa-
tional terms. In other words, they are usually directed toward “life” as
the ultimate reference and final arbiter: how well do these machines
model or simulate life and thereby help us to understand its (usually
assumed) inimitable singularity? Thus if a mobile robot can move around
and avoid obstacles, or a digital organism replicate and evolve, these
activities and the value of the machinic life in question are usually gauged
in relation to what their natural organic counterparts can do in what phe-
nomenologists refer to as the lifeworld. Yet /ife turns out to be very diffi-
cult to define, and rigid oppositions like organic versus nonorganic are
noticeably giving way to sliding scales based on complexity of organiza-
tion and adaptability. While contemporary biologists have reached no
consensus on a definition of life, there is wide agreement that two basic
processes are involved: some kind of metabolism by which energy is
extracted from the environment, and reproduction with a hereditary
mechanism that will evolve adaptations for survival.* In approaches to
the synthesis of life, however, the principal avenues are distinguished by
the means employed: hardware (robotics), software (replicating and
evolving computer programs), and wetware (replicating and evolving ar-
tificial protocells).

By abstracting and reinscribing the logic of life in a medium other than
the organic medium of carbon-chain chemistry, the new “sciences of the
artificial” have been able to produce, in various ways I explore, a com-
pletely new kind of entity.®> As a consequence these new sciences neces-
sarily find themselves positioned between two perspectives, or semantic
zones, of overlapping complexity: the metaphysics of life and the history
of technical objects. Paradoxically, the new sciences thus open a new
physical and conceptual space between realms usually assumed to be sep-
arate but that now appear to reciprocally codetermine each other. Just as
it doesn’t seem farfetched in an age of cloning and genetic engineering to
claim that current definitions of life are determined in large part by the
state of contemporary technology, so it would also seem plausible that



4 Introduction

the very differences that allow and support the opposition between life
and technical objects—the organic and inorganic (or fluid and flexible
versus rigid and mechanical), reproduction and replication, phusis and
techné—are being redefined and redistributed in a biotechnical matrix
out of which machinic life is visibly emerging.® This redistribution col-
lapses boundaries and performs a double inversion: nonorganic machines
become self-reproducing, and biological organisms are reconceived as
autopoietic machines. Yet it is not only a burgeoning fecundity of
machinic life that issues from this matrix, but a groundbreaking expan-
sion of the theoretical terrain on which the interactions and relations
among computation (or information processing), nonlinear dynamical
systems, and evolution can be addressed. Indeed, that artificial life oper-
ates as both relay for and privileged instance of new theoretical orienta-
tions like complexity theory and complex adaptive systems is precisely
what makes it significant in the eyes of many scientists.

As with anything truly new, the advent of machinic life has been
accompanied by a slew of narratives and contextualizations that attempt
to determine how it is to be received and understood. The simplest narra-
tive, no doubt, amounts to a denial that artificial life can really exist or be
anything more than a toy world artifact or peripheral tool in the armoire
of theoretical biology, software engineering, or robotics. Proceeding from
unquestioned and thoroughly conventionalized assumptions about life,
this narrative can only hunker down and reassert age-old boundaries,
rebuilding fallen barriers like so many worker ants frenetically shoring
up the sides of a crumbling ant hill. The message is always the same: arti-
ficial life is not real life. All is safe. There is no need to rethink categories
and build new conceptual scaffoldings. Yet it was not so long ago that
Michel Foucault, writing about the conditions of possibility for the sci-
ence of biology, reminded us that “life itself did not exist” before the end
of the eighteenth century; instead, there were only living beings, under-
stood as such because of “the grid of knowledge constituted by natural
history.”” As Foucault makes clear, life could only emerge as a unifying
concept by becoming invisible as a process, a secret force at work within
the body’s depths. To go very quickly, this notion of life followed from
a more precise understanding of death, as revealed by a new mode of
clinical perception made possible by anatomical dissection.® Indeed, for
Xavier Bichat, whose Treatise on Membranes (1807) included the first
analysis of pathological tissue, life was simply ““the sum of the functions
that oppose death.” One of the first modern cultural narratives about
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artificial life, Mary Shelley’s Frankenstein (1819), was deeply influenced
by the controversies this new perspective provoked.®

At its inception, molecular biology attempted to expunge its remaining
ties to a vestigial vitalism—Iife’s secret force invisibly at work—by reduc-
ing itself to analysis of genetic programming and the machinery of cell
reproduction and growth. But reproduction only perpetuates life in its
unity; it does not create it. Molecular biology remains metaphysical, how-
ever, insofar as it disavows the conditions of its own possibility, namely,
its complete dependence on information technology or bioinformatics.!®
The Human Genome Project emblazons this slide from science to meta-
physics in its very name, systematically inscribing “the human” in the
space of the genetic code that defines the anthropos. In La technique et le
temps, Bernard Stiegler focuses on this disavowal, drawing attention to a
performative dimension of scientific discourse usually rendered invisible
by the efficacy of science itself.!! Stiegler cites a passage from Frangois
Jacob’s The Logic of Life: A History of Heredity, in which Jacob, con-
trasting the variations of human mental memory with the invariance of
genetic memory, emphasizes that the genetic code prevents any changes
in its “program’ in response to either its own actions or any effects in
the environment. Since only random mutation can bring about change,
“the programme does not learn from experience” (quoted in Stiegler,
176). Explicitly, for Jacob, it is the autonomy and inflexibility of the
DNA code, not the contingencies of cultural memory, that ensure the
continued identity of the human. Jacob’s position, given considerable
weight by the stunning successes of molecular biology—including Jacob’s
own Nobel Prize-winning research with Jacques Monod and André
Lwoff on the genetic mechanisms of E. coli—soon became the new ortho-
doxy. Yet, as Stiegler points out, within eight years of Jacob’s 1970 pro-
nouncement the invention of gene-splicing suspended this very axiom.
(Jacob’s view of the DNA code is axiomatic because it serves as a foun-
dation for molecular biology and generates a specific set of experimental
procedures.) Thus since 1978 molecular biology has proceeded with its
most fundamental axiom held to be true in theory even while being vio-
lated in practice.!?

A great deal of more recent research, however, has challenged this
orthodoxy, both in terms of the “invariance” of the genome and the way
in which the genome works as a “program.” And in both cases these
challenges parallel and resonate with ALife research. In regard to the
supposed invariance, Lynn Helena Caporale has presented compelling
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evidence against the view that the genome is rigidly fixed except for
chance mutations. Species’ survival, she argues, depends more on diversity
in the genome than inflexibility. In this sense the genome itself is a com-
plex adaptive system that can anticipate and respond to change. Caporale
finds that certain areas of the genome, like those that encode immune re-
sponse, are in fact “creative sites of focused mutation,” whereas other
sites, like those where genetic variation is most likely to prove damaging,
tend to be much less volatile.!®* With regard to the genetic program, the-
oretical biologist Stuart Kauffman has suggested that thinking of the de-
velopment of an organism as a program consisting of serial algorithms is
limiting and that a “better image of the genetic program—as a parallel
distributed regulatory network—leads to a more useful theory.”'* Kauff-
man’s alternative view—that the genetic program works by means of a
parallel and highly distributed rather than serial and centrally controlled
computational mechanism—echoes the observation made by Christopher
Langton that computation in nature is accomplished by large numbers of
simple processors that are only locally connected.'® The neurons in the
brain, for example, are natural processors that work concurrently and
without any centralized, global control. The immune system similarly
operates as a highly evolved complex adaptive system that functions by
means of highly distributed computations without any central control
structure. Langton saw that this alternative form of computation—Ilater
called “emergent computation”—provided the key to understanding
how artificial life was possible, and the concept quickly became the basis
of ALife’s computer simulations.

I stated earlier that artificial life is necessarily positioned in the space it
opens between molecular biology—as the most contemporary form of the
science of life—and the history of technical objects. And I have begun to
suggest that a new, nonstandard theory of computation provides the con-
ceptual bridge that allows us to discuss all three within the same frame-
work. At this point there is no need to return to Stiegler’s analysis of
Jacob in order to understand that /ife as defined by molecular biology is
neither untouched by metaphysics nor monolithic; for the most part, in
fact, molecular biology simply leaves detailed definitions of life in abey-
ance in order to attack specific problems, like protein synthesis and the
regulatory role of enzymes. Stiegler’s two-volume La technique et le temps
becomes useful, however, when we consider this other side of artificial
life, namely, its place and significance in relation to the history and
mode of being of technical objects. Specifically, his discussion of the “dy-
namic of the technical system” following the rise of industrialism provides
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valuable historical background for theorizing the advent of machinic self-
reproduction and self-organization in cybernetics and artificial life.1®
Very generally, a technical system forms when a technical evolution
stabilizes around a point of equilibrium concretized by a particular tech-
nology. Tracking the concept from its origins in the writings of Bertrand
Gille and development in those of André Leroi-Gourhan and Gilbert
Simondon, Stiegler shows that what is at stake is the extent to which the
biological concept of evolution can be applied to the technical system.
For example, in Du mode d’existence des objets techniques (1958), Simon-
don argues that with the Industrial Revolution a new kind of technical
object, distinguished by a quasi-biological dynamic, is born. Strongly
influenced by cybernetics, Simondon understands this ‘“‘becoming-
organic” of the technical object as a tendency among the systems and
subsystems that comprise it toward a unity and constant adaptation to it-
self and to the changing conditions it brings about. Meanwhile, the hu-
man role in this process devolves from that of an active subject whose
intentionality directs this dynamic to that of an operator who functions
as part of a larger system. In this perspective, experiments with machinic
life appear less as an esoteric scientific project on the periphery of the
postindustrial landscape than as a manifestation in science of an essential
tendency of the contemporary technical system as a whole. This tendency,
I think, can best be described not as a becoming-organic, as Simondon
puts it, but as a becoming-machinic, since it involves a transformation of
our conception of the natural world as well. As I suggest below (and fur-
ther elaborate in the book), our understanding of this becoming-machinic
involves changes in our understanding of the nature and scope of compu-
tation in relation to dynamical systems and evolutionary processes.

The Computational Assemblage

The contemporary technical system, it is hardly necessary to point out,
centers on the new technology of the computer; indeed, the computer’s
transformative power has left almost no sector of the Western world—
in industry, communications, the sciences, medical and military technol-
ogy, art, the entertainment industry, and consumer society—untouched.
Cybernetics, artificial life, and robotics also develop within—in fact, owe
their condition of possibility to—this new technical system. What sets
them apart and makes them distinct is how they both instantiate and
provoke reflection on various ways in which the computer, far from being
a mere tool, functions as a new type of abstract machine that can be
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actualized in a number of different computational assemblages, a concept
I develop to designate a particular conjunction of a computational mech-
anism and a correlated discourse. A computational assemblage thus com-
prises a material computational device set up or programmed to process
information in specific ways together with a specific discourse that ex-
plains and evaluates its function, purpose, and significance. Thus the dis-
course of the computational assemblage consists not only of the technical
codes and instructions for running computations on a specific material
device or machine but also of any and all statements that embed these
computations in a meaningful context. The abacus no less than the
Turing machine (the conceptual forerunner of the modern computer) has
its associated discourse.

Consider, for example, the discourse of early Al research, which in the
late 1950s began to construct a top-down model of human intelligence
based on the computer. Alan Turing inaugurated this approach when he
worked out how human mental computations could be broken down into
a sequence of steps that could be mechanically emulated.” This discourse
was soon correlated with the operations of a specific type of digital com-
puter, with a single one-step-at-a-time processor, separate memory, and
control functions—in short, a von Neumann architecture.'® Thinking,
or cognition, was understood to be the manipulation of symbols con-
catenated according to specifiable syntactical rules, that is, a computer
program. In these terms classic Al constituted a specific type of computa-
tional assemblage. Later its chief rival, artificial neural nets, which were
modeled on the biological brain’s networks of neurons—the behavior of
which was partly nondeterministic and therefore probabilistic—would
constitute a different type.'® In fact, real and artificial neural nets, as
well as other connectionist models, the immune system, and ALife pro-
grams constitute a group of related types that all rely on a similar compu-
tational mechanism—bottom-up, highly distributed parallel processing.
Yet their respective discourses are directed toward different ends, making
each one part of a distinctly different computational assemblage, to be
analyzed and explored as such. This book is thus concerned with a family
of related computational assemblages.

In their very plurality, computational assemblages give rise to new ways
of thinking about the relationship between physical processes (most impor-
tantly, life processes) and computation, or information processing. For
example, W. Ross Ashby, one of the foremost theorists of the cybernetic
movement, understood the importance of the computer in relation to “life”
and the complexity of dynamical systems in strikingly radical terms:
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In the past, when a writer discussed the topic [of the origin of life], he usually
assumed that the generation of life was rare and peculiar, and he then tried to dis-
play some way that would enable this rare and peculiar event to occur. So he tried
to display that there is some route from, say, carbon dioxide to amino acid, and
thence to the protein, and so, through natural selection and evolution, to intelli-
gent beings. | say that this looking for special conditions is quite wrong. The truth
is the opposite—every dynamic system generates its own form of intelligent life, is
self-organizing in this sense.... Why we have failed to recognize this fact is that
until recently we have had no experience of systems of medium complexity; either
they have been like the watch and the pendulum, and we have found their proper-
ties few and trivial, or they have been like the dog and the human being, and we
have found their properties so rich and remarkable that we have thought them su-
pernatural. Only in the last few years has the general-purpose computer given us a
system rich enough to be interesting yet still simple enough to be understandable.
With this machine as tutor we can now begin to think about systems that are sim-
ple enough to be comprehensible in detail yet also rich enough to be suggestive.
With their aid we can see the truth of the statement that every isolated determinate
dynamic system obeying unchanging laws will develop “organisms” that are adapted
to their “environments.”’*°

Although Ashby’s statement may not have been fully intelligible to his
colleagues, within about twenty years it would make a new kind of sense
when several strands of innovative research began to consider computa-
tional theory and dynamical systems together.

The most important strand focused on the behavior of cellular autom-
ata (CA).2! Very roughly, a cellular automaton is a checkerboard-like
grid of cells that uniformly change their states in a series of discrete time
steps. In the simplest case, each cell is either on or off, following the ap-
plication of a simple set of preestablished rules. Each cell is a little com-
puter: to determine its next state it takes its own present state and the
states of its neighboring cells as input, applies rules, and computes its
next state as output. What makes CA interesting is the unpredictable
and often complex behavior that results from even the simplest rule set.
Originally considered a rather uninteresting type of discrete mathematical
system, in the 1980s CA began to be explored as complex (because non-
linear) dynamical systems. Since CA instantiate not simply a new type of
computational assemblage but one of fundamental importance to the
concerns of this book, it is worth dwelling for a moment on this historic
turning point.?2

The first important use of CA occurred in the late 1940s when, at the
suggestion of the mathematician Stanley Ulam, John von Neumann de-
cided to implement the logic of self-reproduction on a cellular automaton.
However, CA research mostly languished in obscurity until the early
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1980s, the province of a subfield of mathematics. The sole exception was
John Conway’s invention in the late 1960s of the Game of Life, which
soon became the best known example of a CA. Because the game offers
direct visual evidence of how simple rules can generate complex patterns,
it sparked intense interest among scientists and computer programmers
alike, and it continues to amuse and amaze. Indeed, certain of its config-
urations were soon proven to be computationally universal (the equiva-
lent of Turing machines), meaning that they could be used to implement
any finite algorithm and evaluate any computable function. The turning
point in CA research came in the early 1980s. In a groundbreaking article
published in 1983, Stephen Wolfram provided a theoretical foundation
for the scientific (not just mathematical) study of CA as dynamical sys-
tems.2® In the same year, Doyne Farmer, Tommaso Toffoli, and Wolf-
ram organized the first interdisciplinary workshop on cellular automata,
which turned out to be a landmark event in terms of the fertility and im-
portance of the ideas discussed.?* Wolfram presented a seminal demon-
stration of how the dynamic behavior of CA falls into four distinct
universality classes. Norman Margolus took up the problem of reversible,
information-preserving CA, and pointed to the possibility of a deep and
underlying relationship between the laws of nature and computation.
Gerard Vichniac explored analogies between CA and various physical
systems and suggested ways in which the former could simulate the latter.
Toffoli showed that CA simulations could provide an alternative to differ-
ential equations in the modeling of physics problems. Furthermore, in a
second paper, Toffoli summarized his work on Cellular Automata Ma-
chine (CAM), a high-performance computer he had designed expressly
for running CA. As he observes, “In CAM, one can actually watch, in
real time, the evolution of a system under study.”?’ Developing ideas
based on CA, Danny Hillis also sketched a new architecture for a mas-
sively parallel-processing computer he called the Connection Machine.
And, in a foundational paper for what would soon become known as
AlLife, Langton presented a cellular automaton much simpler than von
Neumann’s, in which informational structures or blocks of code could re-
produce themselves in the form of colonies of digital loops.

The discovery that CA could serve as the basis for several new kinds of
computational assemblage accounts for their contemporary importance
and fecundity. For a CA is more than a parallel-processing device that
simply provides an alternative to the concept of computation on which
the von Neumann architecture is built. It is at once a collection or aggre-
gate of information processors and a complex dynamical system. Al-
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though completely deterministic, its complex behavior results from many
simple but simultaneous computations. In fact, it is not even computa-
tional in the common meaning of the term since it does not produce a nu-
merical solution to a problem and then halt. On the contrary, it is meant
to run continuously, thus producing ongoing dynamic behavior. Nor do
its computations always and forever produce the same result. Conway’s
Game of Life made this plainly visible: although the individual cells uni-
formly apply the same simple set of rules to compute their next state, the
global results seldom occur in the same sequence of configurations and
are usually quite unpredictable. The states, therefore, cannot be com-
puted in advance—one can only “run’ the system and see what patterns
of behavior emerge. Indeed, it was this capacity to generate unpredictable
complexity on the basis of simple, deterministic rules that made the game
seem “‘lifelike.” But as Wolfram demonstrated, there are actually four dif-
ferent computational/dynamic regimes: one that halts after a reasonable
number of computations, one that falls into a repetitive loop or periodic
cycle, one that generates a chaotic, random mess, and one (the most com-
plex) that produces persistent patterns that interact across the local spaces
of the grid. Langton theorized that this last regime, which constitutes a
phase transition located “‘at the edge of chaos,” instantiates the most like-
ly conditions in which information processing can take control over en-
ergy exchanges and thus in which life can gain a foothold and flourish.2¢

Narratives of Machinic Life

The example of cellular automata clearly demonstrates why it is much
more useful to focus on specific computational assemblages—both the
machines themselves and their constituent discourses—than simply to dis-
cuss the computer as a new technology that automates and transforms
what existed before. While it is self-evident that the computer lies at the
heart of the contemporary technical system, the latter actually consists of
a multiplicity of different computational assemblages, each of which must
be described and analyzed in its material and discursive specificity. At the
same time, we should not ignore certain transformations and rearticula-
tions that occur at the general level of the technical system. Specifically,
the advent of the computer and the birth of machinic life mark a thresh-
old in which the technical system is no longer solely engaged with the
production of the means to sustain and enrich life but is increasingly
directed toward its own autonomization and cybernetic reproduction.
This seemingly inevitable tendency toward a form of technogenesis was
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first anticipated by Samuel Butler in his fictional narrative Erewhon
(1872). Influenced by Darwin and acutely aware of the increasing pace
of technological transformation, Butler explored the sense in which the
human subject, beyond serving as the eyes and ears of machines, also
functioned as their “‘reproductive machinery.”?” According to this seem-
ingly inevitable logic, our human capacity as toolmakers (homo faber) has
also made us the vehicle and means of realization for new forms of
machinic life.

This strand of thinking has given rise to two conflicting cultural narra-
tives, the adversarial and the symbiotic. According to the first, human
beings will completely lose control of the technical system, as silicon life
in the form of computing machines performs what Hans Moravec calls a
“genetic take-over” from carbon life, thanks to the tremendous advan-
tage the former possesses in information storage, processing speed, and
turnover time in artificial evolution.?® Since silicon-based machines will
eventually increase their memory and intelligence and hence their com-
plexity to scales far beyond the human, their human makers will inevita-
bly find themselves surpassed by their own inventions. According to the
second narrative, human beings will gradually merge with the technical
system that defines and shapes the environment in a transformative sym-
biosis that will bring about and characterize the advent of the posthu-
man.?® Just as “life” now appears to be an emergent property that arises
from distributed and communicating networks rather than a singular
property of certain stand-alone entities, so ‘‘the human” may come to be
understood less as the defining property of a species or individual and
more as an effect and value distributed throughout human-constructed
environments, technologies, institutions, and social collectivities. The pro-
liferation of machinic life, of course, can be marshaled as evidence sup-
porting either of these two narratives.

Rather than engage directly with these two cultural narratives, this
book focuses on their scientific and technological condition of possibility,
that is, on the specific scientific achievements that underlie them. As I
have already suggested, central to the book’s subject matter is the dra-
matic unfolding of a new space, or relationship, between the metaphysics
of natural or biological life and the relatively recent appearance of a new
kind of technical object—the liminally lifelike machine or system. This
space, however, is not defined by opposition and negation ( phusis versus
techné). Although the methods deployed in the technical field involve
a mimicking of the natural, what results is not a duality of nature and
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artifice but the movement of evolution and becoming, relay and reso-
nance, codefinition and codetermination of processes and singularities
that constitute something different from both: the machinic phylum. To
be sure, the unfolding of this new realm or space entails boundary break-
downs and transformations of age-old oppositions, events that spawn a
multiplicity of overlapping and contradictory perspectives in a heady
mix of scientific, cultural, and explicitly science fictional narratives. In
other words, as machinic life emerges from within a biotechnical matrix
seldom discussed as such, it is so entwined with other often contradic-
tory narratives that its own singularity may not be fully discernible and
comprehensible.

Consider the example of ALife, whose very possibility of scientific au-
tonomy reflects this betweenness. On one side, in scientific publications
and conference presentations (and especially grant applications), ALife
is compelled to justify itself in relation to the knowledge claims of theo-
retical biology, to which it is in danger of becoming a mere adjunct; on
the other, its experiments in simulated evolution are often seen as merely
useful new computational strategies in the field of machine learning or
as new software and/or methods in the development of evolutionary
programming.3° Inscribed in neither of these flanking discourses is the
possibility of a potentially more powerful intrinsic narrative, to wit, that
artificial life is actually producing a new kind of entity—at once technical
object and simulated collective subject. Constituted of elements or agents
that operate collectively as an emergent, self-organizing system, this new
entity is not simply a prime instance of the theory of emergence, as its
strictly scientific context suggests. It is also a form of artificial life that
raises the possibility that terms like subject and object, phusis and techneé,
the natural and the artificial, are now obsolete. What counts instead is the
mechanism of emergence itself, whatever the provenance of its constitu-
tive agents. More specifically, the real questions are how global properties
and behaviors emerge in a system from the interactions of computational
“primitives” that behave according to simple rules and how these systems
are enchained in dynamic hierarchies that allow complexity to build on
complexity. Darwinian evolutionary theory necessarily enters the picture,
but natural selection from this new perspective is understood to operate on
entities already structured by self-organizing tendencies. In fact, in the
wake of Kauffman’s and Langton’s work, evolution is seen as the mecha-
nism that holds a system near the “edge of chaos,” where it is most able
to take advantage of or further benefit from varying combinations of
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both structure and near chaotic fluidity.3! With this new understanding of
Darwinian evolutionary theory before us, the lineaments of an underlying
narrative begin to loom into view.

Revised in the light of the dynamics of self-organization and emer-
gence, Darwinian theory assumes a role of fundamental importance in
the study of complex adaptive systems—a new theoretical category desig-
nating emergent, self-organizing dynamical systems that evolve and adapt
over time. Examples include natural ecologies, economies, brains, the im-
mune system, many artificial life virtual worlds, and possibly the Internet.
While evolutionary biology is divided by debate over whether or not
evolution by natural selection is the primary factor in the increase of bio-
logical complexity (Stephen Jay Gould, for example, has argued that con-
tingency and accident are more important),3>? many systems provide
direct evidence that, in the words of John Holland, ““adaptation builds
complexity.” Holland describes New York City as a complex adaptive
system because, in and through a multiplicity of interacting agents and
material flows, it “retains both a short-term and long-term coherence, de-
spite diversity, change, and lack of central direction.”*® Much of Hol-
land’s recent work is devoted to understanding the special dynamics of
such systems. In Echo, his model of a complex adaptive system, agents
migrate from site to site in a simulated landscape, taking in resources
and interacting in three basic ways (combat, trade, and mating) according
to the values inscribed in their “tag” and “‘condition” chromosomes.
When agents mate, new mixes of these chromosomes are passed to off-
spring, and ““fitter”” agents evolve. Amazingly, highly beneficial collective
or aggregate behaviors emerge that are not programmed into the indi-
vidual agents. These behaviors include “arms races,”” the formation of
“metazoans” (connected communities of agents), and the specialization
of functions within a group.** The occurrence of such highly adaptive be-
havior in the natural world is common of course; but that it should also
occur in an artificial world with artificial agents should be cause for new
thinking.

The computer simulation of such agent-based systems has been one of
the signal achievements of contemporary science. Yet the deeper theoret-
ical significance of complex adaptive systems stems not simply from the
novel simulations deployed to study them but from the fact that these sys-
tems are found on both sides of the nature/culture divide, thus suggesting
that this age-old boundary may actually prevent us from perceiving cer-
tain fundamental patterns of organized being. Indeed, a primary intention
of artificial life is not simply to problematize such boundaries and con-
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ventional conceptual frames but to discover such patterns from new van-
tage points by multiplying the examples of life. Even so, one significant
current in ALife research asserts that complexity (or complex adaptive
systems) rather than “life” (and thus the opposition to nonlife) is the con-
ceptually more fruitful framework. In this vein Thomas Ray explicitly
reverses the modeling relationship: “The objective is not to create a digi-
tal model of organic life, but rather to use organic life as a model on
which to base our better design of digital evolution.”*5 Similarly Mark
Bedau defines life as a property of an evolving “supplely adaptive sys-
tem” as a whole rather than as what distinguishes a particular individual
entity.*® This definition follows from and extends Langton’s contention
that life should not be defined by the material medium in which it is
instantiated but by the dynamics of its behavior.

Meanwhile, artificial life experiments continue to respond to the chal-
lenge that true, open-ended evolution of the biosphere may not be possi-
ble in artificial (specifically, computer-generated) systems. Whereas all
of the components of biological life-forms interact and are susceptible
to mutation, change, and reorganization, in computer simulations the
underlying hardware and most of the time the code are unalterably set
by the experimenter, who thus limits in advance the kind and amount of
change that can occur in the system. Although current research is deter-
mined to overcome this limit, we may be witnessing the end of a first
phase in official ALife research, which thus far has been based primarily
on small-scale, computer-generated ““closed-world” systems. In any event,
the need to develop other approaches is clearly evident. Thomas Ray cre-
ated one such closed system (Tierra) and set up a second, more ambitious
version on the Internet. In another example, which amounts to an inver-
sion of the official ALife agenda established by Langton, David Ackley is
attempting to build a computer or “living computational system’ follow-
ing principles characteristic of living systems. And on yet another re-
search track, efforts to create artificial protocells, and thus a viable form
of “wetlife,” have recently made astonishing strides.

Almost from its inception, ALife research has had a cross-fertilizing in-
fluence on contemporary robotics. That influence is also apparent in the
closely related fields of animats (the construction of artificial animals)
and the development of autonomous software agents.>” Complicating
this story was the appearance (almost simultaneously with ALife) of
what was called the new AI, which generally meant a wholesale rejec-
tion of classic symbolic Al and the full embrace of a dynamical systems
perspective. The central figure in the new AI is Rodney Brooks, who



16 Introduction

inaugurated a new approach to constructing autonomous mobile robots
from the bottom-up, based on what he called subsumption architecture.
But while following a bottom-up approach similar to that of ALife, con-
temporary robotics distrusted simulation and believed that the deficien-
cies of ALife could be overcome by building autonomous robots that
can successfully operate in the noisy physical world. At the same time,
the development of the neural net controllers needed to make these robots
function came to depend on simulation and the deployment of evolution-
ary programming techniques. Thus, on all fronts, the further development
of artificial life-forms (including mobile robots and autonomous software
agents) continues to require computational assemblages that can simulate
Darwinian evolution and provide an environment in which artificial evo-
lution can occur. A remarkable success in this regard was achieved by
Karl Sims with his computer-generated “virtual creatures’” environment,
in which (as in nature but not yet in physical robotics) neural net control-
lers (i.e., a nervous system) and creature morphology were made to evolve
together.*® In fact, the attempt to use evolutionary programming tech-
niques to evolve both controllers and robot morphologies for physical
robots now defines the new field of evolutionary robotics, which is consid-
ered in chapter 7.

Lamarckian Evolution or Becoming Machinic

Perhaps not surprisingly, the current renovation of Darwinian theory—
some would argue it is more a deepening than a revision—has been
accompanied by a revival of interest in Lamarck’s theory that acquired
traits are passed down to subsequent generations through hereditary
mechanisms.3® Indeed, at first glance a Lamarckian model would seem
to be more directly applicable to the evolutionary tendencies of machines
and technical systems. As John Ziman frames it, the transformation of
an evocative metaphor like “technological evolution™ into a well-formed
model requires several steps.*® The first is to address the problem posed
by several “disanalogies,” foremost among which is that technological
innovation exhibits certain Lamarckian features normally forbidden in
modern biology. For Ziman, however, the real question is not Darwin or
Lamarck but whether or not modern technology as a process guided by
design and explicit human intention can be reconciled with evolution,
“which both Darwin and Lamarck explained as a process through which
complex adaptive systems emerge in the absence of design.” “We may
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well agree that technological change is driven by variation and selection,”
he continues, “but these are clearly not ‘blind’ or ‘natural.” 4!

Yet despite these reservations, Ziman believes that an evolutionary
model can incorporate the factors of human intentionality, since human
cognition is itself the product of natural selection and takes place, as he
puts it, “in lower level neural events whose causes might as well be con-
sidered random for all that we can find out about them” (7). Thus the
process as a whole can be said to operate blindly. Actually, the process
need not even be blind in the way that mutations or recombinations of
molecules in DNA are blind; rather, all that is required is that “there
should be a stochastic element in what is actually produced, chosen and
put to the test of use” (7). Given that there are no universally agreed
upon criteria that determine which technological innovations are selected
and that “‘artifacts with similar purposes may be designed to very dif-
ferent specifications and chosen for very different reasons,” Ziman
concludes that “there is usually enough diversity and relatively blind
variation in a population of technological entities to sustain an evolution-
ary process” (7). Finally, in a not altogether unanticipated move, he sug-
gests that instead of lumping technology and biology together we should
treat them as “‘distinct entities of a larger genus of complex systems.” Es-
sentially this means that instead of worrying about whether evolutionary
processes conform to strictly Darwinian or neo-Darwinian principles, we
should be exploring the properties of “a more general selectionist para-
digm” (11). The most compelling exemplification of selectionism in
action, Ziman finds, is ALife.*?

The question of whether the evolution of artificial life should be consid-
ered in Lamarckian rather than Darwinian terms was raised early in
AlLife research, most notably by J. Doyne Farmer and Alletta d’A. Belin
in “Artificial Life: The Coming Evolution,” a speculative essay directed
toward the future of artificial life.** Actually, Herbert Spencer’s concept
of evolution rather than Darwin’s frames the discussion. As Farmer and
Belin explain, for Spencer “evolution is a process giving rise to increasing
differentiation (specialization of functions) and integration (mutual inter-
dependence and coordination of function of the structurally differentiated
parts)” (832). It is thus the dominant force driving “‘the spontaneous for-
mation of structure in the universe,” from rocks and stars to biological
species and social organization. In these terms evolution entails a theory of
organization that opposes it to disorder or entropy while also anticipat-
ing contemporary theories of self-organization. Given the fundamental
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importance of self-organization to much of contemporary science, it has
become essential “‘to understand why nature has an inexorable tendency
to organize itself, and to discover the laws under which this process oper-
ates” (833).

Within this larger framework artificial life signals a momentous change
in the way evolution takes place. Following the spontaneous formation
of structure through processes of self-organization (which leads to the
origins of life), biological reproduction becomes the means by which in-
formation and patterns from the past are communicated to the future.
Moreover, with Darwinian evolution (random mutations and natural se-
lection), incremental changes are introduced that produce structures of
greater variety and adaptability. With the advent of human culture a
great speed-up occurs through Lamarckian evolution, since changes in
the form of “acquired characteristics” can now be transmitted directly
to the future rather than only through genetic information. The invention
of the computer is another benchmark, since it allows a much more effi-
cient storing of information and the performing of certain cognitive func-
tions that heretofore only humans could perform. But with artificial life
it becomes possible “for Lamarckian evolution to act on the material
composition of the organisms themselves” (834). More specifically, with
computer-generated life-forms the genome can be manipulated directly,
thus making possible not only the genetic engineering of humans by
humans but a “symbiotic Lamarckian evolution, in which one species
modifies the genome of another, genetically engineering it for the mutual
advantage of both’ (835). Finally, it will be possible to render or transfer
this control of the genome to the products of human technology, produc-
ing self-modifying, autonomous tools with increasingly higher levels of
intelligence. (As shown in chapter 7, this tendency is already evident in
contemporary robotics.) “Assuming that artificial life forms become dom-
inant in the far future,” Farmer and Belin conclude, “this transition to
Lamarckian evolution of hardware will enact another major change in
the global rate of evolution. ... The distinction between the artificial and
the natural will disappear” (835).

Presented in these broad and sweeping terms, Farmer and Belin’s nar-
rative resonates with several familiar cosmological narratives. Examples
include Henri Bergson’s Creative Evolution (1907) and Pierre Teilhard de
Chardin’s The Phenomenon of Man (1955), where “life”” and “‘intelli-
gence” respectively are understood to be forces for creative change that
bring about the adaptation of the universe itself as they continually
spread outward. Human beings are simply one vehicle by means of which
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they disseminate and proliferate. A recent version of this narrative can
be seen in Harold J. Morowitz’s The Emergence of Everything, which
sketches in twenty-eight instances of emergence the origin of the physical
universe, the origin of life, and the origin of human mind.** Yet none of
these narratives of “becoming’ envision the extension of life and intelli-
gence through the propagation of human-constructed machines that rep-
licate and evolve in complexity. In order to pursue this scenario, and in
particular to pose the question of how nature itself could be caught up in
a “becoming machinic,” I turn to Gilles Deleuze and Félix Guattari’s
theory of becoming, which despite its philosophical rather than scientific
impetus exhibits notable similarities to Farmer and Belin’s narrative of a
symbiotic Lamarckian evolution.

Initially the theory seems directly opposed to evolution, at least to evo-
lution by descent and filiation.*> Although Deleuze and Guattari mention
the relationship of the orchid and the bee, certain supposed ‘“‘alliances”
with viruses, and ‘“‘transversal communications between heterogeneous
populations,” the biological realm remains largely outside their concerns
precisely because of its very capacity to reproduce and self-propagate
“naturally,” that is, along lines of family descent and filiation. Against
the natural mode of propagation they extol alliance, monstrous cou-
plings, symbiosis, ‘‘side-communication” and “contagion,” and above all
those doubly deterritorializing relays they call “becomings.” A primary
example comes from mythic tales of sorcerers and shamans who enter
into strange and unholy relationships with animals in order to acquire
their powers, but as Deleuze and Guattari emphasize, these instances of
becoming-animal do not involve playing or imitating the animal. Either
to imitate the other or remain what you are, they say, is a false alterna-
tive. What is involved, rather, is the formation of a “block”—hence they
speak of “blocks of becoming”—constituted by alliance, communication,
relay, and symbiosis. Since the block “runs its own line ‘between’ the
terms in play and beneath assignable relations,”” the outcome cannot be
reduced to familiar oppositions like “appearing” versus “being” and
“mirroring” versus “producing.” More to the point, a becoming-animal
“always involves a pack, a band, a population, a peopling, in short, a
multiplicity” (4 Thousand Plateaus, 239). Thus to enter into a block of
becoming is to enter a decentered network of communication and relay
that will lead to becoming someone or something other than who you
are, though not through imitation or identification. In fact, Deleuze
and Guattari speak of ““a-parallel evolution,” where two or more previ-
ously distinct entities relay one another into an unknown future in which
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neither will remain the same nor the two become more alike. In certain
respects, this dynamic process resembles that of biological coevolution,
in which distinct species or populations are pulled into either an escalat-
ing arms race or a symbiosis. Or, to take a more pertinent example, there
are some species known to survive as a cloud, or quasi, species when
exposed to a high mutation rate.*® No single organism contains the entire
genome for the species; rather, a range of genomes exists in what ALife
scientist Chris Adami has described as a “mutational cloud.”*’ This is
neither the evolution nor the disintegration of a species, but appears to
be an instance of a becoming-symbiotic.

For Deleuze and Guattari, the act of imitation serves only as a mask or
cover, behind which something more subtle and secret (i.e., impercepti-
ble) can happen. If we follow their idea that becoming-animal is not a
mimicking of an animal but an entering into a dynamic relationship of
relay and aparallel evolution with certain animal traits, it becomes possi-
ble to theorize how becoming-machinic is a force or vector that, under the
guise of imitation, is directing and shaping not only ALife experiments
and contemporary robotics but much of the new technology transforming
contemporary life. The rapid innovation and evolution of computer tech-
nology and the changes brought about as a result—what the popular me-
dia refer to as “‘the digital tidal wave”—are part of this larger movement.
These developments, and the constellation of dynamic processes driving
them, cannot be understood simply as the fabrication and widespread
usage of a new set of tools. Unlike the telescope and microscope, which
extended a natural human capacity, the computer is a machinic assem-
blage of an altogether different order, one that transforms the very terms
of human communication and conceptualization. In Heideggerian terms,
it sets into motion a new and different “worlding of the world,” one that
has brought forth a machinic reconception of nature itself.

The assumption that physical processes are rule-governed and there-
fore simply or complexly computational is a central aspect of this new
worlding.*® Computationalism, as this assumption may be loosely called,
includes the metaphorical version as well: all physical processes can be
viewed or understood as computations. One widely accepted example is
the view that evolution itself is simply a vast computational process, a
slow but never-ending search through a constantly changing “real” fitness
landscape for better-adapted forms. No doubt the most extreme ver-
sion of computationalism has been advanced by Edward Fredkin, who
believes that all physical processes are programs running on a cosmic cel-
lular automaton; nature itself, in short, is a computer. Fredkin argues
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that subatomic behavior is well described, but not explained, by quantum
mechanics and that a more fundamental science, which he calls digital
mechanics, based on computational mechanisms, will one day supply a
deeper and more complete account.*® A comparable version of computa-
tionalism centered on a notion of “computational equivalence’™ across a
diverse range of phenomena has been advanced by Stephen Wolfram in
A New Kind of Science.’® Whether warranted or not, this conceptualiza-
tion of computation as a process that generates nature itself is a strong—
perhaps ultimate—expression of the becoming-machinic of the world.

More than anything else, our acculturated reliance on relationships
of mimesis and representation still makes it difficult to comprehend
becoming-machinic in its own terms. The example of ALife is again illus-
trative. Because ALife appears to abstract from and mimic living systems,
we tend to understand its meaning and function in terms of a model,
representation, or simulation of life. In this perspective the experimenter
simply constructs a particular kind of complex object that reduces and
objectifies a natural process in a simulacrum. From a Deleuzian perspec-
tive, on the other hand, the human subject appears not in the image of a
godlike creator but as a participant in a larger process of becoming-
machinic. This process is not fully explicable anthropomorphically, either
as a natural process of growth or as a human process of construction.
Rather, it is a dynamic self-assembly that draws both the human and the
natural into new forms of interaction and relay among a multiplicity of
material, historical, and evolutionary forces. As a result, the human envi-
ronment is becoming a field in which an increasingly self-determined and
self-generating technology continues natural evolution by other means.

As participants in a block of becoming composed of both natural and
artificial life forms and traits, human subjects do not thereby become
more machinelike; nor do artificial life-forms become more human. In-
stead, as new relays and networks of transversal communications begin
to cohere, boundaries rupture and are newly articulated, energy and im-
age are redistributed, and new assemblages form in which human being is
redefined. As human cognitive capacities increasingly function within and
by means of environmentally distributed technologies and networks, these
capacities will necessarily be further augmented by new relationships with
information machines. However, by creating conditions and methods
by which machines themselves can become autonomous, self-organizing,
and self-reproducing, human beings change not only the environment but
the way they constitute and enact themselves, thus reshaping their own
self-image.
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In certain respects this narrative of becoming-machinic does not differ
much from Farmer and Belin’s narrative of Lamarckian symbiosis. But
whereas the latter focuses almost exclusively on the alteration of the
genome in both humans and artificial life forms and the great speedup in
the “global rate of evolution,” becoming-machinic leaves open the ques-
tion of exactly what new kinds of assemblages human beings will enter
into and become part of.>! To be sure, at this level of generalization it
may not be possible or feasible to gauge the differences between directed
evolution (with all its unforeseen consequences) and a becoming-machinic
guided by a logic of relay and coevolution. Yet both demand that we
think beyond the protocols of mimesis and representation toward new
and hybrid forms of self-organized being. It is often said that biological
entities evolve ‘“on their own,” whereas the evolution of intelligent
machines requires human intervention. But this may be only an initial
stage; once intelligent machines are both fully autonomous and self-
reproducing they will be subject to the full force of the evolutionary dy-
namic as commonly understood. Within this larger trajectory what will
become paramount is how both evolutionary change and the ongoing
experiments of artificial life will produce and instantiate new learning
algorithms. The latter will involve not only pattern recognition, adapt-
ability, and the augmentation of information-processing capabilities but
also new search spaces created by new forms of machinic intelligence, as
the natural and social environment is increasingly pervaded by machinic
forms. Thus far the computer has been one of many means by which new
learning algorithms are developed and implemented. However, if the next
step beyond artificial evolution within computers (ALife) and by means
of computers (contemporary robotics) is to be computers that can evolve
by themselves, then the new learning algorithms will have to be instanti-
ated in the computer’s very structure. In other words, a new kind of com-
putational assemblage will have to be built to fit the learning algorithms,
rather than the other way around.®? In effect, the computer itself will
have to become a complex adaptive system, able to learn and adapt be-
cause it can change the rules of its operating system not only for different
computational tasks but as the environment itself changes. This would
bring to its fullest realization the project first adumbrated in the cyber-
netic vision of a new kind of complex machine.
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1 Cybernetics and the New Complexity of Machines

Cybernetics is not merely another branch of science. It is an Intellectual Revolution
that rivals in importance the earlier Industrial Revolution.
—Isaac Asimov

Before the mid-twentieth century, the very idea that human beings might
be able to construct machines more complex than themselves could only
be regarded as a dream or cultural fantasy. This changed in the 1940s and
’50s, when many scientists and mathematicians began to think in inno-
vative ways about what makes behavior complex, whether in humans,
animals, or machines. One of the scientists, John von Neumann, often
referred to what he called the “complexity barrier,” which prevented cur-
rent machines or automata from following the path of evolution toward
the self-reproduction of ever more complex machines. Others, more com-
monly, thought of complexity in relation to the highly adaptive behavior
of living organisms. Many of these scientists were directly involved in
the advent of cybernetics and information theory, a moment that should
now be considered essential to the history of our present, rather than a
merely interesting episode in the history of technology and science. For,
contrary to widespread belief, cybernetics was not simply a short-lived,
neomechanist attempt to explain all purposeful behavior—whether that of
humans, animals, or machines—as the sending and receiving of messages
in a feedback circuit. Rather, it formed the historical nexus out of which
the information networks and computational assemblages that constitute
the infrastructure of the postindustrial world first developed, spawning
new technologies and intellectual disciplines we now take for granted.
Equally important, it laid the grounds for some of the most advanced
and novel research in science today.

Historically, cybernetics originated in a synthesis of control theory and
statistical information theory in the aftermath of the Second World War,



26 From Cybernetics to Machinic Philosophy

its primary objective being to understand intelligent behavior in both ani-
mals and machines. The movement’s launching pad was a series of inter-
disciplinary meetings called the Macy Conferences, to which a diverse
assortment of scientists, mathematicians, engineers, psychiatrists, anthro-
pologists, and social scientists were invited to discuss ‘“‘the Feedback
Mechanisms and Circular Causal Systems in Biology and the Social
Sciences.” In all, ten conferences were held in New York City from 1946
to 1953. (Unfortunately, only the transactions of Conferences 6—10 were
published.) The movement’s chief spokesman, Norbert Wiener, explains
that the term “‘cybernetics” (from the Greek kybernetes, for steersman)
was introduced in 1947 “by the group of scientists about Dr. Rosenblueth
and myself” to designate a new field centered on problems in “communi-
cation, control, and statistical mechanics, whether in the machine or in
living tissue.”! The new science of cybernetics, he continues, extends to
“computing machines and the nervous system” as well as to the brain
as a “self-organizing system.” After the publication of Wiener’s book,
Cybernetics; or, Control and Communication in the Animal and Machine
(1948), Macy Conference participants decided to incorporate the term
into the title of the sixth and all subsequent conferences.

Producing not only new theories but new kinds of machines, cybernet-
ics was not simply or solely an intellectual movement. During the war
many of those who would later form the movement’s core worked on
new weapons systems, radar, and the rapid calculating machines that
would eventually lead to the electronic, stored-program computer.? But
just as significantly, many others were trained in neurophysiology and
the behavior of living organisms, which gave the movement a double per-
spective and strong interdisciplinary flavor. The movement’s conceptual
center, however, was defined by a new way of thinking about machines.
The machines, or automata, that most interested the cyberneticists were
those that were self-regulating and that maintained their stability and
autonomy through feedback loops with the environment. Since living
organisms characteristically exhibit this capacity, a conjoint study of their
behavior was both necessary and inevitable.

In several luminous pages in Cybernetics, Wiener signals a critical shift
in how science understands the living organism. In the nineteenth century
it was understood above all as ““a heat engine, burning glucose or glyco-
gen or starch, fats, and proteins into carbon dioxide, water and urea”
(41). Wiener and his contemporaries realized, however, that “the [organ-
ism’s] body is very far from a conservative system, and that its compo-
nent parts work in an environment where the available power is much
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less limited than we have taken it to be.” In fact, the nervous system and
organs responsible for the body’s regulation require very little energy. As
Wiener puts it, ““The bookkeeping which is most essential to describe
their function is not one of energy.” This “bookkeeping,” rather, is ac-
complished by regulating the passage of information, like a vacuum tube
does in an electronic circuit, from the body’s sense organs to effectors that
perform actions in the environment. Accordingly, “the newer study of
automata, whether in the metal or in the flesh, is a branch of communica-
tion engineering, and its cardinal notions are those of message, amount of
disturbance or ‘noise’—a term taken over from the telephone engineer—
quantity of information, coding technique, and so on” (42). As a conse-
quence, the “theory of sensitive automata,” by which Wiener means
automata that receive sensory stimulation from the environment and
transfer that information through the equivalent of a nervous system to
effectors that perform actions, must be a statistical one:

We are scarcely ever interested in the performance of a communication-
engineering machine for a single input. To function adequately, it must give a sat-
isfactory performance for a whole class of inputs, and this means a statistically
satisfactory performance for the class of input which it is statistically expected to
receive. Thus its theory belongs to the Gibbsian statistical mechanics rather than
to the classical Newtonian mechanics. (44)

From this last point Wiener concludes that “the modern automaton exists
in the same sort of Bergsonian time as the living organism.”” The state-
ment is more far-reaching than perhaps Wiener intended, for Bergsonian
time is also the time of becoming and “‘creative evolution.” In any event,
while the vitalist-mechanist controversy that Bergson attempted to re-
solve might have had a certain validity for an earlier, less technologically
developed period, from Wiener’s cybernetic point of view it had already
been relegated ““to the limbo of badly posed questions” (44).

Wiener’s valorization of information feedback circuits was reinforced
by Claude Shannon’s quantitative theory of information, published in
the same year as Wiener’s Cybernetics.> Though intended to overcome
engineering problems in electronic communications—specifically to reduce
noise in telephone lines—Shannon’s was a formal theory that could be
applied to the communication of information in any medium. Like Wiener,
Shannon defined information in statistical terms; his formula for comput-
ing information, in fact, was based directly on Ludwig Boltzmann’s
famous formula for computing the entropy, or amount of randomness,
of a thermodynamic system. Given the uncertainty of molecular states,
Boltzmann proposed a measure based on their statistical distribution and
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even thought of our incomplete knowledge of these states as “missing
information.” For Shannon, the uncertainty of a message stems from
the freedom of choice in the selection of a particular message (or set of
symbols constituting a message). The greater the number of possible mes-
sages, the greater the uncertainty and hence the greater the information
value of a single selected message or symbol. But whereas for Shannon
information measures this uncertainty, or entropy, for Wiener it measures
a gain in certainty; information, therefore, he considered to be a measure
of negative entropy, or ‘“negentropy.”* Wiener’s positive definition, as
well as his emphasis on continuous (analog) rather than discrete (digital)
modes of information transfer, may have reflected his greater interest in
living organisms. In The Human Use of Human Beings: Cybernetics and
Society, a popular version of his theory, he explains how the process of
cybernetic feedback made possible systems and forms of organization
that ran counter to nature’s statistical tendency to disorder and increasing
entropy.® Only in these pockets of negentropy, he argued, could some-
thing like biological life arise.

Yet Shannon was certainly not indifferent to the cybernetic interest in
making machines that could model or instantiate the behavior of living
organisms. At the 8th Macy Conference in 1951 he presented an electro-
mechanical “mouse” that could learn to find its way through a maze.®
The mouse would first explore the maze, and then, after one complete
exploration, run through it perfectly. The maze consisted of twenty-five
squares separated by moveable partitions; the goal was a pin that could
be inserted into a jack in any square. The mouse was a small vehicle
with two motors enabling it to move in any of four directions (north,
south, east, west). The motors were wired to a “‘sensing finger” and set
of relays that allowed the mouse to “explore” the maze and to “remem-
ber” its path through it. From a starting point it would enter a square
and then move forward. If it bumped into a wall, it would move back to
the center and move forward in a second direction (counterclockwise by
ninety degrees from the first) until it passed to another square. It would
then visit each square systematically, doing the same until it arrived at
the goal. A set of relays would lock into memory each of the successful
directions. When the mouse arrived at the goal a bell would ring and a
light turn on, but it would also switch from ‘“‘exploratory strategy” to
“goal strategy.” When repositioned at the starting point or at any square
it had visited, the mouse would now go directly to the goal; if placed in a
square it had not visited, it would explore until it found one, then move
directly to the goal. In short, it had learned the maze.
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While no one could or did confuse the behavior of the ‘“maze-solving
machine” with that of a real mouse, the similarities between the two
were uncanny. In fact, most of the machines built by the cyberneticists
exhibited behavior that, if witnessed in living organisms, would be
deemed intelligent, adaptive, or illustrative of learning. Hence discussion
at the Macy Conferences often revolved around questions of whether
these machines were models or mere simulations, in the pejorative sense
of giving only the appearance of something.” And yet, hovering in the
air was a tacit or groping sense that it was really a matter of a new kind
of machine that transcended this opposition, just as the opposition be-
tween causal and teleological behavior is transcended in the cybernetic
notion of circular causality. Indeed, a seminal paper instigating the
Macy Conferences had made this very argument. In “Behavior, Purpose,
and Teleology,” Arthur Rosenblueth, Norbert Wiener, and J. Bigelow
proposed a classification of behavior based on how an entity (whether ob-
ject or organism) produces changes in the environment.® One of the cate-
gories includes entities (both animals and machines) able to engage in
goal-directed actions through feedback mechanisms. Traditionally, such
actions had been considered outside the bounds of scientific study, since
to explain an action in relation to a goal meant explaining it in terms of
an event that had not yet happened, as if the cause could somehow come
after the effect. The authors, therefore, proposed a different kind of
model, one that substitutes a type of “circular causality”’ based on feed-
back for the usual cause-and-effect relationship, or that of stimulus fol-
lowed by response. According to the new model, part of the output for
an action taken by the entity is returned to the entity as input for the
next action in a continuous circuit of auto-regulation, hence transcending
the supposed opposition between causal and teleological explanation.

Cybernetic discourse, moreover, tended to speak of machines in terms
of living organisms and living organisms in terms of machines. There was
in fact an assumed or implicit agreement that the two differed only in the
complexity of their respective organization. The unspoken—and perhaps
unspeakable—objective directly follows: to bridge the gap between the
organic and the inorganic, the natural and the artificial. The cyberneti-
cists’ use of the word automaton—or, more often, the plural automata—
also points in this direction. Conventionally, of course, the term desig-
nates a self-moving machine, often a mechanical figure or contrivance
meant to convey the illusion of autonomy. The cyberneticists, however,
speak of natural or artificial automata, of automata “in the metal or
in the flesh,” as Wiener puts it in the passage quoted above. Does this
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transgressive breaching of natural boundaries confirm J.-C. Beaune’s
thesis that the modern automaton is the philosophical machine par excel-
lence, concretizing in its fundamental ambiguity the fear and anguish just
under the surface of the industrial era’s belief in a progressive rational-
ity?° The difficulty here is that the terms no longer seem applicable, for
cybernetics makes the modern automaton central not only to its own
development but to sciences yet to be born, within which the automaton’s
fuller realization will transform (or abolish) the oppositions to which it
owes its existence.

Conceptualizing the New Machine

In considering Wiener and Shannon, we have only broached the familiar
part of cybernetics, understood as a theory of control and self-regulation
achieved through the sending and receiving of information in feedback
circuits. Note that feedback and self-regulation, though implicated from
the outset with purposeful, intelligent, adaptive behavior—and later with
memory and learning—are always understood by the cyberneticists in
terms of pure physical embodiment and performance, not symbol mak-
ing and representation.!® This understanding is particularly evident in
W. Ross Ashby’s rigorous reframing of cybernetics, which begins with the
question, What are all the possible behaviors of any given machine? As a
consequence, the terms of his approach are dictated not by information
theory but by dynamical systems theory. Indeed, within this wider frame,
cybernetics becomes a more ambitious undertaking: it is not simply about
feedback but constitutes a theory of machines, as Ashby states at the be-
ginning of his Introduction to Cybernetics:

Cybernetics ... is a “theory of machines,” but it treats, not things but ways of
behaving. It does not ask “what is this thing?” but “what does it do?” ... It takes
as its subject-matter the domain of “all possible machines,” and is only second-
arily interested if informed that some of them have not yet been made, either by
Man or by Nature. What cybernetics offers is the framework on which all individ-
ual machines may be ordered, related and understood.!?

Yet Ashby, no less than Wiener, was also interested in how machines
can model and thereby help us understand the behavior of living organ-
isms. Indeed, his “homeostat machine” (discussed below) was inspired
by the question of how an organism adapts to its environment. However,
in Design for a Brain, as in all his published research, Ashby proceeds
from the assumption that the organism is—or must be treated as—a ma-
chine.'? At the outset he notes that the brain resembles a machine “in its
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dependence on chemical reactions, in its dependence on the integrity of
anatomical paths, and in the precision and determinateness with which
its component parts act on one another.” Yet psychologists and biologists
have confirmed ““‘with full objectivity the layman’s conviction that the liv-
ing organism behaves typically in a purposeful and adaptive way” (1).
Ashby’s objective is to reconcile these apparently opposed perspectives,
essentially by demonstrating exactly how a machine can be adaptive. To
do this, he will make “extensive use of a method hitherto little used in
machines” (10)—by which he obviously means feedback—and will define
the organism and environment as a coupled dynamical system. Thus he
defines the environment as “those variables whose changes affect the or-
ganism, and those variables which are changed by the organism’s behavior”
(36, author’s emphasis). His homeostat machine allowed him to experi-
ment precisely with this coupling of two distinct systems.

Although Ashby takes the radical view that every self-organizing
dynamical system or machine generates a form of “life”” adapted to its
environment, his approach is entirely consistent with the cybernetic pro-
gram more generally. Essentially, cybernetics proposed not only a new
conceptualization of the machine in terms of information theory and
dynamical systems theory but also an understanding of “life,”” or living
organisms, as a more complex instance of this conceptualization rather
than as a different order of being or ontology. Hence the complexity of
life is not attributed to some ineffable, mystical force, as in vitalism, nor
is it reduced to a determinate mechanical linkage of cause and effect, as in
Descartes’s understanding of animals as complicated machines. Rather,
what we usually find in actual cybernetic research is the assumption that
some aspect of a living organism’s behavior can be accounted for by a
mechanism or mechanisms that can be modeled by a machine. For exam-
ple, in An Introduction to Cybernetics, Ashby shows first how the some-
what unpredictable behavior of an insect that lives in and about a
shallow pond, hopping to and fro among water, bank, and pebble, can
illustrate a machine in which the state transitions correspond to those of
a stochastic transformation (165). But then he shows how this same ma-
chine, which he now calls a “Markovian machine,” is capable of great
complexity (225-235).'* And this is typical: a machine that serves as the
model often turns out to be capable, under certain conditions, of exceed-
ingly complex behavior. Finally, this complex behavior, which often illu-
minates the actual behavior of living organisms, becomes interesting
in and of itself, even though the early cyberneticists lacked a coherent
framework for discussing it in these terms.
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Before turning to specific examples, it may be instructive to illustrate
Ashby’s relatively abstract (because generalized) approach to machines.
As he defines it, a “machine is that which behaves in a machinelike way,
namely, that its internal state, and the state of its surroundings, defines
uniquely the next state it will go to”” (4An Introduction to Cybernetics, 25).
Consider a simple example—a ‘“processor” P.1* Figure 1.1 summarizes
all of P’s possible behaviors, given a specific input A and a specific state
of the environment E.

Thus (following the downward arrow), if the input A has the value 1
and the environment E is in a state indicated by the number 1, then the
machine moves to a state indicated by the number 2; alternatively, if the
environment is in the state indicated by the number 2, then the machine
will remain in its initial state. If the input A has the value 2 (again reading
downward from the arrow), then the machine will remain in its initial
state regardless of whether the environment is in state 1 or 2. This simple
mapping of all the machine’s possible states as a function of its input and
the environmental state tells us two things. First, we don’t need to know
what internal mechanism brings about P’s change of state (it is treated as
a “black box’’). All that matters is how its behavior changes as a conse-
quence of changes in two variables, its input and the state of the environ-
ment. (This also means that P’s behavior can be easily expressed as a
mathematical function.) Second, P does not operate in isolation; its be-
havior only makes sense in relation to the input it receives and the envi-
ronment to which it is “coupled.”

We could easily make P’s behavior more complicated simply by
increasing the number of variables. But we could also make its behavior
more complex. Let us connect a large number of Ps in a gridlike array,
such that the output of one is connected to the input of two others, and
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so on throughout the array. Of course, the environmental state E would
also have to be redefined. One possibility would be to make its value a
summation of the neighboring P states for all Ps within a “certain neigh-
borhood” (e.g., not more than one P away in any direction). This would
mean that the state-transition table (for this is what the table above is
called) would be more complicated, but not unmanageably so. Let us
make one further modification. Whenever a P moves to a state 2, a small
light turns on, and it remains on as long as P remains in that state. What
would be the result of this new setup? First, as soon as an initial input
stimulus is given to the array, lights would begin to flash on and off ran-
domly. Eventually, a stable pattern of lights might appear, indicating that
the array as a whole had found a stable configuration. Next, we try a sec-
ond initial input, different from the first. Would we see a repetition of the
results of the first stimulus? In fact, there is no way to know in advance;
we would simply have to try it and see. This means that we now have
a machine—we could call it a P-array—whose behavior is completely
deterministic (since the state of every individual P is still determined by
two variables, input and environmental state) but is completely unpredict-
able. It is unpredictable simply because the changing variables in all the
“P-neighborhoods” are now influencing one another in such a tangle of
nonlinear feedback circuits that there is no way to compute the outcome
in real time.

Aside from its illustrative value, does the P-array have any use in the
world, or is it just an interesting artifact? As a machine, it can always be
connected to another machine. Let’s assume that the P-array exhibits a
number of stable patterns. Each stable pattern could be made to trigger
a specific actuator that accomplishes something. We would now have as
many different actuators as there are stable patterns, making the P-array
a very flexible switchboard. It is flexible because a pattern, rather than a
digital on-off switch, triggers an actuator. Thus its reliability does not de-
pend upon the perfect functioning of every P. Since there are many Ps,
the array as a whole possesses a built-in redundancy. It is also flexible in
that similar or even partially incomplete patterns may evoke the same re-
sponse (triggering a single actuator), or multiple patterns may evoke mul-
tiple simultaneous responses (triggering multiple actuators). These flexible
capacities begin to make the P-array resemble a brain, or at least a mech-
anism for producing intelligent, purposeful behavior. And the P-array
also raises a number of fruitful questions: What are the precise dynamics
that lead it to stabilize, or self-organize into specific patterns? What if it
never stabilizes? Could a mechanism be added that would automatically
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change the individual P settings until it did? If a specific input leads to an
action that damages or destroys the P-array, could another mechanism
inhibit the execution of this action? Are there other mechanisms that
would enable the P-array to learn and adapt to changes in its environ-
ment? These are the kinds of questions that the cyberneticists would typi-
cally ask.

The most fruitful aspect of the cybernetic heritage was thus to have
created a conceptual space in which a new theory of machines could be
elaborated, often in relation to or involving a fresh examination of the
behavior of living organisms. This encouraged new reciprocal under-
standings of the realms of the artificial and the natural in a series of relays
and reversals of perspective. As a consequence, and with irreversible
force, the boundary lines soon began to dissolve, and humanity eventu-
ally found itself in the present era of the posthuman cyborg and the pro-
liferation of what I call machinic life. Before proceeding to show how
several “species” of this new form of life arose in tandem and relay with
efforts to break the complexity barrier—this will be the central subject
of later chapters—I want to examine the theories and machine construc-
tions set forth by three of the original cyberneticists: John von Neumann,
W. Ross Ashby, and W. Grey Walter. These specific examples will lead
to a discussion of the concept of self-organization in Ashby and Heinz
von Foerster and thus to the end of the first phase of cybernetics as an
historical movement. I conclude the chapter with a reflection on the imag-
inary constructions of Valentino Braitenberg, whom I (somewhat play-
fully) consider the last cyberneticist. While each of these instances
exhibits a particular aspect of complexity, when taken together they pro-
vide a historical backdrop for developments I take up in subsequent
chapters.

Von Neumann's Self-Reproducing Automata

John von Neumann is the first theoretician of complexity in the sense that
will be developed here. Those familiar with his scientific contributions—
to the mathematics of quantum physics, to game theory and economics,
to the implosion device for triggering the first atomic bomb, and to the
architecture of the first all-purpose electronic computer—won’t be sur-
prised to learn that from the late 1940s to the end of his life in 1957 von
Neumann devoted enormous attention to automata theory. In fact, be-
fore von Neumann’s work, automata theory as such could hardly be
said to have existed. Specifically, before a formal theory of computation
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was initiated in the 1930s by the mathematicians Alan Turing, Alonso
Church, and Stephen Kleene and the new “thinking machines” began
to be built in the 1940s and ’50s, the construction of automata had been
a distinctly marginal concern, a playful sideline activity associated
more with toys than scientific models. One thinks, for example, of Jacques
Vaucanson’s mechanical duck and other wind-up devices that enchanted
the European courts of the eighteenth century, or the Swiss cuckoo
clocks that amused the middle class. As was typical of von Neumann, his
interest in automata was predicated not simply on their new importance,
now that extremely fast computing machines were the order of the day,
but more centrally on the their lack of a theory as such, a general and
logical theory, as he put it. Indeed, from the theoretical point of view
that von Neumann envisioned, automata theory offered the possibility of
giving a rigorous and fertile formulation to questions that cybernetics
and information theory made it possible to ask for the first time. How,
for example, can the differences that underlie the logic of organiza-
tion in biological as opposed to artificial entities be used to build
more reliable machines? More specifically, how can unreliable compo-
nents be organized to become highly reliable for a machine or automa-
ton as a whole? And what are the conditions that would enable simple
automata—understood as information-processing machines that exhibit
self-regulation in interaction with the environment—to produce more
complex automata?

In providing a framework within which these and similar questions
could be addressed, von Neumann established the intellectual value and
usefulness of a general theory.!> Here 1 consider only a few singular
details, and mostly in reference to von Neumann’s preferred two exam-
ples: the human brain, or nervous system, and the computer, which repre-
sented the most interesting examples of natural and artificial automata,
respectively. Far from considering them separately, von Neumann made
frequent comparisons. At the outset of “The General and Logical Theory
of Automata” he states that “some regularities which we observe in the
organization of the former may be quite instructive in our thinking and
planning of the latter; and conversely, a good deal of our experiences
and difficulties with artificial automata can be to some extent projected
on our interpretations of natural organisms.”'® But while often noting
differences in computational speed, number of processing units, material
composition, and so forth, he was mostly concerned with the “logic” un-
derlying the organization of these two kinds of automata. In his short
book The Computer and the Brain (published posthumously), he suggests
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that the human brain, like most biological organisms, is a “mixed”” ma-
chine, both logical and statistical, which functions according to both
digital and analog mechanisms.!” He emphasizes not only that the
“message-system used in the nervous system [is] of an essentially statisti-
cal character” (79) but also that the “language of the brain [is] not the
language of mathematics” (80). He concludes, therefore, that ‘“when we
talk mathematics, we may be discussing a secondary language, built on
the primary language truly used by the nervous systems’ (82). This sensi-
tivity to the limits of specific languages—in particular, that of formal
logic—becomes critical when confronting complexity.

Von Neumann knew from Warren McCulloch and Walter Pitts’s path-
breaking essay, “A Logical Calculus of the Ideas Immanent in Nervous
Activity,” that neurons, or nerve cells, are always connected with other
neurons in ‘“neural nets.”'® Assuming that individual neurons function
as digital on-off switches for “nervous [i.e., electrical] impulses,” McCul-
loch and Pitts show that these neural nets can be understood as switching
networks that perform logical and arithmetic calculations, and that in-
deed these natural “logic machines” are equivalent to Turing machines
(35), hence computationally universal.'® In this way the authors pinpoint
the underlying neurophysiological mechanism that makes logic and calcu-
lation possible. Methodologically, however, McCulloch and Pitts treat
the neuron as a black box and simply axiomatize its functioning. While
highly appreciative of this axiomatization, von Neumann was skeptical
nonetheless that it reflected the way the brain actually works. A brain
built according to these principles which could carry out all the required
functions “would turn out to be much larger than the one that we actu-
ally possess” and may even ‘““prove to be too large to fit into the physical
universe,” he asserted (““General and Logical Theory,” 33-34). In short,
while granting that McCulloch and Pitts had proved logically that any
behavior unambiguously describable in words could be computed or
emulated by a neural net, he also believed, somewhat disconcertingly,
that the type of “logic” these nets deployed was too limited to account
for the behavior exhibited by more complex automata.

The explanation von Neumann brought into play centered on a very
specific notion of complexity. For simple automata, he thought, it is
easier to describe the behavior itself than exactly how this behavior is pro-
duced or effectuated. Take, for example, Vaucanson’s duck. Any observer
could describe its behavior and attest that it was capable of doing things
like waddle around and take food into its bill. Yet it would be very diffi-
cult for that same observer to describe the complicated structure—the
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mechanical interactions of specific gears and springs—by means of which
these activities were accomplished. Even so, von Neumann postulated
that above a certain threshold of complexity the description of the struc-
ture would be simpler than a description of the behavior. In discussing
McCulloch and Pitts’s theory, he gives the example of seeing visual anal-
ogies. Given the number and kind of visual analogies that are perceptible,
the task of describing them seems endless. The feeling thus arises that it
may be ““futile to look for a precise logical concept, that is, for a precise
verbal description of ‘visual analogy.”” It is therefore possible, he con-
cludes, that “‘the connection pattern of the visual brain itself is the
simplest logical expression of this principle” (“General and Logical
Theory,” 24). The application to McCulloch and Pitts’s theory is clear:
there is an equivalence between the logical principles and their embodi-
ment in a neural network. In simpler cases this means that the principles
would supply a simplified expression of the network. However, in cases
of “extreme complexity” the reverse might be true: the network itself
would be the simplest expression (or source) of an indescribably complex
behavior.2°

Reasoning in this manner, von Neumann came to believe that the
theory of automata demanded a new type of logic, essentially different
from the formal, combinatorial logic of mathematics. In his introduction
to von Neumann’s book, Theory of Self-Reproducing Automata, Arthur
Burks enumerates several of its general features, and points to areas
where von Neumann expected to find it. First, the logic of automata
would have to be continuous rather than discrete, analytical rather than
combinatorial. Second, it would have to be a ““probabilistic logic which
would handle component malfunction as an essential and integral part of
automata operation.”?! And third, it would most likely have to draw on
the resources of thermodynamics and information theory. Von Neumann
himself had arrived at a first formulation of these features:

In fact, there are numerous indications to make us believe that this new system of
formal logic will move closer to another discipline which has been little linked
in the past with logic. This is thermodynamics, primarily in the form it was re-
ceived in Boltzmann, and is that part of theoretical physics which comes nearest
in some of its aspects to manipulating and measuring information. Its techniques
are indeed much more analytical than combinatorial. (“General and Logical
Theory,” 17)

Not surprisingly, it was the ever-present example of natural automata
that pushed von Neumann in this direction. This is most directly evi-
dent in his concern with “‘reliability”” in computing devices. By his own
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calculations, the neurons in the brain are some 5,000 times slower than
the vacuum tubes used as switching devices in the first electronic calcula-
tors, yet they are far more reliable. This is simply because they are far
more numerous, and their connections more complicated. Although large
numbers of neurons die daily, except in extraordinary conditions our ner-
vous system continues to function normally. Obviously there is a high re-
dundancy, but the system also evinces a high degree of organization.
Quite reasonably, von Neumann believed that the “logic” of this organi-
zation would throw light on the problem of how to enhance the reliability
of computer components, and he broached the problem in many of his
lectures and published writings. In Theory of Self-Reproducing Automata,
for example, he notes that there is a high degree of error tolerance in nat-
ural organisms. This flexibility, he speculates, probably requires an “abil-
ity of the automaton to watch itself and reorganize itself.”” It is this high
degree of autonomy of parts that allows for a system in which “several
organs [are] each capable of taking control in an emergency’ (73).

A long paper entitled “Probabilistic Logics and the Synthesis of Reli-
able Organisms from Unreliable Components” contains von Neumann’s
most sustained attempt to consider the technical details of the problem of
reliability.?? He begins by defining the automaton as a black box with a
finite number of inputs and outputs but restricts the brunt of his consider-
ations to the operational logic of a single-output automaton. Although he
refers—somewhat curiously—to these automata as “organs,” much of
what he says now seems recognizably close to neural net theory. For ex-
ample, the multiple input lines can have either inhibitory or excitatory
values and thus define a threshold “firing” function. He then shows that
any single output organ can be replaced by a network built up from
organs providing three logical operations (a and b, a or b, a and not-b),
or from “majority organs” built on a different set of logical primitives:
(a and b) or (a and ¢) or (b and ¢). From these majority organs automata
can be constructed that exhibit simple memory, simple scaling (counting
by twos), and simple learning (stimulus a is always followed by stimulus
b). Turning to the problem of error, he introduces the idea of “multiplex-
ing,” that is, of carrying a single message simultaneously on multiple
lines, and demonstrates statistically that by using large bundles of lines
any degree of reliability for a circuit can be insured. Summarily, what
von Neumann outlines here represents a groping attempt to develop an
artificial version of the kind of parallel information processing found in
natural automata like the brain and thus an alternative to the serial,
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one-step-at-a-time kind of processing that he himself had proposed for
the computing machine EDVAC and that is still referred to as a von Neu-
mann architecture.

His work on automata culminates in the Theory of Self-Reproducing
Automata, a collection of lectures, notes, and construction plans for a
self-reproducing automaton that Von Neumann never completed in his
lifetime. These construction plans are described in chapter 4. Here it
need only be noted that complexity is considered in relation to biological
evolution. In the “Fifth Lecture” von Neumann notes that living organ-
isms are so inherently complicated and improbable that it is a miracle
that they appeared at all. The only thing mitigating the effect of this mir-
acle is that they reproduce themselves. But he quickly adds that this pro-
cess is “‘actually one better than self-reproduction, for organisms appear
to have gotten more elaborate in the course of time” (78). Thus, con-
sidered phylogenetically, organisms must be said to have the ability to
produce something more complicated than themselves. However, in the
case of artificial automata, we are led, at least initially, to the opposite
conclusion. An automaton A that can produce automaton B would need
a complete description of B in addition to detailed instructions for its con-
struction. Automaton A, therefore, will necessarily be more complicated
than B, which will appear degenerative by comparison. There is, he
believes, a way around this dilemma (later described in his theory of self-
reproduction). The issue of degeneration, nevertheless, leads him to posit
a threshold: “There is a minimum number of parts below which compli-
cation is degenerative, in the sense that if one automaton makes another
the second is less complex than the first, but above which it is possible for
an automaton to construct other automata of equal or higher complex-
ity”” (80). The exact number depends on how the parts are defined, and
von Neumann wisely suggests that it probably cannot be determined in
the absence of ‘“‘some critical examples” (he provides two, discussed in
chapter 4). He is certain, however, that

there is . .. this completely decisive property of complexity, that there exists a crit-
ical size below which the process of synthesis is degenerative, but above which the
phenomenon of synthesis, if properly arranged, can become explosive, in other
words, where syntheses of automata can proceed in such a manner that each au-
tomaton will produce other automata which are more complex and of higher
potentialities than itself. (80)

Although this “explosive’ process has yet to be fully achieved, it now
informs the agenda of the new science of ALife.
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Ross Ashby's Homeostat

Among the participants in the cybernetic movement, W. Ross Ashby was
perhaps closest to von Neumann in appreciating the fundamental impor-
tance of complexity. An English psychiatrist turned cyberneticist, Ashby
has been unjustly represented as a peripheral latecomer, no doubt because
he participated only in the next-to-last, 9th Macy Conference, held in
March 1952.2% On this occasion, however, he made two presentations.
The first, a discussion of his homeostat machine, deeply engaged the other
participants and immediately validated his reputation as an important
theorist. The second, a short exchange on whether or not a mechanical
chess player could be taught to outplay its human designer, was of obvi-
ous theoretical significance for the yet-to-be-established discipline of arti-
ficial intelligence. In both presentations we see the earmarks of his typical
approach—to consider the machine, whether existing or not, as a set of
specific actions in relation to or as a function of a field of possible actions.
This approach, rigorously elaborated in Design for a Brain and An Intro-
duction to Cybernetics, substantiates his understanding of cybernetics as a
comprehensive theory of the machine, one that “envisages a set of possi-
bilities much wider than the actual, and then asks us why the particular
case should conform to its usual particular restriction” (An Introduction,
3). In these terms Shannon’s information theory (which always deals with
a set of possibilities) is introduced, which will also enable cybernetics to
treat complex systems (4-6). Eventually this approach leads Ashby to
define the concept of self-organization, making him, according to most
accounts, one of the initiators of the second phase of the cybernetic
movement.**

In Ashby’s writings we encounter something of a paradox. Design for a
Brain, for example, is resolutely mechanistic and deterministic in its ap-
proach to adaptive behavior, which is understood as a problem in dynam-
ical systems theory. Yet Ashby always displays resourceful ingenuity in
his specific explanations. This is mostly due to his uncanny understand-
ing of how dynamical systems actually work, as when he shows how a
complex system like the brain forms a larger, coupled system with the
environment. Indeed, as discussed in chapter 7, this application of a
dynamical systems perspective has been “‘rediscovered” and deployed by
contemporary roboticists. For Ashby, the “joining” of brain and environ-
ment provides the key to adaptive behavior, which turns out to mean the
maintenance of stability by keeping the variables of the organism as ma-
chine within acceptable limits. In a not quite tongue-in-cheek example, he
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reminds us that “civilized behavior” depends first on keeping the air tem-
perature in an enclosed space within acceptable limits.

The problem Ashby addresses in his first Macy Conference presenta-
tion is “how the organism manages to establish homeostasis in the larger
sense, how the learning organism manages to organize its cerebral neu-
ronic equipment so that, however unusual a new environment may be, it
can learn to take appropriate action.”?5 In other words, when changes in
the environment occur, an organism must adapt itself to the new condi-
tions in order to survive. If the temperature drops below a certain level,
for example, a rabbit must find shelter and hibernate, or it will freeze to
death. In actuality, when we consider both organism and environment as
two interacting parts of a larger system, it is not possible or even neces-
sary to include all the variables of their possible interaction, only those
that directly effect the stability of the organism. Thus if the organism
remains stable throughout a wide range of values of an environmental
variable, the latter need not be considered. Ashby calls such a variable a
null-function; he also distinguishes among a full-function, which varies all
the time, a part-function, which except for certain time intervals remains
constant, and a step-function, which, like a relay, changes dramatically
when a certain threshold is reached. If fluctuations of an environmental
variable produce changes in the organism, the variable will obviously
have to be considered as an essential part of the system. When the system
becomes unstable, the organism for its part must adapt by some mecha-
nism of corrective feedback and reestablish stability—meaning that the
values of the variables must be returned to within an acceptable range.
What interests Ashby is not so much the mechanism by which this adap-
tation is achieved (presumably it is some kind of neural network) as how
this mechanism can be modeled by a machine.

At the beginning of the presentation, before Ashby has gone very far,
discussion erupts with questions about how the variables of the environ-
ment and the organism are to be modeled. There is, nevertheless, general
agreement that the environment consists of different kinds of variables,
some of which (alone or in combination) produce an observable effect on
the animal or organism that it must somehow counter or adjust to. In
Ashby’s approach, the environment—designated as E—is also a trans-
ducer, or operator, in the sense that “it converts whatever action comes
from the organism into some effect that goes back to the organism’ (74).
The brain of the organism must therefore act as an inverse operator E~!
capable of reacting in such a way that the environmental disturbance is
followed by an action that returns the organism to the proper values of
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its own variables. What kind of mechanism can do this? Although he
never says so, Ashby is clearly looking for a way to go beyond a fixed
repertoire of stimulus-response reactions, that is, beyond the resources of
behavioral psychology:

The fundamental problem is one of organization, of finding the appropriate
switching pattern. Clearly, the instructions for what is appropriate must come, ul-
timately, from the environment, for what is right for one environment may be
wrong for another. The problem is how the information from the environment
can be used to adjust the switching pattern. What the organism needs is a system
or method, which, if followed blindly, will almost always result in the switching
pattern changing from “inappropriate” to “appropriate.” 1 have given reasons
for thinking that there is only one way in which this can be done.?® The switching
must be arranged, at first, at random, and then there must be corrective feedback
from the essential variables into the main network, such that if any essential vari-
able goes outside its proper limits, a random, disruptive effect is to be thrown into
the network. I believe that this method is practical with biological material and is
also effective, in the sense that it will always tend automatically to find an inverse
operator, an E~!. (76)

In order to explore these issues experimentally, Ashby built a machine
he called the homeostat, described in his presentation (see fig. 1.2). The
machine consists of four units connected to one another. Each unit con-
tains an electromagnetic circuit connected to a needle that indicates a

Figure 1.2
The homeostat. W. Ross Ashby, Design for a Brain (London: Chapman & Hall, 1972; orig.
pub. 1952), 101.
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range of deviations from the vertical (zero) position. A feedback circuit
attempts to keep the unit within a normal operating range, defined as a
needle position of plus or minus forty-five degrees. If a disturbance pushes
the needle past forty-five degrees, it trips a relay that causes a device
called the ‘““uniselector’ to reconfigure the unit’s entire circuit according
to a completely different set of values, both in terms of the polarity of
the voltage and the resistances of the circuit. These new values are taken
from a table of random numbers; if a particular unit goes unstable, its en-
tire configuration of settings are randomly changed. Moreover, since the
output from each unit is connected to every other unit, the effect of this
change is propagated to the other units and thus throughout the entire
system. As Ashby notes, multiple connections among the unit give the
machine as a whole over three hundred thousand combinatorial possibil-
ities (95). In many or even most cases the new setting causes one or more
of the other units to go unstable, thus causing it or them to jump ran-
domly to another configuration. The process repeats itself in all four units
until the overall system finds a stable configuration.

Ashby points out that if the uniselectors in some of the units are
“locked,” they can be regarded as the environment, while the remaining
units can be regarded as the “brain” struggling to control changes in the
environment by searching randomly for a stable combination of the con-
figurations in all the units, that is, for the system as a whole. Not surpris-
ingly, many of the conference participants voiced difficulties in seeing
how this randomized mechanism models the organism’s adaptation to
changing variables in the environment. As Julian Bigelow remarks, It
may be a beautiful replica of something, but heaven only knows what”
(95). Before considering what it is exactly that the homeostat does
model, an essential feature of the machine must be described in more de-
tail, since it underlies what may be the most important aspect of Ashby’s
presentation.

In response to Bigelow’s questions about the machine’s feedback loops,
Ashby explains that the homeostat “is really a machine within a ma-
chine.” This is necessary because it must deal with two kinds of variables.
First, there is the “continuously fluctuating type” to which the machine
responds with small corrective movements. These corrections of devia-
tions from the normal state Ashby compares to the small movements
made by an airplane’s automatic pilot, or to “the trip made by a rat in a
cage when, being thirsty, it goes to the water bottle and has a drink” (96).
These actions entail no learning, and no change from one form of behav-
ior to another occurs. However, such a change would indeed occur if the
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design of the automatic pilot were altered. This is what the homeostat
actually does, since it is capable of making both kinds of changes:

What happens is that the resistances on the uniselectors are fixed and constant,
temporarily. On this basis, the feedbacks can show, by the movement of the nee-
dles, whether the whole is stable or unstable. The changes at this stage are contin-
uous and correspond to the continuous fluctuations of the automatic pilot. Then
comes, perhaps, the other change; if the resistances make the feedbacks wrong,
making the whole unstable, the uniselector moves to a new position and stops
there. (This would correspond to making a change in the design of the pilot.)
Then the continuous changes occur again, testing whether the new pattern of feed-
backs is satisfactory. It is clearly essential, in principle, that the resistances that
determine the feedbacks should change as step-functions; they must change
sharply, and then they must stay constant while the small fluctuations test whether
the feedbacks they provide are satisfactory. All design of machinery must go in
stages: make a model, test it, change the design, test again, make a further change,
test again, and so on. The homeostat does just that. (96)

As Ashby emphasizes, the homeostat thus performs two activities. On the
one hand it behaves like a “properly connected thermostat,”” reacting to
disturbances and by negative feedback restoring itself to its optimal posi-
tion. On the other hand, when it is unable to restore itself, it changes from
one set of feedbacks, which it has found to be unstable, to another set.
This second type of change is of a different order than the first and differs
also in the means by which the machine “converts itself from an unstable
system to a stable system” (98). In Design for a Brain (chapter 7) Ashby
calls such a system an ““ultrastable system.”

In the exchanges among the conference participants the question of
what the homeostat can be said to model remains uppermost. In retro-
spect, what is valuable about this discussion is how it hints at an incipient
forking in what we might call the dominant discursive framework, for it is
apparent that most of the interlocutors simply assume that the value of
the machine resides in its capacity as a model. Julian Bigelow expresses
this position most directly: ““Sir, in what way do you think of the random
discovery of an equilibrium by this machine as comparable to a learning
process?” To which Ashby responds, “I don’t think it matters. Your opin-
ion is as good as mine.” Why Ashby should say this is not apparent, al-
though he quickly adds that, as the machine’s inventor, he is not “going
to stick up for it and say I think it is homologous™ (103). We might take
these statements to suggest that for Ashby two things are involved: first,
the fact that the machine’s capacity to model a particular natural process
does not exhaust its interest; and second, with no evident or agreed upon
understanding of how the process of learning works and what it entails,
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the group is not yet equipped to assess the machine’s value in these terms
(i.e., it is still a matter of opinion).

As expected, the discussion evolves along the second track, and with
fruitful results. Specifically, as the group moves toward a more precise
conception of learning, Ashby admits that his machine possesses a “‘seri-
ous fault”: “If you disconnect the environment and give it a second envi-
ronment, and then bring the first environment back again, its memory of
the first environment is totally lost™ (104). Ralph W. Gerard remarks that
this makes the homeostat very similar to the electromechanical mouse
that Shannon had presented at the 8th Macy Conference—after one com-
plete exploration of a maze, the mouse would run through it perfectly.
While all were agreed that this ability made it a learning device, Warren
McCulloch confirms Gerard’s point: if put into a second maze, the mouse
would quickly learn it, but at the same time forget the first maze. In both
cases, these machines with limited memory thus raise questions about
learning and how it should be defined. The session concludes with an
unresolved discussion of the virtues and limitations of what Walter
Pitts calls “random machines” in comparison with the behavior of real
animals.

To pursue another way of thinking about Ashby’s machine, let us re-
turn to his assertion that “all design of machinery must go in stages:
make a model, test it, change the design, test again, make a further
change, test again, and so on. The homeostat does just that” (96). Viewed
in terms of what it does, the homeostat is simply a machine that adapts to
changing environmental conditions by repeatedly changing and testing its
own design until it reaches a state of equilibrium. This is the action it per-
forms as a material device. Curiously, its capacity for what Ashby calls,
in Design for a Brain, “‘self-reorganization” (107) is what enables it both
to realize its purpose and to remain utterly unpredictable from one mo-
ment to the next. Thus although we might know what it does and how it
does it, the behavior of this automaton would continually surprise us.

Since there were very few if any machines that could do anything like
this at the time, we may well wonder why the participants could not ap-
preciate the machine in these terms. Why did they have to look for its jus-
tification in a model? The simple answer, of course, is that the assumption
of a model is explicit in Ashby’s presentation, and operative in Design for
a Brain as well. Even so, a careful examination of what Ashby actually
says reveals an almost systematic reluctance to press the analogy. Indeed,
one could argue that for Ashby there is no analogy: the brain, like the
homeostat, is simply a material switching device, connected through
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sensors and effectuators with the forces of the environment. It does not
“represent’ the world but provides a complex, dynamic way of engaging
it. What Ashby insists upon more than anything in the presentation is
what the homeostat actually does and is capable of doing. At the same
time, we certainly cannot say that the other participants were wrong in
trying to understand the homeostat’s behavior in relation to a living
organism’s capacity to adapt. How then should we understand these di-
vergent ways of characterizing Ashby’s machine?

In several essays that extend to the early phase of cybernetics the argu-
ment of his book, The Mangle of Practice. Time, Agency, and Science
(1995), Andrew Pickering suggests an intriguing framework for under-
standing this divergence and conflict of views. He observes that “tradi-
tionally, science studies has operated in what I called the representational
idiom, meaning that it has taken for granted that science is, above all,
about representing the world, mapping it, producing articulated knowl-
edge of it.”’2” Thus science studies is essentially ““a venture in epistemol-
ogy.” Pickering finds, however, that this approach is inadequate to the
“analysis of [scientific] practice” and argues therefore that “we need
to move towards ontology and what I call the performative idiom—a
decentred perspective that is concerned with agency—doing things in the
world—and with the emergent interplay of human and material agency”
(1). Cybernetics, and particularly the work of the English cyberneticists,
Pickering now realizes, “is all about this shift from epistemology to ontol-
ogy, from representation to performativity, agency and emergence, not in
the analysis of science but within the body of science itself”” (2). In these
terms, the ambiguity in Ashby’s discourse and the confusion among the
Macy participants makes perfect sense: both Ashby and his interlocutors
are caught up in a moment of transition from one discursive framework
to another, contradictorily viewing the homeostat both as a model ac-
cording to the representational idiom and, according to the performative
idiom, an ontologically new kind of a machine capable of surprisingly
complex behavior. As Pickering notes, in relation to industrial machines
typical of its day the homeostat can be said to possess “a kind of
agency—it did things in the world that sprang, as it were, from inside it-
self, rather than having to be fully specified from outside in advance™ (4).
It is precisely this new form of agency that makes comparisons between
the new cybernetic machines and living organisms inevitable, while also
obscuring the singular ontology of these new machines.

In later chapters I explicitly characterize ALife, contemporary robotics,
and even artificial intelligence in performative terms, arguing that in dif-



Cybernetics and the New Complexity of Machines 47

ferent ways—both conceptually and technologically—they instantiate a
new kind of science that produces the very objects that they are (purport-
edly) only studying. However, it did not occur to me while writing these
chapters that this shift could be said to have occurred earlier, in the
machines constructed by the first cyberneticists. But rather than pursue
this important argument here, in the terms Pickering adumbrates, I want
to consider another instance of a cybernetic machine, the mobile tortoises
constructed by W. Grey Walter.?® Like his compatriot Ashby, Grey Wal-
ter has generally been considered a marginal figure in the early cybernet-
ics movement. And, as in the case of Ashby, this neglect is entirely
unjustified. Indeed, in so far as these cybernetic tortoises exhibited a new
kind of machinic complexity, the rehabilitation of Grey Walter’s role in
the movement is necessary if there is to be a proper assessment of the
complexity and richness of cybernetics itself.

Grey Walter's Tortoises

Even if Grey Walter had never involved himself in cybernetics, he would
still deserve a notable place in biomedical engineering for his pioneering
achievements in the development of electroencephalography (EEG) and
in modern technology for his work on radar. Both before and after the
Second World War he made many important discoveries in how to mea-
sure and interpret the oscillating electrical fields generated by the brain:
he located the source of the alpha rhythm (8-12 Hz) in the occipital
lobe; he discovered delta waves (1-2 Hz) and developed a method of
using them to locate brain tumors and foci of brain damage; and he built
the first device—basically an ink-writing oscillograph—used to register
the frequency of an EEG trace. He also developed a method of measuring
what is called the readiness potential in human subjects, which permits an
observer to predict a subject’s response about a half to one second before
the subject is aware of any intention to act. As Walter J. Freeman notes,
this cerebral phenomenon can be interpreted as evidence “that intentional
actions are initiated before awareness of such actions emerges, and that
consciousness is involved in judging the values of actions rather than in
the execution of them.”2° Another device Walter constructed, which he
called the “toposcope,” allowed him to observe the amplitude and phase
differences of alpha rhythms as they change over time, providing a means
of doing time series analysis of alpha activity. Using what Freeman beau-
tifully describes as “cinemas of an array of 22 oscilloscopes,” the topo-
scope “‘visualized the spread of alpha waves across the surface of the
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brain in ways resembling the ebb and flow of tidal waves around the
earth” (2). Walter’s hypothesis, which remains controversial though not
yet superseded, is that alpha activity, which is only observed when the
subject is at rest with his or her eyes closed and disappears with the onset
of any focused activity, is actually a “scanning’ by the brain in search of
local centers of activity: once it locates a “‘target” in the cortex, it stops.
During the war, Walter also made a crucially important contribution to
the development of radar technology by helping to develop a scanning
mechanism known as the “plan position indicator.” We are all familiar
with this type of radar screen, which is still commonly used on ships, sub-
marines, and in air traffic control towers: on the screen an electron beam
shaped like the spoke of a wheel sweeps counterclockwise at the screen’s
refresh rate. With each sweep the “target” appears as a bright spot of
light, its position and direction of movement clearly displayed.

Given these interests and accomplishments, it is hardly surprising that
in the years after the war Grey Walter should turn his attention to the
construction of devices that imitate or model goal-seeking and scanning
activities. As he recalls in his book The Living Brain, the war coupled
these two activities in the form of guided missiles and radar detection.3°
The combination of goal-seeking and scanning, he reasoned, would yield
“the essential mechanical conception of a working model that would be-
have like a very simple animal.” This conception, moreover, would test
his theory that it is not so much the “multiplicity of units [that] is ...
responsible for the elaboration of cerebral functions as the richness of
their interconnections’ (125). In two articles published in Scientific Amer-
ican he calls his constructions a new genus of “mechanical tortoises,” and
provides not only details of their construction but analysis of their com-
plex behavior. In the first, “An Imitation of Life,” he describes Elmer and
Elsie, two examples of the genus Machina speculatrix, and in the second,
“A Machine That Learns,” a new species, Machina docilis, formed by
“grafting” an electronic circuit called the Conditioned Reflex Analogue
(CORA) onto M. speculatrix. This added device allows M. docilis to learn
new behaviors (docilis means “easily taught’), as well as to forget them if
they are not reinforced.?*

These creatures were simply constructed, with three wheels in a tricycle
arrangement, two motors for steering and motive power, a light and
bump censor, an electronic circuit and two batteries (see fig. 1.3). A plas-
tic shell fit over the chassis—hence their resemblance to tortoises. Amaz-
ingly, Grey Walter discovered how to connect these simple elements in
ways that produced efficient but complex and unpredictable behavior. Be-
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Figure 1.3

Grey Walter’s tortoise. Owen Holland, “Grey Walter: The Pioneer of Real Artificial Life,”
in Artificial Life V (Cambridge, Mass.: MIT Press, 1997), 36. Photograph courtesy of Owen
Holland.

cause the light censor was connected to the steering mechanism, the tor-
toise would move out into the environment in cycloid spirals scanning for
a “target” light; when a light source was located, the steering mechanism
was altered so that the tortoise could home in on it more directly. When
the tortoise arrived at a short distance from the light, or when the light
reached a specific intensity, a feedback circuit would cause the tortoise to
back away rapidly. If there were a second light source, the tortoise would
scurry back and forth between the two. When its batteries weakened be-
low a certain level, it would respond to light in yet another way, returning
to its “hutch” to recharge its batteries. This more complex behavior was
accomplished by means of an indicator light on its shell that turned on or
off depending on whether its motor was running. A connection with
another part of the circuit caused it to plug into or be released from the
battery recharger in the hutch. This indicator light in turn resulted in
more complex behavior. If the tortoise encountered a mirror, its indicator
light would flash on and off as its motor turned on and off, causing it
to “flicker and jig at its reflection,” as Walter put it, in a manner
suggesting a capacity for self-recognition. Moreover, if it encountered
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another tortoise, as when Elmer and Elsie would meet, both tortoises
would enter into a complicated dance of “mutual oscillation, leading
finally to a stately retreat.” If it encountered any obstacle during these
various activities, a ring bump censor would trigger an amplifier and
several relays that blocked the light censor circuit and transformed the
tortoise’s gait “into a succession of butts, withdrawals and sidesteps until
the interference is either pushed aside or circumvented” (““An Imitation of
Life,”” 45). Since these oscillations persisted for a full second, the tortoise
could free itself and move clear of the obstacle.

Unexpectedly autonomous, self-regulating, and unpredictable, M. spec-
ulatrix was thus capable of “exploratory, speculative behavior,” as Grey
Walter intended its species name to suggest. When he added the CORA
circuit to M. speculatrix, the machine’s capacity to learn a conditioned re-
flex further increased its already remarkable behavioral repertoire, and a
second generation of tortoises, M. docilis, came into being. In one sense
this capacity was simply a mechanical equivalent of Pavlov’s famous ex-
periment: a dog salivates when food is placed before it; if a bell is also
rung at the same time, after a number of repetitions the dog will salivate
at the sound of the ringing bell, even in the absence of food. In the case of
M. docilis, these conditioned reflexes were accomplished with light, touch,
and sound censors, and of course the necessary additional feedback cir-
cuit (reproduced in “The Machine That Learns”). In several experiments
a whistle sound was made to replace the stimulus to the light and touch
censors. As a result, if M. docilis approached an obstacle and “heard” a
warning whistle it would immediately stop and withdraw.

This conditioning led to several interesting complications. For exam-
ple, noise from the tortoise’s motors often interfered with its reception of
the whistle sound. One solution was to alter the circuit so that the sound
switched off the motors momentarily, producing a “freezing” effect anal-
ogous to the way some animals play possum when they hear a strange
noise. But this response interfered with the process of conditioned learn-
ing—in the instance, for example, where sound comes to “mean’ light—
and had to be inhibited. Grey Walter saw here an example of how an
“instinctive” effect would have to be suppressed in order to bring about
a positive conditioning. Furthermore, by adding a second learning cir-
cuit, it became very easy to produce conflicts and interferences that
amounted to what Walter called “experimental neurosis.” In one in-
stance, when stimulated simultaneously with sound and light, a tortoise
became incapable of reentering its hutch when its batteries ran low. In
fact, experiments with multiple learning circuits led Walter to predict a
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weakness or limit in elaborate systems: “Extreme plasticity cannot be
gained without some loss of stability.” Specifically, the more learning
circuits or paths of association, the more unstable the system as a
whole. Generalizing to the human condition, Walter concludes that it is
“no wonder that the incidence of neuropsychiatric complaints marches
with intellectual attainment and social complexity” (““A Machine That
Learns,” 63).

In The Living Brain and his articles Grey Walter establishes his interest
in constructing machines that are lifelike in the basic sense of being pur-
poseful, independent, and spontaneous (‘““A Machine That Learns,” 45).
M. speculatrix, he asserts, is “designed to illustrate ... the uncertainty,
randomness, free will or independence so strikingly absent in most well-
designed machines” (44); and M. docilis “behaves astonishingly like an
animal” (The Living Brain, 179). What is most striking about this lifelike
behavior, however, is the extreme economy of means by which it is gener-
ated. Grey Walter himself was acutely aware of the relationship between
simplicity of means and complexity of results in his work. In fact, his ex-
planatory comments adumbrate a rudimentary principle of what might be
called a “behavioral design philosophy.” As already mentioned, con-
structing a mechanical device that combined goal seeking and scanning
“held promise of demonstrating, or at least testing the validity of, the
theory that [a] multiplicity of units is not so much responsible for the
elaboration of cerebral functions, as the richness of their interconnection”
(125). In “An Imitation of Life” he is more explicit:

The number of components in the device [M. speculatrix] was deliberately
restricted to two in order to discover what degree of complexity of behavior and
independence could be achieved with the smallest number of elements connected
in a system providing the greatest possible number of interconnections. From the
theoretical standpoint two elements equivalent to circuits in the nervous system
can exist in six modes; if one is called A and the other B, we can distinguish A,
B,A+B,A — B,B— A, A < B as possible dynamic forms. To indicate the va-
riety of behavior possible for even so simple a system as this, one need only men-
tion that six elements would be more than enough to form a system which would
provide a new pattern every tenth of a second for 280 years—four times the hu-
man lifetime of 70 years! It is unlikely that the number of perceptible functional
elements of the human brain is anything like the total number of nerve cells; it is
more likely to be of the order of 1,000. But even if it were only 10, this number of
elements could provide enough variety for a lifetime of experience for all the men
who ever lived or will be born if mankind survives a thousand million years. (44)

While the numbers may not seem exactly right, the basic idea is clear:
connecting simple elements in multiple ways generates complexity. As
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Grey Walter acknowledges, this approach allows him simply to black box
the daunting internal intricacy of the biological brain. But it also allows
him to construct tortoises that exhibit both purpose and unpredictability.

In retrospect, it appears that the tortoises were the first true autono-
mous robots as well as the first serious attempt to produce real artificial
life.3?> No one can attest to the first part of the claim better than the
roboticist Rodney Brooks, who founded behavior-based robotics in the
late 1980s. Devoting several pages to Grey Walter’s constructions in his
recent book, Flesh and Machines: How Robots Will Change Us, Brooks
is most impressed by how often Walter’s robots exhibit emergent be-
havior, “where multiple behaviors couple with the environment to pro-
duce behaviors that are more than simple strings or suppositions of the
elementary behaviors.”® Brooks attributes this complexity to the “non-
linear coupling” of different elements with the environment, as when the
light and motor function together in one way under certain conditions
and in another way under others. Owen Holland points out a similar
instance when he observes that “Grey Walter’s architecture responded
to sensory input—the [tortoise] shell being touched—by changing the
pattern of interconnection between its neuron-level elements to pro-
duce a fundamentally different circuit—an oscillator rather than a two
stage amplifier” (“Grey Walter,” 41). This “rich exploitation of inter-
connectivity” not only underlies the construction of the tortoise but is
also found in natural creatures. Holland notes, for example, that “in the
crustacean stomato-gastric system ... stimuli external to the network
modulate connectivity to produce altered networks with radically dif-
ferent characteristics” (41). In this instance, however, Walter does not
imitate or model nature. One might say, rather, that Walter pursues his
design principle at the material level of the specific components and
mechanisms he works with, and that nature often does the same—hence
a parallelism rather than a form of biomimeticism.

While the focus thus far has been on how the theoretical work and
material constructions of von Neumann, Ashby, and Walter produce
complexity, it has also been apparent that in this body of work the
boundary line between nature and artificial machines—living and non-
living matter—is no longer well defined or rigidly fixed. How should we
understand this boundary loosening and complication? Andrew Pickering
argues that the nature-machine opposition is monstrously broached by
cybernetics and that we need to shift our perspective from a representa-
tional and mimetic understanding of these machines to a performative
one—to think about ontology rather than epistemology. But would this
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simply replace one dualism with another? Pickering claims that Grey
Walter himself “‘recognized that the tortoises could be seen as performa-
tive technological artifacts as well as models of the brain” (““The Tortoise
against Modernity,” 9). As an adaptive system, the tortoise would thus
assume its place within the history of technology, specifically of servome-
chanisms and feedback devices, within which its technical innovations
would be assessed. And similarly for his theory of the brain. However,
Pickering’s summary description of this theory is made in wholly techni-
cal, artifactual terms:

The tortoise’s brain (the capacitors, relays and tubes), like the homeostat, was a
performative and embodied one, a brain continuous, as it were, with the tortoise’s
sensory and motor apparatus. The brain functioned as a switchboard between the
motors and sensors, and not, importantly, as a hierarchical controller running the
show from above. In the absence of the sensors or the motors, the tortoise’s brain
was just a handful of inert components, having no interesting properties in them-
selves. (“The Tortoise against Modernity,” 6)

In Grey Walter’s model of the brain, in other words, agency is fully
embodied in a material set of parts and connections. Yet what is missing
from this account is the necessary emphasis on the complexity of these
connections. For it is precisely this complexity of connection that makes
“a handful of inert components” yield behavior that is interesting in it-
self. In these terms, Pickering is surely correct: this isn’t simply another
dualism. But what exactly is it? We have adjectives and nouns (“‘per-
formative,” “ontology,” ““machine’’) but no name for this unifying view,
which combines strands of mechanics and materialism with a new and
still incomplete account of what makes the machine behave in a lifelike
manner. Perhaps the cyberneticists’ failure to name this new and innova-
tive relationship of machine to natural living systems explains the ease
with which the movement slipped out of view, despite its revolutionary
significance. In any event, it is tempting to think that the concept that
might have made the difference is self-organization, which arose within
cybernetics but remained on its conceptual periphery.

99 ¢

Self-Organizing Machines

First introduced by Ross Ashby in a short article published in 1947, the
concept of self-organization has come to enjoy a rich provenance and
wide range of applications in contemporary science.>* In the absence of a
specific context, the term usually designates a system that spon-
taneously—that is, without external guidance or control-—moves from
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a random, or less unorganized, state to one that exhibits a more orderly
pattern of behavior. In 1947 the concept had little or no effect and Ashby
doesn’t bother to mention it in either of his subsequent books. However,
things had changed by the late 1950s, when the idea of self-organization
was taken up by Heinz von Foerster as a focus of theoretical activities at
the University of Illinois’s Biological Computer Laboratory, which von
Foerster founded and directed. Under his auspices self-organization be-
came the unifying theme of three conferences.*> From this point on, how-
ever, the term self-organizing becomes more difficult to track, as it begins
to appear in a number of distinct fields—physics, biology, general sys-
tems theory—where its various elaborations take on a life of their own
no longer unified under the common framework of cybernetics. Indeed,
by this point cybernetics itself could be said to have dissolved as a coher-
ent movement. It partially reformed at the Biological Computer Labora-
tory (Ashby himself was there from 1969 to 1970), albeit with fewer
participants and a less broadly conceived set of ideas. The new agenda,
which is often taken to mark the beginning of the cybernetic movement’s
second phase, focuses on self-organization, self-referential systems, and
the role of the observer.?®

Ashby’s first paper on self-organization is simply a mathematical dem-
onstration that a self-organizing system or machine is possible. Doubts
arise from the apparent contradiction: how can the system be both “(a) a
strictly determinate physico-chemical system and (b) ... undergo ‘self-
induced’ internal reorganizations resulting in changes of behavior”
(““Principles of the Self-Organizing Dynamic System,” 125). If the change
comes from within, then its organization cannot be described as a set of
states determined by functions that define this organization. Simply put,
you can’t have a function that both defines and is changed by the state
of the organization. If S defines a set of functions (f;, f2, f3, etc.) but f3
can also change the organization of S, then S is a function of f3, which
renders the nomenclature illogical. On the other hand, if the change
comes from without, then the system is no longer se/f~organizing. Ashby’s
solution is really a logico-mathematical version of the ‘““machine within a
machine” embodied in his homeostat. Basically, the system or machine
will have to contain two distinct organizations, “‘each of which is absolute
[i.e., completely determinate] if considered by itself”” (128). What con-
nects them is a single step-function of time with two values. Assuming
that there are finite intervals of time between the change from one value
to the other, then a spontaneous change of organization can occur. In
other words, during a first period of time the system has one organiza-
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tion, and during a second it has another. This implies—although Ashby
doesn’t consider this aspect—that inasmuch as time becomes an internal
determinant of the system’s organization, it is no longer a Newtonian ma-
chine but “lives” in Bergsonian time.

In his second paper, where the context is a rigorous and searching ex-
amination of the concept of organization itself, Ashby distinguishes two
meanings of the term “self-organizing system.”*’ First, a system can be
said to be self-organizing if it encompasses parts that are separate and in-
dependent and that then join. In a strict sense, however, this means that
the system is simply “changing from unorganized to organized.” Second,
the term means that the system is “‘changing from a bad organization to a
good one.” Deploying an argument similar to the one used in his first pa-
per, Ashby asserts that “no machine can be self-organizing in this sense’
(267). How then does he account for the fact that “the homeostat re-
arranges its own wiring”” and would therefore seem to be an instance of
a self-organizing system? Curiously, instead of repeating his earlier “ma-
chine within a machine” argument, he now separates the system into two
parts, S and o(z), the latter being a function of time with two values, one
before and the other after the change in organization. In effect, the notion
of “self” is “enlarged to include this variable & by making the latter a
separate machine coupled to S. As Ashby puts it, “Thus the appearance
of being ‘self-organizing’ can be given only by the machine S being
coupled to another machine (of one part).... Then the part S can be
‘self-organizing” within the whole S+ «” (269). Paradoxically, then,
Ashby both argues for the logical impossibility of self-organization and
spells out the terms by which this impossibility can be overcome.

Commenting on Ashby’s essay, the physicist Cosma Shalizi remarks
that this is not what most people have in mind when they speak about
self-organization.®® Rather, he suggests, what Ashby is really getting at
is how there can be a “‘selection of states’ by the organization of the sys-
tem. Shalizi then adds that ““a system would be self-organizing if it takes a
flat, even distribution of states into a peaked, non-uniform one.” In other
words, the entropy of a self-organizing system would have to decrease.
Written over forty years after Ashby, Shalizi’s rephrasing of the prob-
lem in these terms now strikes us as self-evident. We may be surprised,
therefore, to discover that this is precisely the approach that Heinz von
Foerster takes in his essay, ““On Self-Organizing Systems and Their Envi-
ronments.”3® For von Foerster, a self-organizing system is one whose
“internal order” increases over time. This immediately raises the double
problem of how this order is to be measured and how the boundary
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between the system and the environment is to be defined and located. The
second problem is provisionally solved by defining the boundary “at any
instant of time as being the envelope of that region in space which shows
the desired increase in order’ (36). For measuring order, von Foerster
finds that Claude Shannon’s definition of “redundancy” in a communica-
tion system is ‘“‘tailor-made.” In Shannon’s formula,

RZI_H/Hma

where R is the measure of redundancy and H/H,, the ratio of the entropy
H of an information source to its maximum value H,,. Accordingly, if the
system is in a state of maximum disorder (i.e., H is equal to H,,), then R
is equal to zero—there is no redundancy and therefore no order. If, how-
ever, the elements in the system are arranged in a such a way that, “given
one element, the position of all other elements are determined” (37), then
the system’s entropy H (which is really the degree of uncertainty about
these elements) vanishes to zero. R then becomes unity, indicating perfect
order. Summarily, “Since the entropy of the system is dependent upon the
probability distribution of the elements to be found in certain distinguish-
able states, it is clear that [in a self-organizing system] this probability dis-
tribution must change such that H is reduced” (38).

The formula thus leads to a simple criterion: if the system is self-
organizing, then the rate of change of R should be positive (i.e.,
O0R/ot > 0). To apply the formula, however, R must be computed for
both the system and the environment, since their respective entropies are
coupled. Since there are several different ways for the system’s entropy to
decrease in relation to the entropy of the environment, von Foerster refers
to the agent responsible for the changes in the former as the “internal de-
mon” and the agent responsible for changes in the latter as the “external
demon.” These two demons work interdependently, in terms of both their
efforts and results. For the system to be self-organizing, the criterion that
must be satisfied is now given by the formula shown in figure 1.4. This
criterion, von Foerster asserts, is not at all difficult to fulfill.

Reflecting further on self-organizing systems, von Foerster considers
Erwin Schrédinger’s observations about order in the latter’s book What
Is Life? (1944). Schrodinger is particularly struck by the high degree of or-
der exhibited by the genes, or what he calls the “hereditary code-scripts,”
despite their exposure to the relatively high heat of “thermal agitation.”
This leads him to remark that there are two mechanisms that produce or-
der: the first, a statistical mechanism producing “order from disorder,” is
“the magnificent order of exact physical law coming forth from atomic
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Figure 1.4

Von Foerster’s formula. Heinz von Foerster, “On Self-Organizing Systems and Their Envi-
ronments,” in Observing Systems (Salinas, Calif.: Intersystems Publications, 1984), 13.

and molecular disorder”; the second, a less familiar mechanism that pro-
duces “order from order,” holds “the real clue to the understanding of
life,” since ““what an organism feeds upon is negative entropy’ (42—43).
In von Foerster’s view, however, self-organizing systems may also pro-
vide another clue. The principle he now proposes, though it may sound
like Schrodinger’s mechanism of “order from disorder,” is actually quite
different, and von Foerster calls it ““the order from noise” principle. Thus
he states, “In my restaurant self-organizing systems feed not only upon
order, they also find noise on the menu.” He concludes with what he
describes as a “trivial ... but amusing example” (43): if one repeatedly
shakes a box filled with cubes, each of which is magnetized on one of its
faces, instead of a series of random assemblages a highly intricate struc-
ture will eventually emerge.

Given the fruitfulness of the idea that a complex order can emerge
from a system’s exposure to “‘noise’” or other disturbances, von Foerster’s
illustration can only seem disappointing.*® Or rather, viewed in the light
of the sea changes that the concept of self-organization would undergo
over the next twenty years, von Foerster’s proposal—and some would
say the same about Ashby’s theorizing—can have at most an anticipatory
value. These sea changes followed from the interaction and relay of two
series of developments. On the one hand, Ilya Prigogine (chemistry), Her-
mann Haken (physics), and Manfred Eigen (biology) made groundbreak-
ing empirical discoveries of self-organizing systems, in which instabilities
resulting from the amplification of positive feedback loops spontaneously
create more complex forms of organization. On the other hand, Steven
Smale, René Thom, Benoit Mandelbrot, and Mitchell Feigenbaum, to
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name a few, made discoveries in topology and nonlinear mathematics
that led to a complete revamping of dynamical systems theory. This
story, which involves the discovery of how nonlinear factors can produce
deterministically chaotic systems, is now fairly familiar. One simple but
telling difference this sea change has made in dynamical systems theory
is that the concept of the attractor has replaced notions like stability and
equilibrium. As a system moves toward increasing instability it may reach
a point where two sets of values for its variables—and hence two different
states—are equally viable. (In its phase portrait as a dynamical system
this is referred to as a bifurcation.) But which state will it “choose’?
There is no way of knowing since the system’s behavior has become inde-
terminate at this point. The very presence of a bifurcation means that
the system is falling under the influence of a different attractor and thus
undergoing a dynamical change as a whole. These discoveries and the
conceptual tools developed to describe them will be discussed in greater
depth in chapter 3. The main point here is that they entirely transformed
the conceptual landscape on which cybernetics had arisen.

The Last Cyberneticist

Unfortunately, the sea change that eventually gave birth to chaos theory,
or more precisely, nonlinear dynamical systems theory, also tended to
eclipse recognition of the degree to which cybernetics functioned as a
kind of historical a priori, or condition of possibility, clearing the ground
and providing a necessary initial framework for future developments,
among which I would include Al and ALife, computer simulations of
complex adaptive systems, and subsumption architecture in contempo-
rary robotics. What then happened to cybernetics, and why is it not part
of the general curriculum in scientific training? Kevin Kelly has proposed
three theories.*! First, the birth of Al in 1956 drew away most of the
funding supplied by both the government and the university and thus
also the graduate students. Second, “cybernetics was a victim of batch-
mode computing” (453), and the cyberneticists never had easy, real-time
access to computers; unfortunately, the mainframes then available were
guarded by a priesthood not especially receptive to their new brand of
science. In fact, when relatively easy access did come (especially with
desktop computers in the late 1970s), the discoveries of chaos theory and
artificial life soon followed. Third, von Foerster shifted attention to
“observing systems” and ‘“‘the cybernetics of cybernetics.”*? In Kelly’s
view, including the observer in the system as part of a larger metasystem
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proved useful for family therapy and sociologists interested in the effects
of observing systems, but it also meant that the main constituency of cy-
bernetics came to consist of therapists, sociologists, and political scien-
tists. As a result, he concludes, cybernetics “died of dry rot” (454).

While the full story is of course more complicated, there is some truth
in Kelly’s first two theories,** which are really two aspects of the same
theory. Because there was not yet a clear-cut separation between hard-
ware and software, the cyberneticists understood computers as self-
controlling computational devices made up of switching devices and
feedback circuits rather than multitasking machines capable of running
different programs. To be sure, they were fully cognizant of how the
mathematical and logical properties of these new machines made them
unlike previous machines. The work of von Neumann in particular was
essential for the development of this machine from a high-speed calcula-
tor to a stored-program computer and hence a universal symbol pro-
cessor.** Yet on the whole the cyberneticists did not participate in the
shift in interest from machine to program that would characterize early
Al

Significantly, an early sign of this shift could be glimpsed at the confer-
ence on self-organizing systems at which von Foerster presented “On
Self-Organizing Systems and their Environments.”” At this same confer-
ence, A. Newell, J. C. Shaw, and H. A. Simon presented “A Variety of
Intelligent Learning in a General Problem Solver.” The GPS, as it was
called, was a computer program that incorporated heuristic strategies
based on means-ends analysis to solve problems. It was a further develop-
ment of their earlier program, the Logic Theorist, which could generate
original proofs of theorems in symbolic logic. When first presented at
the Summer Dartmouth Conference in 1956, which is generally taken
to be the official founding moment of Al as a scientific discipline, the
Logic Theorist was perceived to be an undeniably persuasive exhibit of a
“thinking machine.” Moreover, with their notions of information-
processing psychology and a “physical symbol system,” Newell and
Simon provided the theoretical foundations of early AI. Armed with the
belief that all cognitive processes could be simulated by a computer, they
dismissed cybernetic machines as irrelevant:

Although the tortoises [of Grey Walter] aroused considerable interest and have
been further developed by other investigators, they appear no longer to be in the
main line of evolution of psychological simulations. The interesting properties
they exhibited could be rather easily simulated by digital computers, and the digi-
tal simulation lent itself to greater elaboration than did the analogue devices.**
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Whether or not the emergent behavior of Walter’s tortoises could be so
easily simulated might be contested, but there is no doubt that Newell
and Simon’s claims for the proper approach to constructing artificial in-
telligence constituted a clear rupture and turning point. These claims will
be considered in detail in chapter 6; meanwhile, it is enough to note that
for the nascent field of Al, cybernetic machines were found wanting sim-
ply because they did not manipulate symbol structures in a computer pro-
gram. In other words, they did not control their own behavior by means
of abstract, “disembodied” representations. On the contrary, in the terms
that the contemporary roboticist Rodney Brooks later valorizes, these
cybernetic machines were fully embodied and situated in the world. Thus
those who pursued Al research from the late 1950s through the 1970s
would have found Claude Shannon’s design for a chess-playing program
and Arthur Samuel’s checker-playing program far more interesting.*°
This point is especially important in the present cultural context. Par-
ticularly in the humanities, when cybernetics is spoken of at all, it is
asserted or simply assumed that as a historical movement cybernetics
is responsible for the view that information is somehow disembodied, in
the sense that it exists independently of any particular material substrate.
This view, I claim, is misleading, and will not survive an attentive consid-
eration of the constructions and published writings of the first-generation
cyberneticists. As we have seen, for at least three of the major participants
in the movement, information theory was neither central nor at all under-
stood in this sense. Thus the mischaracterization seems partly due to the
nearly exclusive attention usually given to Wiener and Shannon, whose
abstract mathematical models can easily be taken out of context.*” Even
so, Shannon makes it clear that information is a measurable, statistical
property of the symbols that make up a message. These symbols always
exist in a material medium, whether as ink on paper or voltage differences
in an electronic circuit. To claim, therefore, that information is disem-
bodied makes no more sense than to say that the temperature of a gas is
disembodied. Both, rather, are abstracted from the entities they are meant
to measure, like all mathematical functions that refer to properties of ma-
terial elements. Because the measure of information transmitted by or
stored in a particular set of symbols is derived from a statistical correla-
tion between this set and all those symbols that might have been selected
instead does not mean that information exists independently of the mate-
rial nature of the symbols; it only means that its measurement is not a
function of the latter. Nor is the measurement of information a function
of the meaning of the symbols, an aspect of Shannon’s theory that leads
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Warren Weaver (in his introduction) to a somewhat defensive explana-
tion. Yet this is also something of a false problem. Lines and dots on
a piece of paper are meaningless until it is realized that they might be a
source of information because they could indicate where the treasure is
buried. While it is true that a random or meaningless concatenation of
symbols still contains a measurable amount of information, information
acquires its status and value as information only because there is an
assumed correlation between a message composed from a set of discrete
symbols and physical events and processes in the world (i.e., the symbols
in themselves are not meaningless). For some readers, nevertheless, the
abstract measure of these correlations seems to have been misunderstood
as the hypostatization of information itself.

As 1 have tried to show, this received view of cybernetics—that is, its
reduction to an abstract, disembodied understanding of information—is
easily countered by considering the new machines and rigorous theoreti-
cal approaches that von Neumann, Ashby, and Walter actually produced.
However, while it is not true that information is disembodied for the
cyberneticists, it is true that in early Al cognitive processes are disem-
bodied, in the specific sense that it was believed that these processes could
be modeled and understood independently of any material substrate. This
view is predicated on the realization that the computer is a new type of
abstract machine, defined by its form or organization and functionality
rather than by the substance out of which it is made. It is hardly sur-
prising then that the early practitioners of AI saw both the human
brain and the digital computer as roughly equivalent material instantia-
tions of information- or symbol-processing machines. More specifically,
in their claim that it is the symbol system—not the material substrate—
that really matters, Alan Newell and Herbert Simon essentially reduced
artificial intelligence to software and reinstalled a Cartesian duality that
cybernetics—at least at its best moments—had entirely transcended.
This new Cartesian dualism is not one of matter and mind but of matter
and psychology, now conceived of as symbol processing. Hence the birth
of early Al was also the birth of cognitive psychology.*®

In order to convey a very different understanding of psychology—one
much closer to that of the original cyberneticists, I conclude this chapter
with a brief look at Valentino Braitenberg’s Vehicles: Experiments in Syn-
thetic Psychology. In the same whimsical but serious tone that animates
the book, Braitenberg himself may be thought of as “the last cyberneti-
cist.” What is the basis for this presumptive and perhaps ahistorical cate-
gorization? Like several of the original cyberneticists, Braitenberg is an
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accomplished neuroscientist with a creative interest in constructing mo-
bile machines. But since he comes several decades later, he can assume a
playful and self-conscious attitude toward the toy world that he invites
the reader to cocreate. Vehicles is thus really a thought experiment about
how simple machines can be fashioned to produce complex behavior and
how we will be tempted ‘“‘to use psychological language in describing their
behavior.”*° Starting with the simplest vehicle imaginable, we learn to
“build” a series of increasingly more capable machines. At the same
time, the behavior of these machines cannot help but evoke certain affec-
tive states, like fear, aggression, love, foresight, egotism, and optimism.
Since we know that these affective states are not in the vehicles themselves
but only in our perception of their behavior, what Braitenberg initially
proposes is simply an “interesting educational game” (2). Yet things
are not quite so simple. After progressing through the imaginative con-
struction of fourteen of these vehicles, we are treated to eight complex
drawings of various kinds of machinic arrangements.’® But then, in an
extended section called “Biological Notes on the Vehicles,” Braitenberg
concludes by reconsidering many of the vehicles in light of current brain
research. However, even within this play of perspectives, what is most
striking (and important) is the autonomy Braitenberg grants these
machines. Because of what they can do, they are treated as interesting in
and of themselves, an approach unavailable to the early cyberneticists.

Let us dwell for a moment on these vehicles—all simple mechanical
constructions made of wheels, motors, sensors, wires, and threshold de-
vices. Consisting of only a single wheel, motor, and sensor, Vehicle 1
moves directly toward a source of stimulation (say, light) unless deflected
by friction. Vehicles 2, 3, and 4 are made by simply adding more motors,
wheels, and sensors and crossing the connecting wires, enabling move-
ment to be stimulated and/or inhibited in various ways. Vehicle 3, for ex-
ample, will approach a light source and then turn away at a certain
proximity. With the further addition of threshold devices, which can be
connected in series, parallel, or in networks, primitive “brain” functions
become possible. In Vehicle 5, for example, different devices (a red light
and a bell) can activate each other in a feedback circuit, providing a
kind of memory. With additional threshold devices (simple neural net-
works), subsequent vehicles acquire more complex cognitive functions,
such as the ability to recognize movement, shape, and bilateral symmetry
as well as a generalized response to color.

In Braitenberg’s presentation two basic ideas come into play. The first
is what he calls “the law of uphill analysis and downhill invention (20).
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Essentially this means that building vehicles that work and do things—
especially things that are unplanned—is usually easier than analyzing
from external observation the internal structures that make this behavior
possible. This is because, as Braitenberg explains, induction is slow and
requires a search for solutions. However, from the present vantage point
it is clear that the actual complex behavior of his vehicles results from
their often unpredictable interactions with the environment. This behav-
ior is complex because it is emergent in the sense developed by contempo-
rary dynamical systems theory, to be explored in some detail in chapter 5.
Let it suffice here to observe that Braitenberg introduces a jump in com-
plexity simply by wiring threshold devices in feedback circuits that pro-
duce associative connections. Vehicle 12 is constructed in this manner,
and as a result Braitenberg claims that it exhibits “FREE WILL” (68,
author’s emphasis). What he means, simply, is that above a certain num-
ber of active elements and cross-connections in his vehicle’s brain, its
behavior becomes unpredictable to a human observer, even though that
behavior is completely determined. This unpredictability is also true for
individual human brains, Braitenberg adds, and serves as the basis for
our own pride in our assumed autonomy.

The second idea is captured in the chapter title for Vehicle 6: ““Selec-
tion, the Impersonal Engineer.” Suppose, Braitenberg proposes, that we
put the entire collection of vehicles on a large table. From among the cir-
culating vehicles we begin to pick up one at a time and copy it, then put
both model and copy back on the table. Meanwhile some of the vehicles
will have fallen onto the floor, where they remain (they will not be
copied). Importantly, the copying will have to be done quickly, in order
to replace as soon as possible the faulty or inadequate or unlucky
vehicles. There won’t be enough time to test the copies or to make sure
the wiring is correct. Hence errors will creep into the copying process.
Some, perhaps most, will result in dysfunctional or barely functional
vehicles. But other errors will act as “germs for improvement,” particu-
larly when “we pick up one vehicle as a model for one part of the brain
and then by mistake pick up another vehicle as a model for another part
of the brain” (27). While improbable at first, in the long run the lucky
successes that arise from these mistakes will have a much greater chance
of being reproduced. They will also be more resistant to analysis: “The
wiring that produces their behavior may be so complicated and involved
that we will never be able to isolate a simple scheme” (28). In short,
Vehicle 6 is produced by “unconscious engineering,” which is clearly a
mimicking of the process of reproduction, copy errors, and selection we
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recognize as Darwinian evolution. Moreover, whereas analysis “‘will nec-
essarily produce the feeling of a mysterious supernatural hand guiding the
creation,” we ourselves will have seen how “this simple trick’ can pro-
duce machines that are “beautiful, marvelous, and shrewd” (28).

Braitenberg’s Vehicles thus occupies a Janus-faced position: it both
looks back to the cybernetic tradition, particularly to the ideas and
machines of von Neumann, Ashby, and Walter, and anticipates the
bottom-up approach and emphasis on the dynamics of emergence that
will characterize ALife and behavior-based robotics in the 1980s and
’90s. Although Braitenberg makes no attempt to copy or reproduce be-
havior typical of organic life, in many ways these vehicles exhibit a life-
like complexity similar to that of the cybernetic machines examined
above. Not surprisingly, his design philosophy as well relies on a multi-
plicity of connections among simple mechanical elements. This too is a
vital part of the cybernetic heritage and accounts for the emphasis on
concrete embodiment and performativity rather than symbol processing
and representation (i.e., the symbol-based approach of early AI). Not
only is it appropriate to speak of his vehicles as autonomous agents, but
his seriously playful deployment of evolution as a strategy to produce
more complex vehicles anticipates the latest and perhaps most important
conceptual turn in contemporary robotics.



2 The In-Mixing of Machines: Cybernetics and Psychoanalysis

Perhaps, really, what we are seeing is a gradual merging of the general nature of
human activity and function into the activity and function of what we humans have
built and surrounded ourselves with.

—Philip K. Dick, “The Android and the Human”

Among the many debates that characterized the Macy Conferences,
which publicly launched the cybernetic movement, none were more
heated and acrimonious than those generated by psychoanalysis.
Although many of the participants were trained in psychiatry, neuro-
physiology, and psychology, only Lawrence Kubie was a practicing
psychoanalyst. Trained in neurophysiology, he had “converted” to psy-
choanalysis at midcareer. In 1930, during the first part of his career, he
had published a highly influential paper in Brain suggesting that the cen-
tral nervous system could be pictured ““as a place in which, under certain
conditions and in certain areas, excitation waves move along pathways
which ultimately return them to their starting points.”! Later in the
1930s these reverberating circuits of neurons were experimentally verified
and studied by Lorente de N, another conference participant. This re-
search, in turn, informed the neural net theory of Warren McCulloch
and Walter Pitts, whose essay “A Logical Calculus of the Ideas Imma-
nent in Nervous Activity” was seminal to the formation of cybernetics.?
In 1941, in the second phase of his career, Kubie postulated a connection
between certain reverberating closed circuits in these nets and the compul-
sive behavior known in Freudian theory as Wiederholungszwang, or repe-
tition compulsion.® By the time of the Macy Conferences, however,
Kubie had come to believe that these circular neuronal paths were the
physiological substrate of a behavior that could not be explained in these
terms alone. Having become an orthodox Freudian analyst, he under-
stood neurotic behavior to be the outward symbolic expression of uncon-
scious fears and desires.
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It is hardly surprising, then, that at the Macy Conferences Kubie
assumed the mantle of representing the psychoanalytic point of view,
delivering papers entitled ‘““Neurotic Potential and Human Adaptation,”
“The Relation of Symbolic Function in Language Formation and in
Neurosis,” and “The Place of Emotions in the Feedback Concept.”
From the outset, however, Kubie’s presentations drew strong opposition,
and he was put on the defensive by hard-line experimentalists who
sneered at the unscientific status of the Freudian unconscious and relent-
lessly questioned the subjective tenor of psychoanalytic interpretation. In
a vitriolic attack on Freud circulated just before the 9th Macy Confer-
ence, Warren McCulloch argued that, rather than account for the data
collected in observations of human behavior, psychoanalysis creates its
own, self-justifying data.* Despite Kubie’s patient and sustained efforts
to bring psychoanalysis into dialogue with the cybernetic perspective, the
overall result was a greater exposure of what Heims calls “the problem-
atic nature of psychoanalysis as science” (The Cybernetics Group, 125).
Yet this failure does not appear to have been a foregone conclusion. In-
deed, at the outset of the conferences the most powerful spokesperson for
the cybernetic point of view, Norbert Wiener, made it clear that he had
no essential objection to psychoanalysis but simply believed that it needed
to be rewritten in the language of information, communication, and feed-
back (126).

It can almost be said that this is what the French psychoanalyst Jac-
ques Lacan accomplishes in his second seminar. Among the most scintil-
lating intellectual events in Paris in the 1950s, Lacan’s yearly scheduled
seminars were the site of a methodical revolution in psychoanalytic
theory. Having devoted the first year’s seminar to Freud’s papers on tech-
nique, Lacan took up “The Ego in Freud’s Theory and in the Technique
of Psycho-analysis” in the second.’® The importance of this second semi-
nar stems from the fact that there Lacan developed the distinction be-
tween the imaginary and the symbolic registers of experience he had
proposed in his first seminar and that henceforth would be central not
only to his definition of the ego (le moi) but to the entire framework of
his thought. Yet what is most surprising about the seminar is the atten-
tion and significance Lacan granted to cybernetics and information
theory. Indeed, on June 22, 1955, a week before its last yearly meeting,
Lacan presented a paper to the Société frangaise de psychanalyse entitled
“Psychoanalysis and Cybernetics, or on the Nature of Language.” But
how do we account for this interest? And what does cybernetics have to
do with Freudian psychoanalysis and Lacan’s innovative transformations
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of it? As we’ll see, the cybernetic concept of the machine and the digital
language of information theory led Lacan to believe that the world of
the symbolic is the world of the machine. His encounter with cybernetics
thus produced a moment of crossing between two distinct discourse net-
works, with unexpected consequences that bear on the relationship be-
tween language and machines, the symbolic and the real. Moreover, and
of special importance here, Lacan understood the symbolic function as a
particular kind of computational assemblage that made human behavior
meaningful.

Machines and the Symbolic Order

It is not at all certain how much Lacan knew about the Macy Confer-
ences. He certainly knew about Kubie’s work as well as the follow-up re-
search done by John Z. Young.® It is also likely that Lacan discussed
cybernetics and perhaps the conferences with Roman Jakobson, the
Russian-born linguist whom Lacan had met in 1950 and whose work
was a major influence.” Jakobson taught at MIT, where both Norbert
Wiener and Claude Shannon were professors, attended the 5th Macy
Conference, and later published an article about information theory and
language. In addition to these direct connections, there was widespread
interest in cybernetics among French intellectuals after the war. In Paris,
a detailed and penetrating review of Wiener’s Cybernetics, or, Control and
Communication in the Animal and the Machine appeared in Le Monde on
December 28, 1948. Written by the Dominican friar Pére Dubarle, the re-
view so impressed Wiener that he took up several of its arguments in The
Human Use of Human Beings, a popular version of his earlier book. In
1950, at the invitation of Benoit Mandelbrot, Wiener himself gave a
well-publicized lecture at the Collége de France. In 1953 Pierre de Latil’s
La pensée artificielle appeared, followed in 1954 by Raymond Ruyer’s La
cybernétique et 'origine de l'information, which Lacan disparages in his
seminar. This first wave of European reaction to cybernetics also included
Martin Heidegger’s wholesale dismissal of it as the latest form of calcula-
tive thinking. However, while revering Heidegger as the most important
contemporary philosopher in Europe, Lacan did not share Heidegger’s
belief that cybernetics was destined to ““replace philosophy’ and come to
“determine and guide” the new sciences.® Nor did Lacan view cybernetics
as a particularly American strain of thought. Rather, as he asserts in his
lecture “Psychoanalysis and Cybernetics,” cybernetics was a new kind of
“conjectural science’ that for the first time made it possible to understand
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the autonomy of symbolic processes.® In these terms, the subjectivity that
so troubled the experimentalists at the Macy Conferences becomes in
Lacan a matter of subject position, of where the subject finds himself or
herself in a predetermined structure. However, this structure should not
be understood simply or exclusively as another instance of French struc-
turalism, for Lacan’s second seminar makes formal automata theory at
least equally pertinent. If the movement of a symbol dictates the correla-
tion between a place in a structure and a state of the subject, this is be-
cause the symbolic order itself operates as a machine—a new kind of
machine that cybernetics first brings to light.

Lacan’s second seminar of 1954-1955, as its title suggests, is overtly
concerned with how the ego in psychoanalytic theory should be defined
and understood. In proposing a new theory of the workings of the uncon-
scious and the determinations of desire, Freud had brought about a fun-
damental decentering of the subject in relation to the self, or ego, and
thus inaugurated a new stage in the history of Western subjectivity. It is
a new stage, Lacan insists, because the modern ego as theorized by Freud
did not exist for either Socrates or Descartes, although it is anticipated in
La Rochefoucauld’s notion of amour-propre (self-love). Yet the modern
sense of the ego brought about by Freud’s “Copernican revolution’” was
by no means secure or well understood. Even in psychoanalytic theory,
Lacan argues, what Freud meant by the ego is often confused with con-
sciousness, or, more egregiously, the ego is sometimes made substantial
and even ““autonomous” through a process Lacan calls entification. In
this context Lacan redefines the ego by distinguishing between the sym-
bolic and the imaginary orders and by introducing a notion of the uncon-
scious as the “discourse of the other.” While he claims only to “read”
Freud, that is, to make explicit what Freud leaves implicit, it can be
argued that these innovations bring psychoanalytic theory to a more pre-
cise degree of conceptualization.

The term cybernetics, along with subsidiary notions like feedback, the
circuit, and the message as information, enters Lacan’s seminar rather
casually.!® What is most important, in the early stages of the seminar, is
the cybernetic concept of the machine, which will come to throw new
light on fundamental psychoanalytic concepts. Lacan introduces this
general idea when he begins to discuss the symbolic universe, to which,
he insists, the machine is closely related. At the same time, he continues
to use the term machine in several senses. He states, for example, that
“the machine is much freer than the animal,” which is really a “jammed
machine,” where ‘“‘certain parameters are no longer capable of variation.”
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He continues: “It is inasmuch as, compared to the animal, we are
machines, that is to say something decomposed [décomposé], that we pos-
sess greater freedom, in the sense in which freedom means the multiplicity
of possible choices.” Most importantly, he states, “The meaning of the
machine is in the process of complete transformation, for us all, whether
or not you have opened a book on cybernetics” (31). But suppose we had
opened such a book: what new notion of the machine would we have
found there?

As we saw in the previous chapter, we would have discovered that the
cyberneticists were mainly interested in machines that exhibit feedback
and that, by means of internal control mechanisms like the thermostat
on the modern heater, regulate their own functioning. We would also
have noticed references to the mechanical automata that so fascinated
the courts of eighteenth-century Europe, like the Jaquet-Droz drawing
dolls and Jacques Vaucanson’s duck. By means of clocklike mechanisms,
for example, the latter could not only waddle but simulate eating. But
eventually we would have encountered a very different kind of machine,
one that existed initially only as a thought experiment. Or rather, because
it was a computational machine, the functioning of which did not depend
on any particular form of material embodiment, it could be said to exist
in a very singular way. This new and revolutionary concept of the ma-
chine first appears in Alan Turing’s foundational paper of 1936, in which
he addresses the problem of computability—whether a number or func-
tion can be computed—and thus the larger question of whether a mathe-
matical problem can be solved.!*

Turing proposed that if the problem can be expressed as an algorithm,
or a precise set of formal instructions for arriving at the specified solution,
then it can be computed mechanically by a machine. The question then
becomes whether or not the machine will halt with a finite answer. This
machine, as described by Turing, came to be called a Turing machine.
It consists of three parts: a reading/writing “head,” an infinitely long
“tape” divided into squares that passes through the head, and a table of
instructions that would tell the head what to do as a function of what it
reads on the tape and the machine’s current state. Specifically, the head
would scan the tape square by square; depending on the head’s current
state and whether a mark was present or absent in a particular square, it
would enter a mark, erase a mark, or leave the square blank, then move
to another square, either to the left or right. Since at any moment the
reading/writing head could only be in one of a finite number of internal
states defined by a table of instructions (now known as its state-transition
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table), it was considered to be a finite-state machine, or automaton. (A
familiar example of a finite-state automaton is a two-way traffic light set
to flash green, yellow, and red in a sequence that allows traffic to pass
safely at an intersection.) With this simple device two things could be ac-
complished. Data could be entered in the form of a string of symbols—
for example, binary numbers (one or zero) could be encoded as the
presence or absence of the mark; and operations could be performed
according to the table of instructions given to the head, as in: if no mark
and the machine is in state 1, enter a mark and move to the square on
the left and move to state 2; if a mark, move to the square on the right
and remain in state 1. These instructions and the memory constituted
by the tape allow the head to manipulate the marks or symbols in a
variety of ways, thereby performing mathematical operations. However,
what makes this finite-state machine a Turing machine is its auxiliary
memory—the infinite tape, which it can access in either direction—for it
is this memory capacity that enables it to perform a range of different
computations.!? A simple finite-state machine, for example, cannot mul-
tiply large numbers, because it has no way to store and bring forward the
results of previous stages of calculations as it advances. From this simple
fact we can grasp the importance of memory—not only how much but
from where (i.e., what state) it can be accessed—in defining a machine’s
computational capacity.

Turing’s thesis, subsequently accepted by virtually all mathematicians,
states that every computation expressible as an algorithm or every de-
terminate procedure in a formal system has its equivalent in a Turing
machine. More important, Turing further postulated the existence of a
universal machine (now known as a universal Turing machine), which
could emulate the behavior of any specific Turing machine. A universal
computing machine would therefore be one that, given any table of
instructions that defined a Turing machine, could carry out those instruc-
tions; it would, in short, be programmable. Turing’s ultimate purpose, we
should recall, was to prove that there is no way to determine in advance
whether certain numbers are computable, that is, whether the machine
set up to compute them will ever halt. Invented as part of the proof, his
notion of the Turing machine would eventually provide a formal basis
for the modern computer, in which different sets of instructions, or
programs—for computation, data processing, sending and receiving data,
and so on—allow the same machine to do a variety of tasks. This capac-
ity makes the computer a fundamentally new type of machine, defined by
a logical and functional rather than a material structure. It is an abstract,
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second-order machine in which the logical form of many different kinds
of machines is abstracted and made equivalent to a set of algorithms. Al-
though today’s desktop computers are usually made of silicon and copper
wire encased in plastic and metal, in principle they could be constructed
out of a wide variety of materials. As abstract machines, their functions
are not defined by the specific behavior of the materials from which they
are constructed; rather, this behavior is used to physically instantiate a
symbol system with its own independent rules or syntax.

Although we might not have gleaned all of this from simply perusing
a book on cybernetics, we could not have missed the fact that the first
electronic computers—often called ‘““thinking machines” in the popu-
lar press—were constructed in the years just preceding Lacan’s semi-
nar: ENIAC in 1945, followed by EDVAC, MANIAC, ILLIAC, and
JOHNIAC (after von Neumann), then SAGE in 1949, and the highly
popularized UNIVAC in 1951. What was striking about these ma-
chines, in addition to their capacity for rapid calculation, was that
they automated—that is, rendered in self-regulating mechanistic proce-
dures—the operations of formal systems in which arbitrarily chosen
symbols could be combined according to rules of composition—a syntax
—to produce more complex operations. Because these machines thus
automated the “laws of thought™ in a series of logical and combina-
torial operations (heuristic search strategies and pattern recognition pro-
cedures would come later), these symbol-processing machines were unlike
any machines seen before.!® The only thing remotely comparable was
the clock, another autonomous machine that when widely introduced
into Europe completely restructured human behavior. And just as the
clock—or so we can imagine Lacan thinking—is a time-marking ma-
chine that can be found not only on our walls and wrists but also in our
bodies, institutions, and exchanges both economic and informational, so
too these logic machines must inhabit and traverse us in unnoticed ways,
giving structure and meaning to what we all too casually call life.

In his second seminar Lacan works his way toward a formulation of
precisely this import. Meanwhile, throughout the early sessions, he keeps
open the common understanding of the machine, while also alluding to
this new formal one. The results can sometimes be confusing, as when
he sets up an opposition between perceptual consciousness and the ego
and then opposes both to the realm of the symbolic and the world of
machines. Not long after the passage cited above, where Lacan refers to
both animals and humans as machines, he offers a materialist definition
of consciousness, suggesting that it is simply a reflection, like a mountain
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on the surface of a lake, easily emulated by a camera and photoelectric
cell. Since consciousness is contingent on ‘“‘the existence of our eyes and
ears” (48), it is ostensibly not a phenomenon of the ego. Moreover, the
reflections of consciousness occur in an inner space of phenomenal images
where things appear to be centered and that Lacan calls the imaginary or-
der. But there is another order, he asserts, one of play and exchange that
begins with the circulation of speech, a symbolic realm that “has nothing
to do with consciousness’ (49) and where “man is de-centered.” Since it
is with “this same play, this same world that the machine is built” (47),
the world of the symbol is also the world of the machine:

Speech is first and foremost that object of exchange whereby we are recognized,
and because you have said the password, we don’t break each other’s necks, etc.
That is how the circulation of speech begins, and it swells to the point of constitut-
ing the world of the symbol which makes algebraic calculations possible. The ma-
chine is the structure detached from the activity of the subject. The symbolic
world is the world of the machine. Then we have the question as to what, in this
world, constitutes the being of the subject. (47)

This, in a nutshell, is the central question of the seminar as well as the
terms in which it will be addressed. To make fully intelligible his claim
that “the symbolic world is the world of the machine,” Lacan will define
the symbolic order as a new and fundamental concept, redefine the un-
conscious as the “discourse of the other,” and relegate the ego to the or-
der of the imaginary, all while claiming to remain true to Freud’s original
intent. Key to Lacan’s revision of Freud are the three differential orders,
or registers, of experience that he calls the symbolic, the imaginary, and
the real. These three orders, moreover, are not simply oppositional but al-
ways “‘in-mixed” with one another. Indeed, it is precisely the in-mixing
[immixtion] of these different registers that generates both problems and
complexity for human beings.

From the outset Lacan associates the ego with the imaginary order. In
his earlier essay on the mirror stage (the gist of which he repeats in the
seminar), he explained how the ego is formed on the basis of a specular
image of the body. Before this stage the infant can only experience itself
in isolated fragments, as a morcelated body without clear boundaries
and who finds unity and wholeness only in the ““other.” However, when
the infant beholds itself in the mirror, it realizes that that reflected other
is me. Yet it is an ambiguous experience—this mirrored ‘“hey, that’s
me”’—since from then on the infant experiences itself as a unity, but a
unity that comes from without, that is, from an ‘“‘other.” It is, Lacan
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says, an alienated unity. This (mis)recognition of one’s bounded and uni-
fied image is soon followed by other imperfect identifications. As a result,
Lacan jokingly puts it, the “ego is like the superimposition of various
coats borrowed from what I would call the bric-a-brac of its props de-
partment” (155).

For Lacan, then, this ego is not the subject. In relation to the subject
the ego is an imaginary construction, a specular object, or mirage. As
such, it serves a crucial function, as the support of imaginary identifica-
tion(s). But the ego is not consciousness either. The field of perceptual
consciousness does not provide a unity for the ego; rather, the ego is pre-
cisely what “the immediacy of sensation is in tension with” (50). Lacan
implies that while consciousness itself is a mere physical phenomenon, in
humans it brings about the illusion of an agent responsible for it: thus
there is not simply “a seeing’” but an “I who sees” that remains constant.
Nevertheless, although an imaginary construct, the ego is the locus of no
less real libidinal investments. The relationship of one ego to another, for
example, is characterized as one of oppositional duality, necessarily
defined by aggressive conflict and rivalry. This relationship Lacan com-
pares to the encounter of two machines, each one jammed on the image
of the other.!* An unjamming can occur only through the intervention of
a legislating or mediating function, which can perform the service of a
“symbolic regulation.” Tellingly, it will have to be another machine,
inserted into the first two, one that speaks “‘commandingly’” but in “the
voice of no one.”

We already know—Lacan has repeated it several times—that this
mediating function is served by the order of the symbolic. It is the order
that the anthropologist Claude Lévi-Strauss invokes when he describes
the “elementary structures of kinship”; it is also what Freud was seeking
in Beyond the Pleasure Principle. Reading the latter, Lacan distinguishes
between two kinds of repetition. In the first, a restitution of an equilib-
rium is achieved by a homeostasis, or regulation, of energies coming
from the external world. It is the kind of mechanism that enables the grat-
ification of pleasure and that Lacan will later extend to adaptation and
instinct in animal behavior (pp. 86—87 and 322-323 in the seminar).
This kind of setup is usually modeled as a type of machine involving the
exchange of energy, and therefore subject to entropy and the laws of ther-
modynamics. But beyond this setup there is a compulsion to repeat that
is inexplicable in these terms and that Freud associated with the death
drive. Lacan now makes a daring move. If we consider cybernetics, he
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says, we find another kind of machine—a second type of mechanism—in
which the circulation of information works against entropy (and here
Lacan is simply paraphrasing Norbert Wiener). Lacan then asks:

What is a message inside a machine? Something which proceeds by opening and
not opening, the way an electronic lamp does, by yes and no. It’s something
articulated, of the same order as the fundamental oppositions of the symbolic or-
der. At any given moment, this something which turns has to, or doesn’t, come
back into play. It is always ready to give a reply, and be completed by this self-
same act of replying, that is to say by ceasing to function as an isolated and closed
circuit, by entering into the general run of things. Now this comes very close to
what we can conceive of as Zwang, the compulsion to repeat. (89)

Here, in the difference between a mechanical or energy-driven machine
and the information machine, Lacan finds the means to clarify and fur-
ther conceptualize Freud’s distinction between restitution and repetition
in the subject’s psychic economy.

Let us consider this distinction more closely. For Lacan, the subject’s
compulsion to repeat is precisely how the unconscious reveals itself: as a
form of “insistence.” More specifically, the unconscious “insists’” as the
“discourse of the other”:

This discourse of the other is not the discourse of the abstract other, of the other
in the dyad, of my correspondent, nor even of my slave, it is the discourse of the
circuit in which I am integrated. I am one of its links. It is the discourse of my fa-
ther for instance, in so far as my father made mistakes which I am condemned to
reproduce—that’s what we call the super-ego. I am condemned to reproduce them
because I am obliged to pick up again the discourse he bequeathed to me, not sim-
ply because I am his son, but because one can’t stop the chain of discourse, and it
is precisely my duty to transmit it in its aberrant form to someone else. (89)

Now, if the discourse of the other is the circuit in which I am integrated,
then the ego can only be a point of resistance, and Lacan will declare that
that is exactly what it is—an obstacle, interposition, or filter. If there were
no resistance from the ego, he states, ““the effects of communication at the
level of the unconscious would not be noticeable” (120). By way of anal-
ogy, he mentions the electronic tube, with its anode and cathode, between
which a third element (like the imaginary ego) regulates the passage of
electrical current.

But here it might be objected that this whole appeal to cybernetics, in-
formation machines, electronics, and so on, is merely one of analogy—all
the more so since during this part of the seminar Lacan also speaks of
Freud’s “two completely different structurations of human experience,”
not in relation to machines but in relation to the distinction Seren Kier-
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kegaard makes between reminiscence and repetition in his short book
Repetition. It is along the paths of the lost object, never to be recovered
and for which the modern subject never ceases to generate substitutes,
Lacan says, that the modern subject’s experience is structured. Yet while
this theory of the lost object may account for the structuring of the object
world, the world of the symbolic must have a higher priority. This follows
from the fact that in order for the symbolic order to serve a mediating
function, it must exist at a higher logical level than the world of objects
and images. Early in the seminar Lacan emphasized the “autonomy of
the symbolic” (37), claiming that the symbolic order, while it “has its
beginnings elsewhere than in the human order ... intervenes at every mo-
ment and at every stage of the [latter’s] existence” (29). But up to this
point he has only argued that this order manifests itself (“‘insists”’) in the
subject’s compulsion to repeat and that it reveals itself in the circuit of
discourse in which the subject is integrated. He has yet to show exactly
how this order emerges and intervenes concretely in human reality. This
he accomplishes through a reading of Edgar Allan Poe’s short story,
“The Purloined Letter.”” It is also where he begins to make good on his
claim that the world of the symbolic is the world of the machine.

The Machination of the Subject

The importance Lacan attributed to his reading of Poe’s story is indicated
by the fact that he revised it and made it the portal to his Ecrits.'3 Al-
though Lacan’s reading has often been commented upon, what is rarely
acknowledged and has never been adequately discussed is the relationship
of his reading to information machines and cybernetic themes, a context
that is clear and unmistakable in the Seminar but not so evident in the
version published in Ecrits. Simply to provide and underscore this context
will require a somewhat detailed elaboration, since it bears on the process
most fundamental to Lacan’s argument: the encoding of the real in the
symbolic order.

In chapter 15 of the seminar, “Odd or Even? Beyond Intersubjectiv-
ity,” Lacan asks his interlocutors to consider an anecdote within the Poe
story in which the detective Dupin tells the prefect of the police about a
certain eight-year-old boy he once knew who was a whiz at winning mar-
bles in the game of odd or even. In this simple game, one boy would hold
up his closed fist and the other would try to guess whether it held an
odd or even number of marbles; the winner would receive one of the
loser’s marbles. The point of the anecdote is that this particular boy was
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phenomenally successful because he had a strategy: to identify his own
thinking with that of his opponent in order to calculate the latter’s most
likely next move. But as Lacan shows, there are only two “moments” to
this strategy: in the first the opponent is naive, in a second as smart as the
boy himself. Beyond this position there is no third, except to play ran-
domly (“like an idiot’’) (181), that is, to return to the first position. The
only way out of or “beyond” this dilemma is to play against a machine,
which offers no possibility of (imaginary) intersubjective identification;
one is “from the start forced to take the path of language, of the possible
combinatory of the machine’ (181). This path follows an emergent logi-
cal order, in contrast with the imaginary relation to the other, which is
predicated on an experience that necessarily “fades away.” Later we shall
consider an instance of what it is like to play against a machine, a very
sophisticated modern computer, but here let us follow Lacan’s develop-
ment of this difference.'®

Lacan begins by asking two of his interlocutors to play this game of
“odd or even” and to record the wins as pluses and the losses as minuses.
He then makes two points: first, the game is only meaningful as a se-
quence (winning one game doesn’t mean anything) and therefore we
have to remember (i.e., record) the results; second, in the sequence of
wins and losses a theoretical distinction emerges. If one player begins to
win repeatedly he or she will appear to be unnaturally lucky, and the
odds against his/her continued winning will seem to increase. But this
means that we are “no longer in the domain of the real but in that of the
symbolic,” since in the domain of the real each player has an equal
chance of winning or losing for each game played, no matter what the
past results. Our subjective reaction is not merely an illusion, however,
since the introduction of a simple set of symbols like pluses and minuses
to record even a random sequence necessarily gives rise to an emergent
order. As Lacan puts it: “Anything from the real can always come out
[N’importe quoi de réel peut toujours sortir]. But once the symbolic chain
is constituted, as soon as you introduce a certain significant unity, in the
form of unities of succession, what comes out can no longer be just any-
thing” (193). In short, the very recording of random events gives rise to a
rudimentary form of order, since it allows the formation of units and
hence the emergence of a syntax governing their possible sequences of
succession.

To illustrate, Lacan sorts the pluses and minuses into three groups,
according to all of their possible combinations (fig. 2.1). With these
groupings, only certain sequences are possible. For example, a 1 (+++
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Lacan’s pluses and minuses.
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Figure 2.2
Plus and minus sequences. Image by Lucas Beeler.

Passing from 1 to 2> f
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Shift back from 2 to 1 >0
Shift back from 2 to 3 >0 (193)

Figure 2.3
Lacan’s group intervals.

or ———) will never be able to follow directly after a 3 (+—+ or —+—),
because in the transition a 2 will appear (fig. 2.2). Lacan then notes that
other significant unities can be constituted from these “laws,” “‘represent-
ing the intervals between these groups™ (193) (fig. 2.3).

Lacan provides similar but more elaborate illustrations in Ecrits (41—
61), yet even these simple series of pluses and minuses, which initially
may be random, indicate how only certain orderings or sequences of inte-
grations are possible. Constituting a rudimentary syntax, they inscribe a
form of memory that operates with the force of a “law.”

For Lacan, this demonstration establishes two things. First is the au-
tonomy and self-organization of the symbolic order: “From the start and
independently of any attachment to some supposedly causal bond,” he
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says, “the symbol already plays, and produces by itself, its necessities, its
structures, its organizations’ (193). Second is the fact that within this play
of the symbol, the subject will always find his or her place:

By itself, the play of the symbol represents and organizes, independently of the
peculiarities of its human support, this something which is called a subject. The
human subject doesn’t foment this game, he takes his place in it, and plays
the role of the little pluses and minuses in it. He is himself an element in this chain
which, as soon as it is unwound, organizes itself in accordance with laws. Hence
the subject is always on several levels, caught up in crisscrossing networks. (192—
193)

From here Lacan proceeds to his reading of Poe’s “The Purloined Let-
ter,” which illustrates the operations of this symbolic order. Specifically,
he shows how the plot inscribes three subject positions, or positions that
subjects can come to occupy. They are marked and defined according to
a relative state of blindness regarding the presence or absence of a com-
promising letter that the queen receives (unbeknownst to the king)
and the minister purloins, by surreptitiously substituting for it another
letter. The king sees nothing, the queen sees this and takes advantage
of it, and the minister does the same to her in turn. After the police se-
cretly but futilely search the minister’s apartment, the detective Dupin is
brought in and recovers the letter by deploying the same strategy against
the minister that the latter had used against the queen. In this concatena-
tion, the story thus registers a redistribution or “‘step-wise displacement”
(203) from a first sequence of three subject positions, occupied by the
king, queen, and minister, to a second, occupied by the police, minister,
and detective.!”

What is at stake in this part of the seminar can now be summarized.
Lacan introduces the game of odd and even in order to illustrate the limit
of its play in the oscillation of intersubjective relations: in a first moment,
I (as ego) assume the position of the other in order to determine how he
or she will play; in a second moment, I realize that he or she (another
ego) is doing the same with me, that is, that [ am an other for this (imag-
inary) other. The problem is how to pass “beyond” into “a completely
different register from that of imaginary subjectivity’” (181), which cannot
be accessed by way of identification. As Lacan never tires of repeating,
this realm “beyond” is precisely the unconscious, “beyond the pleasure
principle, beyond relations, rational motivations, beyond feelings, beyond
anything to which we can [willingly] accede” (188).'® However, having
established that this realm beyond subjectivity is defined by the symbolic
order, Lacan has yet to explain how the symbolic order is also the world
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of the machine. To do this, he must show how the “‘symbolic emerges into
the real,”” that is, how the symbolic order itself arises and functions as a
machine.

Briefly put, it is the symbolic order’s encoding of the real in numbers
(““it ties the real to a sequence,” as Lacan later puts it), that allows the
recording and integration of data (which he calls memory, while caution-
ing us to distinguish between memory and remembering), which in turn
gives rise to a syntax of different combinatorial possibilities.'® The result-
ing “machine”’—it is actually a finite-state automaton—is not created by
human beings but appears to emerge spontaneously when discrete digital
marks are used for counting. This machine, moreover, does not require
the intervention of human consciousness in order to function. In Poe’s
story the circulation of the letter reveals the three positions a subject
may come to occupy in a determined field of social relations, but without
any explicit awareness of this structuration on the subject’s part. Each po-
sition corresponds to a specific prevailing “state’’—the minister’s ““femini-
zation,” for example—regardless of his or her personal psychology or
individual disposition. As Lacan asserts in Ecrits, “In its origin subjectiv-
ity has no relationship to the real, but [only] to a syntax that engenders in
it a signifying mark” (50). In Poe’s story the possession of or desire for
the letter is precisely the signifying mark, and the letter’s movement
reveals the syntax that engenders the subject positions that make subjec-
tivity a possibility. The story is thus appropriately read as a finite-state
diagram or transition-state table of the symbolic order’s functioning, in
terms of three positions and three corresponding states. Repetition of the
sequence (king, queen, minister; prefect of police, minister, detective) is
necessary in order to mark out and underscore these positions, as well as
the possible transitions from one position or state to another.

Computational Media: A New Discourse Network

Again the objection might be raised that we’ve heard Lacan’s definitions
before, as well as his interpretation of the Poe story, but without this
all-important emphasis on machines. Are they really necessary to his
argument, or are they just fashionable, provocative metaphors, even for
Lacan himself? After all, Lacanian theory has pretty much ignored
Lacan’s interest in cybernetics, with no apparent loss of completeness or
intelligibility. So, even if we agree that “cybernetics clearly highlights ...
the radical difference between the symbolic and the imaginary orders”
(306), as Lacan asserts, we may wonder to what extent his introduction
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of machines is a handy illustration of his theory that doesn’t add anything
essential.

To my knowledge, only the German media theorist Friedrich Kittler
has addressed the question of the necessity of cybernetics to Lacan’s
theory. In Gramophone, Film, Typewriter, Kittler considers both Freud
and Lacan in relation to modern technical media and understands
Lacan’s methodological distinctions between the real, the imaginary, and
the symbolic as ““the theory (or merely a historical effect)”” of the differen-
tiations brought about by technical media around the beginning of the
twentieth century, when nature became a series of data flows that
“stopped not writing themselves.”2° In a later essay Kittler argues more
fully that the differences between Freud’s psychoanalytic theory and
Lacan’s rewriting of it reflect the differences in the operating standards
of information machines and technical media in their respective epochs.
In constructing his model of the psychic apparatus, “Freud’s materialism
reasoned only as far as the information machines of his epoch—no more,
no less.”?! According to the scientific imperatives to which Freud will-
ingly bent himself, ineffable emanations of spirit had to be replaced by
systems of neurons that differ (and defer) according to separable func-
tions, in this case recording (memory) and transmission of data (percep-
tual consciousness). In Freud’s time, however, storage functions could
only be conceived of on the model of the engram, which includes not
only the graphic inscriptions theorized by Jacques Derrida but also the
grooves on Edison’s newly invented phonograph. Significantly, for both
his “case studies” and lectures Freud relies on his own ‘“‘phonographic
memory,” as he emphasizes on several occasions. In medial terms, psy-
choanalysis (“‘the talking cure’) is actually a form of “telephony,” a com-
munication circuit between patient and analyst in which the former’s
unconscious is transformed into sound or speech and then back into the
unconscious. As Kittler puts it, “Because mouths and ears have become
electro-acoustical transducers, the [analytic] session remains a simulated
long distance call between two psychic apparatuses.”?? In fact, a tele-
phone cable had been laid in Freud’s house, but not in the consulting
room, in 1895. Yet Freud doesn’t limit himself to the phonographic. In
The Interpretation of Dreams the transmission medium is optical, a cam-
eralike apparatus that converts latent dream thoughts into a system of
conscious perception, the virtual images of which Lacan would under-
stand as cinema. In constructing his model of the psychic apparatus,
Freud thus implemented all storage and transmission media available at
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the time: print, phonograph, telephone, and cinema, though the last term
never appears in his writing.

As suggested by the titles of his own works— Ecrits, the Seminars, Tele-
vision, ‘“Radiophonie”—Lacan grasped both the importance of these
media for Freudian theory and the extent to which the foundations of
psychoanalysis stood at the beginning of a new era, characterized by the
technical differentiation of media and the end of the print monopoly. For
Kittler, this explains why Lacan’s triple register of the real, the imaginary,
and the symbolic corresponds to the separations of technical media, that
is, to gramophone, film, and typewriter, respectively. Yet, as Kittler
insists, the Lacanian symbolic corresponds not only to the linguistic signi-
fiers inscribed mechanically by the typewriter but to the entire domain of
computation. Hence the final chapter of Gramophone, Film, Typewriter
moves from a study of the typewriter to the German cryptographic ma-
chine Enigma and the Allied efforts (led by Alan Turing) to decipher its
encoded commands to the German military, efforts that directly contrib-
uted to the development of the modern computer. The latter differs from
““a several-ton version of Remington’s special typewriter with calculating
machine” (258) because it includes ‘“‘conditional jumps” in its pro-
grammed instruction set. (These “‘jumps” are conditional branchings like
IF-THEN sequences.) Through these and other feedback loops, the com-
puter itself becomes a subject:

Computers operating on IF-THEN commands are therefore machine subjects. . ..
Not for nothing was [Konrad] Zuse “frankly nervous” about his algorithmic
golems and their “halting problem.” Not for nothing did the Henschel Works or
the Ministry of Aviation assign the development of cruise missiles to these golems.
On all fronts, from top-secret cryptoanalysis to the most spectacular future weap-
ons offensive, the Second World War devolved from humans and soldiers to ma-
chine subjects. (259)

All of which makes cybernetics—the theory of self-guidance and feed-
back loops—*“a theory of the Second World War” (259).

Does this mean that Lacan’s writings are at bottom a theory of the
machinic subject? Kittler doesn’t pose the question. He merely insists
that when Lacan utters the word “machine” we hear the word “com-
puter.” Lacan’s machines are really information machines, simple ones
at that, since all they do is count, store, and integrate codings of binary
numbers (1s and 0s). Yet these basic operations underlie all that a modern
digital computer does. Since the computer, or rather its conceptual fore-
runner, Alan Turing’s universal machine of 1936, is the most important
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technological invention between Freud and Lacan, Lacan’s rewriting of
Freud should be understood as an attempt to redefine the psychic appara-
tus according to contemporary conditions of mediality. In these terms
Lacan can be said to implement a more fully functional model of the psy-
chic apparatus, since it now includes the most up-to-date media of infor-
mation storage, transmission, and computation.

In this perspective the presumed “presence’” of Turing and technical
media should not be understood to operate as an instance of technologi-
cal determinism. Rather, in pointing out that Lacan’s refashioning of the
psychic apparatus is necessarily built on and therefore reflects contempo-
rary conditions of mediality, conditions that presuppose a theory of com-
putation (i.e., the concept of a universal Turing machine), Kittler makes
explicit both the technical and discursive conditions of possibility of
Lacan’s discourse. Put differently, the interlacing of Lacan’s discourse
with the new discourse of cybernetics and information theory means that
Lacan participates in a specific “discourse network.”?® But here an
anachronism appears to enter Kittler’s historical scheme, for he situates
both Freud and Lacan in the discourse network of 1900, which is marked
by the emergence of technical media and the discourses of psychophysics
and psychoanalysis. However, Lacan’s discourse, though closely tied to
Freud, depends on a different set of historical a priori, namely, the uni-
versal Turing machine and the digital information machines that operate
through cybernetic feedback mechanisms. It would seem more reasonable
therefore to argue that Lacan’s revision of Freudian theory, at least in its
early stages, draws on and participates in a new discourse network, one
that emerges in the aftermath of the Second World War and that has sub-
sequently become our own. In this new discourse network psychophysics
is replaced by the computational paradigm and psychoanalysis by cogni-
tive science. Since the computer is a universal symbol manipulator that
can simulate any computational device, the new discourse network is not
defined by any particular set of specific machines but rather by networks
of computational assemblages. Whereas in the earlier discourse network
nature became a series of data flows that “stopped not writing them-
selves,” here we might say that all dynamical systems, including living
systems, have become a series of data flows that “stopped not computing
themselves.”

Following Turing, computational theory was further developed by
Alonso Church, Emile Post, Stephen Kleene, and, from very different
perspectives, McCulloch and Pitts (neural net theory), and John von Neu-
mann (automata theory). However, the new discourse network would be
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consolidated only with the advent and full flowering of cybernetics and
information theory, following discussions of information, feedback,
and circular causality at the Macy Conferences and the construction
of the stored-program computer. As organisms and molecules began
to be viewed as information storage and retrieval systems and DNA as a
coded program, this discourse network would come to include molecular
biology and genetics. With Noam Chomsky’s work (discussed below),
linguistics would be added as well. By the end of the 1950s, in fact, a
specific set of concerns, assumptions, and languages had coalesced across
a web of scientific and technological connections that included the univer-
sity and scientific establishment, the military, and a nascent communica-
tions industry. And as later chapters suggest, subsequently developed
computational assemblages in artificial intelligence and cognitive science,
distributed emergent computation in Artificial Life and the new sciences
of complexity, as well as evolutionary computation in robotics would be-
come vectors for this discourse network’s further spread, consolidation,
and refinement.

To be sure, the concept of a discourse network needs to be more
precisely defined, both in terms of historical limits (a terminus ab quo and
terminus ad quem) and the material/informational practices that make
each network unique. But rather than elaborate a detailed definition here,
I want to demonstrate further how deeply Lacan’s theory—at its initial
stage at least—is embedded in the discourse of cybernetics and informa-
tion theory. The anachronism in his historical scheme notwithstanding,
I begin with Kittler’s passing remark that Claude Shannon

calculated the probability of every single letter in the English language, and from
these calculations produced a beautiful gibberish. [He] then went on to take into
account the transition probabilities between two letters, that is, digraphs, and the
gibberish began to sound a bit more like English. Finally, through the use of tetra-
grams (not to be confused with the names of God) there arose that “impression of
comprehension” which so loves to hallucinate sense from nonsense. Lacan’s anal-
ysis of Poe works with precisely these types of transition probabilities, the major
mathematical discovery of Markoff and Post.2*

Offered without comment, Kittler’s observation that Lacan “works with”
the same types of ““transition probabilities” essential to cybernetics and
information theory leads to a whole web of discursive linkages. To trace
several out will further clarify Lacan’s conceptualization of the role of in-
formation machines in the functioning of the symbolic order, and specifi-
cally in relation to language. The degree to which these linkages and
discursive affiliations instantiate a new discourse network and the light
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they throw on Lacan’s theory will then appear to be two sides of the same
conceptual nexus.

Language and Finite-State Automata

It should first be noted that Lacan himself mentions the Markov chains to
which Kittler draws our attention (see Ecrits, 51). A Markov chain is a
special instance of a discrete-time stochastic process, which Claude Shan-
non introduces into his Mathematical Theory of Information in order to
treat the sending of a message in information theoretical terms:

We can think of a discrete source as generating the message, symbol by symbol. It
will choose successive symbols according to certain probabilities depending, in
general, on preceding choices as well as particular symbols. ... A physical system,
or a mathematical model of such a system which produces such a sequence of
symbols governed by a set of probabilities, is known as a stochastic process. We
may consider a discrete source, therefore, to be represented by a stochastic pro-
cess. Conversely, any stochastic process which produces a discrete sequence of
symbols chosen from a finite set may be considered a discrete source.?>

Note that sending (and receiving) messages are thus to be viewed as sto-
chastic—not deterministic—processes and that even the constraints on
the message (like syntax in language) are treated as probabilities.

Shannon goes on to explain how the statistical structure of several
examples of discrete information sources can be described “by a set of
transition possibilities p;(j), the probability that letter i is followed by
letter j* (41). By increasing the transition probabilities to higher order
approximations of English—for two, three, and four letters (digram, tri-
gram, and tetragram, respectively), as in Kittler’s example—the symbols
from the discrete source begin to concatenate into strings that constitute
recognizable words. Stochastic processes of this type, Shannon continues,
are known as discrete Markov processes:

The general case can be described as follows: There exist a finite number of
“states” of a system; Sy, S5, ...S,. In addition there is a set of transition possibil-
ities, p;(j), the probability that if the system is in state S; it will go to state S;. To
make this Markoff process into an information source we need only assume that a
letter is produced for each transition from one state to another. (45)

What Shannon doesn’t make clear here is the specific property of the
Markov stochastic process, or chain, namely, that the probability of the
system’s next state depends solely on it current state, therefore making
its previous states irrelevant for predicting subsequent states. In effect,
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the transition matrix that calculates the probabilities for each change of
state is “without memory.” While this property may seem strangely inap-
propriate for describing language, it is actually what allows for a high de-
gree of indeterminacy and freedom while not giving up structure and
predictability.

The reason for these technical details will soon become apparent, but it
should already be evident why Markov chains might be of interest to
Lacan. If the ““discourse of the other” is a discrete information source
(sending messages from the unconscious), then it might indeed exhibit
the character of a Markov process. While at first this might seem un-
likely, in fact G. A. Miller had introduced Markov modeling into certain
areas of psychology in 1952.2¢ We should also recall that Ross Ashby dis-
cussed Markov chains and ‘“Markovian machines” in An Introduction to
Cybernetics (1956).27 Moreover, in the 1950s Markov modeling was
applied successfully to animal learning; in the 1960s, to human concept
learning.?® Lacan’s particular interest, it can be inferred, was twofold.
First, and more generally, without some psychic mechanism of “return”
to earlier states, the process of association in the analytic session would
never lead anywhere. (Freud had simply denied that there was any such
thing as chance in the unconscious.) But could such “returns” reveal a
pattern or even articulate a subjective structure? Could Markov chains,
in revealing a pattern of probabilities, provide a model for understanding
the “discourse of the other,” which is neither random nor simply deter-
mined and therefore not easily predictable? If the effect of a Markov
chain is not unlike the kind of emergent order Lacan had described with
pluses and minuses, then it would seem much more likely. This leads us to
the second aspect of Lacan’s interest. We have already seen how a finite
automaton describes the symbolic order’s functioning in his reading of
Poe’s story. But it turns out that machines that produce languages in this
manner are considered mathematically as finite-state Markov processes.

This convergence—particularly visible in the addenda to the seminar
on “The Purloined Letter” published in Ecrits (44—61) but omitted from
the English version—further emphasizes the heretofore unrecognized
extent to which Lacan’s formulations resonate with “formal language
theory,” which was developing more or less contemporaneously.?® This
new branch of mathematical theory devoted itself to the study of relation-
ships between languages and machines, or theories of grammar on one
side and finite-state machines on the other. The connection with Lacan’s
thought is unmistakable, though it has been missed by scholars so pre-
occupied with the influence of structural linguistics (i.e., Saussure and
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Jakobson) that, like the police in Poe’s story, they have conducted their
search strictly according to a priori assumptions. Not surprisingly, recon-
textualizing Lacan’s seminar in relation to the mathematical formalisms
of information theory and formal language theory produces a different
perspective and a different set of consequences.

It becomes clear that, at least in the early stages of his thought, Lacan
considered the working of the symbolic order not only in terms analogous
to those of a cybernetic circuit but precisely as a circuit that operates as a
finite-state automaton. To be sure, the two examples he provides—the
counting system for the game of odd and even and the syntactical permu-
tations marked by the purloined letter’s passage—are very rudimentary.
However, in the addenda in Ecrits (see 48, 56—57), he includes more com-
plex circular and directional graphs. Like the simpler examples, these
graphs are intended to show how the operation of a “primordial symbol”
can constitute a structure linking “memory to a law.” The fact that
Lacan’s circular and directional graphs closely resemble the transition-
state graphs found in textbooks on computation and automata theory
clearly establishes the extent to which he was thinking of the symbolic
order explicitly in terms of finite-state automata. (These graphs indicate
schematically the sequence of possible transitions from state to state for a
particular machine.) Figures 2.4, 2.5, and 2.6—two of Lacan’s graphs fol-
lowed by a transition diagram from a classic textbook on computation—
should dispel any doubts.3°

It may be useful to “read” and explain one of these graphs. Figure 2.6,
for example, shows all the possible transitions for a finite automaton with
four states (qo, q1, q2, and q3) that takes a string of 1s and Os as input.
Starting in its initial state (qg), if the first digit is 1, the automaton moves

Figure 2.4 )
Lacan’s first directed graph. Jacques Lacan, “Le séminaire sur ‘La lettre volée,”” in Ecrits
(Paris: Editions du Seuil, 1966), 48.



The In-Mixing of Machines 87

100 110

Y { ooo 0 o
001 oIl
8 3

Figure 2.5
Lacan’s second directed graph. Jacques Lacan, “Le séminaire sur ‘La lettre volée,”” in Ecrits
(Paris: Editions du Seuil, 1966), 57.

Figure 2.6

Transition diagram of a finite automaton. John E. Hopcroft and Jeffrey D. Ullman, Intro-
duction to Automata Theory, Languages and Computation (Reading, Mass.: Addison-
Wesley, 1979), 16.
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to the q; state; if 0, it moves to qz. Once in the q; state, if the next digit is
1, it moves back to the initial state; if a 0, it moves to qs. If, however, it is
at q; and the next digit is 1, it moves to qs; if it is 0 it moves back to the
initial state. Continuing in this manner, we can see that certain input
strings will advance the automaton through all of its states, either clock-
wise or counterclockwise. Some, however, will not. The input 1101, for
example, will leave the machine hanging in state q3. This sequence of Os
and 1s, therefore, is not an “acceptable” input. Although it can be proved
mathematically, simple trial and error will confirm that this finite autom-
aton will accept all strings of 1s and Os in which the number of both is
even, since then control of the automaton will start at the initial state qo
and be returned to it. This property allows the machine to be used, for
example, to check a symbol string for parity.

Another consequence of the influence of automata theory on Lacan
bears on the relationship between the symbolic order and natural lan-
guage, a relationship that Lacan addresses in cybernetic terms in his
paper presented to the Société frangaise de psychanalyse. Before turning
to the paper, it should be noted that in the seminar Lacan never identifies
the symbolic order with language itself; rather, he understands the sym-
bolic order as operating within or by means of language, in and by means
of specific circuits of discourse in which signs of recognition or exchange
are passed or not passed. Importantly, the operations of the symbolic
order are never confused with or reduced to the operations of language.
The idea that the distinction between the two must be rigorously preserved
may have come from several sources, including number theory and Lévi-
Strauss’s work on structure and symbolic function in primitive societies.
In any case, it is clear that the autonomy of the symbolic function—the
key theme of the seminar—required a new conceptual framework for its
full elucidation, and Lacan found it in the discourse of cybernetics and
the new information machines. Indeed, it can be inferred that it was
Lacan’s familiarity with finite-state automata that enabled him to under-
stand that simple information machines were not unlike simple restricted
languages with a limited set of functions, in contrast to natural languages,
whose full expressive powers enable them to be used for multiple pur-
poses. Lacan presumably concluded that the workings of the symbolic
order could be fully described by the grammar of a finite-state automa-
ton, whereas natural language required a higher and more powerful
grammar.>!

We owe the scientific demonstration of this insight to Noam Chomsky,
who begins Syntactic Structures (1957) from within the same newly
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emerging context of information processing and formal language theory
on which Lacan implicitly draws and to which Chomsky had already
contributed groundbreaking work on different types of formal gram-
mars.3? Chomsky asks what sort of grammar is necessary to generate
all the sequences of morphemes that constitute grammatical English
sentences—and only these. The “familiar communication theoretic model
of language,” by which he means Shannon’s model in The Mathematical
Theory of Communication, suggests a way to find the answer:

Suppose that we have a machine that can be in any one of a finite number of dif-
ferent internal states, and suppose that this machine switches from one state to an-
other by producing a certain symbol (let us say, an English word). One of these
states is an initial state; another is a final state. Suppose that the machine begins
in the initial state, runs through a sequence of states (producing a word with each
transition), and ends in the final state. Then we call the sequence of words that has
been produced a “sentence.” Each such machine thus defines a certain language;
namely, the set of sentences that can be produced in this way. Any language that
can be produced by a machine of this sort we call a finite state language; and we
can call the machine itself a finite state grammar.>?

Chomsky then supplies a state-transition diagram for the two sentences
“the man comes” and ‘“‘the men come” (figure 2.7). Each node in the
diagram corresponds to an internal state of the machine. The sequence
of possible state-transitions ensures that if the singular subject man is
chosen, then so is the singular verb form comes. Each state-transition
thus limits the choice of the succeeding word or morpheme, and the se-
quence of possible transitions from one state of the machine to another
determines a grammar. Of course, to adopt this conception of language
entails our viewing the speaker as a type of machine, at least as a sub-
ject with this type of machine in his or her head, and Chomsky indispu-
tably does (Syntactic Structures, 20).

Figure 2.7
Chomsky’s state-transition diagram for the two sentences ‘“‘the man comes” and “‘the men
come.” Noam Chomsky, Syntactic Structures (The Hague: Mouton, 1957), 18-19.
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Machines that generate languages in this manner are known as finite-
state Markov processes, which constitute the simplest type of finite-state
grammar that can generate an infinite number of sentences. But Chomsky
demonstrates that this type is not adequate for generating English sen-
tences, which require a more powerful kind of grammar—specifically,
a phrase-structure grammar that allows the embedding of subordinate
phrases. However, this type too turns out to be inadequate, and Chomsky
is forced to conceptualize a transformational grammar that will allow one
type of phrase structure to be transformed into another according to “‘re-
write rules,” which then yields the linguistic theory for which he is justly
famous.

In addition to making explicit the difference between a relatively simple
finite-state grammar and the more complex grammar of natural lan-
guages like English—a difference, I have argued, that is tacitly operative
in Lacan’s theory of the symbolic order as a finite-state grammar or
automaton—Chomsky shows very clearly how formal theories of lin-
guistic grammar are closely related to information machines. In “Three
Models for the Description of Language,” which provides the theoretical
basis for Syntactic Structures, Chomsky conceives of language as either a
finite or infinite set of sentences, each of finite length, all constructed from
a finite alphabet of symbols. As the first step in the analysis of a language,
he assumes that all sentences can be or already have been represented by
a finite system of representation; in fact, they are represented as messages,
in the information theoretical sense. As a matter of nomenclature, then:
“If A is an alphabet, we shall say that anything formed by concatenating
the symbols of A is a string in A. By a grammar of the language L
we mean a device of some sort that produces all of the strings that are
sentences of L and only these” (106). (Here ‘“device” simply means a
machine or automaton for generating symbol strings.) Different types of
automata (or grammars) are distinguished by the type or configuration
of symbol string they can recognize and generate. For a machine this is
determined by the transition rules that define how the machine changes
from one state to another after receiving a given symbol string as input.
(As we saw above, certain symbol strings are not acceptable, since they
would leave the machine hanging in an intermediary state rather than
moving it to a final state or returning it to a previous state.) As in Chom-
sky’s example above, in defining an automaton’s possible sequence of
states, these transition rules articulate a corresponding syntax, or gram-
mar. More complex machines have a larger set of possible transition
states, as well as a memory that allows them to transform or rewrite
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many more types of symbol strings into new or equivalent strings. They
can therefore recognize and generate symbol strings with a more complex
grammar.

In demonstrating that a finite-state automaton generating Markov
strings is inadequate for modeling English grammar and that more com-
plex types of automata like Turing machines are necessary for modeling
natural and other “higher” types of language, Chomsky made an essen-
tial contribution not only to linguistics and formal language study but
also to the theory of computation. In 1959 he proposed the following
classification scheme of languages (or grammars) and their corresponding
automata:

regular languages finite automata
context-free languages pushdown automata
context-sensitive languages linear bounded automata
recursively enumerable languages Turing machines®*

Usually referred to the as Chomsky hierarchy, the scheme indicates an or-
der of correlational complexity: as the grammar increases in complexity,
so does the computational power of the corresponding automaton; con-
versely, as the computational power increases, so does the complexity of
the possible orders, or grammar, of the symbol strings that it can recog-
nize and generate. Building on this and related research, the field of au-
tomata theory deals with such topics as: “(1) Given a grammar, what is
the simplest structure of a machine which will examine input strings and
determine which ones are sentences in the language specified by the gram-
mar? (2) Given a machine, find a grammar which describes the set of
strings ‘accepted’ by the machine.”> While these kinds of problems are
obviously far more technical than the questions posed by Lacan and indi-
cate a fairly advanced stage of automata theory, they nevertheless provide
both the fullest context for and an unforeseen confirmation of his intu-
ition that the “world of the symbolic is the world of the machine.”

A Conjectural Science Redefines the Real

At the opening of his lecture “Psychoanalysis and Cybernetics,” Lacan
announces, ‘“To understand what cybernetics is all about one must look
for its origin in a theme, so crucial for us, of the signification of chance”
(296). But rather than take up the signification of chance directly, Lacan
turns to a related concern: the relationship of cybernetics to the real. By
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the real, Lacan initially means what is always to be found in the same
place, like the fact that at the same hour and date the same constellation
of stars will always appear in the sky. This sense of the real, he asserts,
has always been the provenance of science. But cybernetics introduces a
new and different kind of science, a conjectural science concerned with
the articulation of place as such, regardless of what does or doesn’t come
to occupy it. (Theorists today would simply call this structuralism.)

By way of explanation, Lacan asks us to consider the opening and clos-
ing of a door. As that which opens or closes one space in relation to
another, a door marks an obvious threshold and as such serves an inher-
ently symbolic function. But whether it opens onto the real or the imagi-
nary, Lacan says, we don’t quite know, because ‘“‘there is an asymmetry
between the opening and closing—if the opening of the door controls ac-
cess, when closed, it closes the circuit” (302). Lacan thus playfully super-
imposes onto the familiar function of the door its function as a “logic
gate,” which is a device—usually part of an electronic circuit—used to
implement logical and other computational functions. When a gate is
closed, there is flow of an electric current; when open, there is not. In
this way the presence or absence of electrical flow (i.e., a voltage poten-
tial) digitally encodes a “bit” of information: closed or open, on or off, 1
or 0. There are several types of these gates. In an AND gate both of the
two input circuits must be closed for the output circuit to be closed and
thus for current to pass; in an OR gate only one of the two input circuits
has to be closed; in the more complex XOR gate the circuit is closed if
and only if the two inputs are not the same (i.e., one is closed and the
other open). Gates are also combined to produce an invert function, in
which one circuit is closed if and only if the other is open, and vice versa.
By combining logic gates in multiple arrays, Boolean functions can be
implemented, mathematical operations like addition and multiplication
can be calculated, and information can be stored.3®

In the lecture, Lacan reproduces the logic tables of OR, AND, and
XOR gates, using the binary language of Os and 1s. (He could just as
easily have used the Boolean values true and false.) These tables appear
in figure 2.8, with their proper names underneath. (The possible combi-
nations of the two input circuits are indicated in the two columns on the
left, the result in the output circuit on the right.)

Curiously, Lacan omits the proper names for these gates and doesn’t
bother to explain how they function; he merely states that the XOR gate
is of “considerable interest” (303), without explaining why. (In fact, all of
the Boolean functions can be derived from the XOR function, which is
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00:0 00:0 00:0
01 1 01 0 01 1
10 1 1 0:0 10 1
11 1 11 1 11 0
OR gate AND gate XOR gate
Figure 2.8

Logic tables.

not true of the AND and OR functions.) Yet Lacan does provide all he
deems necessary to show how circuits of these doors instantiate the tying
of the real to a syntax, which then allows a symbolic order to emerge.
Since the real is precisely that which admits of no absence—in the real
nothing is ever missing from its place—the symbolic order is first of all a
succession of presences and absences or, as he later puts it, “of presence
on a background of absence, of absence constituted by the fact that a
presence can exist” (313). There can be no doubt about what this means:
“Once we have the possibility of embodying this 0, this 1, the notation of
presence and absence, in the real, embodying it in a rhythm, a fundamen-
tal scansion, something moves into the real, and we are left asking
ourselves—perhaps for not very long, but after all some substantial minds
are doing so—whether we have a machine that thinks” (303-304).

One substantial mind, Alan Turing, had addressed this very question
only a few years earlier. In “Computing Machinery and Intelligence,” he
argued that there is no compelling reason why machines should not be
able to think and proposed what became well known as the Turing test
for determining whether a particular machine can simulate human-level
intelligence.®” Surprisingly, Lacan takes the question of whether or not
the machine really thinks—since humans make the machine, it can only
do what they program it to do—as an occasion for play. We know that
the machine doesn’t think, he adds; but if the machine doesn’t think,
then neither do we, since when we think we are following the very same
procedures as the machine. (Turing argues conversely: when broken
down into steps, each part of his own reasoning process can be duplicated
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by a machine.) In any case, what is truly important about these new
machines, Lacan asserts, is that they provide the means by which

the chain of possible combinations of the encounter can be studied as such, as an
order which subsists in its rigor, independently of all subjectivity. Through cyber-
netics, the symbol is embodied in the apparatus—with which it is not to be con-
fused, the apparatus being just its support. And it is embodied in it in a literally
trans-subjective way. (304)

Presciently, here Lacan attributes to cybernetics an idea that will later
become a cornerstone of research in artificial intelligence, namely, Newell
and Simon’s physical symbol system hypothesis.>® According to this hy-
pothesis, symbol-processing devices do not depend for their operation on
the nature of their material substrate; hence they operate equally well in
either a digital computer or a human brain. Though symbols are tied to
material counters, their operations are not reducible to the physical laws
that govern the behavior of the latter. What does govern their behavior is
the syntax of symbolic logic, which George Boole called the “language of
thought.” As Lacan implies in the lecture, this autonomization of the
symbol, that is, its being set free from the constraints of nature (the phys-
ical laws of matter and energy), is at the heart of the symbolic function
and its relationship to the real.

In contrast to phenomena of nature, which