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New Features in This Guide

Note: Be sure to read the release notes for the SGI® InfiniteStorage Software Platform,
your specific CXFS™ software platforms, and the late-breaking caveats pages on
Supportfolio™ to learn about any changes to the installation and configuration
procedures.

This guide includes the following changes:

= Support for SUSE® Linux® Enterprise Server 11 Service Pack 1 (SLES 11 SP1) on
server-capable administration nodes

= Attributes in cxf s_admi n that let you specify a list of values can now also take
the + and - symbols to specify items to add or remove (first added in CXFS 6.1).
The symbol must precede the list. For example, for the nodes attribute to the
nodi f y command:

— nodes=entirelist to specify the entire list of nodes that can mount the
filesystem, given as a comma-separated list; you must include the
server-capable administration nodes in this list.

— nodes=+additionalnodes to specify additional (+) nodes that can mount the
filesystem, which will be added to the current list.

— nodes=- removednodes to specify which nodes that were previously allowed to
mount the filesystem but should now be prevented (- ) from mounting the
filesystem.

Note: The +/ - symbols are not applicable in prompting mode.

See "Syntax of Commands within cxf s_admni n" on page 227. For an example, see
"Create or Modify a CXFS Filesystem with cxf s_admni n" on page 267.

= Clarification that if a path used for XVM failover V2 is not present, none of the
attributes assigned to it in the f ai | over 2. conf file will take effect. See
"f ai | over 2. conf File Concepts" on page 340.

= Support for XVM block sizes of greater than 512 bytes for Linux nodes running
the 2.6.32 or later kernel.



New Features in This Guide

Appendix H, "nkf s Options and CXFS" on page 523

Changes to cl conf _i nf o status terminology:

Old Term New Term
| nacti ve Di sabl ed
DOAN | nacti ve
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About This Guide

This guide documents CXFS™ 6.0 clustered version of XFS® filesystem software
running on a storage area network (SAN). It assumes that you are already familiar
with the XFS filesystem and you have access to the XVVM Volume Manager
Administrator’s Guide.

You should read through this entire book, especially Chapter 15, "Troubleshooting" on
page 381, before attempting to install and configure a CXFS cluster.

Related Publications
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For information about this release, see the following release notes:
= SGI InfiniteStorage Software Platform (ISSP): README. t xt
e CXFS:

- README _CXFS_GENERAL. t xt

- README_CXFS_LI NUX. t xt

- README_CXFS_MACOSX. ht mi

- READVE_CXFS_W NDOWS. ht i

The following documents contain additional information:

DMF 5 Administrator’s Guide for SGI InfiniteStorage

CXFS 6 Client-Only Guide for SGI InfiniteStorage

= SGI Foundation Software 2.2 Start Here

= Linux Configuration and Operations Guide

e XVM Volume Manager Administrator’s Guide

= The user guide and quick start guide for your hardware
= NIS Administrator’s Guide

= Personal System Administration Guide
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« Performance Co-Pilot for Linux User’s and Administrator’s Guide
e SGI L1 and L2 Controller Software User’s Guide

The following man pages are provided on CXFS server-capable administration nodes:

XXXViii

Man Page Software Product

cbeuti | (8) cluster_adm n
cdbBackup(8) cluster_adm n

cdbRest or e(8) cluster_adm n
cdbconfi g(8) cluster_admin

cdbuti | (8) cluster_adm n
cnmond(8) cluster_adm n

cns_f ai | conf (8) cl uster_services
cms_i ntervene(8) cl uster_control
crsd(8) cl uster_services
cxfslicense(8) cluster_admin
cxfs_adm n(8) cxfs_adm n
cxfs-config(8) cxfs_util

cxf sdunp(8) cxfs_util

cxf sngr (8) sgi - sysadm cxfs-client
cxfscp(l) cxfs_util

f s2d(8) cluster_adm n

xvm(5) cxfs-xvm cnds

xvm8) cxfs-xvm cnds

xvmgr (1) sgi - sysadm xvm cl i ent
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Obtaining Publications

Conventions
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You can obtain SGI documentation as follows:

See the SGI Technical Publications Library at http://docs.sgi.com. Various formats
are available. This library contains the most recent and most comprehensive set of
online books, man pages, and other information.

The / docs directory on the ISSP DVD or in the Supportfolio™ download
directory contains the following:

— The ISSP release note: / docs/ README. t xt
— Other release notes: / docs/ READVE_NAME. t xt

— A complete list of the packages and their location on the media:
/ docs/ RPMS. t xt

— The packages and their respective licenses: / docs/ PACKAGE LI CENSES. t xt

The release notes and manuals are provided in the noar ch/ sgi -i sspdocs RPM
and will be installed on the system into the following location:

/usr/ shar e/ doc/ packages/ sgi - i ssp- ISSPVERSION/ TITLE

You can view man pages by typing nan title at a command line.

Note: The external websites referred to in this guide were correct at the time of
publication, but are subject to change.

This guide uses the following terminology abbreviations:

Linux refers to the supported distribution of Linux defined in the CXFS release
notes

Windows refers to Microsoft Windows 2000, Microsoft Windows 2003, Microsoft
Windows XP, and Microsoft Windows Vista

The following conventions are used throughout this document:

XXXIX
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xl

Convention

comand

variable

user input

[]

GUI element

<TAB>

server - adni n#

client#
MDSH
#

specificnode#

Meaning

This fixed-space font denotes literal items such as
commands, files, routines, path names, signals,
messages, and programming language structures.

Italic typeface denotes variable entries and words or
concepts being defined.

This bold, fixed-space font denotes literal items that the
user enters in interactive sessions. (Output is shown in
nonbold, fixed-space font.)

Brackets enclose optional portions of a command or
directive line.

This bold font denotes the names of graphical user

interface (GUI) elements, such as windows, screens,
dialog boxes, menus, toolbars, icons, buttons, boxes,
and fields.

Represents pressing the specified key in an interactive
session

In an example, this prompt indicates that the command
is executed on a server-capable administration node

In an example, this prompt indicates that the command
is executed on a client-only node

In an example, this prompt indicates that the command
is executed on an active metadata server

In an example, this prompt indicates that the command
is executed on an any node

In an example, this prompt indicates that the command
is executed on a node named specificnode or of node
type specificnode

This guide uses Windows to refer to both Microsoft Windows 2000 and Microsoft
Windows XP nodes when the information applies equally to both. Information that
applies to only one of these types of nodes is identified.
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Reader Comments

If you have comments about the technical accuracy, content, or organization of this
publication, contact SGI. Be sure to include the title and document number of the
publication with your comments. (Online, the document number is located in the
front matter of the publication. In printed publications, the document number is
located at the bottom of each page.)

You can contact SGI in any of the following ways:
= Send e-mail to the following address:
techpubs@sgi.com

= Contact your customer service representative and ask that an incident be filed in
the SGI incident tracking system.

= Send mail to the following address:

SGI

Technical Publications
46600 Landing Parkway
Fremont, CA 94538

SGI values your comments and will respond to them promptly.
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Chapter 1

What is CXFS?
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Introduction to CXFS ™

This chapter discusses the following:

"What is CXFS?" on page 1

"Comparison of XFS® and CXFS" on page 3

"Comparison of Network and CXFS Filesystems" on page 7

"Cluster Environment Concepts" on page 10

"CXFS Interoperability With Other Products and Features" on page 30

"Hardware and Software Requirements for Server-Capable Administration Nodes"
on page 36

"CXFS Software Products Installed on Server-Capable Administration Nodes" on
page 38

"CXFS Tools" on page 40

CXFS is clustered XFS®, a parallel-access shared clustered filesystem for
high-performance computing environments. CXFS allows groups of computers to
coherently share XFS filesystems among multiple hosts and storage devices while
maintaining high performance. CXFS runs on storage area network (SAN) RAID
storage devices, such as Fibre Channel. A SAN is a high-speed, scalable network of
servers and storage devices that provides storage resource consolidation, enhanced
data access, and centralized storage management.

CXEFS filesystems are mounted across the cluster by CXFS management software. All
files in the filesystem are available to all hosts (called nodes) that mount the filesystem.
All shared filesystems must be built on top of cluster-owned XVM volumes.

CXFS provides a single-system view of the filesystems; each host in the SAN has
equally direct access to the shared disks and common pathnames to the files. CXFS
lets you scale the shared-filesystem performance as needed by adding disk channels
and storage to increase the direct host-to-disk bandwidth. The CXFS shared-file
performance is not limited by LAN speeds or a bottleneck of data passing through a
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centralized fileserver. It combines the speed of near-local disk access with the
flexibility, scalability, and reliability of clustering.

To provide stability and performance, CXFS uses a private network and separate
paths for data and metadata (information that describes a file, such as the file’s name,
size, location, and permissions). Each request is handled in a separate thread of
execution, without limit, making CXFS execution highly parallel.

CXFS provides centralized administration with an intuitive graphical user interface
(GUI) and command-line interface. See "CXFS Tools" on page 40.

CXFS provides full cache coherency across heterogeneous nodes running multiple
operating systems. CXFS supports:

= Server-capable administration nodes running the SUSE® Linux® Enterprise Server
(SLES) operating system and SGI® Foundation Software, as documented in the
ISSP release note. Also see "Hardware and Software Requirements for
Server-Capable Administration Nodes" on page 36.

= Client-only nodes running any mixture of the following operating systems:
- Apple® Mac OS X®
— Red Hat® Enterprise Linux® (RHEL)
— SUSE Linux Enterprise Server (SLES)
- Microsoft® Windows®

See the CXFS release notes for the supported kernels, update levels, and service pack
levels. For additional details about client-only nodes, see the CXFS 6 Client-Only
Guide for SGI InfiniteStorage.

CXFS provides the following high-availability (HA) features:
= Replicated cluster database

= XVM path failover (failover version 2)

= Server failover

= Network failover

You can use the supported high-availability (HA) product in conjunction with CXFS
to failover associated applications. See "Highly Available Services" on page 31.
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Comparison of XFS ® and CXFS

CXFS uses the same filesystem structure as XFS. A CXFS filesystem is initially created
using the same nkf s command used to create standard XFS filesystems.

This section discusses the following:

= "Differences in Filesystem Mounting and Management" on page 3

= "Supported XFS Features" on page 4

= "When to Use CXFS" on page 6

= "Performance Considerations" on page 6

Differences in Filesystem Mounting and Management
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The primary difference between XFS and CXFS filesystems is the way in which
filesystems are mounted and managed:

e In XFS:

XFS filesystems are mounted with the mount command directly by the system
during boot via an entry in the / et ¢/ f st ab file.

An XFS filesystem resides on only one host.

The / et c/ f st ab file contains static information about XFS filesystems. For
more information, see the f st ab(5) man page.

e |In CXFS:

CXFS filesystems are mounted using the CXFS graphical user interface (GUI)
or the cxf s_admi n command. See "CXFS Tools" on page 40.

A CXEFS filesystem is accessible to those nodes in the cluster that are defined to
mount it. CXFS filesystems are mounted across the cluster by CXFS
management software. All files in the CXFS filesystem are visible to those
nodes that are defined to mount the filesystem.

One node coordinates the updating of metadata on behalf of all 