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ABSTRACT
In this paper we present a photometry-based approach to the digital
documentation of cultural artifacts. Rather than representing an ar-
tifact as a geometric model with spatially varying reflectance prop-
erties, we instead propose directly representing the artifact in terms
of its reflectance field – the manner in which it transforms light
into images. The principal device employed in our technique is a
computer-controlled lighting apparatus which quickly illuminates
an artifact from an exhaustive set of incident illumination direc-
tions and a set of digital video cameras which record the artifact’s
appearance under these forms of illumination. From this database
of recorded images, we compute linear combinations of the cap-
tured images to synthetically illuminate the object under arbitrary
forms of complex incident illumination, correctly capturing the ef-
fects of specular reflection, subsurface scattering, self-shadowing,
mutual illumination, and complex BRDF’s often present in cultural
artifacts. We also describe a computer application that allows users
to realistically and interactively relight digitized artifacts.

Categories and subject descriptors: I.2.10 [Artificial Intel-
ligence]: Vision and Scene Understanding - intensity, color, pho-
tometry and thresholding; I.3.7 [Computer Graphics]: Three-
Dimensional Graphics and Realism - color, shading, shadow-
ing, and texture; I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism - radiosity; I.4.1 [Image Processing and
Computer Vision]: Digitization and Image Capture - radiometry,
reflectance, scanning; I.4.8 [Image Processing]: Scene Analysis
- photometry, range data, sensor fusion. Additional Key Words
and Phrases: image-based modeling, rendering, and lighting.

1 Introduction
Creating realistic computer models of cultural artifacts can aid their
study by remote parties as well as serve as an improved record of the
artifact for archival purposes. While a photograph faithfully records
an artifact’s appearance from a single point of view in a particular
lighting environment, it can be far more informative to be able to
see the artifact from any angle and in any form of lighting - allowing
a scholar to give it greater scrutiny as well as the general observer
to see the artifact in its natural environment.
The standard computer model of a cultural artifact consists of a

geometric surface model covered by a texture map which represents
the artifact’s spatially varying diffuse reflectance properties. Some-
times, a specular component is added to render the shininess shini-
ness, often set to a single representative value for the object. An
artifact’s geometry is most commonly acquired using active sens-
ing such as laser scanning or structured light, and the texture maps
are usually constructed using a simplified form of reflectometry:
lighting the object from a known direction with a calibrated light
source, and then, using an estimate the object’s surface orientation,
determining the spatially varying albedo of the object. This basic
approach has produced numerous high-quality records and render-
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ings of cultural artifacts such as statues, vases, and interior environ-
ments.
Unfortunately, this traditional approach is difficult to apply to

a large class of cultural artifacts – ones that exhibit complex re-
flectance properties such as anisotropy or iridescence, ones that ex-
hibit significant self-shadowing or mutual illumination, ones that
exhibit significant subsurface reflection, objects that are highly
specular or translucent, and objects with intricate surface geome-
try. We can illustrate these difficulties with several examples:

A fur headband would be difficult to digitize since it does
not have a well-defined surface – the stripe of a laser scanner
or video projector would scatter through the fur rather than
drape over it, and the surface reconstruction algorithm would
have difficulty reconstructing a surface from the data. Even
if the fur headband’s geometry could be captured, it could
be impractical to represent the geometry of tens of thousands
of individual hair segments, and to subsequently realistically
render the effects of this fur being illuminated. Similar chal-
lenges exist for digitizing many types of clothing as well as
for human hair.
A small jade sculpture would exhibit significant subsurface
scattering - light hitting it from behind would cause it light
up from the front, and light striking the front would pene-
trate the surface a considerable distance. This could compli-
cate the range scanning process, but would pose an even more
significant problem for reflectometry: current techniques nei-
ther estimate nor represent subsurface scattering properties of
an object. A computer rendering of the jade sculpture might
more closely resemble painted green rock than luminous jade.
An intricately carved ivory sculpture with complex internal
geometry would be challenging to digitize due to both signif-
icant self-shadowing and mutual illumination. Scanning its
geometry would be complicated by the self-shadowing; nar-
row crevices are difficult to record with triangulation-based
scanning methods in which each surface point must be visible
to both the source of light and the image sensor. Furthermore,
the complexity of the geometry could complicate the range
map merging process, which works best when there are rel-
atively coherent surface sections. Mutual illumination – the
fact that light will bounce between surfaces inside the object’s
reflective concavities – would complicate the reflectometry
stage since it becomes very difficult to reliably control the il-
lumination incident on any particular surface. The significant
mutual illumination will also complicate rendering, requiring
expensive global illumination algorithms to produce images
that correctly replicate the appearance of the original object.
A polished silver necklace, encrusted with rubies, diamonds,
and abalone, would also be difficult to digitize. The low dif-
fuse reflectance of the silver and the internal reflections and
refractions in the rubies and diamonds would make geometry
capture with structured light or laser scanning impractical. It
would be hard to measure the reflectance of the reflective sur-
faces since most reflectometry techniques are better suited to
materials with a significant diffuse reflection component. The
translucence of the rubies and diamonds would make model-
ing their reflection characteristics difficult, and the reflectance



of the irridescent abalone would be too complex to represent
with most currently available reflectance models.

In summary, a large class of cultural artifacts exhibiting complex
geometric and reflectance properties cannot be effectively digitized
using currently available techniques. This poses a significant prob-
lem for the application of computer graphics to cultural heritage, as
many of the materials and designs used by craftspeople and artisans
are specifically chosen to have complex geometry or to reflect light
in interesting ways.
In this paper, we show that an alternative approach based on cap-

turing reflectance fields [4] of cultural artifacts can acquire, repre-
sent, and render any of the above artifacts just as easily as it could
a clay jug or granite statue, with simple acquisition and rendering
processes, and can produce photorealistic results. The technique is
data intensive, requiring thousands of photographs of the artifact,
and as currently applied allows only for relatively low-resolution
renderings. As such we discuss its advantages and disadvantages
over current techniques as well as potential hybrid methods.
In our proposed technique the artifact is photographed under a

dense sampling of incident illumination directions from a dense ar-
ray of camera viewpoints. The device we use to acquire this dataset
is a light stage consisting of a semicircular rotating arm with an
array of strobe lights capable of illuminating an object placed at
its center from up to a thousand different directions covering the
entire sphere of incident illumination. Images taken with digital
cameras are compressed together into a single multi-dimensional
dataset comprising the object’s reflectance field [4], which charac-
terizes how the object transforms incident illumination into radiant
imagery. Renderings of the object can then be created under any
form of illumination - such as the light in a forest, a cathedral, a
museum, or in a candlelit hut, by taking linear combinations of
the images in the reflectance field dataset. No geometric model
of the object is required, and the resulting renderings capture the
full complexity of the object’s interaction with light, including self-
shadowing, mutual illumination, subsurface scattering, and translu-
cency, as well as non-lambertian diffuse and anisotropic specular
reflection.
In this paper we apply this process to a number of Native Amer-

ican cultural artifacts including an otter fur headband, a feathered
headdress, an animal-skin drum, and several pieces of neckwear
and clothing. We show these artifacts illuminated by several real-
world natural lighting environments, and describe a software pro-
gram for interactively re-illuminating artifacts in real time. We also
describe the reflectance field capture process and the equipment in-
volved. We also propose using view interpolation to extrapolate a
discrete set of original viewpoints to of an artifact to arbitrary novel
viewpoints in conjunction with the reflectance field capture tech-
nique.
The central contribution of this paper is to demonstrate that the

reflectance field capture technique, introduced in the context of
rendering human faces in [4], provides particular advantages over
current digitization techniques when applied to cultural artifacts.
Since artifacts can have stronger specular components than human
skin, we also show that capturing shiny artifacts requires the ac-
quisition of high dynamic range [5] reflectance field image data.
We present an interactive program for visualizing re-illuminated re-
flectance fields, and suggest how view interpolation could be used
to continuously vary the viewpoint of an artifact from a discretely
sampled set of viewpoints. Finally, we suggest improvements to
the light stage apparatus specifically for acquiring complete view-
independent models of cultural artifacts.

2 Background and Related Work
Current leading techniques for digitizing three-dimensional cultural
artifacts involve acquiring multiple range scans of the artifact, as-

sembling them into a complete geometric surface model, and then
using a form of reflectometry to derive lighting-independent texture
maps for the artifact’s surfaces.
Range scans are acquired most commonly through laser-stripe

scanning, by projecting patterns of light from a video projector,
or through illumination-assisted stereo correspondence. Individ-
ual range scans can be aligned to each other using Iterated Clos-
est Points (ICP) algorithm [23] and merged using either polygon
zippering [19] or volumetric range merging [2]. A sampling of re-
cent projects which have used these techniques to derive geomet-
ric models of cultural artifacts are IBM Watson’s Florentine Pieta
Project [17], Stanford’s Digital Michelangelo Project [11], Elec-
tricit de France’s Cosquer cave (1994) and Colossus of Ptolemy
(1997) projects, the Canadian National Research Council’s museum
artifact scanning work [1], and work to scan vases [16] at the Isti-
tuto di Elaborazione dell Informazione in Pisa.
Reconstructing an artifact’s appearance - not just its geometry

- is the second stage of the digitizing process. Some techniques
(e.g. [6], [22]) directly project photographs of the object onto the
artifact’s geometry to form diffuse texture maps; this technique has
the advantage that the renderings will exhibit realistic, pre-rendered
shading effects including self-shadowing and mutual illumination,
but have the disadvantage that the lighting is fixed according to the
conditions in the original imagery. For environments it is some-
times acceptable to have static lighting; for artifacts static lighting
is generally less acceptable since the directions of incident illumi-
nation on an artifact change as the artifact is rotated and there is
often a desire to visualize an artifact as it would be seen in different
illumination environments.
Deriving lighting-independent texture maps for artifacts has

been done in several projects. One set of techniques lights an ob-
ject from one or more directions and uses the geometric model to
estimate the surface’s diffuse albedo for all points on the surface.
[13] solved for the spatially varying diffuse reflectance properties
across a diffuse object using different lighting and observation di-
rections. Related techniques are used in [17] and [11] to derive
illumination-independent texture maps for marble statues. [1] uses
the intensity return of its collimated tri-colored laser scanner to de-
rive color lighting-independent texture maps. Recovering specular
object properties has been investigated in [18].
These current techniques have produced excellent 3D models of

artifacts with well-defined surface geometry and generally diffuse
reflectance characteristics. However, these current techniques for
model acquisition are difficult or impossible to apply for a large
class of artifacts exhibiting complex surface microstructure, spa-
tially varying specular reflection, complex BRDFs, translucency,
and subsurface scattering. As a result, artifacts featuring silver,
gold, glass, fur, cloth, jewels, jade, leaves, or feathers are very chal-
lenging to accurately digitize and to convincingly render.
Recent work [4] building upon related image-based render-

ing techniques [9, 15, 21] presented a technique for creating re-
lightable computer models of human faces without explicitly mod-
eling their geometric or reflectance properties. Instead, the face
was illuminated from a dense array of incident illumination and
a set of digital images were captured to represent the face’s re-
flectance field. The images from the face’s reflectance field were
then combined together in order to produce images of the face un-
der any form of illumination, including lighting environments cap-
tured from the real world as in [3]. [12] applied this technique
in rendering cultural artifacts exhibiting diffuse reflectance proper-
ties. In this paper, we show that this technique can be applied to
the digitization of cultural artifacts exhibiting any geometric or re-
flectance properties including those that are traditionally difficult
to model and render. We discuss issues which arise in applying
these techniques to capturing cultural artifacts, including the need
to acquire image data sets using high dynamic range photography



[5] to properly capture and render specular highlights. We further-
more describe an interactive lighting tool that allows artifacts to be
re-illuminated by a user in real time, and propose image-based ren-
dering techniques that will allow an artifact to be manipulated in
3D as well as being arbitrarily illuminated. In this work we use a
collection of Native American clothing and jewelry to demonstrate
the possibilities of the technique.

3 Dataset Acquistion

Figure 1: The Light Stage illuminates an artifact (center) from a
dense array of incident illumination directions as its appearance is
recorded by high-speed digital video cameras (one can be seen in
the upper left). This quarter-second photographic exposure shows
several of the lights on at once although only one strobe light flashes
at any given time.

The data acquisition apparatus used in this work consists of a
semicircular arm three meters in diameter that rotates about a verti-
cal axis through its endpoints. Attached to the arm are twenty-seven
evenly spaced xenon strobe lights, which fire sequentially at up to
200 Hz as the arm rotates around the subject. The arm position and
strobe lights are computer-controlled allowing the strobes to syn-
chronize with high-speed video cameras. We have used two mod-
els of high-speed video cameras in this work. The first is the Uniq
Vision UC-610; it has a single image sensor of 660 by 494 pixels
and can run asynchronously at up to 110 frames per second, pro-
ducing digital output to the computer. The second camera is a Sony
DXC-9000, which has separate 640 480 image sensors for red,
green, and blue channels and which runs progressively at 60 frames
per second. The Sony camera produces sharper images and more
vibrant colors, although it has analog video output which must be
digitized by the computer.
Figure 1 shows the light stage capturing the reflectance field of

a Lakota Native American headdress; the capture process takes ap-
proximately fifteen seconds to acquire 1,728 images of the artifact.
The 1,728 images are arranged as an array of 64 directions of lon-
gitude corresponding to the rotation of the arm and 27 directions
of latitude corresponding to the individual strobe lights. An alter-
native low-cost light stage apparatus presented in [4] consists of a
single traditional light source on a two-axis rotation mechanism that
spirals around the artifact, beginning at the north pole and spiraling
down along the surface of a sphere to the south. This alternative de-
vice is less expensive to construct, but the device we present in this
current paper allows the lights to be positioned with greater preci-
sion and repeatability and the datasets to be acquired significantly
more rapidly, and with much less work.

Figure 2 shows a captured reflectance field dataset of the head-
dress. Images near the top of the figure are illuminated from above;
images in the center of the figure are illuminated from straight for-
ward, and to the right of the center are illuminated from the right.
Images at the far left and right of the figure are actually illuminated
from various directions behind the artifact; these images are im-
portant to capture since they show light grazes along the sides of
the artifact and shines through the artifact’s translucent areas. The
actual dataset taken by the apparatus is considerably higher resolu-
tion; the figure shows just every fourth image in both the horizontal
and vertical dimensions.
For artifacts exhibiting relatively shiny reflectance, it becomes

necessary to record the reflectance field dataset in high dynamic
range – with imagery that can capture a greater ratio between light
and dark areas than single exposures from the video cameras. For
this we can employ a high dynamic range image acquisition method
as in [5] to combine both under- and over-exposed images taken
from the same viewpoint in the same lighting into images that cap-
ture the full dynamic range of the artifact under that lighting. To
take these images, we capture the reflectance field dataset more than
once; we first record it normally and then next time place neutral
density filters over the video camera lenses in order to reduce the
exposure of the imagery. In these subsequent passes, the images are
darkened to the point that the specular highlights will be properly
imaged without saturating the image sensor. In this work, we use
3-stop neutral density filters which reduce the exposure by a fac-
tor of eight. If the specular highlights still saturate the image, the
exposure can be further reduced by adding additional neutral den-
sity filters or setting the cameras to a smaller aperture. In Section 5
we show an example of using this procedure to faithfully reproduce
specular reflections in a synthetically illuminated artifact.

4 Illuminating Reflectance Fields of Arti-
facts

(a) (b)

(c) (d)
Figure 3: Real-World Lighting Environments (a) A light probe
[3] image records the illumination in San Francisco’s Grace Cathe-
dral (b) The probe image is resampled into a latitude-longitude for-
mat having the same coordinate system and resolution as the cap-
tured reflectance field in Figure 2. (c)A light probe image recording
the incident illumination in a Eucalyptus grove. (d) The resampled
version of (c). The incident illumination datasets were recorded by
taking omnidirectional high dynamic range images of real lighting
environments.

The motivation for our approach is to be able to realistically
show digitized artifacts illuminated by any desired form of illumi-
nation. This ability can allow scholars to study how an artifact re-
sponds to light and how it may have appeared to people of the corre-



Figure 2: A Reflectance Field Dataset This mosaic of images of the headdress shows a sampling of the 1,728 images acquired in a light
stage capture session (the original 64 27 dataset is shown as a 16 8 dataset.) The dataset shows the headdress illuminated from all
possible directions of incident illumination.

sponding culture in the artifact’s natural environments. It can also
allow the artifact to be realistically integrated into virtual cultural
recreations or virtual museums, illuminating it with the specific il-
lumination present in any given virtual environment.
To re-illuminate the artifacts, we employ the reflectance field il-

lumination process originally applied for relighting human faces in
[4]. First, an image of an incident illumination environment is cap-
tured or rendered; for this, the light probe technique presented in
[3] can be employed. In this technique, a series of differently ex-
posed images of a mirrored ball are combined to produce a high
dynamic range omnidirectional image that measures the color and
intensity of the illumination arriving from every direction in the en-
vironment. The two light probe images used in this paper are shown
in Figure 3.
To create a rendering of an artifact as it would appear in such a

sampled lighting environment, the light probe image is resampled
into the same coordinate space and resolution as the artifact’s re-
flectance field; in our work this is a 64 27 image in a latitude -
longitude coordinate system. The two images on the right of Figure
3 show the Grace Cathedral and Eucalyptus Grove lighting environ-
ments resampled into this coordinate system and resolution.
The next step is to multiply the red, green, and blue color chan-

nels of each of the reflectance field dataset images by the red, green,
and blue colors of the corresponding pixel of the resampled light-
ing environment. For example, suppose that the pixel in the lighting
environment corresponding to light coming directly from the right
of the artifact is bright yellow. Then the reflectance field image illu-
minated from this direction in the light stage will be scaled so that
it too is correspondingly bright and yellow. Thus, each image in the
dataset becomes an accurate rendering of how the artifact would
appear if illuminated by just its corresponding direction of light in
the environment. The illuminated reflectance field dataset for the
headdress is shown in Fig. 4.
The final step is to sum all of the images in the illuminated re-

flectance field dataset, producing a final rendered image showing
the artifact as it would appear as illuminated by the entire sam-
pled lighting environment at once. This procedure works because
of the additive nature of light [9]: if an artifact is illuminated by

two sources of light and photographed separately as illuminated by
each, then the sum of these two images will show what the arti-
fact will look like as if illuminated by both sources at once. This
assumes that the cameras taking these images are radiometrically
calibrated; i.e. that the pixel values in each image are proportional
to the amount of light received by the image sensor; we use the
method of [5] in order to perform this calibration.
Figure 6 shows the result of illuminating the reflectance field

dataset of the headdress by the two lighting environments in Figure
3 as well as a user-constructed lighting environment made with the
interactive relighting tool described in Figure 5.
We note that this illumination technique yields results quite close

to the physically correct answer of how the artifact would appear
in the given light. Since the rendered image is a linear combina-
tion of real images of the artifact, the rendering will exhibit correct
real-world illumination effects including those of anisotropic spec-
ularity, iridescence, self-shadowing, mutual illumination, subsur-
face scattering, translucency, and complex surface microstructure;
and thus is a faithful rendering of what the artifact would look like
in the specified environments. This is notable given that there is no
modeling of the artifact’s surface geometry nor any steps to derive
reflectance data for the artifact.
It should be mentioned that the technique will not yield perfect

results in all cases. Scenes with very concentrated light sources
should produce very sharp shadows on the artifact; such shad-
ows will become slightly blurred using this technique since the re-
flectance fields are acquired at a finite resolution. The technique
may also produce incorrect results if the spectrum of either the il-
lumination or of the artifact’s reflectance has significant spectral
peaks or valleys; carrying out the calculation solely on trichromatic
RGB pixel values may fail to yield precise color balance in the ren-
derings in such cases. Finally, this technique assumes that the arti-
fact is illuminated by an even field of illumination; additional data
acquisition and rendering would be required to show an artifact as
it would be illuminated by dappled light or in partial shadow, or in
close proximity to other artifacts or light sources1.

1This additional data could be recorded by using pixel-addressable video



Figure 4: Lighting a Reflectance Field Dataset A reflectance field dataset is illuminated by coloring each image in the dataset according
to the color and intensity of the illumination coming from the corresponding direction in a sampled lighting environment. The images in this
figure are colored according to the illumination captured in Grace Cathedral (see Figure 3 using the light probe technique in [3]. A final
image of the artifact as illuminated by the environment is obtained by adding together all of the transformed images in the dataset; such an
image can be seen in Figure 6.

4.1 Interactive Reflectance Field Illumination

We have written an interactive computer program that implements
our relighting technique in real time on a standard PC equipped
with an OpenGL graphics card. Screen snapshots from this pro-
gram are shown in Figure 5. The program operates in two modes;
in the first, the user can choose from a variety of captured lighting
environments with which to illuminate the artifact, and can rotate
the environment about the y-axis to see the light from the environ-
ment reflect differently off of the artifact. In the second mode, the
user can construct the lighting environment by hand using a number
of light sources. For each source, the user selects its intensity, color,
and direction, as well as whether the light is a hard source such as a
point light or a soft source such as an area light. As the user moves
the lights, the appearance of the artifacts updates interactively at
over twenty frames per second on contemporary mid-range PCs.
The demo uses compressed versions of the reflectance field datasets
in order to compute the renderings; this degrades the quality of the
renderings slightly but makes it possible to process the quantity of
data necessary at interactive rates. We have found that being able to
interactively control realistic illumination significantly helps a user
sense both the geometric and material properties of an artifact.
In the work so far we only render the artifact from a static view-

point. In the next section we describe how the artifact can be ren-
dered from novel viewpoints in addition to being rendered under
arbitrary illumination.

5 Results
We have applied the photometric digitization technique to a vari-
ety of cultural artifacts chosen to exhibit complex geometry and
reflectance properties that would be difficult to capture using tradi-
tional digitization techniques. Some descriptive information on the
artifacts themselves is presented in Section 8.

projectors, rather than uniform light sources, to illuminate the artifact.

Figure 6 shows a Lakota headdress synthetically illuminated by
light captured from the Grace cathedral and Eucalyptus grove envi-
ronments in Figure 3, as well as a user-specified lighting environ-
ment. Despite the headdress’ complex and in places fuzzy geome-
try and its generally complex reflectance properties, the headdress
appears realistically illuminated by each environment. A rendering
of the headdress from a novel viewing angle is shown in Figure 10.

Figure 8 shows an otter skin cap and an animal bone choker
necklace being captured and then illuminated by the Grace cathe-
dral environment. The figure illustrates the need to capture the
reflectance fields of shiny artifacts in high dynamic range - using
multiple varying exposures to properly record both albedo reflec-
tion and specular highlights. Image (c) was illuminated using only
standard single-exposure imagery in which highlight values were
clipped, and yields a diffuse appearance to the reflective abalone
necklace decoration. Image (d) used high dynamic range images to
illuminate the artifact and thus properly replicates the shininess of
the abalone.

Figure 7 shows two original light stage images and two synthet-
ically illuminated renderings of a flat drum. Since the skin of the
drum is thin and translucent, it becomes significantly illuminated
even when lit from behind. Since this effect is captured in the re-
flectance field, the drum head will properly light up when illumi-
nated from behind by a sampled illumination environment such as
by the bright yellowish altar in the Grace cathedral lighting envi-
ronment.

Figure 9 shows an approach to photometrically recording jewelry
and clothing by having them be worn by an actual person. The light
stage is outfitted with a chair and the reflectance field of the subject
wearing the clothing is captured. Capturing clothing and jewelry in
this manner can help us to better understand its physical and artistic
design, and greater context is provided when the clothing is worn
by a member of the culture from which the artifacts originate.



(a) (b)
Figure 5: An Interactive Illumination Program The program seen above allows reflectance fields of cultural artifacts to be interactively
illuminated with (a) different sampled illumination environments or (b) arbitrary user-specified illumination.

(a) (b)

(c) (d)
Figure 6: Synthetically Illuminating an Artifact (a) One of 1,728 original images in the reflectance field dataset of a headdress. (b) The
headdress synthetically illuminated by the environmental lighting captured in Grace cathedral in Figure 3. (c) The headdress synthetically
illuminated by the environmental lighting captured in a eucalyptus grove in Figure 3. (d) The headdress synthetically illuminated by a
user-constructed lighting environment using the interactive relighting program seen in Figure 5. The renderings exhibit all of the artifact’s
complex properties of specularity, anisotropic reflection, translucency, and mutual illumination; such effects are usually challenging to model,
represent, and render using currently available techniques for artifact digitization.



(a) (b) (c) (d)
Figure 7: Capturing Translucency (a) The reflectance field of a Flat Drum is captured in the light stage. (b) When the drum is lit from
behind, the front of the drum lights up due to the translucency of the drum head. The shadow of the strings that tighten the drum is also
visible. (c) This image of the reflectance field of the drum illuminated by the Grace cathedral lighting environment in Figure 3 does not reveal
the translucency since the environment is situated so that more light strikes the front of the drum than the back. (d) Rotating the lighting
environment so that more of the light comes from behind the drum reveals the drum’s translucency. A traditionally scanned 3D model of the
drum with a diffuse texture map would not be able to reproduce this effect.

(a) (b) (c) (d)
Figure 8: The Need for High Dynamic Range Datasets (a) a dataset image of an otter headband and an abalone shell necklace. The bright
reflection in the necklace is too bright to be captured accurately by the video camera; the pixel values in the highlight have been clipped to
the maximum pixel value. (b) A dataset image taken on a second pass of the light stage with a 3-stop neutral density filter placed in front of
the camera lens. While most of the image is too dark to be useful, the specular highlight in the shell is properly imaged within the range of
sensitivity of the camera. The two images can be combined into a single high dynamic range image as in [5]. Relighting the dataset with
the method described in Section 4 will produce correct results only if the high dynamic range dataset is used. (c) A rendering of the artifacts
using only the low dynamic range imagery captured from a single pass of the light stage as in (a); the abalone necklace piece appears to
made of a diffuse plaster-like material. (d) A rendering of the artifacts using high dynamic range imagery captured from multiple passes of
the light stage faithfully produces the bright iridescent specular reflection in the necklace.



(a) (b)

(c) (d) (e)
Figure 9: Capturing Jewelry and Clothing The light stage can have a chair mounted within it that allows the appearance of traditional
clothing and jewelry to be captured as worn by a person, in this case be a member of the particular culture of the artifacts’ origin. (a) and (b)
show tribal elder George Randall being photometrically recorded in the light stage wearing the otter fur hat, a deerskin Ghostdance shirt,
a hair pipe necklace, and holding a prayer staff (Section 8 provides some more detailed information about the artifacts.) Both images used
an extended shutter speed of ten seconds to capture an image of all of the lighting directions being illuminated at once. (c) and (d) show
close-ups of Randall in the Grace Cathedral and a manually specified lighting environment. (e) shows a wider view of Randall with a prayer
staff synthetically re-illuminated in the Grace Cathedral lighting environment.

6 Future Work
A benefit of the technique presented in this paper is that no geomet-
ric model of the artifact need be supplied or acquired. However, the
technique as so far presented does not allow the viewpoint of the
object to be changed, which is the principal way to give a sense of
the geometry and reflectance of an object. One technique to ren-
der a reflectance field of an artifact from novel viewpoints would
be to acquire a geometric model of the artifact, texture map the
model with illuminated renderings of the artifact, and then render
the texture-mapped model from different points of view. In this
paper, we wish to model artifacts whose geometry can not easily
be scanned with currently available 3D scanning techniques. As a
result, we propose an image-based approach to rendering artifacts
from novel viewpoints.
The Light Field [10] and Lumigraph [8] works suggest acquir-

ing a two-dimensional dataset of images from different viewpoints
situated on a viewing surface around an object and then composing
new viewpoints by sampling similar pixel rays found in existing im-
ages. Since this is done entirely with images, no three-dimensional
model of the object is required. However, to produce sharp ren-
derings from novel viewpoints the the spacing of the image view-
points must be very fine, which for our purposes would multiply

the already great quantity of data required to represent an object’s
reflectance field from just one viewpoint. In order to reduce the
amount of data required, a practical suggestion would be to acquire
more widely spaced viewpoints and geometrically interpolate be-
tween them using view interpolation [20].
To show the potential merit of such an approach, we produced

two rendered views (Figures 10(a) and 10(c)) of the headdress made
from reflectance fields acquired by two simultaneously running dig-
ital video cameras. From these two static viewpoints, we used
manually provided image correspondences to produce an interme-
diate viewpoint as seen in Figure 10(b). Ideally, one would like to
find such correspondences manually using an optic flow technique.
While finding such correspondences can be challenging [14], we
note that the problem may be easier in our case since we have many
pictures under different lighting conditions of the object seen from
the two viewpoints. Thus, matching could be performed on a much
higher-dimensional space of image pixels (under all the different
lighting conditionals) to help disambiguate correspondences.
Figure 11 shows a possible augmentation of the light stage ap-

paratus that would capture such datasets. Instead of just a few
cameras, a linear array of sixteen cameras aimed at the subject is
distributed along a second semicircular arm. Each time the arm



(a) (b) (c)
Figure 10: Rendering the Artifact from Arbitrary Viewpoints (a) and (c) Renderings of the artifact illuminated by the Grace Cathedral
environment from different viewing directions. (b) An illuminated rendering of the artifact from an intermediate novel viewpoint made using
the image-based rendering technique of view interpolation [20]. Using this technique, the artifact can be rendered from any viewpoint if
reflectance field data is captured from a sufficiently dense sampling of discrete viewing directions. An augmented light stage that would
automate such a capture process is shown in 11.

of lights goes around, a reflectance field of the artifact is captured
from a variety of latitudes but from just one longitudinal direction.
To capture views spaced out in longitude as well, there are two pos-
sibilities. The first is that the array of cameras would rotate in fixed
angular increments after each rotation of the lights; the other is that
the artifact itself would be rotated by a motion-controlled platform
after each lighting pass.

Figure 11: An Evolved Light Stage includes a stationary array
of cameras, seen at right, that record the artifact from a one-
dimensional array of directions, and a motorized platform that can
rotate the artifact a set number of degrees for every rotation of the
light stage arm. The device would capture a complete light field
of the artifact for every direction of incident illumination, allowing
artifacts to be rendered from any viewpoint as well as illuminated
from any direction.

In this manner, we could effectively capture an entire light field
[10, 8] of the artifact as illuminated from every possible incident
illumination direction, and from such a dataset could render the ar-
tifact from arbitrary angles and in arbitrary illumination, all without
having geometric information for the artifact. For the moment, we
leave this acquisition process for future work.
Another important avenue for future work will be to capture

higher spectral resolution of the light reflected from the object as
illuminated by the light stage. Treating reflectance and incident il-
lumination with just three spectral bands (R, G, and B) is an approx-
imation that can create color rendition problems when either the
object’s reflectance or the illuminant has a complex spectrum. One

technique for this would be to use a monochrome camera equipped
with a multispectral filter wheel to capture an object’s reflectance
field at a variety of spectral bands. Another technique would be
to place a Liquid Crystal Tunable Filter (LCTF) [7] in front of the
camera to choose the reflectance bands. Combined with multispec-
tral measurements of incident illumination (taken, for example, by
placing an LCTF in front of the camera imaging a mirrored ball),
such datasets could yield significantly more accurate renditions of
artifacts under novel illumination conditions (such as under fire-
light from a torch or fluorescent light in a museum), even if the
target rendering space remains just (R,G,B).

7 Conclusion
In this paper we have presented an alternative technique for photo-
metrically acquiring computer graphics models of real-world cul-
tural artifacts. In this work we acquire reflectance fields of the ar-
tifacts – image datasets that directly measure how an artifact trans-
forms incident illumination into radiant imagery – rather than sur-
face geometry and texture maps. The method allows the artifacts
to be rendered under arbitrary illumination conditions, including
image-based illumination sampled from the real world. In this work
we have focused on rendering artifacts from the same viewpoints
from which their imagery is captured, but have shown that image-
based rendering techniques can allow rendering from novel view-
points to be performed as well. We demonstrated realistic illumi-
nated renderings of a variety of cultural artifacts which would be
challenging to model, represent, and render using current digitiza-
tion techniques. It is our hope that this line of research will even-
tually help yield practical methods for digitizing photometrically
accurate models of cultural artifacts, as well as provide insight into
improving current techniques.

8 About the Artifacts
The artifacts featured in this paper are from the private collection
of George Randall, a tribal elder from the White Earth Chippewa
Reservation in Minnesota.
The headdress in Figure 6 is a classic war bonnet from the Lakota

tribe made around 1920 at the Rosemont Reservation in South
Dakota near Little Big Horn. The main head band is made from a
Union Army blanket, and the headdress features bead work, metal
bells, white and black ermine fur, colored ribbons, and turkey feath-
ers augmented with tufts of rabbit fur at the tips. All the materials
are organic except for the bells and mirrors, which were typical
trade goods.
The drum in Figures 7 and 5 is a ceremonial flat drum made of



stretched elk stomach held together by leather lacing. The painted
design shows two eagles, or hanbli, a prominent icon in the tribe’s
narrative tradition.
The otter skin hat in Figure 8 was made in California from a

freshwater otter skin from Canada. The hat is approximately twenty
years old and is typical of a style of headdress in use for approxi-
mately two hundred years.
The choker necklace in Figure 8 is also approximately twenty

years old and is made from “hair pipe” (hollowed out bone from
small animals), trade beads, and an abalone shell at the front.
The Ghostdance shirt in Figure 9 is sewn from baby deer skin.

The front features six strands of horse hair wrapped with red thread,
as well as three horse shoe prints indicating that the wearer owns
three horses. The back of the shirt features three ermine tails at-
tached to abalone shell circles.
These styles of clothes and jewelry are typical of Native Amer-

ican tribes spanning from the Northeast to Wisconsin such as the
Seneca, Mohawk and Wampanoag.
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