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Abstract The analysis of affective or communicational
states in human-human and human-computer interaction
(HCI) using automatic machine analysis and learning ap-
proaches often suffers from the simplicity of the approaches
or that very ambitious steps are often tried to be taken at
once. In this paper, we propose a generic framework that
overcomes many difficulties associated with real world user
behavior analysis (i.e. uncertainty about the ground truth of
the current state, subject independence, dynamic realtime
analysis of multimodal information, and the processing of
incomplete or erroneous inputs, e.g. after sensor failure or
lack of input). We motivate the approach, that is based on the
analysis and spotting of behavioral cues that are regarded as
basic building blocks forming user state specific behavior,
with the help of related work and the analysis of a large HCI
corpus. For this corpus paralinguistic and nonverbal behav-
ior could be significantly associated with user states. Some
of our previous work on the detection and classification of
behavioral cues is presented and a layered architecture based
on hidden Markov models is introduced. We believe that this
step by step approach towards the understanding of human
behavior underlined by encouraging preliminary results out-
lines a principled approach towards the development and
evaluation of computational mechanisms for the analysis of
multimodal social signals.

S. Scherer (�)
Institute for Creative Technologies, University of Southern
California, Los Angeles, USA
e-mail: scherer@ict.usc.edu

M. Glodek · G. Layher · M. Schels · M. Schmidt · T. Brosch ·
S. Tschechne · F. Schwenker · H. Neumann · G. Palm
Institute of Neural Information Processing, Ulm University, Ulm,
Germany

Keywords Multimodal information fusion · Nonverbal
behavioral cue detection · Layered architecture · Fuzzy data
processing · Human-computer interaction

1 Introduction

Currently human-computer interaction (HCI) typically takes
place on a rather crude explicit question-answer level,
whereas human-human interaction is multifaceted, consist-
ing of manifold interactive feedback loops between inter-
locutors, comprising social components (e.g. display rules,
social state), moods, feelings, personal goals, nonverbal and
paralinguistic conversation channels and more [14, 49, 55].
In order to close this gap, it is crucial for a machine to per-
ceive and understand the user’s current interaction and af-
fective state, as well as it is necessary to register the user’s
social signals, which are composed of multiple behavioral
cues [123]. Most of the research aiming at recognizing the
user’s state focuses on the recognition of emotions [21], of-
ten the so called “big six” introduced by [23] and [31]. As
stated in [89], traditional theory on emotion is often oriented
on extreme or full-blown emotions that rarely occur in HCI.

Comparatively, little effort is spent to investigate user
states that rather concern the user’s attitude towards the
interaction or define the current interaction’s state; these
states are shared between the interlocutors (e.g. involve-
ment, agreement, understanding, etc.) be they human or ar-
tificial. These states influence the conversation immensely
and are not reduced to the user’s internal emotional state. In
order to be able to assess such states from realistic interac-
tions without known ground truths, it is necessary to conduct
human perception tests. In such tests uninformed subjects
are invited to report what they perceive, while watching or
listening to these interactions with the help of compiled lists,
or other annotation tools. Humans infer the interaction state
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from the context information, e.g. the history of the dialog
and the scenery, and the observable social signals composed
by paralinguistic events and nonverbal communication cues.
Several current research projects aim towards understand-
ing those behavioral cues and social signals, e.g. FAST-
NET1 (Focus on Action in Social Talk: Network-Enabling
Technology), SSPNET2 (Social Signal Processing Network)
or the SFB/TRR 62 Companion Technology for Cognitive
Technical Systems project.3

Motivated by this, the present paper introduces a pro-
posal to tackle the problem. The presented work should be
regarded as a pilot study providing a first framework for fu-
ture developments incorporating state of the art approaches
able to handle the discussed requirements from a technical
multimodal signal processing and fusion view.

We start with the analysis of a set of labels, describing
user dispositions in HCI based on a realistic HCI corpus
(as introduced in [99]). The labels comprise categories of
different complexity: several are directly inferable (e.g. a
subject is laughing), while others are only accessible, when
provided with context of the interaction—even for human
annotators. In this context, the aim is to find statistical cor-
relations leading from observations and behavioral cues to
subject states.

We then report some of our relevant previous work with
respect to necessities of application-driven social signal pro-
cessing. On the one side it is important to be able to spot
behavioral cues in interactions that appear on a short-term
scale and on the other side the integration of their detections
over short as well as longer temporal periods to be able to
infer social signals and communicational states is crucial.

In order to support such a system functionality realtime
processing capabilities are one requirement. For example,
laughter (which forms a basic building block in our ap-
proach) in continuous conversational input streams needs
to be spotted instantaneously to steer the further conversa-
tion. Further, as social signals are often conveyed in multi-
ple modalities, the integration of multimodal inputs at dif-
ferent timescales impose hard constraints on the processing
capabilities. In order to be able to integrate these findings it
is essential to be able to handle uncertain information (e.g.
quantifying the risk of lower level classifications), to com-
pensate possible sensor failure/outage (e.g. facial features
are not visible all the time), and to detect dynamics and pat-
terns within the occurrences of nonverbal communication el-
ements.

The remainder of the paper is organized as follows:
Sect. 2 introduces the requirements for a framework archi-
tecture from findings in the literature and related work, in-
cluding: possible target states, nonverbal and paralinguistic

1http://www.tcd.ie/slscs/research/projects/current/fastnet.php
2http://sspnet.eu/
3http://www.sfb-trr-62.de/

basic building blocks, suitable machine learning architec-
tures to spot these cues, as well as approaches to integrate
them. The proposed perspective to look at HCI is supported
by a layered annotation of the PIT4 corpus [111], a mul-
tiparty HCI dataset, which is presented in detail in Sect. 3.
Furthermore, within this section statistical relations between
lower level observations (e.g. behavioral cues, speech acts),
and complex user states are examined. Requirements and
concrete examples of machine learning approaches from our
previous work are presented in Sect. 4 and show the capa-
bilities of current state of the art machine learning to spot
and integrate behavioral cues. Studies evaluating these ap-
proaches in the context of HCI are presented to provide a
deeper insight. In Sect. 5 the proposed framework is dis-
cussed and Sect. 6 concludes the paper.

2 Framework requirements and related work

2.1 Affective computing targets and resources

The theory and concepts on emotion, as it is stated in [88],
are “parts of a folk theory inherited from human shepherd-
ing and farming ancestors”, and the understanding of it be-
came some sort of “common sense” to computer scientists
and engineers working on affective computing in HCI. Some
researchers, however, have called it a “very confused and
confusing field of study” [76], which indicates the difficulty
that has to be dealt with by approaching this field of science.
Furthermore, in [88] it is mentioned that the prominent ques-
tion: “What is an emotion?” remains still under debate and
a consensus is far from being found.

Early affective computing development has mainly fo-
cused on typical holistic psychological emotion theories
[23, 48]. However, these classic approaches do not easily
fit onto realistic HCI scenarios, as they always comprise an
enormous spectrum of possible emotions,5 that are not likely
to happen in daily human life let alone in realistic HCI6 [89].

Early affective computing corpora often included only
a limited set of acted emotional—often unimodal—clips
comprising typically up to six or seven emotions as tar-
get states (e.g. anger, happiness, sadness, boredom, sur-
prise) [4, 11, 128]. The ecological validity of such corpora

4Competence center for Perception and Interactive Technologies (PIT)
at Ulm University.
5As mentioned in [89]: “As psychologists use the term, it includes the
euphoria of winning an Olympic gold medal, a brief startle at an un-
expected noise, unrelenting profound grief, the fleeting pleasant sensa-
tions from a warm breeze, cardiovascular changes in response to view-
ing a film, the stalking and murder of an innocent victim, lifelong love
of an offspring, feeling chipper for no known reason, and interest in a
news bulletin.”
6Even though, some may argue that hot anger is a common feeling one
might have towards the ineptitude of the operating system.

http://www.tcd.ie/slscs/research/projects/current/fastnet.php
http://sspnet.eu/
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of course suffers from the fact that acted representations
are biased and not entirely natural. No context of the sit-
uation is given and the expression is entirely a product of
the imagination of the actors, who are often laymen. Hence,
more intense and prototypical portrayals are expected to be
found in those corpora; in contrast to observations observed
in real HCI or human-human interaction. It has to be ex-
pected that more obvious cues, such as the loudness of the
speech are exaggerated, whereas more subtle cues, such as
the voice quality, are underrepresented.7 However, the main
advantage often outweighs the disadvantages; acted data it is
comparably cheap to gather and the target labels are known.
That said, it is clear that the acted approach, relying on short
clips of stereotypical portrays, lacks the presence of non-
verbal and paralinguistic communication elements, such as
laughter, moans, subtle gestures or conversational dynamics.

Realistic and spontaneous recordings on the other side,
have the highest validity and are more representative than
acted and induced data. However, they often suffer from
some drawbacks, such as the limited number of speakers
and recordings, or noisy environments [92]. Furthermore,
it is difficult to assess the participants’ true affective state,
which is why it is important to utilize experienced human
annotators interpreting the situation. The lack of the known
underlying ground truth, adds uncertainty, subjective inter-
pretations and opinions to the task.

Often the source of naturalistic or realistic expressive
recordings are TV shows or live news broadcasts, as for
the corpus described in [27]. These recordings, however,
might put the ecological validity into question due to self-
presentation effects or display rules that apply strongly in
situations of public behavior [92]. In [14] it is further men-
tioned that any form of intrusion using recording devices
or sensors into the normal life of the subject already does
change the behavior. This phenomenon is closely related
to Labov’s observer’s paradox which could also be called
the “corpus maker’s paradox” [14] in this context. Hence, it
could be argued that only recordings in which the subjects
got entirely used to the fact that they are being recorded are
valid. However, such a corpus is very expensive to record
and requires a lot of time to acquire and analyze (i.e. record-
ing and annotation).

A wizard of Oz system capable of simulating typical sit-
uations of a target application area is often a good trade-
off. The ecological validity in such recordings is of course
limited to the simulated system and the interaction with
it, but renders a compromise between realism and a good
cost/performance ratio. In Sect. 3, we base our analysis on a
corpus that was recorded in a wizard of Oz based scenario,

7One way of dealing with these stereotypical expressions, could be the
use of perception tests to filter exaggerations and unnatural behavior
out [11, 92].

in which the participants were believed to interact with a
fully automatic machine.

In most of the affective computing studies emotional or
affective states are considered to be personal and most of
the annotations only allow the labeling of personal and in-
ternal emotional states, using basic sets such as “big six”
emotions (mixed annotations are allowed sometimes), or af-
fective dimension annotations [27]. The analysis of those is
complicated by several social factors such as display rules,
social standing, personality factors (personality traits and at-
tribution) and the like [20, 22].

Not only does the automatic analysis of internal emo-
tional states invade the user’s privacy, but it also misses a
very important factor of communication, namely the shared
communicational states, that are essential for the under-
standing and the participation in interactions. A lot of re-
search nowadays goes into that direction and tries to under-
stand the factors and phenomena that are observable within
the interlocutors’ shared space. In the following, we mention
a few of the works analyzing such communicational states.

In [15] for example, moments of high engagement8 of
conversations are analyzed using movement information of
four interlocutors interacting in a free and uncontrolled man-
ner. Others call these moments of excitement, interest and
heated discussions in conversations “hotspots” [130]. In
general, participant involvement is an important feature for
the assessment of the quality of conversations and is often
characterized by various paralinguistic features of speech
and various other behavioral cues [72, 73, 80].

States of accommodation,9 which is established over
a perception-behavior link [34, 60], indicates reduced so-
cial distance, rapport and affiliation [60, 110]. It establishes
comprehension and understanding [34], as well as signals
agreement or disagreement [117, 122].

The above mentioned communicational states and dispo-
sitions are also relevant in the scenario of HCI and also in
social interaction, as they represent a shared quality of in-
teraction; we annotated a set of those within the PIT cor-
pus, e.g. interest, disagreement, or agreement, as reported in
Sect. 3.1 and in [95, 99]. However, we are well aware that
the conducted annotations of the PIT corpus are no where
near exhaustion and could be extended in the future.

2.2 Behavioral cues as basic building blocks

In order to assess the underlying users’ affective state or
communicative disposition in typical HCI scenarios, human
annotators can only indirectly infer them using background

8Referred to by the Japanese term “moriagari” [15].
9Other often synonymously used terms in the literature are: Mimicry
[80], entrainment [10], alignment [82], or synchrony [29].
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information (i.e. the context of the interaction) and observa-
tions of the participants’ behaviors (e.g. behavioral cues and
their combination to form a social signal [123]). Wherein,
gestures, mimics and the tone of voice contribute almost
equally to the inference of affective states as mentioned
in [78].

The constant identification and interpretation10 of non-
verbal communication cues or social signals, which is of-
ten done by humans unconsciously, to assess opinions on
the qualities of an interaction, has been and is a vibrant
field of research [123]. Behavioral cues comprise but are
not limited to mimics (e.g. smiles, lifting of eyebrows etc.),
gestures (e.g. hand gesturing etc.), posture of the body,
moans, grunts, back-channelling behavior, laughter, pauses,
and other prosodic cues [8, 12, 13, 32, 48, 55, 126]. In the
following, we mention some relevant examples of combi-
nations and occurrences of such cues found in the litera-
ture that are closely related to various communication states,
such as agreement, engagement, or interest.

Agreement and disagreement, as analyzed in [8], is con-
veyed by various signals; agreement on the one side is por-
trayed by, e.g. laughter, head nod, and mimicry; disagree-
ment on the other side by, e.g. head shake, scratching the
head, and gaze aversion. Additionally, in [122] prosodic syn-
chrony could be identified as a cue for spotting agreement.

In [84] the importance of laughter as a communicative
discourse element, and as a prominent social signal al-
most exclusive to social encounters is underlined and the
acoustic characteristics are thoroughly analyzed. In partic-
ular, laughter is an indication for the positive perception of
a discourse element, or an indication for uncertainty con-
sidering nervous or social laughter [12]. Overall, laughter
is necessary for “healthy” communication and occurrences
can be used to measure engagement or interest in interac-
tion [50, 53, 61, 120]. Laughter is acoustically highly vari-
able and is expressed in many forms; giggles, exhaled or
inhaled laughs, or even snort like laughter exist [3, 12]. In
Sect. 4.3.1, a short summary on a thorough analysis to spot
laughter in running speech is given.

Involvement or active interest, are often expressed by
direct gaze, frequent gesturing, smiles, or other nonverbal
expressions [2]. In [72], average movement, speaking rate,
and fundamental frequency (f0) statistics (i.e. median and
range) could be identified as indicators for participants’ in-
volvement.

Other paralinguistic cues, such as voice quality (e.g.
breathy, tense, and modal voices) and their dynamic use
in spoken language can reveal useful information on a
speaker’s attitude, mood and affective state. As voice quality
is thought to be very important for the assessment of the af-
fective state of the speaker [65, 131, 132]. Each speaker pos-
sesses his own habitual voice quality which may or may not

10Which of course may be error prone.

relate closely to Laver’s description of modal voice (i.e. ef-
ficient vocal fold vibration with little or no aspiration noise)
[63]. For instance, a given speaker’s habitual voice quality
may be inherently breathy, whereas for another speaker the
same quality of breathiness may be quite a deviation from
their habitual voice quality. However, the deviations from
the speaker’s baseline bear most information about his atti-
tude or affective state, not the speaker’s absolute voice qual-
ity setting.

Apart from more or less directly observable behavior,
there is an additional set of non-observable physiologi-
cal measures (i.e. electroencephalography, skin conductiv-
ity, electromyography, blood volume pulse, and respira-
tion), that bear information about the affective state of
a person [51]. Whereas, the collection of these measures
somewhat intensifies the issues associated with the corpus
maker’s paradox [14], they still can improve the perfor-
mance and advance the understanding of the underlying pro-
cesses [90, 125].

It is important to bear in mind, that none of the above
mentioned cues are sufficient as a single event (e.g. a sin-
gle laughter may be uttered after a funny joke or because
it is socially expected), to unambiguously convey commu-
nicational dispositions, and affective states. However, com-
binations of those multimodal cues following certain tem-
poral patterns (that could of course vary) often suffice as
mentioned in [8, 123]. This in turn is supporting a layered
building block like structure which allows the spatiotempo-
ral integration of behavioral cues, which forms the basis of
the proposed overall architecture in this paper (see Fig. 1).
We believe, that extracting patterns of these cues in social
encounters or HCI represents a valuable strategy in order
to tackle the difficult task of understanding and interpreting
social signals and affective states. In the following require-
ments for automatic classifiers to spot behavioral cues, as
well as their integration and extraction of patterns of them
are discussed.

2.3 Challenges of social signal integration

In order to create a classifier to identify communicational
user states and social signals, we follow the proposed spa-
tiotemporal combination of behavioral cues to form so-
cial signals introduced in [123]. For this task an archi-
tecture as shown in Fig. 1, that processes the multimodal
information on several levels simultaneously (e.g. audio
and speech analysis, gesture analysis, posture analysis, and
psychophysiology), is required. Classifiers and decisions,
as well as subgoals, are combined using information fu-
sion [57, 75, 118, 129].

One crucial aspect of the architecture is the integration
or fusion of the various information channels. In principal,
multiple fusion techniques may be applied, e.g. early fea-
ture level fusion, or decision level fusion [57]. Feature level
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Fig. 1 Layout of a possible layered architecture integrating informa-
tion from multimodal sensors (i.e. video, audio, and physiological sen-
sory input) via classifiers detecting behavioral cues or various char-
acteristics. The decisions are then propagated, with associated uncer-

tainty, through the system to the sequence classifiers utilizing the tem-
poral and dynamic patterns to infer complex user states in coarser time
granularity

fusion approaches for example often lead to more accurate
classification results; however, they are more difficult to han-
dle due to varying sample rates or dynamics in the input data
[18, 78, 93].

Combining classifiers is often a promising approach to
improve the overall classifier performance [90, 91, 106].
Such a team of classifiers should be accurate and di-
verse [59]. While the requirement to the classifiers to be
as accurate as possible is obvious, diversity roughly means
that classifiers should not agree on misclassified data, and
so multiple views to audio and visual data should be uti-
lized to get an ensemble of diverse, complementary classi-
fiers that can be aggregated to an overall efficient classifier
system [25, 57].

Further, when combining multiple streams of data, some
modalities may not be available at all times due to pos-
sible sensory failure in one modality or occlusions and
obfuscations (e.g. hand in front of face; noisy environ-
ment).

Every classifier in the architecture should output proba-
bilistic distributions over the intended categories of commu-
nicational states, or behavioral cues accompanied by certain
confidence levels of the provided information. Classifiers
above the bottom layer (i.e. the layer directly connected to
the sensory input) are required to process the general fuzzi-
ness and uncertainty of data in this domain. Utilizing class
membership values—rather than crisp class decisions—as
input for the integration enables probabilistic models to im-
prove robustness in the classification process, as well as al-
lows the compensation of errors of the lower levels.

As argued in Sect. 2.2 and in [123], the dynamic ap-
pearances of nonverbal cues are assumed to characterize the
different communicational states. Hence, a model for these
states must be able to incorporate the temporal order of the
detected cues.

As information is propagated from the lower layers to
the higher layers the analyzed time scale of the observations
becomes inherently more and more coarse. In order to pro-
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cess time series, windowing techniques are required where
at every step one decision is generated. Higher layers are fed
with results and outputs of the former layer, which is caus-
ing the above mentioned effect. Hence, the amount of data
available for learning the higher layers is inevitably smaller.
On the other side, using such a model reduces the degrees
of freedom compared to one bigger model that does not de-
compose into building blocks. This circumstance results in a
more stable learning behavior and less data may be required
to achieve a reliable classification [74, 75].

As no explicit theory, at least for the target domain HCI,
and no rulesets describing the behavioral cues to form a so-
cial signal exist yet, one has to rely on data to build a model
learning from examples. After training, such a model on the
other side could be used to inform about typical spatiotem-
poral occurrences of behavioral cues that indicate social sig-
nals or user states.

In Sect. 4, an implementation of such an architecture, the
layered HMM algorithm, will be explained in greater detail.
The layered HMM approach covers a good part of the re-
quirements for the inference of user or communication states
from behavioral cues.

To summarize the challenges are listed in the following:

1. Spatiotemporal information integration over multiple
modalities.

2. Integration of uncertain information on all layers (classi-
fiers are error prone; ground truth is unknown; modalities
may not be available at all times).

3. Architecture needs to be able to deal with varying time
scales and dynamics as well as occlusions and obfusca-
tions.

2.4 Requirements for behavioral cue spotting

According to our hypothesis low level observations, i.e. be-
havioral cues, are communicational signals made visible by
the interlocutors, e.g. laughing or raising an eyebrow. Com-
binations of these cues often reveal insights into the mindset
and affective state of the conversational partner or about the
current communication state. As stated above (see Sect. 2.2)
manifold of these signals exist and their temporal character-
istics and patterns often correspond to relevant target states
or social signals [123].

As the detected observations need to be lifted to a higher
level context (e.g. raising eyebrow followed by laughing in-
dicates surprise), additional requirements arise: crisp detec-
tions are, due to the large set of targets and possible con-
fusions among them, often not sufficient within this sce-
nario. More adequate would be the use of automatic ap-
proaches yielding fuzzy memberships or probability distri-
butions over possible targets, such that the next layer which
is integrating the information receives as much information
as possible [103]. Using this approach it might be possible

to correct for errors made in early stages of the classification
in a later stage.

Algorithms which are able to render a distribution over
classes such as feed-forward neural networks with a sig-
moid output neuron [41], support vector machines (SVM)
with probabilistic output [83] or probabilistic models incor-
porating distributions over classes [54, 116] suffice this re-
quirement.

Due to individual differences and personality factors
(compare Sect. 2.2), it is crucial that observations are cor-
rectly assigned to individuals, i.e. interlocutors participating
in the conversation need to be identified and tracked cor-
rectly.

From the modeling view point it is crucial to design
and use suitable features as well as classifiers: In order
to fully access a modality, features need to be extracted
from the corresponding data stream containing as much
information about the target as possible; within the af-
fective computing literature it turned out, that many fea-
tures are suitable [6, 104]. Exploiting the temporal charac-
teristics requires either features capturing the dynamics of
the target [42–44] or algorithms capable of modeling the
temporal structure of the features. Hidden Markov models
(HMM) [85] or echo state networks (ESN) [45] are fitting
candidates. HMM, however, do not provide a distribution
over classes per se, but there are extensions to the model
realizing this requirement [47].

The requirements are summarized in the following:

1. Distributions over targets or fuzzy outputs are required in
order to be able to compensate for early detection errors.

2. Behavioral cues must be associated to the sender (indi-
vidual tracking is required).

3. The design of purpose tailored features representing the
target’s dynamics and characteristics is crucial for effi-
cient classification and understanding.

4. The design and use of classifiers capable of modeling
the dynamic structure of target characteristics is of the
essence.

3 The PIT corpus of German multiparty dialogs

The example data collection used for the evaluation of the
hierarchical annotation scheme is the “PIT corpus of Ger-
man multi-party dialogs” [111, 112], which is recorded us-
ing a wizard of Oz approach. The scenario is embedded in
a restaurant search, and is composed of three dialog partic-
ipants: two human subjects (U1 and U2), discussing their
choice of a restaurant, and one computer (S) represented
with an animated interface agent assisting them, in the best
way possible. This human-human-machine interaction sce-
nario bears rich paralinguistic contents and social signals
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Fig. 2 Schematic view of the Wizard of Oz recording setup. The pri-
mary user marked as U1 interacts with the secondary user U2 and the
System S. The wizard is located in another room and receives real time
input from camera C4, and microphones M1 and M2. The subjects re-
ceive audiovisual output from the speakers and from the screen of S.
Camera C1 records the face of U1 directly and cameras C2 and C3
record the scenery. The figure is adapted from [112]

in various contexts, since human-human as well as human-
machine interaction is present in the dataset. Therefore, it
is well suited to serve as a reference dataset comprising a
multitude of possible situations and user states, as hardly
any bias is introduced due to the recording setup and exper-
imental design. For an exact and thorough usability analysis
please refer to [113–115].

Each dialog involves two human participants, who inter-
act with the system S operated by the wizard. The system
reacts to questions or gives hints about possible restrictions
or search queries. The software setup of the system is ex-
plained in more detail in [98]. In Fig. 2, the utilized setup of
the system is shown.

Participants The participants (n = 74) recorded in 37 di-
alogs were mostly students and employees of the Univer-
sity of Ulm, who gave written consent to participate in this
study. They were between 19 and 51 years of age (on aver-
age 24.4 years); 31 female, i.e. 41.8 %). The dialogs were
recorded in German, the native language of all participants.
The shortest recorded dialog lasts 2:43 minutes, the longest
lasted 18:24 minutes. For an exact distribution of dialogs
and dialog duration please refer to [111].

Audio data The audio data was recorded using three mi-
crophones: One lapel microphone for each participant and
a room microphone to record the entire scene including
the system output. The audio data was recorded at 16 kHz
with 16 bit resolution. The recordings of the high quality
AKG CK 97-C lapel microphones was transmitted using
the AKG PT40 transmitter. External Creative USB Sound-
Blaster sound cards were used for the recordings. The AKG
C 1000S room microphone was attached to a Sony MZ-
R700 Mini Disk recorder.

Fig. 3 Typical scene taken from a recording from all three different
camera angles. (From left to right: C1, C3, and C2)

Video data The video data was recorded using three dis-
tinct cameras as shown schematically in Fig. 2: two cam-
eras are recording the scenery of the interaction, whereas
one camera is directly recording the face of the primary user
U1. The video of the scenery cameras was recorded at a
resolution of 720×576 pixels with a sample frequency of
25 Hz using three JVC GR-D270E cameras. In Fig. 3 a typ-
ical scene of the interaction is shown.

3.1 Annotation scheme

One of the challenges, dealing with unscripted and naturalis-
tic interactions, as available in the PIT corpus, is the lack of
knowledge about the actual ground truth of the participant’s
affective states. In contrast to acted emotional data it is not
possible to fully control the behavior. On the other side, this
lack of control provides naturalistic behavior of users while
interacting with machines.

The available labels, developed in this work, for the nat-
uralistic interaction data are shown in Table 1. This lay-
ered set of labels was iteratively developed in discussions
with the annotators. It allows for comparatively good agree-
ment between annotators, and is motivated as a subset of
the literature (compare Sect. 2.2); it is extendable to indi-
vidual necessities. The annotations are provided in indepen-
dent layers: subject state, talk style, events, focus of user,
and dominant dialog role (i.e. one of the interlocutors fre-
quently holds the turn and speaks for a large part of the in-
terval). Further, alongside these layers, the focus of attention
and the actual gaze direction of the primary subject was an-
notated and analyzed in [115].11 The layers are organized
with respect to criteria of complexity: the individual layers
contain groups of labels that have similar time resolutions;
the layers events and focus can contain short annotations,
whereas the dominant dialog role and subject states can con-
tain more stretched annotations. Further, the different lay-
ers require the fusion of different sources or sensors; talk
style is mainly inferable from audio and speech, whereas
the gaze is solely dependent on the video; the layers dom-
inant dialog role and subject state further require the inte-
gration of context. Similar, layers or fusions could be envis-

11Unfortunately, the camera setup only allows the annotation of the
gaze of user U1, as no frontal view of U2 is available.



124 J Multimodal User Interfaces (2012) 6:117–141

Table 1 Extended list of label groups and organization in layers as introduced in [99]. The top and most abstract level is the subject state layer.
Lower levels are more objective observations and comprise the social signals

Level Label Meaning

Subject state Interested Listening (not active), showing interest, reading (silent/loud)

Uninterested Distracted, uninterested, not paying attention

Surprised reacting surprised, facial expression, utterance of surprise

Embarrassment Embarrassment, insecure, blushing, confused

Impatient Commenting waiting, impatient movement

Stressed Seeming stressed (work, appointments), hasty behavior

Negative accepting May be compromising, disappointment

Positive accepting Pleased with outcome, acceptance, positive perception of offer

Disagreement Disagreeing with the outcome but not accepting yet

Talk style Commanding Non-natural command style talk, imperative speech

Off-Talk Non-related to topic or HCI

Ironic Speaking ironically about something

Explaining Pedagogical, arguing, giving facts

Active listening Nodding, back-channeling, nonverbal communication

Question Posing a question go get information

Thinking Loud thinking, pausing, “hm. . . what shall we do?”

Reading Menu/map is presented on the screen; user U1 reads out to user U2

Events Laughs Loud laughters, silent ones, prominent smiles

Silence Agreeing or disagreeing silences

Exciting moments For the participants

Topic shifts Change of topic

Waiting Waiting for a reply (mostly due to wizard of Oz lags)

Focus of user U1 User U2 The focus lies on person B

System The focus lies on the system

Others The focus is something else

Changing focus There is a shift of focus (i.e. phase of head or eye movement)

Dominant dialog role User U1/U2 One person is dominant (longer periods)

Equally active Lively conversation, back and forth between participants

Equally passive Slow and boring conversation

aged in a final setup of a layered architecture as shown in
Fig. 1.

In all layers the annotations are temporal attributes and
can be assigned with varying lengths and offsets, which ren-
ders the evaluation of inter-rater agreement difficult.12 This
temporal flexibility allows the annotator to describe the data
in four independent time scales and with additional informa-
tion, which is according to [20] an important requirement for
dealing with emotions or dispositions overall.

Using this annotation scheme, 15 out of the previously
mentioned 37 dialogs were annotated using the labeling tool

12Standard measurements such as Cohen’s κ are designed for atomic
entities or pre-segmented samples of the data, which are not available
[19].

ANVIL [52]. In order not to introduce any bias, the anno-
tators had to annotate the subject state layers of the dialogs
in first screenings before annotating the other layers. Each
lower level was then annotated separately in consecutive an-
notation runs.

The distribution of labels over the dialogs and subject
roles is listed in Table 3 in Appendix. Additionally, the aver-
age durations and the standard deviations are listed there; all
of the categories have occurred in the dialogs and significant
differences between the two human dialog partners U1 and
U2 are revealed. To infer relevant behavioral cues, e.g. talk
styles, and events, for the subjective annotation of the sub-
ject states, we further analyzed the results of the annotations,
as explained in Sect. 3.2.
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Fig. 4 Illustration of the overlap calculation relative to the overall
length of the subject state annotation (here interested), with the lower
level observations (e.g. focus and laughter)

3.2 Evaluation and discussion

In the following three labels, namely interested, positive ac-
cepting,13 and negative labels14 are statistically analyzed in
order to find significant correlates between annotations.

In order to measure the coincidence of the annotations
the subject state with the behavioral cues of the other layers,
the relative overlap of these labels with the subject state was
measured for all the annotated dialogs. The relative over-
lap r is calculated as the overlapping length o of the lower
objective label with respect to the length of the subject state
annotation l: r = o

l
∈ [0,1], illustrated in Fig. 4. The result is

evaluated using box plots where brackets with * or ** indi-
cate significant (p < 0.05) and highly significant (p < 0.01)
differences in the overlaps calculated using paired t-tests.
The boxes denote 50 % of the data and the median value is
shown as the middle line of the plot. Whiskers include 1.5
times the standard deviation of the data and outliers marked
as crosses are further away from the median.

In Fig. 5, it is seen that the focus of attention towards
the system differs significantly over the three targeted sub-
ject states. In detail, U1 is labeled significantly (p = 0.003,
see ①) more as focusing on the system while he is labeled
as interested contrary to negative labels. Further, he signif-
icantly (p = 0.031, see ②) focuses the system more while
interested in contrast to the label positive accepting.

In Fig. 6, the dominant dialog role annotations are com-
pared to U1’s subject states: if the system takes over the
dominant role in the conversation, highly significant sup-
port for the state interested is found (vs. positive accepting
p = 0.001, see ①; vs. negative labels p < 0.001, see ②). It is
also seen that if all participants are equally active in the di-
alog the state positive accepting is significantly (p = 0.043,
see ③) overlapped to a higher extent.

13An offer or suggestion of the system is perceived positively by the
subject.
14All negative subject states combined, i.e. uninterested, embarrassed,
impatient, stressed, negative accepting, disagreement.

Fig. 5 Comparison of the relative overlaps for the subject states in-
terested, positive accepting and negative labels of user U1 with U1’s
focus (eye gaze) towards the system, user U2, or elsewhere (other)

Fig. 6 Comparison of the relative overlaps for the subject states inter-
ested, positive accepting and negative labels of the users U1 with the
dominant dialog role annotations

Single turns, utterances or paralinguistic cues of sub-
ject U1 are evaluated in Fig. 7. It is seen that the over-
lap for active listening, including many feedback and back-
channeling utterances and paralinguistic cues, such as “um”,
or “hm”, is highly significantly larger for the state of inter-
ested as opposed to the other two categories (vs. positive
accepting p = 0.001, see ①; vs. negative labels p < 0.001,
see ②). Further, the amount of overlap with respect to the
talk style explaining for positive accepting is significantly
higher compared to interested (p = 0.028, see ③). The over-
lap of questions posed is not significantly higher if the user is
interested, whereas the annotations of commanding are sig-
nificantly overlapping more with the negative labels as with
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Fig. 7 Comparison of the relative overlaps for the subject states inter-
ested, positive accepting and negative labels of the users U1 with the
talk style/utterances of user U1

Fig. 8 Comparison of the relative overlaps for the subject states inter-
ested, positive accepting and negative labels of the users U1 with the
two most frequent U1 related events (laughs and waiting)

the two other categories (vs. interested p = 0.012, see ④; vs.
positive accepting p = 0.019, see ⑤).

Additionally, Fig. 8 shows the relevance of the labels sub-
sumed in “events” for the identification of the user’s state in
the interaction. Laughter overlaps significantly more in the
state of positive accepting as opposed to the negative anno-
tations (p = 0.012, see ①) and highly significantly more in
contrary to interested (p < 0.001, see ②). This finding sup-
ports the idea that U1 is commenting positively perceived
suggestions with a surprised or pleased smile or laughter.
Further, the overlap of laughter with the negative labels in
comparison to interested is as well significant (p = 0.018,
see ③). Figure 8 also shows that the relative amount of over-
lap of the annotation of waiting with negative subject state

Fig. 9 Comparison of the relative overlaps for the subject states inter-
ested, positive accepting and negative labels of the users U1 and U2

labels is significantly higher than the one for positive accept-
ing (p = 0.046, see ④).

In Fig. 9, a comparison of the subject state of U1 to the
one of U2 is shown. The labels interested and positive ac-
cepting correlate individually between both users forming
some sort of common interactional state: The relative over-
lap of the interested state of U2 with the state of interested of
U1 is significantly higher (p = 0.022, see ①) than the nega-
tive label overlap and highly significant (p = 0.001, see ②)
for positive accepting. This indicates that U1 and U2 often
share the same state of interest.

Further, if U1 is in the state of positive accepting we see
significantly higher overlaps for the subject state positive ac-
cepting of U2 (vs. interested: p = 0.017, see ③; vs. negative
labels p = 0.010, see ④), indicating that U1 and U2 often
share the state of positive accepting. This in turn shows that
some of the states annotated in this study are actually shared
between the interlocutors and refer to an overall conversa-
tional state rather than to an internal or personal state, which
was hypothesized in the introduction of this paper.

Overall, the annotation conducted for the PIT corpus re-
veals several behavioral cues, that indeed coincide signifi-
cantly more often with certain subject states than with oth-
ers. These results, together with others found in the literature
e.g. [8, 123], motivated us to develop an architecture capable
of the spatiotemporal integration of behavioral cues in order
to reveal hidden communicational states or social signals.
The following Sect. 4 reports some of our previous work to
detect, track, classify and fuse behavioral cues, that were de-
veloped in parallel to the analysis and annotation of the PIT
corpus. As the annotation process of the PIT corpus was ex-
tremely time consuming, we developed the approaches on
several available different and sometimes more restrictive
datasets allowing the preliminary analysis of our machine
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learning approaches. The PIT corpus itself is a rich multi-
modal HCI corpus, that is due to its complexity and the un-
constraint recording extremely difficult to process. The PIT
corpus itself is a multimodal HCI corpus which provides
a rich source of a multitude of communicative features in
the auditory and visual channels. Due to the complexity of
the corpus with the sequences of unconstrained communica-
tion also sets a high demand to its evaluation and annotation.
Consequently, any labeling requires focussing of resources
and a prelude of detailed planning, e.g., for considering the
communicative gestures at the targeted focus of the investi-
gation.

4 Technical approaches

4.1 Generic layered architecture

As shown in the previous sections, the communication state
can be inferred from the integration of behavioral cues ex-
pressed by the interlocutors, therefore, the proposed archi-
tecture processes data on different layers in order to be able
to extract temporal patterns of the observed behavior. For
simplicity we consider three layers of data streams, without
loss of generality. The first layer directly processes the fea-
tures X̃ being extracted from the various modalities (i.e. au-
dio, video, etc.). The second layer handles the stream of clas-
sification results Ỹ representing the low level observations,
i.e. nonverbal and paralinguistic behavior. The last stream
corresponds to the output stream Z̃, representing the user’s
states or communicational dispositions we aim at. Note, that
theoretically it is possible to train further layers on top of
that three layer architecture or to insert intermediate layers.

The data stream of the second and third layer is ob-
tained by shifting a window on the underlying layer and
feed the selected input into the corresponding classifiers.
We denote the windows on the first and second layer by
X̃t1 = (x̃t1 . . . x̃

t1+T̂1
) and Ỹt2 = (ỹt2 . . . ỹ

t2+T̂2
).

A schematic illustration of the framework is shown in
Fig. 10. The figure shows that, the higher layers integrate in-
formation of coarser time granularities. The last observation
of the second layer ỹ

t2+T̂2
is obtained using X̃t1 as input. The

first entry of the window of the second layer ỹt2 , however, is
obtained by processing X̃

t1−T̂2
. Therefore, the window Ỹt2

integrates information of the first layer starting from t1 − T̂2

and ending at t1 + T̂1. The data stream of the second and
third layer is obtained by concatenating the classification re-
sults of the lower layers.

4.2 Conditioned hidden Markov model

The conditioned hidden Markov model (CHMM) extends
the classical HMM by the assumption that the hidden states

Fig. 10 Exemplary layered arrangement of the hierarchical architec-
ture processing three layers of data streams. Layer 1 processes the fea-
tures X̃ which are directly extracted from the multiple sensors. Layer 2
handles the stream of classification results Ỹ, i.e. the social signals
found in the features. Finally, Layer 3 corresponds to the output layer
representing the user’s state or communicational disposition. It is seen
that the time granularity from layer to layer increases, as one box in
Layer 3 corresponds to T̂2 boxes of Layer 2 and one box of Layer 2
corresponds to T̂1 boxes of Layer 1 respectively

Fig. 11 Graphical model of the conditioned hidden Markov model.
The gray nodes are required for learning the parameters of the model
but only the dark gray nodes will be used testing a new sequence

are influenced by an underlying cause, namely the class to be
detected. As a result the hidden states can be shared by dif-
ferent classes, which is plausible as actions or communica-
tion states may have an overlap in the observation space and
can only be differentiated by observing the hole sequence.

The Markov chain of the CHMM is shown in Fig. 11 and
consists of a sequence of hidden random variables w, influ-
encing the observations X. The hidden variables themselves
are influenced by a sequence of random variables y, mod-
eling causes that induce the selection of the hidden random
variables.

The joint probability for a given sequence of observation
and hidden states and labels is evaluated by

p(X,w|y, λ)=p(w1 = w1|y1 = y1,π)

·
T∏

t=1

p(xt = xt |wt = wt, θ),

·
T∏

t=2

p(wt = wt |wt−1 = wt−1, yt = yt ,A)

(1)
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where the time steps are indexed by t and λ = {π ,A, θ} the
set of parameters of the CHMM. The probability for the ini-
tial hidden state is given by π ∈ R

|w|×|y| while the proba-
bility of the transition between the hidden state is given by
A ∈ R

|w|×|w|×|y|. The parameters describing the emissions
are given by θ and can model any observation like the classic
HMM (e.g. normal distributions, Gaussian mixture models,
or Bernoulli distributions).

The expectation-maximization (EM) algorithm is maxi-
mizing the expected complete data log-likelihood given by

Q
(
λ,λold)=

∑

w∈w

p
(
w|X,y, λold) lnp(X,w|y, λ)

=
∑

j∈w1

γ1,y(j) lnπj,y1

+
T∑

t=2

∑

i∈wt−1

∑

j∈wt

ξt−1,t,y(i, j) lnAi,j,yt

+
T∑

t=1

∑

j∈wt

γt,y(j) lnp(xt |wt = j, θ), (2)

where the belief for being in state i and having the label yt

at time t is given by γty(j), and the probability for being
in state i and pass over to state j and having the label yt at
the time t − 1 and t is given by ξt−1,t,y(i, j). For a given la-
bel sequence, the probabilities can be computed recursively
using the forward and backward variables

αt,y(j) = p(xt |wt = j)

·
∑

i∈wt−1

(
αt−1,y(i) p(wt = j |wt−1 = i, yt )

)
and

βt,y(j) =
∑

i∈wt+1

(
p(xt+1|wt+1 = i)

· βt+1,y(i)p(wt+1 = i|wt = j, yt+1)
)
,

(3)

with the starting conditions

α1,y(j) = p(x1|w1 = j)p(w1 = j |y1) and

βT,y(j) = 1.
(4)

The probabilities are then obtained by

γt,y(j) =αt,y(j)βt,y(j)

p(X)
and

ξt−1,t,y(i, j)=αt−1,y(i)βt,y(j)

p(X)
(5)

· p(xt |wt = j)p(wt = j |wt−1 = i, yt ).

As a result, the conditioned probability to observe a se-
quence given a label sequence is given by

p(X|y) =
∑

i∈wT

αT ,y(i) (6)

and hence the joint probability is given by p(X,y) =
p(X|y)p(y). The distribution on the class labels is then ob-
tained by

p(y|X)= p(X,y)∑
y∈y p(X,y)

. (7)

To compute the joint probability all combinations of the la-
bel sequence y need to be considered. This procedure is
computationally expensive. Since we use a sliding window
only slow changes within a sequence can be assumed, and
therefore the label sequences evaluated are restricted to only
one class.

During maximization we have to deal with the problem of
unbalanced data sets (e.g. as explained in Sect. 4.3.1, laugh-
ter is only present in about 10 % of the conversation). In
case a class holds the majority, the parameters will be dom-
inated by the corresponding distribution. In order to prevent
the CHMM to converge into this maximum, the numbers of
samples per class need to be adjusted by having repeated
entries in the dataset drawn by chance from the underrepre-
sented class.

Since emissions are now shared by classes, the approach
promises to generalize better. However, during training it
might occur that hidden states are never visited by a class
and the corresponding transition probability converges to
zero. Therefore, it is advisable to replace these values by a
numerical quantity close to zero. The most important dif-
ference to classical HMM is the funded distribution over
classes which holds more information than the discrete class
assignment itself.

4.3 Mechanisms for analyzing non-verbal cues

In this section we highlight some components of the sug-
gested framework and architecture along with some exem-
plary results. In particular, laughter spotting, as motivated
above, is investigated from the view-point of online classi-
fication in natural conversations. Furthermore, we show re-
sults of investigating the classification of voice quality as a
paralinguistic quality for affective user-state and additional
categorical information estimation. As briefly mentioned in
the motivation to this work, the visual channel—and dif-
ferent features and combinations thereof—convey impor-
tant signals of non-verbal communication, such as, attend-
ing/averting, shifting focus of attention, or pointing and ges-
turing through changes in head and body pose or movement
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signatures of the limbs and hands. We exemplary show re-
sults of estimating the head pose as an indicator of the in-
terlocutor’s direction of his/her focus of attention. Also, we
show an example of robustly extracting the arms and hands
as a precursor for estimating temporal signatures of hand
gestures.

In addition, results of fusing auditory features with re-
sults from the visual processing channels are briefly demon-
strated. Finally, we also demonstrate results that were gath-
ered at the higher level of activity recognition in an inter-
action scenario. Thus, these demonstrate how the proposed
architectural framework has already been pushed forward to
spotlight on an emerging set of functionalities that operate
on different layers.

4.3.1 Audio-based behavioral cue detection: laughter
spotting and voice quality estimation

Spotting laughter in naturalistic conversations In [93, 96]
we investigated the capability of sequential classifiers to
spot laughter in natural multiparty conversations, described
in [16]. The dialogs examined have been recorded using un-
obtrusive recording devices, namely one centrally placed
microphone and a 360 degree camera. Despite the sim-
ple setting and high variability of the recorded utterances
and laughs, high accuracies in spotting laughter could be
achieved. Laughter is arguably one of the most important
and universal paralinguistic behavioral cues [50, 53, 61,
120]. It is crucial for the detection of highly engaging points
in conversations and is a direct indicator for the positive
quality of interaction as mentioned in [61] and shown in the
annotation analysis in Sect. 3.2.

Laughter appears in a large variety of forms and types
(e.g. inhaled, exhaled, snort like laughs as well as laughter
bearing various meanings, e.g. humorous, nervous, or social
laughter [12]). A thorough analysis of the laughter’s acoustic
features in [3, 5] revealed interesting fundamental frequency
(f0) characteristics of single laughter calls.15 The so called
f0 excursions and change16 within calls were quite signif-
icant (e.g. around 50 Hz excursion and 45 Hz change for
male laughers, and 80 Hz excursion and 60 Hz change for
females); features capturing these variations, such as modu-
lation spectral features (ModSpec) could have quite signifi-
cant impact on the detection performance [43, 67].

Apart from our studies, a considerable amount of effort
has been invested into the analysis of automatic uni- and
multimodal laughter detection systems in the past few years

15A laugh bout contains multiple calls (e.g. the typical repetition of
‘ha’).
16Excursion is defined as the difference between the maximum and
minimum f0 within a call, and the change is defined as the absolute
value of the difference between the f0 at the call onset and the one at
the call offset.

[5, 50, 81, 87, 120]. However, most of the studies did not
suffice all of the criteria required for the direct applicabil-
ity of the approaches in online laughter spotting scenarios.
Either, manual initialization is required, the performance
is evaluated and trained on manually segmented laughter
episodes, or sterile and controlled laboratory recordings are
evaluated.

Therefore, we analyzed natural multiparty conversa-
tions with methods sufficing the mentioned requirements
in Sect. 2.4 in [93, 96]. In detail, we extract three inde-
pendent feature streams from the audiovisual data, namely
ModSpec features, and perceptual linear prediction (PLP)
coefficients [42] from the audio stream, and coarse move-
ment related features from the video stream [28]. Further,
these features were utilized in several multimodal experi-
ments using sequence classifiers, such as HMM and ESN
processing multiple sources, and decision level fusion.

With both approaches, we achieved high detection accu-
racies (6.5 % error for the best HMM approach and 9.1 %
error for the ESN). However, error rates do not tell the whole
story, as the datasets used for spotting rare events, such as
laughter in conversations, are often skewed with respect to
the amount of background data versus the target (in the an-
alyzed corpus the ratio is about 10:1). Therefore, we calcu-
lated the F1 measure17 (F1 = 0.72 for the HMM, with 0.8
recall and 0.64 precision; F1 = 0.63 for the ESN with 0.81
recall and 0.52 precision) in order to ensure a fair compari-
son of performances.

In conclusion, it is possible to spot important para-
linguistic behavioral cues, such as laughter, from unobtru-
sive audiovisual sources, with good accuracies in an on-
line manner using multimodal sequence classifiers. How-
ever, one of the conclusions in [93] is, that even though mul-
timodal analysis often improves the performance it is not a
straight forward process. Further, some of the laughs could
not be detected with any of the proposed setups and config-
urations, leading to the assumption that there is still space
for improvement (e.g. other purpose tailored features, more
complex decision integration, etc.).

Classifying voice quality using fuzzy-input fuzzy-output sup-
port vector machines In [94] the classification of the par-
alinguistic phenomenon of voice quality is investigated, as
it is important for manifold applications and is a strong in-
dicator for the speaker’s attitude, affective state and mood.
Voice qualities, such as breathy, creaky, whispery, tense,
and harsh voices, convey important information about the
affective state, as well as gender, and age of the speaker
[39, 65, 69, 132]. In [39] and [40] it is even stated that voice

17F1 = 2 · P ·R
P+R

, where P denotes the precision (ratio of hits to all hits
and false alarms) and R the recall (ratio of hits to all laughs in the set)
of the approach.
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quality does in fact contain more information on the affec-
tive state of the speaker than intonation.

The term voice quality refers to the timbre or coloring of
a speaker’s voice. For an individual speaker their voice qual-
ity is composed of longer term settings of the vocal system
combined with dynamic shifts in the system for commu-
nicative purposes [62, 66]. The perception tests conducted
for the classification experiments in [94] revealed that the
investigated voice qualities breathy, modal and tense, are a
rather continuous or dimensional concept than crisp categor-
ical entities. Human experts for example confused breathy
and tense samples mostly as being modal, but breathy and
tense were hardly ever confused with each other, resulting
in an inter-rater agreement of κ = 0.526 [19].

In order to investigate the usefulness of uncertain and
fuzzy information provided by the human experts, we ana-
lyzed the classification performance of fuzzy-input fuzzy-
output support vector machines (F2SVM) [119]. These
F2SVM outperformed naive Bayes classifiers and standard
SVM with the same configuration in multiple experiments
(i.e. 10 fold cross validation, leave one speaker out, and
cross corpus experiments) significantly, by solely utilizing
the information provided by the fuzzy annotations of the
human experts during training on a subset of the voice qual-
ity data for which the majority vote of the human annota-
tors always coincided with the actual target label. The inter-
rater agreement for this subset is κ = 0.717. The F2SVM
classified the voice quality samples with an error rate of
12.14 % (σ = 3.11) in the 10 fold cross validation, 13.88 %
(σ = 3.89) in the leave one speaker out experiment, and
17.66 % in the cross corpus experiment in all cases these
error rates are significantly lower as for both reference ap-
proaches.

In an additional fuzzy evaluation experiment, we did not
treat the output of the F2SVM as probabilities for each of the
three voice qualities and did not choose the most likely one.
We allowed mixed states and regarded the fuzzy output as
a membership distribution of the sample to all three classes.
For this experiment we utilize the D1 distance measure to
evaluate the fuzzy output. D1 is defined as:

D1(x, y) = 1 − S1(x, y) ∈ [0,1], (8)

where S1(x, y) =
∑L

i=1 min(xi, yi)∑L
i=1 max(xi, yi)

∈ [0,1]. (9)

The measure captures the similarity between two fuzzy la-
bels x and y, where L denotes the number of classes. The
more similar the target y and the classifier result x are, the
closer the value S1(x, y) will be to 1. The S1 similarity mea-
sure is commonly used for fuzzy classifier fusion using de-
cision templates [56, 58].

This approach resulted in an average D1 of 0.3884 (σ =
0.0288) for the cross validation experiments and 0.3877

(σ = 0.0260) for the leave one speaker out experiments with
no statistically significant difference between the automatic
approach and the human baseline performance.

The conclusions to be drawn from the analysis and exper-
iments in [94] are: the usage of fuzzy and uncertain infor-
mation does indeed improve classification results and out-
performs standard approaches significantly in certain cases.
Further, mixed categories for dimensional and continuous
concepts, such as voice qualities and affective states, should
be processed in a holistic and generic architecture analyzing
social signals on various levels. However, in order to be able
to evaluate these results, measures such as the D1 distance
measure need to be established and utilized.

4.3.2 Visual detection of head pose, limbs, and articulatory
activities

Another important modality for non-verbal communication
is given by the visual channel. Visual signals comprise rich
behavioral cues to establish sensitivity to emotion and dis-
position in vision and speech, gesture, touch, and individual-
ity concerning autonomy and personality. In communication
processes nonverbal social signaling conveys communica-
tive initiative, determination, interest, attention, relatedness,
empathy, etc. [79, 124]. We briefly summarize our approach
to reliably estimate the user’s head pose direction, one of
the most meaningful cues concerning the user’s focus of at-
tention relative to the observer or camera (see [64]). In ad-
dition, we demonstrate how parts of the upper torso, such
as the limbs (arms, hands) can be extracted and utilized to
subsequently estimate temporal signatures for gestured ar-
ticulations. It should be emphasized that we aim at devel-
oping mechanisms that function as integral part of the gen-
eral framework, which is capable of analyzing social signals
from a first-person perspective. This is important as a sig-
nificant amount of contributions visually analyze commu-
nicative signals and behavior from a third-person perspec-
tive such as to automatize evaluative function to derive sig-
nificant features in multi-party interactions [79].

Head pose estimation Vision-based estimation of the hu-
man head pose received more and more attention over the
last decade [70]. Many of the approaches proposed in the lit-
erature still suffer from large errors and redundancies in the
feature extraction and matching mechanisms, vulnerability
to variations in illumination conditions, or size changes due
to variable camera-actor distances. We propose a scheme
based on stereoscopic vision that overcomes these difficul-
ties by operating on features of intermediate complexity de-
rived from a biologically inspired hierarchical processing
architecture. Using intermediate-level features increases the
robustness of the stereo matching, while the false detection
rate is reduced. The approach mainly consists of two pro-
cessing steps, namely (i) the detection and localization of



J Multimodal User Interfaces (2012) 6:117–141 131

four facial features (the eyes and the mouth corners) within
the images of a stereo pair and (ii) the calculation of the dis-
parity values between each pair of corresponding features.
For the detection of the head and the facial features, we
modified the biologically inspired object-recognition model
proposed by Mutch and Lowe [71]. The processing proceeds
hierarchically through a sequence of alternating layers of lo-
cal linear filtering operations to combine input features of in-
creasing complexity, and local non-linear pooling of the in-
put over a neighborhood to achieve invariance against vari-
ations in position, size and rotation. We employ five stages
of processing. First, the original image is transformed into
a pyramidal representation of different spatial scales. Sec-
ond, each scale is convolved with 2D Gabor filters of four
orientations resulting in a 4D feature representation of po-
sition, scale and orientation. This approach is performance
optimized by using fixed filter sizes at the different pyra-
mid levels (unlike, e.g., [108]). In the third stage, filtering
results are pooled over the same orientations within a local
neighborhood (for details see [64]). In the fourth stage, a
template matching operation is utilized using patches from
the last pooling stages and a number of learned prototypes.
Briefly speaking, the learning algorithm selects the most de-
scriptive and discriminative prototypes among an exhaustive
number of patches randomly sampled during the learning
process. Disregarding the learning process, the prototypes
themselves are filters representing features of a higher com-
plexity. In the last stage, the responses of prototypes from
the fourth stage are pooled over all positions and scales by
choosing the maximum value for each prototype, yielding a
single feature vector. These vectors serve as input to a linear
SVM, used for the classification of the facial features. After
the successful localization of the intermediate level facial
features in the stereo image pair, the associated disparities
are determined by maximizing the correlation of a feature in
the left image and its counterpart in the right image within
a local neighborhood. It is important to stress, that we do
not need to estimate a dense disparity map and thus consid-
erably reduce the computational costs. Given the disparity
values as well as the focal length and the baseline of the
stereo camera system, the world coordinates of the facial
features can easily be derived. We have reasoned, that the
orientation of the head can be estimated by fitting a plane on
four facial feature positions located in space. These features
are the centers of the left and right eye and the two corners
of the mouth which together approximately span a plan (the
so-called facial plane). After the disparities of the match-
ing features have been determined, their 3D depth values
are calculated. Finally a regression plane is fitted to the four
points such that its orientation can be used as an estimate of
the head pose. We used artificial input images with known
ground truth, as well as images achieved under almost unre-
stricted real word conditions to evaluate the precision of the
proposed approach (see Fig. 12).

Limb detection and estimating articulatory activity We
suggest to employ a task-driven processing mechanism us-
ing visual routines [107, 121] in order to selectively con-
strain the search space for analyzing possible shape config-
urations. Initial contrast detection is accomplished by using
the processing cascade as outlined above. Oriented contrasts
can be subsequently grouped to form extended boundary
signals [127] followed by the estimation of a symmetry axis.
These static features are combined with evidences derived
from motion and spatiotemporal occlusion signals. The de-
tection of spatiotemporal occlusion from motion is moti-
vated by investigations of the deletion and accretion patterns
of optical texture in the presence of mutual surface occlu-
sions. We employ here an extended mechanism detecting
discontinuities in integrated motion patterns. Motion dis-
continuities are combined with responses from the detection
of temporal changes in motion energy encoding occlusion
and dis-occlusion regions in the motion field [7]. We em-
ploy this motion-based mechanism for segregating the arm
limbs and hands from background. Upper and lower arm
segments can be compactly described by a symmetry axis.
We incorporate an approach proposed by Curio and cowork-
ers to compute medial features from grey level input images
[33] (see Fig. 13). In a nutshell, the algorithm utilizes an en-
ergy minimization approach based on two sequential stages
of processing by estimating a vector field from diffusing
boundary gradients, and subsequent detection of local sinks
in the resulting vector fields. The orientation of the upper
arm limb (at the shoulder joint) is indicative for the poten-
tial locations of the lower arm and the hand, based on the
degrees of freedom at elbows and wrists. Based on anthro-
pometric constraints as well as the degrees of freedom of the
limbs the lower arm and hand is bound to a circular sector
of potential image appearance defined by the body and the
end of the upper arm axes. The outer limb components can
be detected by a further stage of symmetry-based detection
as well as an active segmentation stage utilizing the mech-
anism by [1]. The robust segmentation of the body limbs,
e.g. upper and lower arms, hand and even individual fingers
convey further information about, e.g., exposure, gestures,
self-presentation, and conversational distance [2]. For real
scenes, we suggest the sequentially organized extraction of
arm and hand poses by an attention-guided search process
which proceeds in a coarse-to-fine manner. Segmentation of
the hand is triggered by higher-order visual routines which
operate to build an incremental representation providing a
link to sensory-motor tasks. A target region in the potential
sector of occurrence of lower arm limb and hand is iden-
tified after the upper arm has been detected. We utilize the
approach of [68]. In a nutshell, the algorithm actively centers
the local reference coordinate system at a selected target re-
gion (simulating an artificial saccadic eye movement). Using
a space-variant image representation that centers the high-
resolution at the gaze center leads to a simplified segregation
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Fig. 12 Evaluation of the stereoscopic head pose estimation. (a) Ar-
tificially generated stereo images with known ground truth were used
to evaluate the precision of the head pose estimation under controlled
conditions. For horizontal head poses in a range of −20◦ to +20◦ (yaw
angle), the error remains below 3◦ (with larger yaw angles producing
larger errors). (b) In addition, we tested the proposed head pose esti-
mation approach under real world conditions, using a Bumblebee®2
Stereo Vision Camera System (Point Grey Research Inc.). The sub-
ject was instructed to rotate his head systematically from the left to the
right. Although no ground truth data is available, it can be seen that the
estimated head pose follows the pose characteristic of the head. (c) The

capability of the proposed approach under varying camera-actor dis-
tances was tested using two real world sequences with different but
constant yaw angles (above and below the plot). As it can be seen, there
is only a little variation in the estimation quality for the head poses at
different distances. It is important to note that the apparently large dif-
ferences of the estimated head poses in the left half of the plot (large
distance between camera and actor) are caused by a mere difference
of one pixel in the estimated disparity value. Increasing the camera-
actor distance more and more decreases the resolution of the face and
consequently the number of distinguishable head poses

of the focused target region from the current background
(that surrounds the current target). A binary graph cut algo-
rithm segregates the figural segment (the hand) against the
peripheral background using the figure boundary to steer the
min-cut segmentation. The segmented target region can be
tracked over time to estimate characteristic temporal signa-
tures in nonverbal communication. We show a result of the
signatures derived from the variance of the Euclidean dis-
tance between the hand in pairs of successive frames in a
video stream (see Fig. 14). The variance is considered as an
indicator of gesticulation activity to emphasize content in
verbally communicated message content.

4.3.3 Multimodal and layered fusion experiments

Research activities in facial expression recognition and
speech based emotion recognition [77] are usually per-

formed independently from each other. But in almost all
practical applications people speak and exhibit facial expres-
sions at the same time, and consequently both modalities
should be used in order to perform robust affect recognition.

Therefore, multimodal, and in particularly audio-visual
emotion recognition has been emerging in recently [102];
multiple classifier systems have been widely investigated for
the classification of human emotions [24, 97, 100, 105, 125].

In the following, we elaborate on two architectures that
we investigated recently. The first exemplifies the fusion of
audiovisual data for the task of emotion recognition; the
other is an exemplary use-case of a layered hidden Markov
model for the classification of complex activities.

Audio-visual emotion recognition For the audio-visual
emotion challenge (AVEC) [26], we contributed a multi-
view architecture for audio-visual affect recognition based
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Fig. 13 Detection of the forearm’s symmetry axis. Motion-based oc-
clusion and dis-occlusion areas are extracted in an image sequence and
used for the calculation of the forearms medial axis

on the principles on multiple classifier systems [37]; the
proposed architecture consisted of three parts: an audio-
based multiple classifier system trained on Energy, Pitch,
RASTA, LPC, and MFCC features, a multiple classifier sys-
tem trained on form and motion features, and a trainable fu-
sion mapping consisting of multilayer perceptrons (MLP).
The task was to accurately predict four affective dimensions:
arousal, power, expectancy and valance.

For each audio feature a bag of hidden Markov models
(HMM) have been trained [9, 86]. The hidden states and the
number of mixture components of the HMM classifiers have
been optimized using a parameter search, using the chal-
lenge’s development dataset; the optimal setup was three
hidden states and two mixture components in the Gaussian
mixture model (GMM) with full covariance matrices. The
overall multi-view audio classifier architecture is schemati-
cally shown in Fig. 15 and the unimodal classification rates
on word level are stated in Table 2.

The video modality was analyzed using support vector
machines (SVM) [101]; concatenated vectors of form and
motion features were used as input. These vectors have been

Fig. 14 (a) Exemplary temporal signature of a moving hand. (b) The
variance of the Euclidean distance between one hand in two succeeding
frames is used as an indicator of gesticulation activity. One frame for
each high, as well as low gesticulation activity is shown

used to train a ν-SVM with linear kernel and probabilistic
classifier outputs according to Platt [83]. Again a parame-
ter search was applied to obtain optimal parameters for the
SVM classifiers. Based on the results of all four label dimen-
sions an intermediate fusion was conducted using an MLP
to obtain the final prediction. A scheme illustrating the ar-
chitecture used is shown in Fig. 16, and classification results
on frame level are reported in Table 2.

For the audio-visual fusion the probabilistic outputs of
the video stream are collected; subsequently vectors are nor-
malized and decisions are made on word level (as indicated
in Fig. 17). By concatenating the results of all label dimen-
sions, a new feature vector is obtained which is then used to
train a final fusion layer based on MLP; Fig. 17 shows the
overall audio-visual classifier system, while the classifica-
tion results on word level are given in Table 2; the results
are promising and achieved a second and third place in the
AVEC competition at ACII 2011 with more than 40 submis-
sions.



134 J Multimodal User Interfaces (2012) 6:117–141

Activity classification using layered HMM architecture
The layered architecture has already been successfully ap-
plied to human activity recognition [35]. The activity recog-
nition setting aims at discriminating a multitude of activities
performed by a person (e.g. writing a note, stirring a cof-
fee, drinking coffee, etc.). In a recent experiment the object
interacting with person is also detected [36]; the CHMM is
then used to incorporate the additional symbolic information
into the layered architecture.

These activities can be decomposed into a set of atomic
actions (e.g. pick up object, move objects towards head, ma-
nipulate object close by the head, lay back object etc.); sim-
ilar to the behavioral cues for the subject state classification,
it is possible to detect the complex activities by integrating
over the atomic actions. This behavior is linked to the first
challenge in Sect. 2.3. Within the setup the first layer de-
tects the actions and then passes the classification results to
the second layer in which the more complex activities are
detected. In the proposed HCI scenario the subject’s state
and communicative dispositions will be decomposed analo-
gously into behavioral cues. However, the relation between
them is not as straightforward as for the activity classifica-
tion task.

The setup’s performance was investigated in an offline
as well as an online experiment: in the offline experiment
actions and activities were pre-segmented for training and

Fig. 15 Audio classifier system. For each label a bag of HMM have
been trained on selected features sets

testing. Using this data set all examined classifiers achieved
error rates of only 2.0 %.

In the online experiment the architecture did not receive
the start and end times of the activities; this design fits a real
world scenario more appropriately. The data set was not cut
into segments and a window is shifted over the continuous
data stream (see Sect. 4.1). Additional unseen and untrained
background actions (e.g. enter a text into the keyboard) were
performed to increase the difficulty. This online experiment
clearly shows that investigating pre-segmented data is in-
sufficiently representing the performance of a system in
the wild; the error rate was heavily underestimated. While,
passing discrete class assignments from the lower layer to
the upper reached an error rate of 66.33 %, the utilization
of CHMM achieved a significantly reduced error rate of
39.16 % [35]. This result exemplifies the benefit of passing
uncertain classification results to the next layer; the integra-
tion of uncertain information helps the overall performance
to compensate for errors originating in lower levels of the ar-
chitecture. The utilized CHMM is conform with several of
our previously mentioned requirements and challenges. Cur-
rently we are working on inferring user attitudes from the
stream of detected activities or combined behavioral cues.
The architecture is therefore to be extended by a third layer.

Fig. 16 Video classifier system. The form and motion features are
concatenated and used to train ν-SVM for each label dimension. The
outputs of the classifiers are used to train a intermediate fusion layer
realized by multilayer perceptrons

Table 2 Classification results: The weighted accuracy (WA) corresponds to the correctly detected samples divided by the total number of samples.
The unweighted accuracy (UA) is given by the averaged recall of the two classes of a label dimension

Arousal Expectancy Power Valence

WA UA WA UA WA UA WA UA

Audio 66.9 67.5 62.9 58.5 63.2 58.4 65.7 63.3

Visual 58.2 53.5 53.5 53.2 53.7 53.8 53.2 49.8

Audio/Visual 69.3 70.6 61.7 60.1 61.3 59.1 68.8 66.4
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Fig. 17 Audio-visual classifier system. The output of all modalities are collected on word level and used to train a multi layer perceptron for each
label dimension

5 General discussion

So far, we discussed a manifold of research fields in this pa-
per. The various aspects that are investigated, and evaluated
in the preceding sections are add up and integrated to a big-
ger picture with our previous work and some related work
in the literature.

Relevant HCI user states and suitable annotation schemes
ought to be discussed, as the commonly used prototypical
emotion categories (e.g. anger, happiness, sadness) rarely
occur. Further, annotations are often rigid and limited to
fixed utterances [38, 95, 99]. To approach this issue, a hier-
archical annotation scheme with labels grouped into several
layers is introduced [99]. The correlations between annota-
tions of behavioral cues and user states are analyzed to re-
veal pattern dynamics that can help reveal user states (e.g.
interest, engagement, etc.) [95]. The user states themselves
are only indirectly inferable by the annotator using back-
ground information (i.e. the context of the interaction) and
the observation of the participants’ behavior.

The proposed set of communicational dispositions (see
Table 1), which is not based on a psychological theory but
is rather a pragmatic solution, is well represented in the PIT
corpus (see Table 3). The annotations are organized in lay-
ers as temporal attributes, and can be assigned with varying
lengths and offsets. Hence, it is possible to overlap longer
lasting states, such as the dominant dialog role, in one layer
and multiple short events, such as the focus of the user, in
another layer. This softens the often rigid and strict anno-
tation schemes used in many applications. However, it also
increases the complexity of the annotations.

The analysis of the annotations revealed several signifi-
cant coincidences between the direct observations and hid-
den user states. For instance, significant correlations of the

relative overlap between the user’s focus and the state of in-
terest are found (compare Fig. 5); the dialog role and the
dynamics of the conversation could also be identified as a
relevant cue (see Fig. 6). The dynamics of the conversa-
tion are discussed and analyzed in several publications, such
as [17, 30, 46, 72]. Additionally, significant coincidences of
laughter with the state of positive accepting were found as
well, as shown in Fig. 8.

The proposed annotation is, however, not exhaustive and
extensions are possible. In [132] for instance it has been
shown that voice quality can be used to infer the affective
state of the speaker and Sect. 4.3.1 shows the capability to
automatically classify it. The subject state layer comprising
the so called conversational dispositions is not compulsory,
but could in principal be exchanged by other schemes, such
as dimensional affect annotations or other categories.

Even though, this annotation scheme is quite advanta-
geous (e.g. flexible and extendable set of categories and lay-
ers, relevant subject states, and exchangeable top layer cat-
egories), there are also a few non-negligible disadvantages.
The time and effort required to annotate in all these differ-
ent layers for example is large and the issue of how to assess
inter-rater agreement of continuous labels is unsolved. The
high workload for the annotators may be reduced little by
little using bootstrap and partially supervised learning ap-
proaches, such as active learning [109] in combination with
classification approaches, e.g. laughter spotting or gaze de-
tection (Sect. 4.3).

Active learning can speed up the training of the classifiers
as they choose relevant samples18 themselves in an iterative

18Usually relevant samples are those that influence the training the
most (i.e. for a support vector machine those samples closest to the
separating hyperplane are most relevant for the adaptation of the hy-
perplane; samples that are far from the hyperplane have hardly any
influence and won’t help during training).
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process. Following this paradigm pre-trained and initialized
classifiers can be adapted and personalized iteratively for a
particular user, who is frequently interacting with a system.

Within the proposed architecture, the different models
can be adapted separately; in particular low level models
(i.e. behavioral cue spotters etc.) can be trained indepen-
dently from the upper layer CHMM rendering the current
subject’s state [75]. The layered architecture itself is ad-
vantageous as the classifiers of the lower layers can be ex-
changed while the classifier on the upper level may remain
unchanged.

Following the requirements for behavioral cue detection
(see Sect. 2.4), some successful previous work is shown in
Sects. 4.3.1 and 4.3.2. The detection or classification ex-
periments were conducted parallel to the lengthy annota-
tion process of the PIT corpus; in-place and readily avail-
able datasets with a subset of the proposed or exclusive (e.g.
voice quality) annotations were utilized to test prototype al-
gorithms. Even though, the results were not conducted on
the PIT corpus itself but on other more or less constrained
datasets, they are representative for the future development
of an integrated system.

The study of the layered architecture of HMM using
the application of human activity recognition (compare
Sect. 4.3.3) showed that uncertainty and problem decom-
position are successful strategies. Utilizing classical HMM
within this architecture bears the drawback, that solely dis-
crete classes or model likelihoods can be utilized which in
general tend to take very small values and therefore are not
suitable for training the next layer. To obtain a more qual-
ified probability measure the CHMM as in [35, 36] can be
used to render a class distributions for each layer. It could be
shown that using the distribution over classes in contrast to
discrete class assignments improves the performance of the
architecture significantly (see Sect. 4.3.3).

In Fig. 1, a schematic overview of such a multimodal
hierarchical architecture is shown. Lower levels are incor-
porated using sequential classifiers in higher levels. From
bottom to top the time windows for decisions are grow-
ing, whereas the complexity of the decisions is increas-
ing. Following the requirements and challenges mentioned
in this paper, the architecture needs to be able to incorpo-
rate the detections and decisions from previous layers; it
needs mechanisms to compensate early errors, sensor fail-
ures and occlusions. As in [37], data with varying time-
constraints (e.g. different sampling rates, expression lengths,
or dynamics etc.) need to be integrated and synchronized
to a common decision. Further, the increasing time win-
dow size from layer to layer implies, that from the amount
of data available for training is shrinking in the top lay-
ers. Therefore, large amounts of data, rendering the ap-
proach expensive in terms of annotation and recording or
classifiers with a limited number of trained parameters, are
needed.

6 Conclusions and future directions

In this paper we presented an approach towards the analysis
of users’ states and communicational dispositions in social
and human computer interaction. Motivated by the findings
in literature and related sciences our approach is based on
behavioral cues forming the basic building blocks of the
analysis, as they are multimodal indicators for the target
states. The temporal and dynamic integration of their occur-
rences helps to infer the underlying subject state, as shown
by the analysis of manually annotated recordings and some
previous findings in the literature.

For the automatic inference of the states we propose a
hierarchical architecture, based on layered hidden Markov
models, capable of achieving this integration, and fulfilling
the requirements defined in this paper, such as the capabil-
ity to deal with uncertain and incomplete data. Supported
by findings of our previous work we believe that this step
by step approach based on the detection and integration of
multimodal behavioral cues can help to achieve the very am-
bitious goal of user state inference in the future.

Nonetheless, there is a lot of space for further investi-
gations and development; the identification and understand-
ing of nonverbal and paralinguistic cues could reveal novel
building blocks and could help building some sort of basic
alphabet to identify and infer the state of the interaction. The
development of suitable features and classifiers alike could
increase the performance and is required for the realtime and
multimodal analysis of the data.

The refinement and testing of the hierarchical architec-
ture is an open point that needs to be addressed in the future.
Datasets need to be recorded and annotated. Especially the
annotation is a very time consuming procedure and could be
eased by the mentioned active learning and semi-supervised
learning.

As this paper provides some tools, ideas, and resources
for the analysis of human behavior and the interpretation of
their affective or communicational state, it is still to be po-
sitioned at the beginning of an emerging field of research,
backed with several international research projects. The fi-
nal solution to the very ambitious task of analyzing and in-
terpreting the user’s state in HCI is of course far from being
found, however, the arguments and results of this “divide
and conquer”-inspired bottom-up approach seem promising
and should be investigated and evaluated in the years to
come.
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Appendix 1: Additional results

Table 3 lists a summary of the layered annotations.

Table 3 Average length (Avg. length) in seconds, standard deviation of length (StdDev. length), total duration (Tot. duration) in seconds and
number of occurrences (Occurrences) of labels for user U1 and U2. All annotation layers are listed with their respective labels

Subject state Avg. length StdDev. length Tot. duration Occurrences

U1 U2 U1 U2 U1 U2 U1 U2

Interested 13.1 13.5 11.0 11.5 4012.6 3599.2 306 266

Uninterested 11.4 11.9 4.5 8.1 91.2 261.7 8 22

Surprised reacting 6.6 4.7 7.6 2.4 159.1 32.9 24 7

Embarrassment 9.4 9.4 7.5 7.0 366.4 103.2 40 11

Impatient 7.6 5.6 6.5 4.5 175.2 90.2 23 16

Stressed 5.8 3.5 2.7 2.3 69.5 7.0 12 2

Neg. accepting 4.9 5.1 4.0 3.3 173.0 111.5 35 22

Pos. accepting 6.1 6.1 5.0 4.7 904.5 725.9 149 119

Disagreement 5.5 9.3 3.4 5.1 82.9 102.0 15 11

Talk style

Commanding 4.1 4.8 2.5 4.2 252.8 124.6 61 26

Off-talk 10.3 9.9 6.7 6.0 227.7 138.9 22 14

Ironic 5.4 4.0 4.9 2.8 75.2 56.0 14 14

Explaining 8.5 5.0 7.5 3.6 1296.7 474.9 153 95

Active listening 9.1 14.2 5.7 15.6 2731.5 4071.9 299 287

Question 4.3 4.4 2.5 4.3 595.6 352.0 137 80

Thinking 4.5 4.6 3.2 2.4 90.7 68.4 20 15

Reading 9.6 n/a 5.3 n/a 105.2 n/a 11 n/a

Event

Laughs 3.2 2.9 1.5 1.7 352.9 306.8 112 107

Silence 9.0 9.3 7.2 9.4 135.1 74.6 15 8

Exciting moments 7.1 3.7 7.5 1.4 56.5 14.8 8 4

Topic shifts 2.1 2.1 1.3 1.3 21.2 21.2 10 10

Waiting 4.8 8.0 3.5 5.1 135.7 88.4 28 11

Dom. dialog role Avg. length StdDev. length Total duration Occurrences

User U1 10.9 11.2 1460.4 134

User U2 7.7 5.0 271.2 35

System S 10.5 4.8 1988.3 189

Eq. active 18.8 15.6 1765.2 94

Eq. passive 10.7 6.6 363.0 34
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