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Abstract
Emotion perception is a complex process, often measured using
stimuli presentation experiments that query evaluators for their
perceptual ratings of emotional cues. These evaluations contain
large amounts of variability both related and unrelated to the
evaluated utterances. One approach to handling this variability
is to model emotion perception at the individual level. However,
the perceptions of specific users may not adequately capture
the emotional acoustic properties of an utterance. This problem
can be mitigated by the common technique of averaging evalu-
ations from multiple users. We demonstrate that this averaging
procedure improves classification performance when compared
to classification results from models created using individual-
specific evaluations. We also demonstrate that the performance
increases are related to the consistency with which evaluators
label data. These results suggest that the acoustic properties of
emotional speech are better captured using models formed from
averaged evaluations rather than from individual-specific eval-
uations.
Index Terms: Emotion, Hidden Markov Model, Perception

1. Introduction
Quantitative models of user perception have the potential to fa-
cilitate the design of synthetic emotional expressions. These
models could lead to computer agents and robots that more nat-
urally and functionally blend into human society [1, 2]. User
specific emotional modeling and synthesis requires an under-
standing of human emotional perception, often measured using
stimuli presentation experiments. Unfortunately, the evaluation
process is non-stationary. Subjective emotional appraisals of
evaluators change as they tire and as they are exposed to increas-
ing numbers of emotional utterances. It is common practice to
estimate emotional ground truth by averaging evaluations from
multiple evaluators. The question remains as to whether this
averaging between evaluators with different internal emotional
representations sacrifices important individual information.

Emotion recognition has been studied extensively [3–6].
However, these studies do not provide analyses of inter-
evaluator differences. In [7–9], the authors present an analysis
of the differences between self-evaluations and the evaluations
of others. In [10], the authors present a new emotion classifi-
cation accuracy metric that considers common inter-evaluator
emotion classification errors. The question of inter-evaluator
averaging remains unexplored.

This paper presents an analysis of human emotion evalua-
tion. The foci of this paper are: the measurement of the con-
sistency between evaluators and the evaluation of evaluators

based on automatic emotion recognition. Firstly, we study the
consistency between the categorical emotion labels (e.g., angry,
happy, sad, neutral) of the utterances and the evaluators’ internal
representation of valence (positive vs. negative) and activation
(calm vs. excited), using Naı̈ve Bayes classification. This clas-
sification framework is used to estimate the categorical emotion
of an utterance given individual evaluators’ ratings of valence
and activation. It is hypothesized that higher performance will
be observed for evaluators with internally consistent representa-
tions of the dimensional emotional space, since emotional cat-
egories are located in specific regions of this space [11]. Sec-
ondly, we model the relationship between the temporal acoustic
properties of a clip and the subjective valence or activation rat-
ing using Hidden Markov Models. The conventional approach
in emotion recognition is to use subjective evaluations to mea-
sure the performance of the system. We propose the opposite
approach: to use the results of an emotion recognition system
to measure the accuracy of subjective evaluations. We hypothe-
size that the performance of the automatic system will increase,
if the emotional labels are accurate. These models are compared
across three conditions: a) training and testing on individual
data; b) training and testing on averaged data; and c) training
on averaged data and testing on individual data.

Human evaluators are as unique as snowflakes. Conse-
quently, one would expect that HMMs trained on individual-
specific data would better capture the variability inherent in the
individual’s evaluation style. However, the presented experi-
ments demonstrate that models trained on averaged data either
outperform or perform comparably to those trained solely on
the individual-specific data. The results also suggest that evalu-
ations from individuals with a higher level of internal emotional
consistency are more representative of the emotional acoustic
properties of the clips than those of less consistent evaluators.

The remainder of the paper will be presented as follows:
The data are described in Section 2. The approach is outlined
in Section 3. The results are presented in Section 4. The dis-
cussion is provided in Section 5. Finally, the conclusion is pre-
sented in Section 6.

2. Data
2.1. IEMOCAP Data

Our data were drawn from the audio-visual Interactive Emo-
tional Dyadic Motion Capture Database (IEMOCAP) [12]. In
this dataset, five mixed-gender pairs of actors (ten actors total)
performed selections from emotionally salient plays and impro-
visations based on emotionally salient scenarios. We use the
audio files from the five female actresses.



The data were evaluated using two methods: categorical
and dimensional evaluation. In the categorical evaluation task,
evaluators tag a clip with a semantic emotional label (e.g., an-
gry or happy). In the dimensional evaluation task, evaluators
assign a clip to a location within an emotional space. We use
an emotional space consisting of the dimensions of valence and
activation, both discretized to a five-point scale. Valence de-
scribes the positive vs. negative aspect of the emotion [1 = most
negative, 5 = most positive]. Activation describes the calm vs.
excited aspect of the emotion [1 = most calm, 5 = most excited].

In this paper we present dimensional classification analy-
ses. We consider only clips labeled (using majority voting over
the categorical evaluators) as angry, happy, sad, or neutral. We
present results using dimensional evaluations from the two eval-
uators who evaluated the largest quantity of data (evaluators one
and two). Evaluator one analyzed 1,773 clips and evaluator two
analyzed 1,682 clips from the angry, happy, sad, neutral set. The
clips evaluated by evaluator two are a subset of those evaluated
by evaluator one. Please see [12] for more database details.

2.2. Audio Features

We extracted 13 filterbanks of Mel Filterbanks (MFB), their
delta, and acceleration from the audio files. MFBs model the
human auditory system by creating filterbanks of increasing
width as the frequency increases. This structure approximates
the increasing de-sensitivity in human hearing to deviations
in frequency as the frequency content of the signal increases.
MFBs are used in the calculation of Mel Frequency Cepstral
Coefficients (MFCC). They have been shown [3] to contain
more emotional information than MFCCs.

2.3. Treatment of Evaluations

This paper presents two types of evaluator studies: individual
and averaged. The experiments based upon individual eval-
uations study the dimensional evaluator behaviors of the two
evaluators, evaluator one and evaluator two, separately. These
evaluations are neither averaged nor normalized. The averaged

evaluations are the averages of the valence and activation rat-
ings of evaluators one and two. The averaged rating is always
rounded up to the nearest integer.

3. Approach
There are two points of interest that arise when considering
evaluator performance: evaluator consistency (how similarly
evaluators rate clips of the same semantic label) and evalua-
tor reliability (how representative the labels are of the acous-
tic properties of the utterance). To answer these questions we
consider two probabilistic modeling techniques: Naı̈ve Bayes
and Hidden Markov Models, respectively. Previous work has
demonstrated the efficacy of utilizing Naı̈ve Bayes to recognize
the emotional content of speech [13] and Hidden Markov Mod-
els to capture its underlying temporal properties [3].

3.1. Naı̈ve Bayes

Research has shown that categorical emotions can be depicted
as occupying specific portions of a dimensional space defined
by valence and activation [5,11,14,15]. For example, archetypal
angry emotions lie within an area defined by negative valence
and high activation, while archetypal happy emotions lie within
an area defined by positive valence and mid to high activation.
This suggests that given only an evaluator’s subjective evalua-
tion of the valence and activation of an utterance, it should be
possible to estimate the categorical emotion label of the utter-

ance [5]. One measure of evaluator consistency is to determine
how well a simple classification algorithm predicts the categor-
ical emotion label of a clip given the subject evaluation of va-
lence and activation. We use Naı̈ve Bayes classification for this
analysis. In this classification task, evaluator one’s and two’s
subjective valence and activation ratings are used to predict the
majority voted categorical label.

3.2. Hidden Markov Models

In the emotional evaluation process, there exists a dependency
between assigned evaluation and the temporal acoustic proper-
ties of an utterance. We use Hidden Markov Models (HMM)
to model the relationship between the temporal fluctuations of
the acoustic properties and the resulting reported emotion per-
ception. The HMM classification accuracies provide insight re-
garding how representative the subjective dimensional tags of
the evaluators are of the underlying emotional acoustic proper-
ties of the utterances. The accuracies are also used to analyze
the effectiveness of averaging subjective, unnormalized evalua-
tions obtained from multiple individuals.

We describe two separate classification tasks: valence and
activation. In these tasks, the original five point scale was col-
lapsed into a three point scale to combat a data sparsity issue.
Classes one and five were not tagged with sufficient frequency
to form models across both evaluators. Class three, representing
neutral (for both valence and activation), remained unchanged.
Classes one and two (either negative valence or lowly activated)
were collapsed into a single class and classes four and five (ei-
ther positive valence or highly activated) were collapsed into a
single class. This resulted in three model groups, one for each,
of the valence and activation classification tasks.

In each model group the data were modeled at the phoneme
level. The phonemes were clustered into seven classes to re-
tain a large quantity of data per model. The seven classes in-
cluded: front vowels, back/mid vowels, dipthong, liquid, nasal,
stop consenants, and fricatives (see [3] for a detailed map-
ping). The utterances each had accompanying transcription files
at the word and phoneme level, generated using forced align-
ment [12]. The phoneme-level transcription files were modi-
fied for each utterance, replacing the original phonemes with
phoneme classes (see Table 1 for an example). In each classifi-
cation task there were a total of three model groups, each with
seven phoneme class models, plus emotion-independent models
for silence and laughter for a total of 23 models.

The HMMs were trained using HTK [16]. Each model
(valence, activation) had three-states and eight mixture com-
ponents. The emotional HMMs were trained in two ways:
a) using individual-specific evaluations, and b) using averaged
evaluations. The individual-specific HMMs were tested us-
ing individual-specific evaluations. The averaged HMMs were
tested using both individual-specific evaluations and averaged
evaluations. The testing procedure utilized word-level forced
alignment using -I in HVite. This focused the classification task
on the identification of the correct emotional phoneme class,
rather than the correct phoneme and the correct emotion class.
The output of the HMM classification consisted of a transcript
file containing the estimated emotional phoneme states over
specified time windows. The final emotion of the utterance was
assigned using majority voting over the estimated emotional
phonemes, weighted by the time duration of each assigned emo-
tional phoneme class. The emotion class represented most fre-
quently in the output transcription was assigned as the final class
label.



Original Data Transformed Data
Time Content Time Ph. Ph. Class
0 - 31 silence 0 - 47 sil sil

48 - 57 what
48 - 51 W one liquid
52 - 54 AH one back/mid
55 - 57 T one stop

58 - 70 was
58 - 60 W one liquid
61 - 63 AX one back/mid
64 - 70 Z one fricative

71 - 87 that
71 -75 DH one fricative
76 - 83 AE one front
84 - 87 TD one stop

88 - 145 silence 88 - 145 sil sil

Table 1: Data format used for HMM categorical emotion train-
ing, original sentence: “What was that,” expressed with a va-
lence rating of one (ph. is an abbreviation for phoneme)

4. Results
4.1. Naı̈ve Bayes classification of evaluator consistency

The subjective appraisals of valence and activation are linked to
the categorical emotion label [11]. This link can be simply mod-
eled using Naı̈ve Bayes (NB). We used an NB classifier, imple-
mented in PRTools [17] to predict the categorical emotion label
of the clip given only the subjective valence and activation eval-
uations of: a) evaluator one, and b) evaluator two. In all cases,
the clips are chosen from the set evaluated by both evaluators
one and two and with a categorical label of angry, happy, sad,
or neutral. The analysis was performed using five-fold cross-
validation. The results show that evaluator one’s valence and
activation ratings predicted the correct categorical label 59.51%
of the time while evaluator two’s dimensional evaluations pre-
dicted the correct categorical label 66.80% of the time (see Ta-
ble 2 for the evaluator-specific confusion matrices).

4.2. HMM classification for correspondence between con-
tent and evaluation

In this sections, models are referred to as “A – B”, where “A”
represents the training set and “B” represents the testing set.
The accuracies of the models trained with averaged data (mod-
els “Ave - (Ave or Ind)” in Tables 3 and 4) are either better or
comparable to the accuracies of the models trained with indi-
vidual data (models “Ind - Ind” in Tables 3 and 4). The mod-
els trained and tested on averaged data (models “Ave - Ave” in
Tables 3 and 4) had a higher accuracy than either of the indi-
vidual models (models “Ind - Ind” and “Ave - Ind” in Tables 3
and 4) for both valence and activation. The classification per-
formance of the “Ave - Ave” model improves significantly only
with respect to evaluator one activation and evaluator two va-
lence (α = 0.01, difference of proportions). In all other condi-
tions, the change in classification performance between the av-
eraged and individual models is not significant (α = 0.01, 0.05,
difference of proportions).

The models trained and tested on individual data performed
unequally for the valence and activation classification tasks.
The evaluator one model outperformed the evaluator two model
for the valence task (α = 0.01, difference of proportions). The
evaluator two model outperformed the evaluator one model for
the activation task (α = 0.01, difference of proportions). The
models trained and tested on individual data did not perform
significantly differently than the models trained on averaged
data and tested on individual data (α = 0.01, 0.05, difference
of proportions).

(a) Confusion matrix for
evaluator 1, Accuracy =
59.51%

A H S N
A 61 4 13 22
H 6 74 0 20
S 35 8 23 34
N 10 12 6 73

(b) Confusion matrix for
evaluator 2, Accuracy =
66.80%

A H S N
A 81 2 1 15
H 0 56 0 44
S 23 4 39 35
N 6 3 9 82

Table 2: Confusion matrices for the categorical emotion classi-
fication task (A = angry, H = happy, S = sad, N = neutral)

Type Evaluator 1 (%) 2 (%) 3 (%) Total
Ind - Ind Evaluator 1 50.00 65.90 23.71 52.18
Ind - Ind Evaluator 2 37.47 60.28 46.65 44.33
Ave - Ave Average 47.86 64.70 40.00 52.68
Ave - Ind Evaluator 1 44.28 61.28 38.44 50.91
Ave - Ind Evaluator 2 36.01 69.72 41.34 44.39

Table 3: Classification: valence across the three levels

5. Discussion
The NB and HMM classification indicated that the evaluation
styles and strengths of the two evaluators differed across tasks.
However, when the evaluations from both evaluators were com-
bined, the HMM classification accuracies across the valence
and activation classification problem either improved or did
not change significantly. This suggests that models constructed
from averaged evaluator data may capture the emotional acous-
tic properties of the utterance more closely even given different
evaluation styles and internal representations of the relationship
between the dimensional and categorical emotion labels.

The NB results suggest reasons for the discrepancies be-
tween the classification performance for the HMMs modeled
on evaluator-specific data. The NB classification for evalu-
ator one indicates that evaluator one’s internal representation
of valence is more strictly defined than that of evaluator two
(Table 2). Evaluator one’s confusion matrix demonstrates that
based on the subjective valence and activation ratings, there ex-
ists a smaller confusion between happiness and other emotions
than is observed for evaluator two. Happiness is the only emo-
tion with positive valence and should be differentiable based
on the valence rating. It should be noted, that evaluator one’s
confusion matrix suggests that there is an increased confusion
between happiness and sadness. This may be due to a misrep-
resentation of activation, discussed in the following paragraph.
The differences between the inter-evaluator dimensional con-
sistency may explain why the individual-specific HMM valence
model for evaluator one outperformed that of evaluator two.

The NB results show an opposite trend for the dimensional
ratings of activation. These results suggest that evaluator two’s
dimensional rating of activation is more internally consistent
when compared to that of evaluator one. For example, eval-
uator one’s results indicate that there exists a higher level of
confusion between anger and sadness than is observed in eval-
uator two’s results. Anger and sadness are emotion classes that
should be differentiable based on their activation (high vs. low,
respectively). The difference in evaluator activation consistency
is supported by the HMM classification accuracies. The HMM
activation classification performance is higher for evaluator two
than for evaluator one.

The comparisons between the NB and HMM results sug-
gest that evaluators one and two have different evaluation styles
and internal dimensional representation of emotions. However,
when the ratings of these two evaluators are combined, the per-



Type Evaluator 1 (%) 2 (%) 3 (%) Total
Ind - Ind Evaluator 1 64.55 23.16 66.76 47.79
Ind - Ind Evaluator 2 68.81 39.37 62.83 55.79
Ave - Ave Average 64.50 47.00 65.93 56.86
Ave - Ind Evaluator 1 41.18 42.20 71.60 47.55
Ave - Ind Evaluator 2 60.57 49.00 63.70 57.70

Table 4: Classification: activation across the three levels

formance of the HMM classification on valence and activation
improved (significantly with respect to evaluator one activation
and evaluator two valence). This suggests that even given large
quantities of data, it may be more beneficial to create averaged
models of dimensional evaluation, rather than evaluator-specific
models (given evaluation styles that are not divergent).

The user evaluations utilized in this study were not nor-
malized per evaluator. While the results of normalized evalu-
ations may improve overall classification accuracies, such tech-
niques are not necessarily representative of real-world user in-
teractions. It is not good practice to discount the feedback of
a user regarding emotion expression. It is important, from a
user initiative standpoint, to work with the evaluations as pro-
vided. Furthermore, given new users in a human-computer or
human-robot interaction scenario, it may not be possible to de-
velop normalization constants in real time, necessitating the use
of raw user input.

It is also important to note that the data utilized in this ex-
periment come from unconstrained dyadic acted speech (both
scripted and improvised). The utterances were not recorded on
a turn-by-turn basis with rigid emotional targets. As a result, the
emotional utterances in this database are not archetypal emotion
expressions. Consequently, one cannot expect the classification
accuracies of these more natural and subtle human emotional
expressions to match those of classifications performed on read
speech databases.

A weakness of this study is the small number of dimen-
sional evaluators considered. Future work includes incorporat-
ing the evaluations of additional evaluators. The IEMOCAP
database contains both audio and facial motion capture infor-
mation. Future work also includes utilizing the video informa-
tion to improve the accuracies and to understand the temporal
interaction between the audio information, video information,
and user perception.

6. Conclusion
This paper presents evidence suggesting that given different
evaluation styles and different levels of evaluator consistency,
averaged models of emotion perception can outperform individ-
ual models. As we move towards a society with ever increasing
computing power, we will begin to see emotionally personal-
ized technology. These systems must be able to meet both the
interaction needs and expectations of the users with whom they
work. This necessitates an understanding and an ability to an-
ticipate these preferences. Initially it may seem wise to model
these expectations at a per user level. However, this work sug-
gests that the variability of individuals with respect to their di-
mensional appraisal may lead to inaccuracies due to user self-
misrepresentation. To mitigate this problem, it may be benefi-
cial to adapt averaged models of user perception to accommo-
date individual users.

Additional work is needed to determine how to integrate
and interpret raw user evaluations. Researchers [10] have sug-
gested that new evaluation metrics should be created. Emo-
tion evaluation experimental techniques should also be updated.
This may lead to the creation of new emotional ground truthing

techniques that are more evaluator-intuitive and evaluator-
independent.
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