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Abstract. Communicative goals are simultaneously expressed through gestures and
speech to convey messages enriched with valuable verbal and non-verbal clues. This
paper analyzes and quantifies how linguistic and affective goals are reflected in facial
expressions. Using a database recorded from an actress with markers attached to her
face, the facial features during emotional speech were compared with the ones expressed
during neutral speech. The results show that the facial activeness is mainly driven by
articulatory processes. However, clear spatial-temporal patterns are observed during
emotional speech, which indicate that emotional goals enhance and modulate facial
expressions. The results also show that the upper face region has more degrees of free-
dom to convey non-verbal information than the lower face region, which is highly con-
strained by the underlying articulatory processes. These results are important toward
understanding how humans communicate and interact.

1. Introduction

During human interaction, gestures and speech are simultaneously used to express not only verbal
information, but also important communicative clues that enrich, complement and clarify the con-
versation. Notable among these non-linguistic clues is the emotional state of the speaker, which is
manifested through modulation of various communicative channels, including facial expressions
(Ekman and Rosenberg, 1997), head motion (Busso et al., 2007), eyebrow movement (Ekman,
1979) and speech (Yildirim et al., 2004; Cowie and Cornelius, 2003; Scherer, 2003). The fact that
many of these channels are actively or passively involved during the production of speech (ver-
bal) and facial expressions (non-verbal) indicates that the linguistic and affective goals co-occur
during human interaction. Since conflicts may appear between these communicative goals in their
realization, some kind of central control system needs to buffer, prioritize and execute them in a
coherent manner.

Many studies have shown that acoustic parameters such as the speech rate, speech du-
ration, the fundamental frequency and the RMS energy change during emotional utterances
(Yildirim et al., 2004; Cowie and Cornelius, 2003; Scherer, 2003). Articulatory parameters such
as the tongue tip, jaw and lip also present more peripheral articulation during emotional speech
compared to neutral speech (Lee et al., 2005, 2006). Similar results were reported by Nordstrand
et al. (2003) and Caldognetto et al. (2003). In fact, these characteristic patterns during emotional
speech have been used in facial animation to generate viseme models for expressive virtual agents
(Bevacqua and Pelachaud, 2004). In spite of all this spatial-temporal emotional modulation, the
linguistic goals are successfully fulfilled, which suggests that the communicative goals are priori-
tized according to their roles.
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Figure 1: Audio-visual database collection and face parameterization. (a) facial marker
layout, (b) motion capture system, (c) facial marker subdivision (upper, middle and lower
face regions), (d) head motion features, and (e) lip features.

We believe that affective and linguistic goals interplay interchangeably as primary and
secondary control. For instance, during speech, linguistic goals are prioritized over affective
goals, which are restricted to enhance and complement the communicative channels, under the
constraints imposed by the articulatory processes. However, during acoustic silence, articulatory
processes are passive, so affective goals may dominate human gestures. Toward validating this
hypothesis, this paper focuses on investigating the interplay between linguistic and affective goals
in facial expressions. Although apex poses of expressive faces have been studied before (Ekman
and Rosenberg, 1997), it is not clear how these communicative goals affect the face during emo-
tional utterances. The goal of this study is to quantify both the degree of freedom of facial areas to
express the underlying emotion, and the articulatory constraints imposed in the face during active
speech.

In this study, an actress with markers attached to her face was asked to read semantically
neutral sentences in four different emotional states: sadness, happiness, anger and neutral states.
The results show that, compared to neutral speech, the activeness of the face, measured as the
Euclidean distance between the facial features and their sentence-mean vector, increases for an-
gry and happy sentences, and decreases for sad sentences. After aligning neutral and emotional
sentences with similar semantic content with the use of Dynamic Time Warping (DTW), the facial
features were compared frame-by-frame. The results show that the upper face region has more
freedom to convey non-verbal information regardless of the verbal message, which contrasts with
the lower face region, which is constrained by the articulatory processes. These results have im-
portant implications in areas such as emotion recognition, facial animation and in understanding
speech production and perception.

2. Methodology

2.1. Audio-visual database

The database used in this analysis was recorded from an actress who was asked to read a custom-
made, phoneme-balanced corpus four times expressing the following emotional states: sadness,
happiness, anger and neutral state. The subject had 102 markers attached to her face (Fig. 1-(a)),
which were tracked with a VICON motion capture system with three cameras (Fig. 1-(b)). The
sampling rate of the system was 120 Hz, but it was downsampled to 60 Hz for the analysis. The
audio was simultaneously recorded with a SHURE microphone at a sampling rate of 48 kHz. In
total, 404 sentences were used in the analysis. The subject was instructed to express the recorded
emotions as naturally as possible.
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2.2. Feature Extraction

After the data were captured, the markers were translated by defining a nose marker at the local
coordinate center. The head rotation was compensated by estimating a rotational matrix for each
frame. Firstly, a neutral pose of the face was used as reference, which was reshaped as a 102
x 3 dimensional matrix, referred to as Mg; > with the location of each marker placed in each
row. Then, for the frame ¢, a similar matrix (M;) was created, following the same order used
in the reference matrix. After that, Singular Value Decomposition (SVD), UDVT, of the matrix
Mg; Iz M; was calculated (Eq. 1). The rotation matrix R; was then calculated as VU7 (Eq. 2).

M- My= UDVT (1)
R,= VUr (2)

In this paper, each of the facial markers, except the reference nose marker, was used as a
facial feature. Three facial areas were defined to summarize the results presented in the tables of
Section 3: Upper, middle and lower face regions (See Fig. 1-(c)). The upper face region includes
all the markers over the eyes corresponding to the forehead and brow area. The lower face region
consists of all the markers below the upper lip. The middle face region includes the markers
between the upper and lower face areas corresponding to the cheeks.

In addition to the facial points, head, eyebrow and lip motion features were parameterized
and included in the analysis. The head motion rotation was directly derived from the rotational
matrix R; (Fig. 1-(d) and Eq. 2). The eyebrow was parameterized with a two-dimensional feature
vector, computed by subtracting the position of two markers chosen in the right eye. After that, the
vectors were normalized to be in the range O to 1. Likewise, the lip features were estimated with a
two-dimensional feature vector, which measures the opening (width and height) of the mouth, as
shown in Figure 1-(e).

3. Emotional Modulation

3.1. Temporal emotional modulation

The temporal modulation in the speech of this database was analyzed in Yildirim et al. (2004).
The results showed that the mean and variance values of the utterance durations for sadness, anger
and happiness were higher than for neutral state. Likewise, the speaking rate had higher average
values during emotional speech. With regard to vowel durations, the results showed that the mean
values for anger and happiness were significantly higher than for sadness and neutral state.

To further analyze this temporal modulation at the sentence-level, Dynamic Time Warping
(DTW) was used to estimate the temporal alignment between neutral and emotional speech, for
the same sentences. This technique uses dynamic programming algorithms to find the lowest-
cost alignment path between two signals. The slope of this path provides valuable information
about the overall emotional temporal modulation. The median of the slopes in the alignment path
between neutral and emotional speech are 1.14, 1.09 and 1.09 for sad, happy and angry speech,
respectively. The results show that emotional utterances are more than 9% longer than the neutral
utterances. Interestingly, sad sentences are longer than happy and angry sentences. Since the
average phoneme duration for sadness is shorter than in happiness and anger, this result indicates
that the inter-word silence to speech ratio was highly modulated during sad speech.

3.2. Spatial emotional modulation

During emotional speech, areas in the face present different levels of movement activity. This
section analyzes and quantifies the activeness of facial areas and evaluates whether the activeness
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Table 1: Average facial activeness during emotional utterances

Facial Area \ N S H A

Head Motion | 1.92 4.11 4.65 4.53
Eyebrow 0.05 0.06 0.11 0.12
Lip 451 355 622 7.28
Upperregion | 0.66 0.79 147 1.47
Middle region | 0.88 0.88 1.43 1.56
Lower region | 3.15 2.46 4.21 4.59

levels are affected by emotional goals. It also includes comparison of the patterns in the facial
expressions between neutral and emotional utterances.

To measure the activeness of the face in each sentence, the motion coefficient ¥, given
in Equation 3, was calculated. This coefficient is defined as the Euclidean distance between the
facial features and the mean vector computed at sentence-level,

T,
1 & -
Uy = > Deg(X, i) 3)
=1

u ;_

where T, is the number of frames in sentence u, ;1 is the mean vector, and D, is the Euclidean
distance.

The average results for the motion coefficient over the sentences are presented in Table 1
for the parametric features corresponding to head, eyebrow and lip motion, in terms of emotional
categories. The table also shows the aggregated results for the markers contained in the upper,
lower and middle face regions. Figure 2 shows a visual representations of the motion coefficient
results. After calculating the activeness of each facial marker, the values were normalized to be in
the range between 0 and 1. After that, gray-scale colors were assigned to the markers according
to their values (1:black, O:white). Finally, the Voronoi cells centered in the markers were colored
according to the assigned gray-scale values.

(a) Neutral (b) Sad (c) Happy (d) Angry

Figure 2: Facial activeness during speech. The figures show that during speech, the
lower face region is the most active region in the face. It also shows important inter-
emotional differences (see Section 3.2 for details).

The results shown in Table 1 and Figure 2 reveal that the lower face region has the highest
activeness levels. In fact, in neutral speech this area is four times more active than the upper face
area. Since this area is directly connected with the production of the speech, this result suggests
that the articulatory processes play a crucial role in the movement of the face. This result supports
the hypothesis that linguistic goals have priority during active speech.
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Figure 3: Dynamic time warping to align neutral and emotional facial features. (a) opti-
mum alignment path (b) original lip features (c) normalized and warped lip features.

The results also indicate that the activeness levels change during emotional speech. The
average motion coefficient for happiness and anger is more than 30% higher than in the neutral
case. Also, the activeness in the lower face region for sadness decreases 20% compared with the
activeness in neutral state. These results reveal that emotional modulation affects the activeness in
the face, which agrees with previous work (Lee et al., 2005, 2006; Nordstrand et al., 2003; Cal-
dognetto et al., 2003; Bevacqua and Pelachaud, 2004). Notice that the upper face region presents
the highest relative increments for happiness and anger compared to the neutral case (120%). This
result suggests that valuable non-verbal information is conveyed in this area.

The motion coefficient provides an overall measure of the emotional influence in the face
during affective speech. To study this spatial-emotional modulation in more detail, the neutral and
emotional facial features for the same sentences were compared frame-by-frame. As discussed in
Section 3.1, there are temporal differences between neutral and emotional utterances that need to
be taken into account before the analysis. The alignment paths estimated with DTW were used
to match the neutral and emotional frames. Figure 3 shows an example with the results between
neutral and anger for the lip features extracted during the sentence “That dress looks like it comes
from Asia”. Notice that repetitions of the same sentence will generate differences not only in
the gestures, but also in the speech. However, since the emotional content is the most important
variable that is changed, the difference can be associated mainly with emotional modulation.

After aligning the utterances, Pearson’s correlation was calculated between the neutral
and warped versions of the emotional facial features. The goal of this experiment is to quantify
how free the facial areas are to convey emotional information. Since the linguistic content is the
same, high correlation levels will be associated with facial areas with low degree of freedom to
convey non-verbal messages, and vice versa.

The median results of the correlation levels are presented in Table 2 and Figure 4. Figure
4 shows a graphical representation of the results, following the same procedure used for Figure
2. The results clearly indicate that the lower facial region presents the highest correlation levels.
Thus, this area is not freely able to convey emotion due to the underlying articulatory constraints.
In contrast, the correlation for the upper face region is very low which indicates that this area
can communicate non-verbal information regardless of the linguistic content. The same results
are observed for head and eyebrow motion, which can be freely modulated to express emotional
goals.

In addition to Pearson’s correlation, the Euclidean distance between the neutral (Ft(neu))
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(a) Neutral-Sad (b) Neutral-Happy (c) Neutral-Angry

Figure 4: Graphical representation of correlation levels between neutral and warped ver-
sion of emotional facial features. Dark areas represent high correlation values, which
imply low degree of freedom to convey non-verbal information

Table 2: Frame-by-Frame analysis between emotional and neutral facial features

Facial Area Pearson’s correlation Euclidean distance
Neu-Sad Neu-Hap Neu-Ang | Neu-Sad Neu-Hap Neu-Ang

Head Motion 0.24 0.25 0.17 4.28 3.83 3.44
Eyebrow 0.25 0.15 0.07 0.69 2.56 1.31
Lip 0.54 0.50 0.53 0.38 1.61 0.82
Upper region 0.27 0.24 0.15 1.08 2.49 2.02
Middle region 0.46 0.38 0.37 0.63 2.12 1.27
Lower region 0.58 0.52 0.53 0.46 0.95 0.71

(a) Neutral-Sad (b) Neutral-Happy (c) Neutral-Angry

Figure 5: Graphical representation of Euclidean distance between the normalized neutral,
(F“t(”e“)) and emotional (Ft(emo)) facial features. Dark areas represent large distances,
which imply that the areas are not driven by articulatory processes.

and the warped version of the emotional (ﬁ’t(emo)) facial features were computed. Since the facial

features considered here have different movement ranges, they need to be normalized before they
can be directly compared. Firstly, the mean vector of the neutral facial features, i{""), was
removed from both F\"") and F“™. Then, the amplitude of £."*" was scaled by o"*"), such

that its range was 1. Finally, the amplitude of ﬁ’t(emo) was also scaled by the same factor ai”‘”‘).

Figure 3-(c) shows an example of the results after this normalization (see y-axis).

ﬁ,(neu) _ (Ft(neu) o ﬁgneu)) agneu) 4)

B .
ﬁt(emo) _ (ﬁt(emo) ﬁgneu)) ) agneu) (5)

Table 2 shows the median Euclidean distance between the normalized neutral and emo-
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tional facial features, in terms of emotional categories. Similar to the Figures 2 and 4, Figure 5
shows a graphical representation of the results. Contrary to the Pearson’s correlation results, high
values indicate that facial features are more independent of the articulation, and vice versa. These
results also show that the upper face region presents the highest differences between the neutral
and emotional expression, supporting the fact that emotional goals control this area. Table 2 also
quantify the levels of emotional modulation in the face. For this subject, happiness, followed by
anger, seems to have the highest indices of spatial-facial emotional modulation.

4. Discussions and conclusions

This paper analyzed the spatial-temporal emotional modulation in the face during active speech.
It also presented evidence about the interplay between linguistic and affective goals in facial ex-
pression. The results have important implications in areas such as emotion perception, emotion
recognition, speech production and facial animation.

The results regarding the activeness of the face showed that facial motion is mainly driven
by the articulatory processes. The results also showed that the activeness levels are affected by
emotional modulation. Compared to the neutral case, the activeness levels increase for happiness
and anger, and decrease for sadness.

The frame-by-frame analysis comparisons between the neutral and warped emotional fa-
cial features indicate that the upper face region presents more freedom than the lower face region,
which is highly constrained by the underlying articulatory processes, to convey non-verbal infor-
mation such as the emotional content. These results explain why the upper face region is percep-
tively the most important facial region to detect visual prominences (Swerts and Krahmer, 2006;
Lansing and McConkie, 1999). They also explain why the upper and lower face regions are suffi-
cient to accurately recognize human emotions (Busso et al., 2004). These results suggest that facial
emotion recognition systems during active speech should focus primarily in this area, because it is
not constrained by the linguistic content. Also, for human-like facial animations, this facial area
should be properly modeled and rendered to convey more realistic emotional representations.

In the lower face region, the results reveal that linguistic and affective goals co-occur
during active speech. Further analyses need to be conducted to evaluate what happens when
conflict between these communicative channels occur. In these cases, areas with more degrees
of freedom to convey non-verbal information such as head and eyebrow motion may be used to
simultaneously achieve these communicative goals.

In this paper, the facial gestures during active speech were analyzed. An interesting ques-
tion is how the patterns change during acoustic silence, in which the affective goals can be ex-
pressed without articulatory constraints. Another interesting question is how to model this spatial-
temporal emotional modulation. These are some of the questions that we are addressing in our
ongoing research.

Notice that the facial gestures expressed by one subject were analyzed. We are currently
collecting more data from more subjects to generalize and validate these results. Understanding
how human beings express communicative goals will help us to design cognitive interfaces more
able to recognize and respond to user intentions and goals.
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