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Abstract Realizing effective listening behavior in virtual humans has become a key area of
research, especially as research has sought to realize more complex social scenarios involving
multiple participants and bystanders. A human listener’s nonverbal behavior is conditioned
by a variety of factors, from current speaker’s behavior to the listener’s role and desire to
participate in the conversation and unfolding comprehension of the speaker. Similarly, we
seek to create virtual humans able to provide feedback based on their participatory goals
and their unfolding understanding of, and reaction to, the relevance of what the speaker is
saying as the speaker speaks. Based on a survey of existing psychological literature as well as
recent technological advances in recognition and partial understanding of natural language,
we describe a model of how to integrate these factors into a virtual human that behaves
consistently with these goals. We then discuss how the model is implemented into a virtual
human architecture and present an evaluation of behaviors used in the model.

Keywords Artificial intelligence · Listener feedback · Context based feedback ·
Nonverbal behavior

1 Introduction

Two people are having a heated conversation in a cafe. Around the cafe, various bystanders
are listening to the interaction. Some avert their gaze, pretend to do something else, hoping
not to become participants in the interaction but nevertheless eavesdropping on the exchange.
They are hopelessly drawn to the unfolding scene, glancing at the main protagonists to glean
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information on the interaction from their dialog and nonverbal behavior, but careful to avoid
the mutual gaze that might draw them into the interaction. Meanwhile, the owner of the cafe,
wanting to calm the situation, is signaling his intention to join the interaction.

Developing virtual humans that can handle such ranges of participation has become an
increasingly important area of research, more so as work has sought to realize more complex
dramatic scenarios [17]. Work on listening behavior has tackled various aspects of this chal-
lenge. For example, there is work on dyadic interactions between human and rapport agents
that have an implicit, fixed goal of establishing rapport but often have limited understanding
of the content of the speaker’s utterance [14]. The agents rather rely on low level analysis
of the nonverbal and perceptual features of the human speaker’s behavior that are correlated
with listener feedback, such as pauses in the speaker’s utterance.

Although effective in establishing rapport, this approach suffers from several limitations.
First, such approaches only provide generic feedback [3] signaling such factors that the
agent is attending. They cannot provide specific feedback [3], feedback tied to a deeper
understanding of, and reaction to, the personal relevance of what the speaker is saying as
the utterance unfolds. Another limitation is the fixed, implicit goal of establishing rapport.
In practice, however, people can have very different kinds of stances towards a conversation,
including even their lack of interest in understanding the speaker or a desire to leave the
conversation. One approach to addressing this limitation is to have the listener’s behavior
be conditional on attitudinal factors [4]. Finally, the focus for listening behavior has been
largely on dyadic conversations, where the listener agent is main and sole addressee, though
there have been notable exceptions [21].

In this work, our interest is to realize this richer form of interaction in a multiparty setting
where there may be several virtual humans interacting with one or more humans, playing
a variety of roles (e.g. main addressee, side-participants, overhearer, bystander, etc.) with
varying degrees of participation in, and commitment to, the conversation. The question that
interests us is how these characters respond nonverbally according to their current role in the
conversation, their desire to participate, their understanding of the speaker’s partial utterance,
as well as behavioral signals from the speaker.

This raises technical challenges of how to integrate the various factors that influence a
listener, including the perception of the speaker’s verbal/nonverbal behavior as well as the
listener’s reactions to the speaker in light of their goals for participation. In this article, we
review relevant literature on listener feedback and propose a model that tailors behaviors
based on how the various roles of participants influence their nonverbal behaviors and how
those behaviors can signal their goals to change roles. To provide both generic and specific
feedback, the model integrates information from perceptual and comprehension processes.
We then discuss how the model is implemented into a virtual human architecture, relying
on prior work to provide perceptual processing of the nonverbal and prosodic features of
speaker behavior [34] as well as to provide natural language understanding of a speaker’s
partial utterance [7] and emotional reaction [32] to it. Finally, we present a preliminary
evaluation of behavioral signals used in the model and discuss future directions.

2 Related work

Listener’s feedback [41] has been studied both in social science and humanities research on
human behavior as well as in technology work on the design of virtual agents. This section
discusses the virtual agent work. Literature on human behavior that has informed this work
is discussed and referenced in subsequent sections.
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Research on listening behavior for virtual agents has largely focused on dyadic interactions
between virtual agent and human, where the virtual agent is the main addressee. The rapport
agent created by Gratch et al. [14] provides listening feedback based on nonverbal and
prosodic features of the speaker’s behavior, such as pauses. They demonstrated that mimicry
of the speaker’s behavior, including head movements and gaze aversion, improves the human
speaker’s sense of rapport and speech fluency. The work of Morency et al. [34] learned a
model that predicts listener’s nonverbal feedback from the human speaker’s multimodal
output features (e.g., prosody, spoken words and eye gaze).

Poppe et al. [35] focused on the timing of feedback, evaluating six different multimodal
rule-based strategies based on speaker’s speech and gaze to define backchannel timings for
artificial listeners. Their experiment shows that the number, timing, and type (nod, vocaliza-
tion, or both) of backchannel were important in how natural the behaviors were perceived. De
Kok et al. [26] compared and analyzed two different methods to collect multiple perspectives
of listener responses to study the appropriate and inappropriate timings to provide listener
backchannels.

Because such designs are driven by the speaker’s behavior and more importantly do not
incorporate the listener’s (virtual human) interpretation and reaction to the utterance, they
are arguably more important for generic feedback as opposed to specific feedback [3]. To
drive listener’s specific backchannel behaviors, the virtual agent needs to interpret utterances
and generate feedback based on personal relevance, as the human speaker’s utterance is in
progress. Research has sought to address this technological challenge in several ways. Jóns-
dóttir et al. [22] collected human listeners’ feedback data, summarized a set of speaker’s key
phrases in a limited topic domain, and built a system to generate virtual listener’s feedbacks
when input utterance match those lexical feedback markers (key phrases). Kopp et al. [27]
designed an event-based feedback model for their virtual agent Max. The model generates
listener’s feedback and multi-level perception and understanding by measuring the speaker’s
pauses and lexical information. DeVault et al. [7] used a classifier to classify partial utterances
in terms of semantic frames that the agent understands.

In addition to such work on dyadic conversation, there also has been work in multiparty
conversation. Jan and Traum [21] involves movement for modeling agents’ participation
restriction with group conversation. They developed a social force model to control the
distance between agent and group center. The force pushes two agents apart if they were too
close to each other, while the virtual bystander may be dragged towards the group if he/she
was outside the circular participation domain.

In contrast to prior work, the focus of this paper is on a model for generating listener
nonverbal feedbacks for multiparty conversations that includes both generic and specific
feedback, as well as taking into account that there may be a variety of participants with
varying roles and goals for their participation.

3 Conversational roles and goals

In this section we discuss the relationships between conversation roles and goals which we
later use when mapping listener feedback behaviors to our model. First we define the various
conversation roles by adopting the terminology used by Goffman [12]. In a conversation,
the core participants are the speaker and nonspeaking participants (ratified participants),
which includes the addressee (“addressed recipient”) and the side-participants (“unaddressed
recipients”). In addition, unofficial-participants are called bystanders. Goffman identifies
two types of bystanders: eavesdroppers, who purposefully listen to the conversation, and
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overhearers, who accidentally and unintentionally hear the conversation. However, these
conversation roles are not static and can change during social interaction [16,40].

We can characterize these various roles from the perspective of the goals that the role
normatively presumes. Here we define two types of conversation goals: participation goal and
comprehension goal. Since addressees and side-participants are part of the core conversation
participants, they hold positive participation goals and to maintain this status they must
act appropriately. However, bystanders (overhearers and eavesdroppers) normatively have a
negative participation goal (i.e. they are not or do not want to be perceived as participants) and
should act in ways that do not increase their level of participation. The conversation roles can
also be further distinguish based on the comprehension goals. Eavesdroppers have stronger
intentions to understand the conversation, whereas overhearers do not intend to comprehend
the conversation. In contrast, addressees and side participants are expected to have positive
comprehension goals and to behave consistently with those goals.

We can then summarize the relationships between conversation roles and goals as the fol-
lowing. Addressees have positive participation and comprehension goals; side-participants
have positive participation goal and either positive or negative comprehension goal; eaves-
droppers have negative participation goal but positive comprehension goal; overhearers have
both negative participation and comprehension goals.

Several aspects of this classification must be stressed. First, we assume that all of the agents,
regardless of their roles, have freedom to change their participation or comprehension goals.
For example, although side-participants are part of the conversation group, they may want to
leave the conversation at any time. Second, there is a distinction between having a goal and
openly appearing (or signaling) that one has a goal. For instance, eavesdroppers may wish
to comprehend the conversation (and thus have a positive comprehension goal), but because
they do not want to participate in the conversation, it is important not to appear so since they
could be drawn into the conversation and endanger their role as eavesdroppers. Third, these
goals are the norm for the roles. For example, side-participants are presumed to be committed
to participate and comprehend the conversation and should act consistently, but in reality they
may not be concerned with understanding the content of the conversation. For this reason, it
is important to consider the individual’s goals for participation and comprehension distinct
from the role, since the realization of behaviors may depend on both. In this paper we simplify
the goals to have a binary value (positive or negative), but one can also imagine the goals
having numerical values to specify the strength of the individual’s desire to participate or
comprehend.

4 Modeling the impact of roles and goals on behavior

The literature describes various listening behaviors depending on the conversation roles
and goals, which we use to inform the knowledge used in our model. Table 1 categorizes the
knowledge currently used in the model. The behaviors are categorized according to the agent’s
goal to participate in the conversation and its desire to comprehend the speech content. In
this section, we discuss that knowledge and in the next section we cover how that knowledge
is used by the model.

For addressees, gaze and mutual gaze is used to signal goals of participation and compre-
hension as well as continued attention [1]. This also helps addressees to get clearer visual and
vocal (nonverbal/verbal) information from the speaker [24]. Addressees also glance at other
side-participants to seek social comparison [10] or avert gaze as a signal of cognitive overload
when comprehending speech [1,13]. In addition, various forms of nodding behaviors signal
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Table 1 Relationship between conversation goals, roles, and listener feedbacks

that the addressee is attending [34], comprehending [5,8] or reacting to the speaker [20] and
thereby to signal participation and comprehension. On the other hand, head tilts and frowns
are used to signal confusion [5] and various facial expressions are shown to signal emotional
reactions to the content of the speech.

Side-participants are also ratified by the speaker and exhibit similar behaviors as
addressees. However, they may be less committed to comprehend the current dialog. If
side-participants do not care about understanding the speaker’s utterance (i.e. comprehen-
sion goal is negative) but the goal is to maintain the participation status, they use glances
toward the speaker [1,15]. The glances here are not to further comprehension but rather to
act as a ratified participant. Mimicking or mirroring of the speaker’s behavior [11,31] is also
exhibited to hold one’s current conversational role.

Eavesdroppers have the goal to understand the conversation but their status as anonymous
eavesdroppers may be threatened if they openly signal their comprehension. Thus, they avoid
mutual gaze and restrain from showing (or even suppress) reactions to the conversation [10].
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Furtive glances at the speaker are occasionally used for better comprehension but gaze is
quickly averted to avoid mutual gaze, prevent providing visual feedback [2] and signs of
attention to the speaker [1,2,24].

Overhearers have neither goals for participation or comprehension and have fewer con-
cerns about the conversation. Gaze aversion from conversation participants is used to prevent
mutual gaze [6,12] since gaze may be considered as a request signal to be included into
the current conversation [1]. However, in a highly dynamic conversation, an overhearer may
have difficulty avoiding attention to, comprehension of, and reactions to the conversation.

In addition to the behaviors associated with the conversation roles, there are behaviors
associated with role shifts. To signal a change in the conversation role, behaviors associated
with the current role are avoided and those associated with the new role can be adopted. For
example, gazing at the speaker and making mutual gaze signal role shifting from a bystander
to a side-participant or an addressee [1,12]. To shift from an overhearer to an eavesdropper,
increased glances at the speaker is adopted to show a desire for better comprehension. When
the role shift involves changes in the participation goal, interpersonal distance is also adjusted
by either moving toward or away from the group to join or leave the conversation [21].

Finally, note that we have not discussed the varieties of turn-taking behaviors associated
with the participant seizing the dialog turn or a speaker relinquishing his role as speaker. Such
behaviors are more common components of virtual human systems so we have not discussed
them here.

5 Implementation

In this section, we describe the listener feedback model that operates within the Austin virtual
human system developed at the USC Institute for Creative Technologies (e.g., [39]). The
virtual human system has been used to realize a range of scenarios. In the most recent scenario,
SASO4, users engage in face-to-face interactions with virtual humans and practice multi-
party negotiation skills. Figure 1 shows human trainees interacting with two virtual humans
Utah and Harmony. The SASO4 scenario consists of multiple components to support real-
time interactions including cognitive processing, perceptual processing, non-verbal behavior
generation and realization of behaviors through animations. These components communicate
with each other by exchanging information through a messaging system.

The listener feedback model has been developed as an extension to the (NVBG) [29],
the behavior planner of our virtual human system, by constructing a set of feedback rules in
addition to the existing rules and extending the set of input messages NVBG processes. The
listener feedback model in particular processes information passed down from the cognitive
and perceptual processing modules. The entire virtual human system (including the listener
feedback model) operates in real-time. In the following sections, we first provide an overview
of the NVBG then discuss the details of the listener feedback model, including the input
signals and the mapping to various behaviors.

5.1 Nonverbal behavior generator

The NVBG [29] is a tool that automates the selection and timing of nonverbal behaviors for
virtual agents. It uses a rule-based approach based on the literature of psychological research
[1,9,18,23,25,33] and our own study of corpora of human nonverbal behaviors (see [29] for
details). NVBG realizes a robust process that does not make any strong assumption about
the markup of the agent’s communicative intent (e.g. affective state, emphasis points, and
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Fig. 1 SASO4 Gunslinger scenario. Users participate in a multi-party negotiation with virtual humans in a
mixed reality environment

attitude) in the surface text. In the absence of such markup, NVBG can extract information
from the lexical, syntactic, and semantic structure of the surface text and can support the
generation of believable nonverbal behaviors.

The architecture of the NVBG is shown in Fig. 2a. Information about the agent’s commu-
nicative intents, emotional state and surface text is passed from the agent’s cognitive module
to NVBG. It then uses the given information as well as information obtained through analysis
of the syntactic and semantic structure of the surface text to infer communicative functions
the agent intends to deliver. Some examples of these communicative functions include affir-
mation, inclusivity, intensification, etc. (see [29] for details). NVBG then goes through a
behavior suggestion stage, in which a set of nonverbal behavior rules that map between
communicative functions to specific nonverbal behaviors are triggered to suggest candidate
behaviors. If there are two or more rules overlapping with each other causing conflict, NVBG
resolves the conflict by filtering out the rule with lower priority. The priority value of each
rule has been set through our earlier study of human behaviors using video corpora. The
final set of behaviors are described using Behavior Markup Language [28] and passed to the
animation system.

5.2 Listener feedback model

The listener feedback model extends the NVBG framework by constructing additional rule
sets to the existing NVBG rules. Figure 2b shows the architecture of the model and the infor-
mation flow specific to the listener feedback model. In this model, we make a distinction
between generic feedback and specific feedback, handling them using different rule sets. The
listener feedback model receives input signals from external modules that provide informa-
tion about the agent’s roles/goals and the comprehension of the speech as a listener as well as
perceptual information about the speaker’s behaviors. The model analyzes this information
and triggers relevant listener feedback rules, which are mapped to various nonverbal behav-
iors. The input signals also govern conflict resolution when more than one listener feedback
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(a)

(b)

Fig. 2 Architectures of the nonverbal behavior generator (NVBG) and the listener feedback model incorpo-
rated within the NVBG. The bottom figure shows information flow specific to the listener feedback model

rules are triggered. The following sections discuss the details of the input signals and the
different rule sets.

5.2.1 Inputs

In addition to the input signals NVBG processed previously, NVBG has been extended to
receive and process streams of signals required for the listener feedback model, mainly from
the virtual human system’s cognitive module. These signals are broadly classified as cognitive

123



Auton Agent Multi-Agent Syst

processing and perceptual processing signals, as shown in Fig. 2b. The cognitive processing
signal provides (a) the virtual human’s current conversational role as well as participation
and comprehension goals, (b) incremental partial understanding information and (c) affective
and attitude signals.

The conversational role and goals are sent by the virtual human’s dialogue module at
the start of the conversation and are updated as the interaction between participants unfold.
The listener’s incremental interpretation of partial utterances is realized by DeVault et al.’s
classifier [7,38], which provides a semantic interpretation as well as a measure how confident
the agent is of their current understanding and a measure of whether the agent believes it will
understand better if it continues listening.

The affective signal is the agent’s valenced reactions to its evolving interpretation of the
speaker’s utterance. The signal comes from the system’s domain independent computational
model of emotion, EMotion and Adaptation (EMA [32]). EMA is based on appraisal theories
of emotion [36] that argue emotion arises from a person’s subjective interpretation of their
relationship with their environment. This interpretation is in terms of a set of criteria (variously
called appraisal dimensions, variables or checks), such as whether an event is desirable, who
is responsible for the event and the degree to which the person has control over the event.
Specific emotions are associated with certain configurations of these criteria. For example,
if the agent’s interprets the speaker’s partial utterance as deliberately proposing an action to
harm the agent, then the agent’s reaction will be anger.

We have formatted the input signals in functional markup language, <fml>, messages
[19]. The cognitive processing signal is termed vrBCFeedback and the perceptual processing
signal is termed vrVision. Table 2 specifies the format of this message and Fig. 3 provides a
sample message.

The perceptual processing signal is provided by the virtual human’s perceptual model
which includes information about the speaker’s behaviors such as the head movements,
gaze direction, pitch accents, and speech pauses. It also includes predictions of the listener’s
backchannel nods, based on the work of Morency et al. [34]. When the feedback model
triggers the Attendance rule (see Table 1), the model will propagate these predicted head
nods. Table 3 specifies the format of this vrVision message and Fig. 4 provides a sample.

5.2.2 Mapping to listening behaviors

Upon receiving the input signals, function derivation updates the agent’s role and goals
and determines whether to generate a role shifting behavior. The role shifting behavior
occurs when the agent’s updated participation goal differs from the current participation
goal. For example, if the agent’s current role is overhearer (participation goal=negative) and
the updated role is addressee (participation goal=positive), he will enter the conversation
group and generate attendance behavior by gazing at the speaker and nodding. The role
shifting behaviors refer to rule Enter group and Leave group in Table 1.

If the agent’s participation goal is unchanged, behavior suggestion’s generic and specific
rules generate corresponding feedback behaviors depending on the comprehension goal. In
particular, the cognitive processing signals are handled by the specific feedback rules and the
perceptual processing signals are handled by the generic feedback rules. In our model, both
rule sets are active, generating feedbacks concurrently. However, one might instead argue for
a more complex interaction. For example, once the partial understanding has achieved high
confidence, specific feedback may dominate generic feedback.

The generic feedback rules generate behaviors when the agent’s participation goal is
positive and the comprehension goal is not positive, since comprehension feedback has higher
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Table 2 Cognitive processing message format

Fig. 3 Example vrBCFeedback message for Harmony agent

priorty to generate when it is positive. They process the speaker’s perceptual information and
generate behaviors such as gazing at the speaker, head nods, or mimicking the speaker’s gaze
direction and facial expressions. This includes listener feedback rules such as Attendance,
Respond feedback request, and Mirror Emotion in Table 1.

The specific feedback rules process affective or attitudinal information as well as the
comprehension information. In this model, the agent’s emotional reaction is stronger than
the reactions related to the partial understanding of the speaker’s utterance, therefore any
incoming affective or attitudinal signal will have higher priority than the comprehension
information. The affective reactions include behaviors such as smiles for joy and furrowed
eyebrows for anger (rule Emotion reaction).
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Table 3 Perceptual processing message format

Fig. 4 Example vrVision message

Table 4 Selection of comprehension feedback rules

The comprehension information contains two parameter values: confidence (range [0.0,
1.0]) and maxf (0 or 1). The confidence value indicates how confident the agent believes
it understands the speaker’s utterance and maxf indicates whether the agent believes it will
understand the utterance more if it keeps on listening. We define three categories of under-
standing based on the confidence value: confusion ([0.0, 0.5)), partial understanding ([0.5,
1.0)), understand (1.0). The maxf value further determines which specific feedback is gener-
ated. Table 4 shows how the confidence and maxf values determine the selection of listener
feedback rules.

Since the cognitive processing signals are sent out by the natural language understanding
(NLU) module after each word (roughly around 400 ms/message) whereas it takes substan-
tially longer time to realize a feedback behavior, the model needs to determine which signal to
process and when to generate feedback behaviors. In our model, a new behavior is generated
only after the previous behavior has been completed by the animation system. Furthermore,
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since the agent’s partial understanding level may only change slightly between adjacent
words, the model processes the dialog signal when the difference between previous and cur-
rent partial understanding level exceeds a certain threshold (currently set at 0.2). Similarly,
perceptual processing signals are processed only after the previous behavior has been realized
by the animation system.

Since the listener feedback model has been implemented in the NVBG platform [29], the
output message is in behavior markup language <bml> format [28].

6 Example

We now go through an example scenario to demonstrate how the listener’s nonverbal
backchannel behaviors are generated. The listener feedback model, including roles, goals
and feedback behaviors, has been fully implemented in our virtual human system and inte-
grated with the incoming cognitive processing and perceptual processing signals as well as
the SmartBody character animation system [37].

The example is from the mixed reality Gunslinger scenario (see Fig. 1) [17]. The interactive
experience takes place in a 19th century American old west small town saloon. The human
user plays the Ranger, who has the task of bringing the murderous gunslinger Rio Lane to
justice. After killing Rio in a gunfight, the Ranger’s final task before leaving the scenario is
to appoint a local sheriff that will maintain law and order in the town.

In this example, the human user (Ranger) tries to convince Utah, the bartender, to take
the job of sheriff. Utah is in favor of this offer. On the other hand, Harmony, the owner
of the saloon and friend of Utah, hears the conversation first as an overhearer and shows
negative reactions to Ranger’s proposal then switches her role to a side-participant to join
the conversation.

Below we take an excerpt from the scenario when Ranger offers the job to Utah and
describe the input signals and corresponding output behaviors along seven different points in
the utterance. We represent the agent’s conversational roles and goals as “Role(participation
goal, comprehension goal).” For example, “Eavesdropper(0,1)” denotes that the role is eaves-
dropper with negative participation goal and positive comprehension goal. Table 5 presents
the feedbacks according to different input signals for each agent. The columns are the index
for the seven points, input signals and output feedback. Figure 5 shows the screenshot for
listeners’ feedback behaviors on each stroke point.

Ranger (Speaker):

“Utah①, it’s time for me to move on② and the③ town will need a strong leader④ like
yourself⑤ to⑥ maintain law and order⑦.”

From Table 5 we can see that even with the same input perceptual and partial understanding
signals, the agent’s feedback is significantly different according to the different conversation
roles and goals. This example demonstrates that the feedback model enables the agents with
a rich set of reactions that go beyond simply establishing rapport.

7 Behavior assessments

An evaluation of the full system has not yet been performed. However a preliminary question
has been explored concerning whether people can interpret, or decode, the behaviors the
model employs, especially the behaviors related to the comprehension goal: gathering infor-
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Fig. 5 Screenshots of the example scenario: mapping between the utterance and the listening behaviors. {}
are stroke points and the arrows indicate the listeners’ behaviors at that moment. The male agent is Utah, the
female agent is Harmony

mation, eavesdropping, thinking, understand and confusion. As opposed to the decoding of
emotional states that has been extensively studied, there is less evidence that the behaviors
we posit for these states can be effectively decoded. If the behaviors are highly ambiguous
to observers, it undermines the rationale for employing the partial understanding component
of the model.

To do an initial assessment of this, we created seven video clips of virtual listener non-
verbal feedback, based on the rules and behaviors listed in the “Comprehending” signal row
of Table 1. In each video, there is a hidden speaker (behind the camera) talking to a vir-
tual human in front of the camera who provides nonverbal feedback (e.g. head nods, facial
expressions, etc.) to the speaker. Each subject watched all seven videos. The speech played
in the background is the same for each video, while the agent’s behaviors were different.
The speech is gibberish (nonsense content), so the subject is not influenced by the utterance
content itself. After watching each video, the subject was given a forced choice questionnaire
that asked him/her to select the best interpretation from a list of the alternative comprehen-
sion goals.1 We recruited 15 subjects to participate in the experiment. Table 6 shows the
results. The rows are the rules and behavior exhibited in the video and the columns are the
subject’s interpretation of the behavior with each cell listing how many subjects chose that
interpretation. The hypothesized interpretation is in bold.

1 The forced choice obviously simplifies this decoding task for the observer but the use of gibberish makes it
harder.
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Table 6 Behavior assessments results

Think ① and ②: gaze aversion with different direction, magnitude, speed and duration. Gather information
(ratified participant)①: glance between speaker’s head and chest; ②: glance between speaker’s head and lumbar

The result shows that for every category, the dominant choice was the hypothesized inter-
pretation. However, some behaviors clearly could be improved if our goal was to reduce
decoding ambiguity further. Of course, this is an assessment of just one aspect of the design.
We discuss additional evaluation goals in the next section.

8 Conclusion and future work

In this paper, we have described the Listener Feedback Model for virtual agents in multi-
party conversations. The vision behind this model is that the agent will generate both generic
feedback and specific feedback conditioned on a variety of factors, including the speaker’s
behavior, the listener’s role and the desire to participate in the conversation as well as the
unfolding comprehension of partial utterances. The model has been implemented within the
nonverbal behavior generation component of our virtual human system and drives the agent
to perform feedback automatically and dynamically.

This work will be extended in several ways. A range of extensions to the model itself are
being considered. In particular, we are interested in incorporating other factors which may
influence listener’s feedback, such as interpersonal relationship, personality, and culture.
There are alternative ways in achieving this; the current listener feedback rules could be
further added to and modified according to the varying factors or a data-driven approach (e.g.,
[30]) could be employed to learn models using different sets of data reflecting variations of
those factors. Also, as mentioned earlier, there are alternative approaches to how the generic
and specific feedback interact that need to be assessed.

One pressing empirical question concerns how the specific feedback influences the human-
virtual human interaction. There have been studies looking at the impact of the generic
feedback of rapport agents, but the kind of specific feedback we are discussing here may
have a more profound impact. The feedback might facilitate the interaction, providing the
human with important information to guide the interaction. On the other hand, the virtual
human’s reaction to its partial understanding of the utterance, such as a look of anger, could
also conceivably cause pauses or disfluency in the human speaker. This in turn may well
throw off speech recognition/natural language understanding, thereby impacting the virtual
human’s ability to recognize and understand the utterance. Regardless, we expect the feedback
to impact the human user’s impression of, and expectations about, the virtual human as well
as impact potentially a range of relational factors such as trust. Overall, the design of the
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virtual human may have to fundamentally change to take into account this finer grain of
interactivity.
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