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Abstract
Agglomerative hierarchical speaker clustering (AHSC) has

been widely used for classifying speech data by speaker charac-
teristics. Its bottom-up, one-way structure of merging the clos-
est cluster pair at every recursion step, however, makes it diffi-
cult to recover from incorrect merging. Hence, making AHSC
robust to incorrect merging is an important issue. In this pa-
per we address this problem in the framework of AHSC based
on incremental Gaussian mixture models, which we previously
introduced for better representing variable cluster size. Specif-
ically, to minimize contamination in cluster models by hetero-
geneous data, we select and keep updating a representative (or
signature) model for each cluster during AHSC. Experiments on
meeting speech excerpts (4 hours total) verify that the proposed
approach improves average speaker clustering performance by
approximately 20% (relative).
Index Terms: agglomerative hierarchical speaker clustering,
incremental Gaussian mixture model, signature cluster model
selection

1. Introduction
In speaker clustering, which refers to the automatic process of
classifying speech data by speaker characteristics (or speaker
identity) generally in an unsupervised manner, a bottom-up or
agglomerative hierarchical strategy has been widely used due
to its simple processing structure and acceptable level of per-
formance. We call this approach agglomerative hierarchical
speaker clustering (AHSC), which works as follows: it initially
considers input speech segments as individual clusters and re-
cursively merges the closest pair of clusters in terms of speaker
characteristics. Its recursive merging process continues until it
is decided that additional cluster merging would not improve
speaker clustering performance any further.

Despite its aforementioned merits, AHSC has a major, in-
herent drawback: its one-way, recursive merging structure.
During AHSC, clusters could not have any chance to be purified
(in terms of speaker characteristics) once they were mixed with
heterogeneous clusters due to incorrect merging. This draw-
back causes AHSC to be vulnerable to incorrect merging. Fur-
thermore, incorrectly merged clusters are highly likely to cause
other incorrect merging subsequently because they are already
contaminated by heterogeneous data and have more chances to
provide incorrect speaker-specific statistics for inter-cluster dis-
tance measurement1, which depends upon the statistical infor-

1This is performed at every recursion step of AHSC in order to
choose the closest pair of clusters.

mation of data in clusters. As a consequence, the negative effect
of incorrect merging is propagated through AHSC. Therefore,
it becomes necessary to tackle this problem in AHSC.

For this, it is natural to consider two directions. One is
to design reliable cluster distance measure while the other is
to make AHSC robust to incorrect merging. There has been
significant work on developing inter-cluster distance measure-
ment, and a few good distance measures and their variations
are now widely adopted in the field of speaker clustering, such
as generalized likelihood ratio (GLR) [1], cross likelihood ra-
tio (CLR) [2],[3], symmetric Kullback-Leibler distance (KL2)
[4], and Bayesian information criterion (BIC) [5]-[7]. However,
in terms of improving AHSC’s robustness to incorrect merging,
there has been comparatively little effort except for some clus-
ter purifying algorithms recently introduced by Anguera, et al.
[8]. This paper focuses on the latter perspective.

In this paper, we consider AHSC based on incremen-
tal Gaussian mixture models (iGMMs), which we previ-
ously introduced in [9],[10] for better statistical cluster mod-
eling (for inter-cluster distance measurement) compared to
conventional approaches utilizing normal distributions [1],[4]-
[7],[11] or GMMs with fixed numbers of Gaussian mixtures
[2],[3],[8],[12]-[16]. In this framework of speaker clustering,
we propose a novel idea for making AHSC robust to incorrect
merging, which is to select and keep updating a representative
(or signature) GMM for each cluster through updating mixtures
in the respective iGMM. Details will be presented in Section 3.
We will show that this approach can reduce the negative effect
of incorrect merging during iGMM-based AHSC by preventing
cluster models from being contaminated by heterogeneous data
(in terms of speaker characteristics) in clusters.

This paper is organized as follows. In Section 2, iGMM-
based AHSC is briefly described based on [9] for providing the
necessary background for the rest of the work reported here.
Then, in Section 3, we propose the idea of selecting signature
cluster models and introduce two specific methods for signature
cluster model selection/update. In Section 4, we explain our
data and simulation setup, and we discuss experimental results.
Finally, in Section 5, concluding remarks and future research
directions are presented.

2. iGMM-based AHSC
Accurate inter-cluster distance measurement is important in
AHSC to choose the clusters being merged properly at every re-
cursion step. Since most of state-of-the-art distance measures,
including the aforementioned ones like GLR, CLR, KL2, and
BIC, are statistical methods that rely on cluster properties, ro-
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Figure 1: Pictorial dendrogram for iGMM-based AHSC.

bust cluster modeling is critical for enabling more accurate clus-
ter comparisons. In [9] we proposed the iGMM-based cluster
modeling approach for AHSC with the reasoning that ideal clus-
ter models should consider variability in cluster size as well.
In this regard, conventional cluster modeling approaches, both
using normal distributions and GMMs with fixed numbers of
Gaussian mixtures, lack the flexibility to consider clusters of
variable size as the average cluster size increases due to merg-
ing during AHSC. The former does not represent large-sized
clusters well while the latter has issues in representing smaller
clusters. The iGMM-based cluster modeling method attempts
to find a simple middle ground between these two approaches,
and was empirically verified to provide better speaker clustering
performance [9].

In iGMM-based AHSC, cluster modeling is performed as
follows:

• Every (initial) cluster in the beginning of AHSC is repre-
sented by a normal probability distribution function (pdf)
with a sample mean vector and (full) covariance matrix.

• After merging during AHSC, a newly merged cluster is
represented by the weighted sum of the pdfs for the clus-
ters being merged.

• The weights are determined by the normalized cardinal-
ities of the merged clusters.

In this way, the pdfs of cluster models not only have smooth
transitions from normal pdfs to the pdfs of GMMs but also ob-
tain a gradual increase in the number of Gaussian mixtures in
the pdfs of GMMs. This is illustrated in Figure 1 where we can
see how the pdfs of iGMMs for initial clusters (top level in the
figure) grow through merging in AHSC. Computational com-
plexity for this cluster modeling approach is quite low because
there are no training sessions in iGMMs like the expectation-
maximization (EM) procedures used for conventional GMMs.

3. Signature Cluster Model Selection
Within this framework of iGMM-based AHSC, iGMMs for ini-
tial clusters act as individual Gaussian components in merged
clusters at later recursion steps. Incorrect merging during
AHSC, therefore, would allow heterogeneous Gaussian mix-
tures (in terms of speaker characteristics in clusters being rep-

resented) to be mixed together, which would cause the pdfs of
iGMMs for incorrectly merged clusters to have deficiency in
representing the main data characteristics of such clusters. In
turn, this would result in inter-cluster distances that would lead
to incorrect merging during subsequent AHSC steps. The se-
quential propagation of errors could severely degrade the over-
all speaker clustering performance.

To make iGMM-based AHSC robust to incorrect merging,
we propose a novel approach, called signature cluster model
selection. The basic idea here is that if we were able to pre-
serve representative statistical models for merged clusters, then
inter-cluster distance measurement based on such models would
be protected from incorrect merging potentially occurring dur-
ing AHSC. In order to implement this idea in the framework of
iGMM-based AHSC, we consider generating signature GMMs
for merged clusters by choosing representative Gaussian com-
ponents from the respective iGMMs. This can exclude unneces-
sary, outlier Gaussian components being positioned in iGMMs
due to incorrect merging and, thus, can mitigate their negative
effect on the ensuing inter-cluster distance measurement and the
overall speaker clustering performance.

An important practical question now is how to choose rep-
resentative Gaussian components from iGMMs. We propose
two specific methods for this purpose in the next two subsec-
tions.

3.1. Global Likelihood Comparison

Our first approach to selecting representative Gaussian compo-
nents from iGMMs is based on global likelihood comparison,
which is to compute the likelihood of the entire data in a clus-
ter for the pdf of every single Gaussian component2 and pick the
N -best components in terms of likelihood, where N is less than
the total number of Gaussian mixtures in the respective iGMM.
The chosen N Gaussian components form a new GMM (with N
mixtures), which is a signature cluster model to newly represent
the cluster from this step forward. This process is illustrated in
Figure 2(a), where the red and green Gaussian components (the
two leftmost ones) are selected from the given iGMM and form
the signature GMM with 2 mixtures, assuming that N = 2 in
this case and the likelihood of the entire cluster data (the grey
region under the iGMM) for the blue Gaussian component (the
rightmost one) is the lowest.

The reason why we call this approach global likelihood
comparison is that the likelihoods of the entire data, not just
a portion of them, in the cluster considered are compared to
choose representative Gaussian components. Global likelihood
comparison, as a consequence, provides Gaussian components
that can represent the entire data in a cluster universally.

3.2. Local Likelihood Comparison

The second approach is based on local likelihood compari-
son, which is to compute the normalized likelihood3 of data
in the sub-cluster corresponding to each Gaussian component
in the iGMM considered (i.e., initial cluster in the beginning
of iGMM-based AHSC) for the pdf of the iGMM and pick the
N -best sub-clusters in terms of likelihood. As in Section 3.1,

2When we compute these likelihoods, we exclude weights for the re-
spective Gaussian components in our consideration. Otherwise, Gaus-
sian components with larger weights in iGMMs would tend to have
higher likelihood values and would presumably be selected as represen-
tative components, which is not a fair comparison.

3It is the likelihood divided by the cardinality of the sub-cluster con-
sidered.
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Figure 2: Illustration of the two proposed methods for selecting
representative Gaussian components.

N should be less than the total number of Gaussian mixtures
in the iGMM. The Gaussian components corresponding to the
chosen sub-clusters form a signature GMM. This process is il-
lustrated in Figure 2(b), where the red and blue Gaussian com-
ponents (the leftmost and the rightmost ones) are selected from
the given iGMM and form the signature GMM, assuming that
N = 2 and the likelihood of data in the sub-cluster correspond-
ing to the green Gaussian component (the middle one) is the
lowest.

The main difference of this approach from the previous one
is that the likelihoods of a portion of the entire data in a cluster,
i.e., data in the sub-clusters corresponding to Gaussian compo-
nents in the iGMM considered, are compared to select repre-
sentative Gaussian components, which is why this approach is
named as local likelihood comparison. In this way, local likeli-
hood comparison provides Gaussian components that have high
level of membership to the iGMM considered.

3.3. General Summary

To summarize these two proposed methods for signature cluster
model selection, let us consider a certain cluster x at one recur-
sion step in the middle of iGMM-based AHSC. Suppose that it
has gone through merging and contains n initial clusters, i.e.,
x = {x1, x2, · · ·, xn}, where {xi}n

i=1 are initial clusters. Then,
iGMM{x} = iGMM{x1, x2, · · ·, xn} = λ(mi

x, Σ
i
x, w

i
x)

n
i=1,

where λ(·) is a GMM, mi
x and Σi

x are the sample mean vector
and (full) covariance matrix estimated from xi, respectively, and
wi

x is a weight for the normal distribution (or Gaussian compo-
nent) representing xi in this GMM.

For signature cluster model selection, global likelihood
comparison computes and compares

{
p

(
x; mi

x, Σ
i
x

)}n

i=1
,

while local likelihood comparison considers

{p (xi|λ)}n
i=1 =

{
n∑

j=1
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x · p

(
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j
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j
x

)}n
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.

4. Experiments and Discussion
In this section we discuss experimental results for our proposed
signature cluster model selection methods. Before we proceed,
let us describe experimental data and simulation setup in detail.

Table 1: Data source. Ns: number of speakers (male:female),
Ts: total speaking time (sec.), and Nss: number of speech seg-
ments.

Data Source
1 2 3 4 5 6

Ns 7 (5:2) 7 (5:2) 6 (4:2) 7 (6:1) 6 (4:2) 5 (1:4)
Ts 1065 931 674 2336 1149 805
Nss 418 279 176 611 244 228

Data Source
7 8 9 10 11 12

Ns 6 (5:1) 8 (4:4) 5 (5:0) 9 (7:2) 4 (2:2) 4 (3:1)
Ts 1665 968 1609 659 407 443
Nss 532 305 591 159 114 75

Data Source
13 14 15 16 17

Ns 6 (4:2) 8 (4:4) 4 (2:2) 3 (1:2) 4 (0:4)
Ts 624 272 478 365 429
Nss 144 93 119 73 95

4.1. Data Sources and Experimental Setup

In Table 1, the data sources used for our experiments are pre-
sented. These data represent 17 different sets of speech seg-
ments with approximately 4hr total durations and were chosen
from ICSI, NIST, and ISL meeting corpora. They are distinct
from one another in terms of speaker-specific statistics, such as
the number of speakers (Ns), gender distribution over speakers,
the total speaking time (Ts), and the number of speech segments
(Nss). For preparing each data source, we manually segmented
the respective audio clip at every point of speaking turn changes
based on the reference transcription provided. In order to avoid
any potential confusion in performance analysis that might re-
sult from overlaps between segments, we excluded all the seg-
ments involved in any overlap during data preparation.

Mel-frequency cepstral coefficients (MFCCs) were used as
acoustic features. Through 23 mel-scaled filter banks, a 12-
dimensional MFCC vector was generated for every 20ms-long
frame of speech. Every frame was shifted with a fixed rate of
10ms so that there could be an overlap between two adjacent
frames.

As an inter-cluster distance measure for AHSC, BIC [5]
was used. It was assumed that recursion stopping point estima-
tion detects when to stop AHSC properly. Speaker clustering
performance was evaluated by speaker error time rate, which
has been officially used as a performance measure for speaker
clustering. For this, we used the scoring tool, i.e., md-eval-
v21.pl [http://www.nist.gov/speech/tests/rt/2006-spring].

4.2. Experimental Results

Table 2 presents comparison of iGMM-based AHSC with and
without signature cluster model selection in terms of average
speaker error time rate for our various data sources. In the
experiments, we considered 3 different N values (4, 8, and
16) for N -best selection of representative Gaussian components
from iGMMs in order to see how many Gaussian components
would be empirically appropriate for signature cluster model
selection. From this table, we can observe that regardless of
N our signature cluster model selection approaches improve
iGMM-based AHSC in terms of average performance. This is
as expected because selection of representative Gaussian com-
ponents from iGMMs during AHSC helps in minimizing the
negative effect of heterogeneous Gaussian components on inter-
cluster distance measurement. Between the two methods for
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Table 2: Comparison of iGMM-based AHSC with and without
signature cluster model selection (SCMS) in terms of average
speaker error time rate (%). N : number of the representative
Gaussian components selected by SCMS, GLC: global likeli-
hood comparison, and LLC: local likelihood comparison.

N
AHSC with SCMS AHSC
GLC LLC w/o SCMS

4 12.43 11.01
12.588 11.01 11.08

16 10.27 11.81
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Figure 3: Performance comparison of global likelihood com-
parison (GLC) and local likelihood comparison (LLC) with
their best N values.

representative Gaussian component selection, global likelihood
comparison is shown to be better overall. One interesting obser-
vation is that global likelihood comparison tends to show better
performance as N increases while local likelihood comparison
provides the best performance at N = 4 without much differ-
ence. This indicates that the latter is less sensitive to N than the
former.

Figure 3 compares the two methods with their best N val-
ues in a data-by-data perspective and shows that global like-
lihood comparison provides more stable performance enhance-
ment for iGMM-based AHSC than local likelihood comparison;
although, for some data sources, e.g., Data Sources 13, 14, and
15, the latter outperforms the former. (Note that global likeli-
hood comparison does not degrade AHSC, but local likelihood
comparison sometimes does, as shown in the results for Data
Sources 9 and 17.)

5. Conclusions
In this paper, we proposed the idea of signature cluster model
selection for making iGMM-based AHSC robust to incorrect
merging. We introduced two specific methods for choosing the
Gaussian components deemed to represent the data of the clus-
ters considered. We also experimentally verified that our pro-
posed approaches could boost the robustness of clustering per-
formance to incorrect merging and, as a result, improve the re-
liability of iGMM-based AHSC across data sources. It should
be noted that a number of different factors such as differences
in conversation/interaction patterns between speakers or inher-

ent speaker-specific discernibility in an MFCC space could con-
tribute to incorrect merging scenarios during AHSC.

An important future step would be to find the optimal N
value in selecting representative Gaussian components because
experiments reveal N to be data-dependent. In this paper we
only considered three N values (4, 8, and 16), and global likeli-
hood comparison and local likelihood comparison fit to 16 and
4, respectively. We could potentially obtain better reliability
in iGMM-based AHSC if we were able to choose a proper N
value adaptively depending upon speaker-specific characteris-
tics in data sources. This is a part of our ongoing work.
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