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Command Syntax Conventions

The conventions used to present command syntax in this book are the same conventions used in the
Cisco 10S Command Reference. The Command Reference describes these conventions as follows:

m \Vertical bars(]) separate alternative, mutually exclusive elements.

m  Square brackets[ ] indicate optional elements.

m Braces{ } indicate arequired choice.

m Braceswithin brackets[{ }] indicate arequired choice within an optional element.

m Boldface indicates commands and keywords that are entered literally as shown. In actual
configuration examples and output (not general command syntax), boldface indicates
commands that are manually input by the user (such as a show command).

m [talicsindicate arguments for which you supply actual values.
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Foreword

CCNP BCMSN Exam Certification Guide is a complete study tool for the CCNP BCM SN exam,
allowing you to assess your knowledge, identify areas in which to concentrate your study, and
master key conceptsto help you succeed on the exams and in your daily job. The book isfilled with
features that help you master the skills to implement appropriate technologies to build scalable,
multilayer switched networks. This book was developed in cooperation with the Cisco Internet
Learning Solutions Group. Cisco Press books are the only self-study books authorized by Cisco for
CCNP exam preparation.

Cisco and Cisco Press present this material in text-based format to provide another learning vehicle
for our customers and the broader user community in general. Although a publication does not
duplicate theinstructor-led or e-learning environment, we acknowledge that not everyone responds
in the same way to the same delivery mechanism. It is our intent that presenting this material viaa
Cisco Press publication will enhance the transfer of knowledge to a broad audience of networking
professionals.

Cisco Presswill present study guides on existing and future examsthrough these Exam Certification
Guidesto help achieve Cisco Internet Learning Solutions Group's principal objectives: to educate
the Cisco community of networking professionals and to enable that community to build and maintain
reliable, scalablenetworks. The Cisco Career Certificationsand classesthat support these certifications
are directed at meeting these objectives through a disciplined approach to progressive learning. To
succeed on the Cisco Career Certifications exams, as well asin your daily job as a Cisco certified
professional, we recommend a blended learning solution that combines instructor-led, e-learning,
and self-study training with hands-on experience. Cisco Systems has created an authorized Cisco
Learning Partner program to provide you with the most highly qualified instruction and invaluable
hands-on experiencein lab and simulation environments. To learn more about Cisco Learning Partner
programs available in your area, please go to www.cisco.com/go/authorizedtraining.

The books Cisco Press createsin partnership with Cisco Systems will meet the same standards for
content quality demanded of our courses and certifications. It isour intent that you will find thisand
subsequent Cisco Press certification and training publications of value asyou build your networking
knowledge base.

Thomas M. Kelly

Vice-President, Internet Learning Solutions Group
Cisco Systems, Inc.

August 2003
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Introduction: Overview of Certification and How to Succeed

Professional certifications have been animportant part of the computing industry for many yearsand
will continue to become more important. Many reasons exist for these certifications, but the most
popularly cited reason isthat of credibility. All other considerations held equal, the certified

empl oyee/consultant/job candidate is considered more valuable than one who is not.

Objectives and Methods
The most important and somewhat obvious objective of this book isto help you pass the Cisco
BCMSN exam (642-811) Infact, if the primary objective of thisbook were different, the book’stitle
would be misleading; however, the methods used in this book to help you pass the BCM SN exam
are designed to al so make you much more knowledgeabl e about how to do your job. Whilethis book
and the accompanying CD-ROM have many example test questions, the method in which they are
used is not to simply make you memorize as many questions and answers as you possibly can.

One key methodology used in this book helps you discover the exam topics about which you need
more review, to help you fully understand and remember those details, and to help you prove to
yourself that you have retained your knowledge of those topics. So, this book does not try to help
you pass by memorization, but by helping you truly learn and understand the topics. The BCMSN
exam isjust one of the foundation topicsin the CCNP and CCDP certifications, and the knowledge
contained within is vitally important to consider yourself atruly skilled routing and switching
engineer or specialist. Thisbook would do you adisserviceif it did not attempt to help you learn the
material. To that end, the book can help you passthe BCM SN exam by using the following methods:

m Helping you discover which test topics you have not mastered
m Providing explanations and information to fill in your knowledge gaps

m  Supplying exercises and scenarios that enhance your ability to recall and deduce the answers
to test questions

m Providing practice exercises on the topics and the testing process through test questions on
the CD-ROM

Who Should Read This Book?
Thisbook is not designed to be a general networking topics book; although, it can be used for that
purpose. Thisbook isintended to tremendously increase your chances of passing the Cisco BCM SN
exam. Although other objectives can be achieved from using this book, the book iswritten with one
goa in mind: to help you pass the exam.

The BCMSN exam is primarily based on the content of the Building Cisco Multilayer Switched
Networks (BCMSN) 2.0 CCNP course. You should have either taken the course, read through the
BCMSN coursebook or this book, or have a couple of years of LAN switching experience.
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Exam Overview
Cisco offers three levels of certification, each with an increasing level of proficiency: Associate,
Professional, and Expert. These are commonly known by their acronyms CCNA/CCDA (Cisco
Certified Network/Design Associate), CCNP/CCDP (Cisco Certified Network/Design Professional),
and CCIE (Cisco Certified Internetworking Expert). There are others aswell, but this book focuses
on the certifications for enterprise networks.

For the CCNP certification, you must pass a series of four core exams or pass alonger foundations
exam plus one support exam. The BCM SN exam or its content is included and required for either
path. For most exams, Cisco does not publish the scores needed for passing. You need to take the
exam to find that out for yourself.

To see the most current requirements for the CCNP or CCDP certifications, go to www.cisco.com;
then, click Learning and Events, followed by Career Certifications and Paths.

The BCM SN exam itself is composed of 60 to 70 questions, presented in avariety of formats. You
can expect to find multiple-choice single answer, multiple-choice multiple answer, drag-and-drop,
fill-in-the-blank, and simulations. To find more specific information about the topics that can be
covered on the BCM SN exam, go to www.cisco.com; then, click Learning and Events, followed by
Exam Information and then Certification Exams. The exam lasts 90 minutes and is offered through
either Pearson VUE or Prometric testing centers only. See www.cisco.com/en/US/learning/le3/lell/
learning_about_registering_for_exams.html for the most current information about registering for
the exam.

Strategies for Exam Preparation
Thestrategy you useto prepare for the BCM SN exam might be dlightly different than strategies used
by other readers, mainly based on the skills, knowledge, and experience you already have obtained.
For instance, if you have attended the BCM SN course, you might take a different approach than
someone who learned switching through on-the-job training.

Regardless of the strategy you use or the background you have, this book is designed to help you
get to the point where you can pass the exam with the least amount of time required. For instance,
there isno need for you to practice or read about | P addressing and subnetting if you fully under-
stand it already. However, many people like to make sure that they truly know atopic and read over
material that they already know. Several book features help you gain the confidence that you know
some material already and also help you know what topics you need to study more.

How This Book Is Organized
Although this book can be read cover-to-cover, it is designed to be flexible and allow you to easily
move between chapters and sections of chaptersto cover only the material that you need more work
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with. Chapters 1 through 20 are the core chapters and can be covered in any order, though some
chapters are related and build upon each other. If you do intend to read them all, the order in the
book is an excellent sequence to use.

When you finish with the core chapters, you have several options on how to finish your exam
preparation. Chapter 21, “ Scenarios for Final Preparation,” provides many scenarios to help you
review and refine your knowledge, without giving you afal se sense of preparedness that you would
get with simply reviewing a set of multiple-choice questions. You can review the questions at the
end of each chapter, and you can use the CD-ROM testing software to practice the exam.

Each core chapter covers asubset of the topics on the BCM SN exam. The core chapters are organi zed
into parts. The core chapters cover the following topics:

PART I: Overview and Design of a Campus Network

Chapter 1, “Campus Network Overview”—This chapter covers the use of switchesin the OS|
model’s various|layers, the different campus network models, hierarchical network design, and
how Cisco's switching products fit into a hierarchical network design.

Chapter 2 “Modular Network Design”—This chapter covers how to design, size, and scale a
campus network using a modular approach

PART II: Building a Campus Network

Chapter 3, “ Switch Operation” —This chapter covers Layer 2 and multilayer switch operation,
how various CAM and TCAM tables are used to make switching decisions, and how to monitor
these tables to aid in troubleshooting.

Chapter 4, “ Switch Configuration”—This chapter covers the operating system software avail-
able on Cisco Catalyst switches, basic switch configuration and administration, switch file
management, and how to verify that a switch isfunctioning properly to aid in troubleshooting.

Chapter 5, “Switch Port Configuration”—This chapter covers basic Ethernet concepts, using
scalable Ethernet, connecting switch block devices, and verifying switch port operation to aid
in troubleshooting.

Chapter 6, “VLANs and Trunks’—This chapter covers basic VLAN concepts, transporting
multipleVLANsover singlelinks, configuring VLAN trunks, Layer 2 and Ethernet over MPLS
tunnels, and verifying VLAN and trunk operation.

Chapter 7, “VLAN Trunking Protocol (VTP)"—This chapter coversVLAN management using
VTP, configuring VTP, managing traffic through VTP pruning, and verifying VTP operation.
Chapter 8, “Aggregating Switch Links’—This chapter covers switch port aggregation with
EtherChannel, EtherChannel negotiation protocols, configuring EtherChannel, and verifying
EtherChannel operation.
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Chapter 9, “Traditional Spanning Tree Protocol”—This chapter covers | EEE 802.1D Spanning
Tree Protocol (STP), aswell asan overview of the other STP types that might be running on a
switch.

Chapter 10, “ Spanning Tree Configuration”—This chapter covers the STP Root Bridge,
customizing the STP topology, tuning STP convergence, redundant link convergence, and
verifying STP operation.

Chapter 11, “ Protecting the Spanning Tree Protocol Topology” —Thischapter covers protecting
the STP topology using Root Guard, BPDU Guard, and Loop Guard, as well as how to detect
delayed BPDU reception using BPDU Skew Detection, and verifying that these STP protection
mechanisms are functioning properly.

Chapter 12, “Advanced Spanning Tree Protocol”—This chapter covers Rapid Spanning Tree
Protocol (RSTP) and Multiple Spanning Tree (MST) Protocol.

PART lll: Layer 3 Switching

Chapter 13, “Multilayer Switching”—This chapter coversinterVLAN routing, multilayer
switching with CEF, and verifying that multilayer switching is functioning properly.
Chapter 14, “Router Redundancy and Load Balancing”—This chapter covers providing

redundant router or gateway addresses on Catalyst switches, server load balancing, and
verifying that redundancy and load balancing are functioning properly.

Chapter 15, “Multicast”—This chapter covers general multicast concepts, routing and switch-
ing multicast traffic, and verifying that multicast routing and switching are functioning

properly.

PART IV: Campus Network Services

Chapter 16, “Quality of Service Overview”—This chapter covers the Differentiated Services
QoS model, the building blocks of the Diff Serv QoS model, and switch port queues.

Chapter 17, “ Diffserv QoS Configuration”—This chapter covers applying QoS trust, defining
aDiffServ QoS policy, tuning egress scheduling, configuring congestion avoidance, and
verifying that QoS operation is functioning properly.

Chapter 18, “I1P Telephony” —This chapter covers how a Catalyst switch can provide power to
operate a Cisco | P Phone, how voice traffic can be carried over the links between an 1P Phone

and a Catalyst switch, QoS for voice traffic, and verifying that 1P Telephony features are
functioning properly.

Chapter 19, “ Securing Switch Access’—This chapter covers Switch Authentication, Autho-
rization, and Accounting (AAA), port security using MAC addresses, and port-based security
using |EEE 802.1x.
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Chapter 20, “ Securing with VLANS'—This chapter covers how to control traffic within a
VLAN using access lists, implementing private VLANS, and monitoring traffic on switch ports
for security reasons.

Each chapter in the book uses several featuresto help you make the best use of your timein that
chapter. The features are as follows:

Assessment—Each chapter beginswith a“Do | Know ThisAlready?’ quiz that helpsyou
determine the amount of time you need to spend studying that chapter. If you intend to read the
entire chapter, you can save the quiz for later use. Questions are all multiple-choice, single-
answer, to give a quick assessment of your knowledge.

Foundation Topics—This is the core section of each chapter that explains the protocols,
concepts, and configuration for the topics in the chapter.

Foundation Summary—At the end of each chapter, a Foundation Summary collects key con-
cepts, facts, and commands into an easy-to-review format. A more lengthy “Q&A” section
follows, where many review questions are presented. Questions are mainly open-ended, rather
than multiple choice, as found on the exams. Thisis done to focus more on understanding the
subject matter than on memorizing details.

Scenarios—Scenarios are collected in the final chapter to allow a much more in-depth exami-
nation of a network implementation. Rather than posing a simple question asking for asingle
fact, the scenarios et you design, configure, and troubl eshoot networks (at |east on paper) with-
out the cluesinherent in a multiple-choice quiz format.

CD-based practice exam—The companion CD-ROM contains two separate test banks—one
composed of the questionsfrom the book and an entirely new test bank of questionsto reinforce
your understanding of the book’s concepts. In addition to the multiple choice questions, you
also encounter some configuration simulation questions where you actually perform configura-
tions. Thisisthe best tool for helping you prepare for the actual test-taking process.

How to Use This Book for Study
Retention and recall are the two features of human memory most closely related to performance on
tests. This exam preparation guide focuses on increasing both retention and recall of the topicson
the exam. The other human characteristic involved in successfully passing the examisintelligence;
this book does not address that issue!

Adult retention istypically less than that of children. For example, it is common for 4-year-olds to
pick up basic language skillsin anew country faster than their parents. Children retain facts as an
end unto itself; adults typically either need a stronger reason to remember afact, or must have a
reason to think about that fact several timesto retain it in memory. For these reasons, a student who
attends atypical Cisco course and retains 50 percent of the material is actually quite an amazing
student.
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Memory recall is based on connectors to the information that needs to be recalled—the greater the
number of connectors to a piece of information, the better chance and better speed of recall. For
example, if the exam askswhat VTP stands for, you automatically add information to the question.
You know the topic is switching because of the nature of the test. You might recall theterm “VTP
domain,” which impliesthat thisis atype of switch domain. You might also remember that it is
talking about VLANSs. Having read one of the multiple-choice answers “VLAN Trunk Protocol,”
you might even have the infamous “aha” experience, in which you are then sure that your answer
is correct—and possibly a brightly lit bulb is hovering over your head. All these added facts and
assumptions are the connectors that eventually lead your brain to the fact that needs to be recalled.
Of course, recall and retention work together. If you do not retain the knowledge, recalling it will be
difficult.

Thisbook is designed with features to help you increase retention and recall. It does thisin the
following ways:

m By providing succinct and complete methods of hel ping you decide what you recall easily and
what you do not recall at all.

m By giving references to the exact passages in the book that review those concepts you did not
recall, so you can quickly be reminded about afact or concept. Repeating information that
connects to another concept helps retention, and describing the same concept in several ways
throughout a chapter increases the number of connectors to the same pieces of information.

m By including exercise questions that supply fewer connectors than multiple-choice questions.
This helpsyou exercise recall and avoids giving you afalse sense of confidence, as an exercise
with only multiple-choice questions might do. For example, fill-in-the-blank questions require
you to have better and more complete recall than multiple-choice questions.

m By pulling the entire breadth of subject matter together. A separate chapter (Chapter 21) contains
scenarios and several related questions that cover every topic on the exam and gives you the
chanceto provethat you have gained mastery over the subject matter. Thisreducesthe connectors
implied by questionsresiding in aparticular chapter and requires you to exercise other connectors
to remember the details.

m  Finaly, accompanying this book isa CD-ROM that has exam-like questionsin a variety of
formats. These are useful for you to practice taking the exam and to get accustomed to thetime
restrictions imposed during the exam.

Intaking the “Do | Know ThisAlready?’ assessment quizzesin each chapter, make sure you treat
yoursalf and your knowledge fairly. If you come across a question that makes you guess at an
answer, mark it wrong immediately. This forces you to read through the part of the chapter

that relates to that question and forces you to learn it more thoroughly.
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If you find that you do well on the assessment quizzes, it still might be wiseto quickly skim through
each chapter to find sections or topics that do not readily come to mind. Sometimes, even reading
through the detailed table of contentswill reveal topicsthat are unfamiliar or unclear. If that happens
to you, mark those chapters or topics and spend time working through those parts of the book.

Strategies for the Exam

Try to schedule the exam far enough in advance so that you have ample time for study. Consider the
time of day and even the day of theweek so that you choose atimeframethat suitsyour daily routine.
Because the exam lasts 90 minutes, you should make sure the exam time does not coincide with your
regular lunchtime or some other part of the day when you are usually tired or trying to wake up. As
for the day of the week, your work schedule might prevent you from studying a few days before
the exam.

Hopefully, you can find atesting center located nearby. In any event, be sure to familiarize yourself
with the driving and parking directions well ahead of time. You do not want to be frantically
searching for streets or buildings a few minutes before the exam is scheduled to start. You will
need at least one form of picture ID to present at the testing center.

Think about common-sense things, such as eating a nutritious meal before you leave for the exam.
You need to be as comfortabl e as possible for the entire 90-minute exam, so it pays not to be hungry.
Limiting the amount of liquids you consume right before test time might also be wise. After the
exam begins, the clock does not stop for arestroom break. Also, think about taking a lightweight
jacket along, in case the exam room feels cold.

During the exam, try to pace yourself by knowing that there are at most 70 questionsin a 90-minute
period. That does not mean that every question should be answered in alittle over aminute; it means
only that you should try to move along at aregular pace. Be aware that if you are unsure about an
answer, you are not alowed to mark the question and return to it later. That was allowed in exams
of years past, not anymore. This might force you into a guessing position on a question, just so you
can move along to the others before the time runs out.

At the end of the exam, you receive your final score and news of your passing or failing. If you pass,
congratul ate yourself and breathe a sigh of relief at not having to study more!

If you fail, remind yourself that you are not afailure. It is never a disgraceful thing to fail a Cisco
test, aslong as you decide to try it again. Anybody that has ever taken a Cisco exam knows that to
be true; just ask the people who have attempted the CCIE lab exam. As soon as you can, schedule
to take the same exam again. Allow afew days so that you can study the topicsthat gave you trouble.
The exam score should also break down the entire exam into major topics, each with its respective
score. Do not be discouraged about starting over with your studies—the majority is already behind
you. Just spend time brushing up on the “low spots’ where you lack knowledge or confidence.
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CCNP Exam Topics

Table I-1

Carefully consider the exam topics Cisco has posted on its website as you study, particularly for
clues asto how deeply you should know each topic. Beyond that, you cannot go wrong by devel op-
ing a broader knowledge of the subject matter. You can do that by reading and studying the topics
presented in this book. Remember that it isin your best interest to become proficient in each of the
CCNP subjects. When it istimeto use what you have learned, being well-rounded counts more than
being well-tested.

Table I-1 shows the official exam topics for the BCM SN exam, as posted on Cisco.com. Note
that Cisco has historically changed exam topics without changing the exam number, so do not be
alarmed if small changesin the exam topics occur over time. When in doubt, go to www.cisco.com,
click Learning and Events, and select Career Certifications and Paths.

BCMSN Exam Topics

Part of This Book Where
Exam Topic Exam Topic Is Covered

Technology

Describe the Enterprise Composite Model used for designing networks | Part |
and explain how it addresses enterprise network needs for performance,
scalability and availability.

Describe the physical, date-link, and network layer technologies used Part 11
in aswitched network, and identify when to use each.

Explain the role of switchesin the various modules of the Enterprise Part |
Composite Model (Campus Infrastructure, Server Farm, Enterprise
Edge, Network Management).

Explain the function of the Switching Database Manager (specificaly, Part 11
Content Addressable Memory [CAM] and Ternary Content
Addressable Memory [TCAM]) within a Catalyst switch.

Describe the features and operation of VLANSs on a switched network. Part 11

Describe the features of the VLAN trunking protocols, including Part 11
802.1Q, ISL (emphasis on 802.1Q), and dynamic trunking protocol.

Describe the features and operation of 802.1Q Tunneling (802.1QinQ) | Part Il
within a service provider network.

Describe the operation and purpose of managed VLAN services. Part 11

continues
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Table I-1

BCMSN Exam Topics (Continued)

Exam Topic

Part of This Book Where
Exam Topic Is Covered

Technology (Continued)

Describe how VTP versions 1 and 2 operate, including domains, Part 11
modes, advertisements, and pruning.

Explain the function of the Switching Database Manager (specifically Part 11
Content Addressable Memory [CAM] and Ternary Content

Addressable Memory [TCAM]) within a Catalyst switch.

Explain the operation and purpose of the Spanning Tree Protocol (STP) | Part I
on a switched network.

Identify the specific types of Cisco route switch processors, and Part I11
provide implementation details.

List and describe the operation of the key components required to Part I11
implement interVLAN routing.

Explain the types of redundancy in amultilayer switched network, Part I11
including hardware and software redundancy.

Explain how |P multicast operates on amultilayer switched network, Part I11
including PIM, CGMP, and IGMP,

Describe the quality issues with voice traffic on a switched data Part IV
network, including jitter and delay.

Describe the QoS solutions that address voice-quality issues. Part IV
Describe the features and operation of network analysis modules on Part IV
Catalyst switches to improve network traffic management.

Implementation and Operation

Describe Transparent LAN Services and how they areimplementedina | Part 1
service provider network.

Configure access ports for static and multi-VLAN membership. Part 11
Configure and verify 802.1Q trunks. Part 11
Configure and verify ISL trunks. Part 11
Configure VTP domainsin server, client, and transparent modes. Part 11
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BCMSN Exam Topics (Continued)

Xxxiii

Part of This Book Where
Exam Topic Exam Topic Is Covered
Implementation and Operation (Continued)
Enable Spanning Tree on ports and VLANS. Part 11
Configure Spanning Tree parametersincluding: port priority, VLAN Part 11
priority, Root Bridge, BPDU guard, PortFast, and UplinkFast.
Implement IP technology on a switched network with auxiliary Part IV
VLANS.
Configure and verify router redundancy using HSRP, VRRP, GLBP, Part 111
SRM, and SLB.
Configure QoS features on multilayer switched networks to provide Part IV
optimal quality and bandwidth utilization for applications and data.
Configure Fast EtherChannel and Gigabit EtherChannel to increase Part 11
bandwidth for interswitch connections.
Planning and Design
Compare end-to-end and local VLANS, and determine when to use Part |
each.
Design aVLAN configuration with VTP to work for a given specific Part 11
scenario.
Select multilayer switching architectures, given specific multilayer Part 11
switching needs.
Describe the general design models when implementing | P telephony Part IV
in aswitched network environment.
Plan QoS implementation within a multilayer switched network. Part IV
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For More Information

If you have any comments about the book, you can submit those via the www.ciscopress.com web
site. Just go to the web site, select Contact Us, and type in your message.

Cisco might make changesthat affect the CCNP certification from time to time. You should always
check www.cisco.comfor thelatest details. Also, you can look to www.ci scopress.com/1587200775,
where we will publish any information pertinent to how you might use this book differently in light
of Cisco'sfuture changes. For instance, if Cisco decided to remove a major topic from the exam, it
might post that on its website; Cisco Press would make an effort to list that information, as well.
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This part of the book covers the following BCM SN exam topics:

Describe the Enterprise Composite Model used for designing networks and explain how it
addresses enterprise network needs for performance, scalability, and availability.

Explain the role of switches in the various modules of the Enterprise Composite Model
(Campus Infrastructure, Server Farm, Enterprise Edge, Network Management).

Compare end-to-end and local VLANS; determine when to use each.




This chapter covers the
following topics that you
need to master for the CCNP
BCMISN exam:

m Switching Functionality—This section
covers the use of switchesin the OSI model
layers. You learn about the functions and
application of routing and switching in
Layers 2, 3, and 4, along with the concept
of multilayer switching.

m Campus Network Models—This section
presents the concept of a campus network,
and describes the traditional campus model
and models based on traffic patterns. This
section also describes the factors that affect a
campus network’s design.

m Hierarchical Network Design—This
section details athree-layer, hierarchical
structure of campus network designs.

m Cisco Productsin the Hierarchical
Design—This section describes how Cisco
switching products fit into the network
hierarchy and presents guidelines for
selecting the product based on the design
requirements.




CHAPTER 1

Campus Network Overview

As campus networks have grown and technologies have matured, network engineers and
architects have many more options to consider than the hubs, Ethernet switches, and routers
traditionally put in place. You can use switchesto improve network performancein many ways.
However, simply replacing existing shared networks with switched networksis not enough. The
switching function alone alleviates congestion and increases bandwidth (in addition to more
complex capabilities) if properly placed and designed. Switchesthemselves have also improved
over time. The type of switch, its capabilities, and its location within a network can greatly
enhance network performance.

This chapter presents alogical design process that you can use to build a new campus network
or to modify and improve an existing network.

“Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide if you need to read
the entire chapter. If you aready intend to read the entire chapter, you do not necessarily need
to answer these questions now.

The 12-question quiz, derived from the major sectionsin the Foundation Topics’ portion of the
chapter, helps you determine how to spend your limited study time.

Table 1-1 outlinesthe major topicsdiscussed in this chapter and the“ Do | Know ThisAlready?’
quiz questions that correspond to those topics.

Table 1-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section
Switching Functionality 1-3

Campus Networks, Traffic Pattern Models 4-7

Hierarchical Design Model 8-10

Cisco Products in the Hierarchical Design 11-12
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CAUTION The goal of self-assessment is to gauge your mastery of the topics in this chapter. If
you do not know the answer to aquestion or are only partially sure of the answer, you should mark
this question wrong. Giving yourself credit for an answer you correctly guess skews your self-
assessment results and might provide you with a false sense of security.

1. Layer 2 switching uses which of the following valuesto forward data?

a. |Paddress
b. IPX address
c¢. MAC address
d. RIP address
e. UDP port

2. Multilayer switching (MLS) forwards packets based on what OSl layers:

a. Layerl
b. Layer?2
c. Layer3
d. Layer4
e. bcd

f. abcd

3. Which of the following does a multilayer switch perform?

a. Forwarding according to MAC address

b. Forwarding according to IP address

c. Forwarding according to UDP/TCP port numbers
d. All of the above

4. What does the 20/80 rule of networking state? (Pick one.)
a. Only 20 out of 80 packets arrive at the destination.

b. Twenty percent of the network is used 80 percent of the time.

c. Twenty percent of the traffic on a network segment travels across the network, while
80 percent of it stayslocal.

d. Twenty percent of the traffic on a network segment stays local, while 80 percent of it
travels across the network.



“Do | Know This Already?” Quiz 7

Where does a collision domain exist in a switched network?

a. Onasingle switch port
b. Acrossall switch ports
c¢. OnasingleVLAN
d. Acrossal VLANs

Where does a broadcast domain exist in a switched network?

a. Onasingle switch port
b. Acrossall switch ports
¢. OnasingleVLAN
d. Acrossal VLANs

What isaVLAN primarily used for?
a. To segment a collision domain
b. To segment a broadcast domain
c. To segment an autonomous system
d. To segment a spanning-tree domain

In which OS| layer should devicesin the distribution layer typically operate?
a. Layerl

b. Layer2

c. Layer3

d. Layerd

How many layers are recommended in the hierarchical campus network design model ?

o
N B~ WN P
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10. A hierarchical network’s distribution layer aggregates which of the following?

a. Core switches

b. Broadcast domains

¢. Routing updates

d. Accesslayer switches

11.  Which Cisco switch products should not be used in a campus network distribution layer?

a. Catalyst 2950
b. Catalyst 3550
c. Catalyst 4000/4500
d. Catalyst 6500

12.  Which of these attributes might make a Catalyst 2950 agood choice for usein awiring closet?

a. High density of low cost 10/100 ports
b. Advanced quality of service features
c. Highdensity of 1000BASE-X ports

d. Large modular chassis

You can find the answers to the quiz in Appendix A, “Answers to Chapter ‘Do | Know This
Already? Quizzesand Q&A Sections.” The suggested choices for your next step are as follows:

m 6 or lessoverall score—Read the entire chapter. This includes the “ Foundation Topics,”
“Foundation Summary,” and “Q&A” sections.

m  7-9overall score—Beginwith the“Foundation Summary” section and then follow up with the
“Q&A" section at the end of the chapter.

m 10 or moreoverall score—If you want more review on these topics, skip to the “Foundation
Summary” section and then gotothe“ Q& A” section at the end of the chapter. Otherwise, move
on to Chapter 2, “Modular Network Design.”
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Foundation Topics

Switching Functionality

To understand how switches and routers should be chosen and placed in a network design, you
should first understand how to take advantage of data communication at different layers.

The OSl reference model separates data communication into seven layers, as shown in Table 1-2.
Each layer has a specific function and a specific protocol so that two devices can exchange data on
the same layer. A protocol data unit (PDU) isthe generic name for ablock of datathat alayer on
one device exchanges with the same layer on a peer device. A PDU isencapsulated in alayer's
protocol before it is made available to alower-level layer, or unencapsulated before being handed
to ahigher-level layer.

Table 1-2 Layers of Data Communications

OSI Layer Protocol Data Unit Mechanism to Process PDU
7 (application)

6 (presentation)

5 (session)

4 (transport) TCP segment TCP port

3 (network) Packet Router

2 (datalink) Frame Switch/bridge

1 (physical)

In Table 1-2, Layers 2, 3, and 4 are represented by the data link, network, and transport layers,
respectively, with PDUS' frame, packet, and TCP segment. When aTCP segment (Layer 4) needsto
be transmitted to another station, the TCP segment is encapsul ated as a packet (Layer 3), and further
encapsulated as aframe (Layer 2). The receiving station unencapsulates Layers 2 and 3 before
processing the original TCP segment.

Thelayered protocolsalso apply to networking devices. For example, aLayer 2 devicetransfersdata
by looking at Layer 2's PDU header information. Upper-layer protocols are not looked at or even
understood. Layer-specific devices are discussed in detail in the sections that follow.
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Layer 2 Switching

Devicesthat forward frames at Layer 2 involve the following functions:

m  MAC addresses are learned from the incoming frames' source addresses.
m A tableof MAC addresses and their associated bridge and switch portsis built and maintained.

m Broadcast and multicast frames are flooded out to all ports (except the one that received the
frame).

m Framesdestined to unknown locations are flooded out to all ports (except the one that received
the frame).

m Bridges and switches communicate with each other using the Spanning Tree Protocol to
eliminate bridging loops.

A Layer 2 switch performs essentially the same function as a transparent bridge. However, a switch
can have many ports and can perform hardware-based bridging. Frames are forwarded using special-
ized hardware, called application-specific integrated circuits (AS Cs). This hardware gives switching
great scalability, with wire-speed performance, low latency, low cost, and high-port density.

Aslong as Layer 2 frames are being switched between two Layer 1 interfaces of the same media
type, such astwo Ethernet connections or an Ethernet connection and a Fast Ethernet connection,
the frames do not have to be modified. However, if the two interfaces are different media, such as
Ethernet and Token Ring or Ethernet and Fiber Distributed Data Interface (FDDI), the Layer 2
switch must trandlate the frame contents before sending out the Layer 1 interface.

Layer 2 switching isused primarily for workgroup connectivity and network segmentation. You can
contain traffic between users and serversin aworkgroup within the switch. In addition, the number
of stations on a network segment can be reduced with a switch, minimizing the collision domain
size.

One drawback to Layer 2 switching isthat it cannot be scaled effectively. Switches must forward
broadcast framesto all ports, causing large switched networks to become large broadcast domains.
In addition, Spanning Tree Protocol (STP) can have a slow convergence time when the switch
topology changes. STP can also block certain switch ports, preventing data transfer. (Chapters 9
through 12 discuss STP and its variationsin further detail.) Layer 2 switching alone cannot provide
an effective, scalable network design.

Layer 3 Routing
Devicesinvolved in Layer 3 routing perform the following functions:

m Packets are forwarded between networks based on Layer 3 addresses.
m  Anoptimal path is determined for a packet to take through a network to the next router.
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m Packet forwarding involves atable lookup of the destination network, next-hop router address,
and the router’s own outbound interface.

m  Anoptimal path can be chosen from among many possibilities.
m  Routers communicate with each other using routing protocols.

By nature, routers do not forward broadcast packets and only forward multicast packetsto segments
with multicast clients. This action provides control over broadcast propagation and offers network
segmentation into areas of common Layer 3 addressing.

Logica addressing is possible on a network with routers because the Layer 3 (network layer)
address uniquely identifies a device only at the network layer of the OS| reference model. Actual
frameforwarding occursusing the Layer 2, or datalink, address of devices. Therefore, some method
must exist to associate adevice' sdatalink layer (MAC) addresswith its network layer (1P) address.
A router must also have addresses from both layers assigned to each of itsinterfaces connected to a
network. This assignment gives the router the functionality to support the logical network layer
addresses assigned to the physical networks.

In addition, arouter must examine each packet's Layer 3 header before making a routing decision.
Layer 3 security and control can be implemented on any router interface using the source and
destination addresses, protocol, or other Layer 3 attribute to make decisions on whether to limit or
forward the packets.

Layer 3routingisgenerally performed by microprocessor-based engines, which require CPU cycles
to examine each packet’s network layer header. The routing table of optimal pathsto Layer 3
networks can also be alarge table of dynamic values, requiring afinite lookup delay. Although you
can place arouter anywhere in a network, the router can become a bottleneck due to alatency of
packet examination and processing.

Layer 3 Switching
Devicesinvolved in Layer 3 switching perform the following functions:

m Packets are forwarded at Layer 3, just as arouter would do.

m Packets are switched using specialized hardware, application-specific integrated circuits
(ASICs) for high-speed and low latency.

m  Packets can be forwarded with security control and quality of service (QoS) using Layer 3
address information.

Layer 3 switches are designed to examine and forward packets in high-speed LAN environments.
Whereas, arouter might impose a bottleneck to forwarding throughput, a Layer 3 switch can be
placed anywhere in the network with little or no performance penalty.
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Layer 4 Switching
Devicesinvolved in Layer 4 switching perform the following functions:

m Packetsareforwarded using hardware switching, based on both Layer 3 addressing and Layer 4
application information. (Layer 2 addressing is also inherently used.)

m Layer 4 protocol types (UDP or TCP, for example) in packet headers are examined.
m Layer 4 segment headers are examined to determine application port numbers.

Switching at Layer 4 allows finer control over the movement of information. For example, traffic
can be prioritized according to the source and destination port numbers, and QoS can be defined for
end users. Therefore, video or voice data can be switched at a higher level of service with more
bandwidth availability than file transfer or HTTP traffic. Layer 4 port numbers for source and
destination can also perform traffic accounting.

A Layer 4 switch must also allocate alarge amount of memory to itsforwarding tables. Layer 2 and
Layer 3 devices have forwarding tables based on MAC and network addresses, making those tables
only as large as the number of network devices. Layer 4 devices, however, must keep track of
application protocols and conversations occurring in the network. Their forwarding tables become
proportional to the number of network devices multiplied by the number of applications.

Multilayer Switching (MLS)
Devicesinvolved in MLS perform the following functions:

m Packets are forwarded in hardware that combines Layer 2, Layer 3, and Layer 4 switching.
m Packets are forwarded at wire speed.

m Thetraditiona Layer 3 routing function is provided using Cisco Express Forwarding (CEF),
where a database of routes to every destination network is maintained and distributed to
switching ASICs for very high forwarding performance.

Cisco switches perform multilayer switching at Layer 3 and Layer 4. At Layer 3, the Catalyst family
of switches caches traffic flows based on | P addresses. At Layer 4, traffic flows are cached based on
source and destination addresses, in addition to source and destination ports. All switching is
performed in hardware, providing equal performance at both Layer 3 and Layer 4 switching.

Campus Network Models

A campus network is an enterprise network consisting of many LANsin one or more buildings, all
connected and all usually in the same geographic area. A company typically ownsthe entire campus
network, as well as the physical wiring. Campus networks commonly consist of Ethernet, 802.11
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wireless LANS, higher-speed Fast Ethernet, Fast EtherChannel, and Gigabit Ethernet LANS. Some
campus networks also consist of legacy Token Ring and FDDI.

Anunderstanding of traffic flow isavital part of the campus network design. Whileyou can leverage
high-speed LAN technologies to improve any traffic movement, the emphasis should be on provid-
ing an overall design tuned to known, studied, or predicted traffic flows. The network traffic can then
be effectively moved and managed, and you can scale the campus network to support future needs.

The next sections present various network models that you can useto classify and to design campus
networks. Beginning with traditional shared networks, the models build on each other to leverage
traffic movement and provide predictable behavior.

Shared Network Model
In the early 1990s, campus networks were traditionally constructed of asingle LAN for all usersto
connect to and use. All devices on the LAN were forced to share the available bandwidth. LAN
media such as Ethernet and Token Ring both had distance limitations, as well as limitations on the
number of devicesthat could be connected to asingle LAN.

Network availability and performance declined as the number of connected devices increased. For
example, an Ethernet LAN required all devicesto share the available 10-Mbps half-duplex band-
width. Ethernet also used the carrier sense multiple access collision detect (CSMA/CD) scheme to
determine when a device could transmit data on the shared LAN. If two or more devicestried to
transmit at the sametime, network collisions occurred, and all devices had to become silent and wait
to retransmit their data. Thistype of LAN isacollision domain because all devices are susceptible
to collisions. Token Ring LANs are not susceptible to collisions because they are deterministic and
allow stations to transmit only when they receive a“token” that passes around the ring.

One solution used to relieve network congestion was to segment, or divide, aLAN into discrete
collision domains. This solution used transparent bridges, which only forwarded Layer 2 data
frames to the network segment where the destination address was |ocated. Bridges enabled the
number of devices on a segment to be reduced, lessened the probability of collisions on segments,
and increased the physical distance limitations by acting as a repeater.

Bridges normally forward frames to the LAN segment where the destination addressis |ocated.
However, frames containing the broadcast MAC address (ff:ff:ff:ff:ff:ff) must be flooded out to all
connected segments. Broadcast frames are usually associated with requests for information or
services, including network service announcements. | P uses broadcasts for Address Resolution
Protocol (ARP) requeststo ask what MAC addressis associated with a particular | P address. Other
broadcast frame examples include Dynamic Host Control Protocol (DHCP) requests, IPX Get
Nearest Server (GNS) requests, Service Advertising Protocol (SAP) announcements, Routing
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Information Protocol (RIP—both IP and IPX) advertisements, and NetBIOS name requests. A
broadcast domain is a group of network segments where a broadcast is flooded.

Multicast traffic is traffic destined for a specific set or group of users, regardless of their location on
the campus network. Multicast frames must be flooded to all segments because they are aform of
broadcast. Although end users must join amulticast group to enable their applications to process
and receive the multicast data, a bridge must flood the traffic to all segmentsbecauseit doesn’t know
which stations are members of the multicast group. Multicast frames will use shared bandwidth on
a segment, but will not force the use of CPU resources on every connected device. Only CPUs that
areregistered as multicast group memberswill actually processthose frames. Some multicast traffic
is sporadic, asin the case of various routing protocol advertisements, while other traffic, such as
Cisco IP/TV multicast video, can consume most or al network resources with a steady stream of
real-time data.

Broadcast traffic presents atwo-fold performance problem on abridged LAN because all broadcast
framesflood all bridged network segments. First, asanetwork grows, the broadcast traffic can grow
in proportion and monopolize the available bandwidth. Second, all end-user stations must listen to,
decode, and process every broadcast frame. This function is performed by the CPU, which must
look further into the frame to see with which upper-layer protocol the broadcast isassociated. While
today’s CPUs are robust and might not show a noticeabl e degradation from processing broadcasts,
forcing unnecessary broadcast |oads on every end user is not wise.

NOTE For adiscussion of analysis performed by Cisco on the effects of various protocol
broadcasts on CPU performance, refer to Broadcasts in Switched LAN Inter networks at
www.cisco.com/univercd/cc/td/doc/cisintwk/idg4/nd20e.htm.

LAN Segmentation Model
Referred to as network segmentation, localizing the traffic and effectively reducing the number
of stations on a segment is necessary to prevent collisions and broadcasts from reducing a network
segment’s performance. By reducing the number of stations, the probability of acollision decreases
because fewer stations can be transmitting at a given time. For broadcast containment, theideaisto
provide abarrier at the edge of aLAN segment so that broadcasts cannot pass outward or be
forwarded on. The network designer can provide segmentation by using either arouter or a switch.

You can use routers to connect the smaller subnetworks and either route Layer 3 packets or bridge
Layer 2 packets. You can improve the effect of collisionsby placing fewer stations on each segment.
A router cannot propagate a collision condition from one segment to another, and broadcasts are not
forwarded to other subnets by default, unless bridging (or some other specialized feature) is enabled
on the router. Figure 1-1 shows an example of how arouter can physically segment a campus
network. Although broadcasts are contained, the router becomes a potential bottleneck because it
must process and route every packet leaving each subnet.
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Figure 1-1 Network Segmentation with a Router
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Another option is to replace shared LAN segments with switches. Switches offer greater
performance with dedicated bandwidth on each port. Think of a switch as afast multiport bridge.
Each switch port becomes a separate collision domain and will not propagate collisionsto any other
port. However, broadcast and multicast framesareflooded out all switch portsunless more advanced
switch features are invoked. Multicast switch features are covered in Chapter 15.

To contain broadcasts and segment abroadcast domain, you can implement virtual LANs (VLANS)
within the switched network. A switch can logically divide its ports into isolated segments
(broadcast domains). A VLAN is agroup of switch ports (and the end devices to which they are
connected) that communicate asif attached to a single shared-media LAN segment. By definition,
aVLAN becomesasingle broadcast domain. VLAN devices don’t have to be physically located on
the same switch or in the same building, aslong asthe VLAN itself is somehow connected between
switches end-to-end. Figure 1-2 shows how you can segment a network into three broadcast and
collision domains using three VLANSs on a switch. Note that stations on aVLAN cannot
communicate with stations on another VLAN in the figure—the VLANSs are truly isolated.

By default, al ports on a switch are assigned to asingle VLAN. With additional configuration, a
switch can assign its ports to many specific VLANSs. Each VLAN, although present on the same
switch, is effectively separated from other VLANS. Frames will not be forwarded from oneVLAN
to another. To communicate between VLANS, arouter (or Layer 3 device) isrequired, asillustrated
by Figure 1-3.
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Figure 1-2 Segmentation Using VLANs
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Figure 1-3 Routing Traffic with VLANs
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Ports on each switch have been grouped and assigned to one VLAN. A port from each VLAN then
connects to the router. The router then forwards packets between VL ANS through these ports.

To gain the most benefit from routed approaches and VL AN approaches, most campus networks are
now built with a combination of Layer 2 switches and routers, or with multilayer switches. Again,
the Layer 2 switches are generally placed where the small broadcast domains arelocated, linked by
routers (or multilayer switches) that provide Layer 3 functionality. In this manner, broadcast traffic
can be controlled or limited. Users can also be organized and given access to common workgroups,
and traffic between workgroups can be interconnected and secured.

Figure 1-4 illustrates the structure of atypical routed and switched campus network. Here, the
concept of Layer 2 switches and routers has been extended a bit. Each switch in the buildings
supports three different VLANSs for its users. A single switch port from each connects back to a
router. Any switch port can normally carry only oneVLAN, so something special must be occurring.
These ports have been configured as trunk links, carrying multiple VLANS. (Trunking is discussed
in Chapter 6, “VLANs and Trunks.”)

Figure 1-4 Typical Campus Network Sructure
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Network Traffic Models
To design and build a successful campus network, you must gain a thorough understanding of the
traffic generated by applicationsin use, plus the traffic flow to and from the user communities. All
devices on the network will produce data to be transported across the network. Each device can
involve many applications that generate data with differing patterns and loads.
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Applications, such ase-mail, word processing, printing, file transfer, and most web browsers, bring
about data traffic patterns that are predictable from source to destination. However, newer applica-
tions, such as videoconferencing, TV or video broadcasts, and | P telephony, have a more dynamic
user base, which makes traffic patterns difficult to predict or model.

Traditionally, users with similar applications or needs have been placed in common workgroups,
aong with the servers they access most often. Whether these workgroups are logical (VLAN) or
physical networks, the ideais to keep the mgjority of traffic between clients and servers limited to
the local network segment. In the case of the switched LANSs connected by routers mentioned ear-
lier, both clients and servers would be connected to a Layer 2 switch in the workgroup’s proximity.
This connection provides good performance while minimizing thetraffic load on the routed network
backbone.

This concept of network traffic patterns is known as the 80/20 rule. In a properly designed campus
network, 80 percent of the traffic on a given network segment islocal (switched). No more than 20
percent of the traffic is expected to move across the network backbone (routed).

If the backbone becomes congested, the network administrator will realize that the 80/20 ruleisno
longer being met. What recourses are avail able to improve network performance again? Because of
expense and complexity, upgrading the campus backbone is not adesirable option. Theidea behind
the 80/20 rule is to keep traffic off the backbone. Instead, the administrator can implement the
following solutions:

Reassign existing resources to bring the users and servers closer together.
Move applications and files to a different server to stay within aworkgroup.
Move userslogicaly (assigned to new VLANS) or physically to stay near their workgroups.

Add more servers, which can bring resources closer to the respective workgroups.

Needlessto say, conforming modern campus networks to the 80/20 rule has become difficult for the
network administrator. Newer applications still use the client/server model, but server portions have
been centralized in most enterprises. For example, databases, I nternet and intranet technologies, and
e-mail are all available from centralized servers. Not only do these applications involve larger
amounts of data, but they also require agreater percentage of traffic to cross a network backboneto
reach common destinations—quite a departure from the 80/20 rule.

Thisnew model of campustraffic has become known as the 20/80 rule. Now, only 20 percent of the
traffic islocal to the workgroup, while at least 80 percent of the traffic is expected to travel off the
local network and across the backbone.

This shift in traffic patterns puts a greater burden on the campus backbone’s Layer 3 technology.
Now, because traffic from anywhere on the network can be destined for any other part of the
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network, the Layer 3 performance ideally should match the Layer 2 performance. Generally,
Layer 3 forwarding involves more processing resources because the data packets must be examined
in greater depth. Thisadded computation |oad can create bottlenecksin the campus network, unless
carefully designed.

Likewise, acampus network with many VLANSs can become difficult to manage. Inthe past, VLANSs
were used to logically contain common workgroups and common traffic. With the 20/80 rule, end

devices need to communicate with many other VLANSs. Measuring traffic patterns and redesigning
the campus network become too cumbersome just to keep up with the 20/80 rule model.

Predictable Network Model

Table 1-3

Ideally, you should design a network with a predictable behavior in mind to offer low maintenance
and high availability. For example, a campus network needs to recover from failures and topology
changes quickly and in a predetermined manner. You should scale the network to easily support
future expansions and upgrades. With awide variety of multiprotocol and multicast traffic, the
network should be able to support the 20/80 rule from a traffic standpoint. In other words, design
the network around traffic flows instead of a particular type of traffic.

Traffic flows in a campus network can be classified as three types, based on where the network
serviceislocated in relation to the end user. Table 1-3 lists these types, along with the extent of the
campus network that is crossed.

Types of Network Services

Service Type Location of Service Extent of Traffic Flow

Local Same segment/VLAN as user Access layer only

Remote Different segment/VLAN as user Access to distribution layers
Enterprise Central to all campus users Accessto distribution to core layers

The terms access layer, distribution layer, and core layer are each distinct components of the
hierarchical network design model. The network is divided into logical levels, or layers, according
to function. These terms and the hierarchical network design are discussed in the next section.

Hierarchical Network Design

You can structure the campus network so that each of the three types of traffic flows or services
outlined in Table 1-3 are best supported. Cisco hasrefined ahierarchical approach to network design
that enables network designersto logically create anetwork by defining and using layers of devices.
The resulting network is efficient, intelligent, scalable, and easily managed.
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The hierarchical model breaks a campus network down into three distinct layers, asillustrated in
Figure 1-5.

Figure 1-5 Hierarchical Network Design
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These layers are the access layer, distribution layer, and core layer. Each layer has attributes that
provide both physical and logical network functions at the appropriate point in the campus network.
Understanding each layer and its functions or limitationsisimportant to properly apply the layer in
the design process.

Access Layer
The access layer is present where the end users are connected to the network. Devicesin thislayer,
sometimes called building access switches, should have the following capabilities:

Low cost per switch port

High port density

Scalable uplinksto higher layers

User access functions such as VLAN membership, traffic and protocol filtering, and QoS
Resiliency through multiple uplinks
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Distribution Layer
The distribution layer provides interconnection between the campus network’s access and core
layers. Devicesin this layer, sometimes called building distribution switches, should have the
following capabilities:

m High Layer 3 throughput for packet handling

m  Security and policy-based connectivity functions through access lists or packet filters
m  QoSfeatures

m Scalable and resilient high-speed links to the core and access layers

Core Layer
A campus network’s core layer provides connectivity of all distribution layer devices. The core,
sometimesreferred to asthe backbone, must be capabl e of switching traffic asefficiently aspossible.
Core devices, sometimes called campus backbone switches, should have the following attributes:

m Very high throughput at Layer 2 or Layer 3
m  No costly or unnecessary packet manipulations (access lists, packet filtering)
m  Redundancy and resilience for high availability

m  Advanced QoS functions

Cisco Products in the Hierarchical Design

Before delving into the design practices needed to build ahierarchical campus network, you should
have some idea of the actual devicesthat you can place at each layer. Cisco has switching products
tailored for layer functionality, as well as the size of the campus network.

For the purposes of this discussion, alarge campus can be considered to span across several or many
buildingsin asingle location. A medium campus might make use of one or several buildings,
whereas a small campus might have only asingle building.

Choose your Cisco products based on the functionality that is expected at each layer of asmall,
medium, or large campus. The products available at press time are described in the sections that
follow and are summarized in table form for comparison. Don’t get lost in the details of the tables.
Rather, try to understand which switch fits into which layer for a given network size.

NOTE Although Cisco offers awide range of LAN switching products, several different
operating systems and user interfaces are supported on different switch models. For the purposes
of this book and the CCNP BCM SN exam, you should only be concerned with switches that run
the Cisco 10S Software. Only these switches are listed in the tables that follow.
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Although campus network design is presented as a three-layer approach (access, distribution, and
core layers), the hierarchy can be collapsed or simplified in certain cases. For example, small or
medium-sized campus networks might not have the size, multilayer switching, or volume require-
ments that would require the functions of all three layers. Here, you could combine the distribution
and core layers for simplicity and cost savings. In this case, choose switch products based on the
distribution layer features and access layer aggregation port densities needed.

Access Layer Switches
Recall that access layer devices should have these features:

m High port density to connect to end users

m  Low cost

m  Multiple uplinksto higher layers of the campus network

m Layer 2 services (traffic filtering, VLAN membership, and basic QoS)

Small or medium campus networks can use the Catalyst 2950 or 3550 (standard multilayer software
image, SMI) series switches as access layer devices. These switches are useful to provide accessto
groups of less than 50 users and servers. Both switch families offer high-performance backplanes
for efficient switching, and Fast or Gigabit Ethernet uplinks to distribution layer switches. These
switches are al so stackable, using Gigabit Ethernet links as a shared bus or as daisy-chained links
to add port density in an access layer wiring closet. These switch families also offer arich feature
set, including QoS and switch clustering for improved performance and management.

For large campuses, the Catalyst 4000/4500 series switches provide advanced enterprise access
layer functions. These switches can connect groups of less than 250 users and servers (10/100/
1000BASE-T), or up to 92 dedicated Gigabit Ethernet devices. Greater Layer 2 functionality is
provided as security, multicast support, and advanced QoS. The Catalyst 6500 can also be used for
even higher user or server port densitiesin alarge campus environment. For example, the Catalyst
6513 can support up to 576 FastEthernet ports.

NOTE On the Catalyst 4000/4500, only Supervisor 111 and IV support Cisco 10S Software. Be
aware that other Supervisor modules run the Catalyst OS (also known as XDlI, CatOS, or COS),
but those are not dealt with here or in the exam.
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Table 1-4 lists each Catalyst switch family suitable for the access layer, along with the maximum
port densities and backplane speeds.

Table 1-4

Catalyst Switches for the Access Layer
Catalyst Other
Model Max Port Density Uplinks Max Backplane Features
2950 12, 24, or 48 10/100 2 100FX or 13.6 Gbps QoS, security
1000BASE-X
3550 (SMI) 24 or 48 10/100 or 2 1000BASE-X | 24 Gbps (12-port), Advanced
12 10/100/1000BASE-T 13.6 Gbps (48-port), QoS, security,
or 8.8 Gbps (24-port) | redundant
power, inline
power (24-port
only)
4000/4500 240 10/100 or 10/100/ 100 or 64 Gbps Advanced
(Sup Il or1V) | 1000BASE-T 1000BA SE-X QoS, security,
redundant
power, inline
power

Distribution Layer Switches
Switches used in the distribution layer should offer these features:

Aggregation of access layer devices

High Layer 3 multilayer switching throughput

QoS support

Port density of high-speed links to both the core and access layer switches

Efficient support for redundant links and resiliency

In the distribution layer, uplinks from all accesslayer devices are aggregated, or come together. The
distribution layer switches must be capable of processing the total volume of traffic from all the
connected devices. These switches should have a port density of high-speed links to support the
collection of access layer switches.

VLANSs and broadcast domains converge at the distribution layer, requiring routing, filtering, and
security. The switches at this layer must be capable of performing multilayer switching with high
throughput. Only certain Catalyst switch models can provide multilayer switching; be sure to
understand which ones can do this. (Chapter 13, “Multilayer Switching,” coversthistopicin greater
detail.)
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The Catalyst 3550-12G or 3550-12T can serve as adistribution layer switch for up to 10
1000BASE-X and 2 10/100/1000BASE-T or 2 1000BASE -X and 10 10/100/1000BASE-T access
layer uplinks, respectively, as might be found in small to mid-sized networks. (The Catalyst 3550
must run the Enhanced Multilayer switching software image (EMI) to support Layer 3 routing
protocols.

Based on port density and certain functionality, you can use many Catalyst switchesin more than
one layer of acampus network. For example, because the Catalyst 3550 can offer afixed 24 or
48-port 10/100BASE-T configuration with two Gigabit Ethernet uplinks, you might want to use it
inwiring closets or the access layer to connect workgroups or hubs. The Gigabit Ethernet uplinks
would then belinksto distribution layer switches. In some cases, multiple accesslayer 2950 or 3550
switches can uplink into another 3550 at the distribution layer.

For larger campus networks, the Catalyst 4000/4500 and 6500 families offer high densities of Fast
and Gigabit Ethernet for the distribution layer. A fully populated Catalyst 4006, for example, can
support up to 30 Gigabit Ethernet ports or 240 10/100/1000BASE-T Ethernet ports. The Supervisor
[11 or IV module provides both Cisco |0S Software and high-performance multilayer switching.

The Catalyst 6500 family offers much higher performance and port density that larger distribution
layers can use. For example, the Catalyst 6513 can support up to 194 Gigabit Ethernet ports or 576
10/100 Ethernet ports. Multilayer switching is performed using an integrated Multilayer Switch
Feature Card (M SFC), providing a throughput of up to 210 million packets per second.

Table 1-5inthe section “ Product Summary” providesinformation on Cisco distribution layer switch
products based on campus size.

Core Layer Switches
Recall the features required in core layer switches:

m Very high multilayer switching throughput

m  No unnecessary packet manipulations (access lists and packet filtering), unless performed at
wire speed

m Redundancy and resiliency for high availability

m  Advanced QoS functionality

Devicesin acampus network’s core layer or backbone should be optimized for high-performance
Layer 2 or Layer 3 switching. Because the core layer must handle large amounts of campus-wide
data (due to the new 20/80 rule of traffic flow), the core layer should be designed with simplicity
and efficiency in mind.
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Small campus networks can use the Catalyst 3550 or 4000 family in the core layer. These switches
provide reasonable port densities of Fast and Gigabit Ethernet to aggregate access layer uplinks. If
the distribution and core layers are combined, both of these switch families can support multilayer
switching in hardware.

Medium-sized and large campus networks can use the Catalyst 6500 family. Again, high port
densities of Gigabit Ethernet are possible. This family of switches has high-performance, scalable
switching from 32 Gbpsto 256 Gbps. With the new Supervisor Engine 720, the performanceiseven
greater at 720 Gbps! Layer 3 security, powerful QoS, and complete routing protocol support are
available with the combination of Supervisor and MSFC modules, as well as the native Cisco 10S
Software.

Table 1-5 in the section, “Product Summary,” provides information on Cisco core layer switch
products based on campus size.

Product Summary
Asaquick review, see Table 1-5 for asummary of the various Catalyst switch families used for
various applications. The table is broken down by campus network size and by campus network
layer. The application of a particular switch in a network layer is a matter of choice and is not
required. For example, if an access layer wiring closet in a small campus network has 200 users
attached, choosing a single Catalyst 4000 might make more sense than several Catalyst 3550s. In
this case, the size of the access layer workgroup dictates the choice of switch and port density more
than the overall campus network size.

Table 1-5 Summary of Catalyst Switch Products and Typical Layer Applications

Campus Size Layer Catalyst Switch | Key Features
Any Access 2950 < 50 users 10/100BA SE-T; 100BaseFX or
1000BA SE-X uplinks
3550 < 50 users 10/100BA SE-T; 1000BASE-X
uplinks
4000/4500; < 250 users 10/100/1000BA SE-T; 1000BA SE-
(Sup Il or 1V) X uplinks
6500 > 250 users 10/100/1000Base-T; 1000Base-X
uplinks

continues
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Table 1-5

Summary of Catalyst Switch Products and Typical Layer Applications (Continued)

Campus Size Layer Catalyst Switch | Key Features
Small Campus Distribution | 3550-12T (EMI) up to 10 10/100/1000BASE-T access devices;
2 1000BASE-X uplinks; MLS
3550-12G (EMI) up to 10 1000BASE-X access devices;
2 10/100/1000BA SE-T uplinks, MLS
4006/4500 up to 30 1000BASE-X or 240 10/100/
(Sup Il or 1V) 1000BASE-T access or core devices, MLS
6500 High 100 and 1000BASE-X densities; high
performance; MLS; scalable for future growth
Core Usually combined
with distribution
Medium Campus | Distribution | 4006/4500 up to 30 1000BASE-X or 240 10/100/
(Sup Il or 1V) 1000BASE-T access or core devices, MLS
6500 High 100 and 1000BASE-X densities; high
performance; MLS; scalable for future growth
Core 6500 High 100 and 1000BASE-X densities; high
performance; MLS; scalable for future growth
Large Campus Distribution | 6500 High 100 and 1000BASE-X densities; high
performance; MLS; scalable for future growth
Core 6500 High 100 and 1000BASE-X densities; high

performance; MLS; scalable for future growth
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Foundation Summary

Table 1-6

Table 1-7

Table 1-8

The Foundation Summary is a collection of tables and figures that provides a convenient review of
many key conceptsin thischapter. If you are already comfortable with the topicsin this chapter, this
summary might help you recall afew details. If you just read this chapter, this review should help

solidify somekey facts. If you are doing your final preparation before the exam, thefollowing tables
and figures are a convenient way to review the day before the exam.

Layers of Data Communications

OSI Layer

Protocol Data Unit

Mechanism to Process PDU

7 (application)

6 (presentation)

5 (session)

4 (transport) TCP segment TCP port

3 (network) Packet Router

2 (datalink) Frame Switch/bridge

1 (physical)

Types of Network Services

Service Type Location of Service Extent of Traffic Flow

Local Same segment/VLAN as user Access layer only

Remote Different segment/VLAN as user Access to distribution layers

Enterprise Central to all campus users Accessto distribution to core layers

Comparison of Hierarchical Layers

Layer Attributes

Access High port density to connect to end users, low cost, uplinks to higher layers of the campus
network, and Layer 2 services (traffic filtering, VLAN membership, and basic QoS)

Distribution | Aggregation of access layer devices, high Layer 3 throughput, QoS features, security and
policy-based functions, and scalable and resilient high-speed links into the core and access
layers

Core Fast data transport, no “expensive’ Layer 3 processing, redundancy and resiliency for high
availability, and advanced QoS
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Table 1-9

Catalyst Switches for the Access Layer
Catalyst Other
Model Max Port Density Uplinks Max Backplane Features
2950 12, 24, or 48 10/100 2 100FX or 13.6 Gbps QoS, security
1000BASE-X
3550 (SMI) 24 or 48 10/100 or 2 1000BASE-X | 24 Gbps (12-port), Advanced
12 10/100/1000BASE-T 13.6 Gbps (48-port), QOS, security,
or 8.8 Gbps (24-port) | redundant
power, inline
power (24-port
only)
4000/4500 240 10/100 or 10/100/ 100 or 64 Gbps Advanced
(Sup il or 1V) | 1000BASE-T 1000BASE-X QoS, security,
redundant
power, inline
power

Table 1-10 Summary of Catalyst Switch Products and Typical Layer Applications

Campus Size Layer Catalyst Switch | Key Features
Any Access 2950 < 50 users 10/100BASE-T, 100BaseFX or
1000BA SE-X uplinks
3550 < 50 users 10/100BA SE-T; 1000BASE-X
uplinks
4000/4500; < 250 users 10/100/1000BA SE-T; 1000BA SE-X
(Sup Il or 1V) uplinks
6500 > 250 users 10/100/1000Base-T; 1000Base-X
uplinks
Small Campus Distribution | 3550-12T (EMI) up to 10 10/200/1000BASE-T access devices,
2 1000BASE-X uplinks; MLS
3550-12G (EMI) up to 10 1000BASE-X access devices,
2 10/200/1000BASE-T uplinks; MLS
4006/4500 up to 30 1000BA SE-X or 240 10/100/
(Sup Il or 1V) 1000BASE-T access or core devices, MLS
6500 High 100 and 1000BASE-X densities; high
performance; MLS; scalable for future growth
Core Usually combined
with distribution
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Table 1-10 Summary of Catalyst Switch Products and Typical Layer Applications (Continued)

29

Campus Size Layer Catalyst Switch | Key Features
Medium Campus | Distribution | 4006/4500 up to 30 1000BASE-X or 240 10/100/
(Sup Il or 1V) 1000BASE-T access or core devices; MLS
6500 High 100 and 1000BASE-X densities; high
performance; MLS; scalable for future growth
Core 6500 High 100 and 1000BASE-X densities; high
performance; MLS; scalable for future growth
Large Campus Distribution | 6500 High 100 and 1000BASE-X densities; high
performance; MLS; scalable for future growth
Core 6500 High 100 and 1000BASE-X densities; high

performance; MLS; scalable for future growth
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answer. Rather than allowing you to derive the
answers from clues hidden inside the questions themselves, the questions challenge your under-
standing and recall of the subject. Hopefully, these questions will help limit the number of exam
questions on which you narrow your choices to two options and then guess.

You can find the answers to these questionsin Appendix A.

1.

N o o &

©

For each layer of the OSI model, match the forwarding criteria used by a switch:

_ lLayerl A. IP address
___lLayer2 B. UDP/TCP port
_ lLayer3 C. None

_ lLayer4 D. MAC address

What is multilayer switching (MLS)?
Fill in the blanks in the following statement:

In the 20/80 rule of networking, 20 percent of the traffic on a segment usualy stays
while 80 percent travels

What is a collision domain, and where doesiit exist in a switched LAN?
What is a broadcast domain, and where does it exist in aswitched LAN?
What isaVLAN, and why isit used?

At what OSI Layer(s) do devices in the distribution layer usually operate?

What is network segmentation? When is it necessary, and how isit done in a campus network
design?

Isit possibleto use Layer 2 switches in the distribution layer, rather than Layer 3 switches? If
so, what are the limitations?
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10. Which of the following Cisco switch products should be used in a campus network’s
distribution layer? (Check all that apply.)

a. Catalyst 2950
b. Catalyst 3550 (SMI)
c. Catalyst 3550 (EMI)
d. Catalyst 4000/4500
e. Catalyst 6500

11.  Whenmight you select a Catalyst 4000 to usein awiring closet?What attributes makeit agood
choice?

12.  Which Cisco switch family has the most scalable performance?



This chapter covers the
following topics that you
need to master for the CCNP
BCMISN exam:

m Modular Network Design—This section
covers the process of designing a campus
network, based on breaking it into functional
modules.

m Sizing the Modulesin a Network—You
also learn how to size and scale the modules
in adesign.
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Modular Network Design

“Do |

Table 2-1

This chapter presents a set of building blocks that can organize and streamline even alarge,
complex campus network. These building blocks can then be placed using several campus
design models to provide maximum efficiency, functionality, and scalability.

Know This Already?” Quiz

The“Do | Know ThisAlready?’ quiz's purpose isto help you decide if you need to read the
entire chapter. If you already intend to read the entire chapter, you do not necessarily need to
answer these questions now.

The 12-question quiz, derived from the major sectionsin the“ Foundation Topics’ portion of the
chapter, helps you determine how to spend your limited study time.

Table 2-1 outlinesthe major topicsdiscussed in this chapter and the“ Do | Know ThisAlready?’
quiz questions that correspond to those topics.

“Do | Know This Already?” Foundation Topics Section-to-Question Mapping
Foundation Topics Section Questions Covered in This Section
Modular Network Design 1-12

CAUTION Thegoal of self-assessment isto gauge your mastery of the topicsin this chapter.
If you do not know the answer to a question or are only partially sure of the answer, you
should mark this question wrong. Giving yourself credit for an answer you correctly guess
skews your self-assessment results and might provide you with a false sense of security.
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1. What isthe purpose of breaking a campus network down into a hierarchical design?
a. To facilitate documentation
b. Tofollow palitical or organizational policies
¢. To make the network predictable and scalable
d. To make the network more redundant and secure

2. Which of the following are building blocks or modules used to build a scalable campus
network? (Check all that apply.)

a. Accessblock

b. Distribution block
c. Coreblock

d. Server farm block
e. Switch block

3.  What are the components of atypical switch block?
a. Accesslayer switches
b. Distribution layer switches
c. Corelayer switches
d. E-commerce servers
e. Service provider switches

4. What are two types of core, or backbone, designs?

a. Collapsed core
b. Loop-freecore
c. Dual core

d. Layered core

5. Inaproperly designed hierarchical network, a broadcast from one PC will be confined to what?
a. One access layer switch port
b. Oneaccess layer switch
c. One switch block

d. The entire campus network



“Do | Know This Already?” Quiz

6. What isthe maximum number of access layer switches that can connect into asingle
distribution layer switch?

a.
b.
c.
d.

e.

1

2

Limited only by the number of ports on the access layer switch
Limited only by the number of ports on the distribution switch
Unlimited

7. A switch block should be sized according to what?

The number of access layer users

A maximum of 250 access layer users

A study of thetraffic patterns and flows
The amount of rack space available

The number of servers accessed by users

8. What evidence can be seen when a switch block istoo large? (Choose al that apply.)

| P address space is exhausted.

You run out of access layer switch ports.

Broadcast traffic becomes excessive.

Traffic isthrottled at the distribution layer switches.
Network congestion occurs.

9. How many distribution switches should be built into each switch block?

o A~ N P

35
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10.

11.

12.

What are the most important aspects to consider when designing the core layer in alarge
network? (Choose all that apply.)

a.

b.

C.

d.

Low cost

Switches that can efficiently forward traffic, even when every uplink is at 100 percent
capacity

High port density of high-speed ports

A low number of Layer 3 routing peers

Which services are typically located at the enterprise edge block? (Choose all that apply.)

a.

Network management
Intranet server farms
VPN and remote access
E-commerce servers
End users

In aserver farm block, where should redundancy be provided? (Choose all that apply.)

Dual connections from each distribution switch to the core
Dual connections from each access switch to the distribution switches
Dual connections from each server to the access switches

No redundancy is necessary

You can find the answers to the quiz in Appendix A, “Answers to Chapter ‘Do | Know This
Already? Quizzesand Q&A Sections.” The suggested choices for your next step are as follows:

6 or lessoverall score—Read the entire chapter. This includes the “ Foundation Topics,”
“Foundation Summary,” and “Q&A” sections.

7-9 over all score—Begin with the“ Foundation Summary” section and then follow up with the
“Q&A” section at the end of the chapter.

10 or more overall score—If you want more review on these topics, skip to the “ Foundation
Summary” section and then go tothe“ Q& A” section at the end of the chapter. Otherwise, move
on to Chapter 3, “ Switch Operation.”
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Foundation Topics

Modular Network Design

Recall from Chapter 1 that a network is best constructed and maintained using a three-tiered
hierarchical approach. Taking a given network and making it conform to alayered architecture
might seem alittle confusing.

You can design a campus network in alogical manner, using amodular approach. In this approach,
each layer of the hierarchical network model can be broken down into basic functional units. These
units, or modules, can then be sized appropriately and connected together, while allowing for future
scalability and expansion.

You can divide enterprise campus networks into the following basic elements:

m  Switch block—A group of access layer switches together with their distribution switches
m Coreblock—The campus network’s backbone

Other related elements can exist. Although these elements don’t contribute to the campus network’s
overall function, they can be designed separately and added to the network design. These elements
are asfollows:

m  Server Farm block—A group of enterprise servers along with their access and distribution
(layer) switches

m  Management block—A group of network management resources along with their access and
distribution switches.

m Enterprise Edge block—A collection of services related to external network access, along
with their access and distribution switches.

m  Service Provider Edge block—The external network services contracted or used by the
enterprise network; these are the services with which the enterprise edge block interfaces.

The collection of al these elementsis aso known as the enter prise composite network model.
Figure 2-1 shows amodular campus design’s basic structure. Notice how each of the building-block
elements can be confined to a certain area or function. Also notice how each is connected into the
core block.
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Figure 2-1 Modular Approach to Campus Network Design
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The Switch Block
Recall how acampus network is divided into access, distribution, and core layers. The switch block
contains switching devices from the access and distribution layers. All switch blocks then connect
into the core block, providing end-to-end connectivity across the campus.
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Switch blocks contain a balanced mix of Layer 2 and Layer 3 functionality, as might be present in
the access and distribution layers. Layer 2 switcheslocated in wiring closets (access layer) connect
end users to the campus network. With one end user per switch port, each user receives dedicated

bandwidth access.

Upstream, each access layer switch connectsto devicesin the distribution layer. Here, Layer 2
functionality transports data between all connected access switches at a central connection point.
Layer 3 functionality can also be provided in the form of routing and other networking services
(security, quality of service (QoS), and so on). Therefore, a distribution layer device should be a
multilayer switch. Layer 3 functionality is discussed in more detail in Chapter 13, “Multilayer
Switching.”

The distribution layer a so shields the switch block from certain failures or conditionsin other parts
of the network. For example, broadcasts will not be propagated from the switch block into the core
and other switch blocks. Therefore, the Spanning Tree Protocol (STP) will be confined to each
switch block, where avirtual LAN (VLAN) is bounded, keeping the spanning tree domain well
defined and controlled.

Accesslayer switches can support VLANSs by assigning individual portsto specificVLAN numbers.
In this way, stations connected to the ports configured for the sasmeVLAN can also share the same
Layer 3 subnet. However, be aware that asingle VLAN can support multiple subnets. Because the
switch ports are configured for aVLAN number only (and not a network address), any station
connected to a port can present any subnet address range. The VLAN functions as traditional
network media and allows any network address to connect.

In this network design model, you should not extend VL ANSs beyond distribution switches. The
distribution layer should always be the boundary of VLANS, subnets, and broadcasts. Although
Layer 2 switches can extend VL ANsto other switches and other layers of the hierarchy, thisactivity
is discouraged. VLAN traffic should not traverse the network core. (Trunking, or the capability to
carry many VLANSs over asingle connection, is discussed in Chapter 6, “VLANs and Trunks.”)

Sizing a Switch Block
Containing access and distribution layer devices, the switch block is simple in concept. You should
consider severa factors, however, to determine an appropriate size for the switch block. The range
of available switch devices makes the switch block size very flexible. At the access layer, switch
selection is usually based on port density or the number of connected users.
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The distribution layer must be sized according to the number of access layer switches that are
collapsed or brought into a distribution device. Consider the following factors:

m Traffic types and patterns

Amount of Layer 3 switching capacity at the distribution layer
Number of users connected to the access layer switches
Geographical boundaries of subnets or VLANSs

Size of Spanning Tree domains

Designing a switch block based solely on the number of users or stations that are contained within
the block is usually inaccurate. Usually, no more than 2000 users should be placed within asingle
switch block. Though useful for initially estimating aswitch block’ s size, thisideadoesn’t take into
account the many dynamic processes that occur on a functioning network.

Instead, switch block size should be primarily based on the following:

m Traffic types and behavior

m  Size and number of common workgroups

Dueto the dynamic nature of networks, you can size a switch block too large to handle the load that
isplaced upon it. Also, the number of users and applications on a network tends to grow over time.
A provision to break up or downsize aswitch block is necessary. Again, base these decisions on the
actual traffic flows and patterns present in the switch block. You can estimate, model, or measure
these parameters with network analysis applications and tools.

NOTE The actual network analysis process is beyond the scope of this book. Traffic estimation,
modeling, and measurement are complex procedures, each requiring its own dedicated analysis
tool.

Generally, aswitch block istoo large if the following conditions are observed:

m Therouters (multilayer switches) at the distribution layer become traffic bottlenecks. This
congestion could be due to the volume of interVLAN traffic, intensive CPU processing, or
switching times required by policy or security functions (access lists, queuing, and so on).

m Broadcast or multicast traffic slows down the switches in the switch block. Broadcast and
multicast traffic must be replicated and forwarded out many ports. This process requires some
overhead in the multilayer switch, which can becometoo great if significant traffic volumesare
present.



Modular Network Design 41

Access switches can have one or more redundant link to distribution layer devices. This situation
provides a fault-tolerant environment, where access layer connectivity is preserved on a secondary
link if the primary link fails. Infact, because Layer 3 devicesare used in the distribution layer, traffic
can be load balanced across both redundant links using redundant gateways.

Generally, you should provide two distribution switches in each switch block for redundancy, with
each accesslayer switch connecting to thetwo distribution switches. Then, each Layer 3 distribution
switch can load balance traffic over its redundant links into the core layer (also Layer 3 switches)
using routing protocols.

Figure 2-2 shows atypical switch block design. At Layer 3, the two distribution switches can use
one of severa redundant gateway protocols to provide an active | P gateway and a standby gateway
at al times. These protocols are discussed in Chapter 14, “ Router Redundancy and Load
Balancing.”

Figure 2-2 Typical Switch Block Design
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The Core Block
A core block is required to connect two or more switch blocks in a campus network. Because all
traffic passing to and from all switch blocks, server farm blocks, and the enterprise edge block must
cross the core block, the core must be as efficient and resilient as possible. The core is the campus
network’s basic foundation and carries much more traffic than any other block.

A network core can use any technology (frame, cell, or packet) to transport campus data. Many
campus networks use Gigabit and 10 Gigabit Ethernet as a core technology. Ethernet core blocks
arereviewed at length here.
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Recall that both the distribution and core layers provide Layer 3 functionality. Individual | P subnets
connect al distribution and core switches. At least two subnets should be used to provide resiliency
and load balancing into the core; although, you can use asingle VLAN. AsVLANsend at the
distribution layer, they are routed into the core.

The core block might consist of a single multilayer switch, taking in the two redundant links from
the distribution layer switches. Due to the importance of the core block in a campus network, you
should implement two or more identical switchesin the core to provide redundancy.

Thelinks between layers should a so be designed to carry at least the amount of traffic load handled
by the distribution switches. The links between core switches in the same core subnet should be of
sufficient size to carry the aggregate amount of traffic coming into the core switch. Consider the
average link utilization, but allow for future growth. An Ethernet core allows simple and scalable
upgrades of magnitude; consider the progression from Ethernet to Fast Ethernet to Fast
EtherChannel to Gigabit Ethernet to Gigabit EtherChannel, and so on.

Two basic core block designs are presented in the following sections, each designed around a
campus network’s size:

m Collapsed core

m Dual core

Collapsed Core
A collapsed core block isonewherethe hierarchy’scorelayer is collapsed into the distribution layer.
Here, both distribution and core functions are provided within the same switch devices. This situa-
tion isusualy found in smaller campus networks, where a separate core layer (and additional cost
or performance) is not warranted.

Figure 2-3 showsthe basic collapsed core design. Although the distribution and core layer functions
are performed in the same device, keeping these functions distinct and properly designed isimpor-
tant. Note also that the collapsed coreis not an independent building block but isintegrated into the
distribution layer of the individual standalone switch blocks.

In the collapsed core design, each access layer switch has aredundant link to each distribution and
core layer switch. All Layer 3 subnets present in the access layer terminate at the distribution
switches' Layer 3 ports, asin the basic switch block design. The distribution and core switches
connect to each other by one or more link, completing a path to use during a redundancy failover.
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Figure 2-3 Collapsed Core Block Design
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Connectivity between the distribution and core switchesis accomplished using Layer 3links (Layer
3 switch interfaces, with no inherent VLANS). The Layer 3 switches route traffic to and from each
other directly. Figure 2-3 shows the extent of two VLANS. Noticethat VLAN A and VLAN B each
extend only from the access layer switches where their respective users are located down to the
distribution layer over the Layer 2 uplinks. The VLANS terminate there because the distribution
layer uses Layer 3 switching. Thisis good because it limits the broadcast domains, removes the
possibility of Layer 2 bridging loops, and provides fast failover if one uplink fails.

At Layer 3, redundancy is provided through aredundant gateway protocol for | P (coveredin Chapter 14).
In some of the protocoals, the two distribution switches provide a common default gateway address
to the access layer switches, but only oneis active at any time. In other protocols, the two switches
can both be active, load balancing traffic. In the event of adistribution and core switch failure,
connectivity to the core is maintained because the redundant Layer 3 switch is always available.

Dual Core
A dual core connectstwo or more switch blocksin aredundant fashion. Although the collapsed core
can connect two switch blocks with some redundancy, the core is not scalable when more switch
blocksare added. Figure 2-4illustratesthe dual core. Noticethat this core appears as an independent
module and is not merged into any other block or layer.
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Figure 2-4 Dual Network Core Design
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In the past, the dual core was usually built with Layer 2 switches to provide the simplest and most
efficient throughput. Layer 3 switching was provided in the distribution layer. Multilayer switches
have now become cost effective and offer high switching performance. Building adual core with
multilayer switchesis both possible and recommended. The dual core usestwo identical switches
to provide redundancy. Redundant links connect each switch block’s distribution layer portion to
each of the dual core switches. The two core switches connect by acommon link. InaLayer 2 core,
the switches cannot be linked to avoid any bridging loops. A Layer 3 core uses routing rather than
bridging, so bridging loops are not an issue.

Inthe dual core, each distribution switch hastwo equal-cost pathsto the core, allowing the available
bandwidth of both paths to be used simultaneously. Both paths remain active because the distribu-
tion and core layersuse Layer 3 devicesthat can manage equal -cost pathsin routing tables. The rout-
ing protocol in use determinesthe availability or oss of aneighboring Layer 3 device. If one switch
fails, the routing protocol reroutes traffic using an alternate path through the remaining redundant
switch.

Notice again in Figure 2-4 the extent of the accessVLANS. Although Layer 3 devices have been
added into a separate core layer, VLANSA and B still extend only from the Layer 2 access layer
switches down to the distribution layer. Although the distribution layer switches use Layer 3 switch
interfaces to provide Layer 3 functionality to the access layer, these links actually pass traffic only
a Layer 2.
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Core Size in a Campus Network
The dual core is made up of redundant switches, and is bounded and isolated by Layer 3 devices.
Routing protocols determine paths and maintain the core's operation. As with any network, you
must pay some attention to the overall design of the routers and routing protocols in the network.
Because routing protocols propagate updates throughout the network, network topologies might be
undergoing change. The network’s size (the number of routers) then affects routing protocol
performance as updates are exchanged and network convergence takes place.

Although the network shown previously in Figure 2-4 might look small with only two switch blocks
of two Layer 3 switches (route processors within the distribution layer switches) each, large campus
networks can have many switch blocks connected into the core block. If you think of each multilayer
switch as arouter, you will recall that each route processor must communicate with and keep infor-
mation about each of its directly connected peers. Most routing protocols have practical limits on
the number of peer routersthat can be directly connected on a point-to-point or multiaccesslink. In
anetwork with alarge number of switch blocks, the number of connected routers can grow quite
large. Should you be concerned about a core switch peering with too many distribution switches?

No, because the actual number of directly connected peersis quite small, regardless of the campus
network size. Access layer VLANSs terminate at the distribution layer switches. The only peering
routers at that boundary are pairs of distribution switches, each providing routing redundancy for
each of the access layer VLAN subnets. At the distribution and core boundary, each distribution
switch connects to only two core switches over Layer 3 switch interfaces. Therefore, only pairs of
router peers are formed.

When multilayer switches are used in the distribution and core layers, the routing protocol s running
in both layers regard each pair of redundant links between layers as equal-cost paths. Traffic is
routed across both links in aload-sharing fashion, utilizing the bandwidth of both.

Onefinal corelayer design point isto scale the core switches to match the incoming load. At
aminimum, each core switch must handle switching each of itsincoming distribution links at
100 percent capacity.

Other Building Blocks
Other resourcesin the campus network can be identified and pulled into the building block model.
For example, aserver farm can be made up of serversrunning applicationsthat are accessed by users
from all across the enterprise. Most likely, those servers need to be scalable for future expansion,
need to be need to be highly accessible, and need to benefit from traffic and security policy control.

To meet these needs, you can group the resourcesinto building blocksthat are structured and placed
just likeregular switch block modules. These blocks should have adistribution layer of switchesand
redundant uplinks directly into the core layer, and should contain enterprise resources.
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A list of the most common examples follows. Refer back to Figure 2-1 to see how each of these
are grouped and connected into the campus network. Most of these building blocks are present in
medium and large campus networks. Be familiar with the concept of pulling an enterprise function
into its own switch block, aswell as the structure of that block.

Server Farm Block
Any server or application accessed by most of the enterprise users usually already belongsto a
server farm. The entire server farm can be identified asits own switch block and given alayer of
access switches uplinked to dual distribution switches (multilayer). Connect these distribution
switchesinto the core layer with redundant high-speed links.

Individual serverscan have single network connectionsto one of the distribution switches. However,
this presentsasingle point of failure. If aredundant server isused, it should connect to the alternate
distribution switch. Another more resilient approach is to give each server dual network connec-
tions, one going to each distribution switch. Thisis known as dual-homing the servers.

Examples of enterprise serversinclude corporate e-mail, intranet services, Enterprise Resource
Planning (ERP) applications, and mainframe systems. Notice that each of theseisan interna
resource that would normally be located inside a firewall or secured perimeter.

Network Management Block
Often, campus networks must be monitored through the use of network management tools so that
performance and fault conditions can be measured and detected. You can group the entire suite of
network management applications into a single network management switch block. Thisisthe
reverse of a server farm block because the network management tools are not enterprise resources
accessed by most of the users. Rather, thesetoolsgo out to access other network devices, application
servers, and user activity in all other areas of the campus network.

The network management switch block usually has a distribution layer that connects into the core
switches. Because these tools are used to detect equipment and connectivity failures, availability is
important. Redundant links and redundant switches should be used.

Examples of network management resources in this switch block include the following:

m  Network monitoring applications

m  Systemlogging (syslog) servers

m  Authentication, authorization, and accounting (AAA) servers
m  Policy management applications

m  System administration and remote control services

m Intrusion detection management applications
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NOTE You can easily gather network management resources into a single switch block to
centralize these functions. Each switch and router in the network must have an | P address
assigned for management purposes. In the past, it was easy to “centralize” all these management
addresses and traffic into a single “management” VLAN, which extended from one end of the
campus to the other.

The end-to-end VLAN concept is now considered a poor practice. VLANSs should be isolated,
as described in Chapter 1. Therefore, assigning management addresses to as many VLANS or
subnets asis practical and appropriate for a campus network is now acceptable.

Enterprise Edge Block
At some point, most campus networks must connect to service providers for access to external
resources. Thisis usually known as the edge of the enterprise or campus network. These resources
are available to the entire campus and should be centrally accessible as an independent switch block
connected to the network core.

Edge services are usualy divided into these categories:

m Internet access—Supports outbound traffic to the Internet, as well asinbound traffic to public
services, such ase-mail and extranet web servers. This connectivity is provided by one or more
Internet service provider (ISP). Network security devices are generally placed here.

m Remote access and VPN—Supports inbound dialup access for external or roaming users
through the Public Switched Telephone Network (PSTN). If voice traffic is supported over the
campus network, Voice over | P (Vol P) gateways connect to the PSTN here. In addition, virtual
private network (VPN) devices connected to the Internet support secure tunneled connections
to remote locations.

m E-commerce—Supportsall related web, application, and database servers and applications, as
well asfirewalls and security devices. This switch block connects to one or more | SPs.

m  WAN access—Supports all traditional WAN connections to remote sites. This can include
Frame Relay, ATM, leased line, ISDN, and so on.

Service Provider Edge Block
Each service provider that connectsto an enterprise network must also have a hierarchical network
design of its own. A service provider network meets an enterprise at the service provider edge,
connecting to the enterprise edge block.

Studying a service provider network’s structure isn’t necessary because it should follow the same
design principles presented here. In other words, a service provider is just another enterprise or
campus network itself. Just be familiar with the fact that acampus network has an edge block, where
it connects to the edge of each service provider’'s network.
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Can | Use Layer 2 Distribution Switches?

This chapter covered the best practice design that places Layer 3 switches at both the core and
distribution layers. What would happen if you could not afford Layer 3 switches at the distribution

layer?

Figure 2-5 shows the dual-core campus network with Layer 2 distribution switches. Notice how
each access VLAN extends not only throughout the switch block but also into the core. Thisis
becausetheVLAN terminatesat aL ayer 3 boundary present only inthe core. Asan example, VLAN

A’'s propagation is shaded in the figure.

Figure 2-5 Design Using Layer 2 Distribution Switches
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Here are some implications with this design:

m Redundant Layer 3 gateways can still be used in the core.

Access

Distribution

m Each VLAN propagates across the redundant trunk links from the access to the core layers.

Because of this, Layer 2 bridging loops form.
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The STPmust runin all layersto prevent Layer 2 loops. This causes traffic on somelinksto be
blocked. As aresult, only one of every two access layer switch uplinks can be used at any time.

When Layer 2 uplinks go down, the STP can take several seconds to unblock redundant links,
causing downtime.

Access VLANS can propagate from one end of the campusto the other, if necessary.

Broadcast traffic on any access layer VLAN also reaches into the core layer. Bandwidth on
uplinks and within the core can be unnecessarily wasted.
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Foundation Summary

The Foundation Summary isacollection of tables, figures, lists, and other information that provides
a convenient review of many key conceptsin this chapter. If you are already comfortable with the
topicsin this chapter, this summary might help you recall afew details. If you just read this chapter,
this review should help solidify some key facts. If you are doing your final preparation before the
exam, the following information is a convenient way to review the day before the exam.

A campus network can be logically divided into these building blocks:

Switch block—A group of access layer switches together with their distribution switches.
Core block—The campus network’s backbone.

Server Farm block—A group of enterprise servers along with their access and distribution
layer switches.

Management block—A group of network management resources along with their access and
distribution switches.

Enterprise Edge block—A collection of services related to external network access, along
with their access and distribution switches.

Service Provider Edge block—The external network services contracted or used by the
enterprise network; these are the services with which the enterprise edge block interfaces.

Other than the core block, each switch block should have the following characteristics:

Switches that form an access layer
Dual distribution switches

Redundant connections into the access and core layers

The most important factors to consider when choosing a switch block’s size are as follows:

The number of users connected to the access layer switches

The extent of the accessVLAN or subnet

Multilayer switching capacity of the distribution switchesin the switch block
The types, patterns, and volume of traffic passing through the switch block
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The core layer in a campus network can be designed as follows:

m Collapsed core—The distribution and core layer switches are combined. Thisisusually
acceptable in a small to medium-sized network.

m Dual core—Thedistribution and core layers are separate; the core layer consists of dual or
redundant multilayer switches.
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answer. Rather than allowing you to derive the
answers from clues hidden inside the questions themsel ves, the questions challenge your
understanding and recall of the subject. Hopefully, these questions will help limit the number of
exam questions on which you narrow your choices to two options and then guess.

You can find the answers to these questionsin Appendix A.

1.

o o &~ w0

N

10.

Where is the most appropriate place to connect a block of enterprise (internal) servers? Why?

How can you provide redundancy at the switch and core block layers? (Consider physical
means, as well as functional methods using protocols, algorithms, and so on.)

Wheat factors should you consider when sizing a switch block?

What are the signs of an oversized switch block?

What are the attributes and issues of having a collapsed core block?

How many switches are sufficient in a core block design?

What building blocks are used to build a scalable campus network?

What are two types of core, or backbone, designs?

Why should links and services provided to remote sites be grouped in adistinct building block?

Why should network management applications and servers be placed in a distinct building
block?
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Chapter 3 Switch Operation

Chapter 4 Switch Configuration

Chapter 5 Switch Port Configuration

Chapter 6 VLANSs and Trunks

Chapter 7 VLAN Trunking Protocol (VTP)

Chapter 8 Aggregating Switch Links

Chapter 9 Traditional Spanning Tree Protocol

Chapter 10 Spanning Tree Configuration

Chapter 11 Protecting the Spanning Tree Protocol Topology

Chapter 12 Advanced Spanning Tree Protocol

This part of the book covers the following BCM SN exam topics:

m  Describe the physical, data-link, and network layer technologies used in a switched
network, and identify when to use each.

m  Explain the function of the Switching Database Manager within a Catalyst switch.
m Describe the features and operation of VLANSs on a switched network.




Describethefeaturesof theVLAN trunking protocols, including 802.1Q, ISL, and dynamic
trunking protocol.

Describe the features and operation of 802.1Q Tunneling (802.1QinQ) within aservice
provider network.

Describe the operation and purpose of managed VLAN services.

Describe how VTP versions 1 and 2 operate, including domains, modes, advertisements,
and pruning.

Explain the function of the Switching Database Manager (CAM and TCAM) within a
Catalyst switch.

Explain the operation and purpose of the Spanning Tree Protocol (STP) on a switched
network.

Describe Transparent LAN Servicesin a service provider network.
Configure access ports for static and multi-VLAN membership.
Configure and verify 802.1Q trunks.

Configure and verify ISL trunks.

Configure VTP domains in server, client, and transparent modes.
Enable Spanning Tree on portsand VLANS.

Configure Spanning Tree parameters including port priority, VLAN priority, Root Bridge,
BPDU Guard, PortFast, and UplinkFast.

Configure Fast and Gigabit EtherChannel to increase bandwidth for interswitch
connections.

Design aVLAN configuration with VTP to work for a given specific scenario.
Select multilayer switching architectures, given specific multilayer switching needs.




This chapter covers the
following topics that you
need to master for the CCNP
BCMISN exam:

m Layer 2 Switch Operation—This section
describes the functionality of a switch that
forwards Ethernet frames.

m Multilayer Switch Operation—This
section describes the mechanisms that
forward packets at OS| Layers 3 and 4.

m Tables Used in Switching—This section
explains how tables of information and
computation are used to make switching
decisions. Coverage focuses on the Content
Addressable Memory table, involved in
Layer 2 forwarding, and the Ternary Content
Addressable Memory, used in Layers 2
through 4 packet-handling decisions.

m Troubleshooting Switching Tables—This
section reviews the Catalyst commands that
you can use to monitor the switching tables
and memory. These commands can be useful
when troubleshooting or tracing the sources
of data or problemsin a switched network.




CHAPTER 3

Switch Operation

To have agood understanding of the many features that you can configure on a Catalyst switch,
you should first understand the fundamentals of the switching function itself.

This chapter serves as a primer, describing how an Ethernet switch works. It presents Layer 2
forwarding, along with the hardware functions that make forwarding possible. Multilayer
switching is also explained. A considerable portion of the chapter deals with the memory
architecture that performs switching at Layers 3 and 4 both flexibly and efficiently. This chapter
also provides a brief overview of useful switching table management commands.

“Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide if you need to read
the entire chapter. If you aready intend to read the entire chapter, you do not necessarily need
to answer these questions now.

The 12-question quiz, derived from the major sectionsin the “ Foundation Topics’ portion of the
chapter, helps you determine how to spend your limited study time.

Table 3-1 outlines the major topi cs discussed in this chapter and the“ Do | Know ThisAlready?’
quiz questions that correspond to those topics.

Table 3-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section
Layer 2 Switch Operation 1-5

Multilayer Switch Operation 69

Switching Tables 1011

Troubleshooting Switching Tables 12




58 Chapter 3: Switch Operation

CAUTION The goal of self-assessment is to gauge your mastery of the topics in this chapter. If
you do not know the answer to aquestion or are only partially sure of the answer, you should mark
this question wrong. Giving yourself credit for an answer you correctly guess skews your self-

assessment results and might provide you with a false sense of security.

1.  Which of these performs transparent bridging?

a.
b.
c.

d.

2. When aPC is connected to a Layer 2 switch port, how far does the collision domain spread?

a.

Ethernet hub
Layer 2 switch
Layer 3 switch
Router

No collision domain exists.
One switch port.
OneVLAN.

All ports on the switch.

3.  What information is used to forward framesin a Layer 2 switch?

Source MAC address
Destination MAC address
Source switch port

|P addresses

4. What does aswitch do if aMAC address can’t be found in the CAM table?

The frame is forwarded to the default port.
The switch generates an ARP request for the address.
The switch floods the frame out all ports (except the receiving port).

The switch drops the frame.
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Inthe Catalyst 6500, frames can befiltered with accesslistsfor security and QoS purposes. This
filtering occurs according to which of the following?

a. BeforeaCAM table lookup

b. After aCAM table lookup

¢. Simultaneously with a CAM table lookup

d. According to how the access lists are configured

Access list contents can be merged into which of the following?

a. A CAM table
b. ATCAM table
c¢. AFIBtable

d. AnARPtable

Multilayer switches using CEF are based on which of these techniques?

a. Route caching

b. Netflow switching

c. Topology-based switching
d. Demand-based switching

Which answer describes multilayer switching with CEF?
a. Thefirst packet isrouted, and then the flow is cached.
b. The switch supervisor CPU forwards each packet.
c. The switching hardware learns station addresses and builds a routing database.

d. A single database of routing information is built for the switching hardware.

In aswitch, frames are placed in which buffer after forwarding decisions are made?

a. Ingressqueues
b. Egressqueues
c. CAM table
d. TCAM
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10.

11.

12.

What size are the mask and pattern fieldsin aTCAM entry?

a.

64 bits

128 hits
134 bits
168 bits

Access list rules are compiled as TCAM entries. When a packet is matched against an access
list, in what order are the TCAM entries evaluated?

a.
b.
c.

d.

Sequentially in the order of the original accesslist.
Numerically by the access list number.
Alphabetically by the access list name.

All entries are evaluated in parallel.

Which Catalyst 3550 command can you use to display the addresses in the CAM table?

a.
b.
c.

d.

show cam
show mac address-table
show mac

show cam address-table

You can find the answers to the quiz in Appendix A, “Answers to Chapter ‘Do | Know This
Already? Quizzesand Q & A Sections.” The suggested choices for your next step are as follows:

7 or less overall score—Read the entire chapter. This includes the “ Foundation Topics,”
“Foundation Summary,” and the “ Q& A” section.

8-10 overall score—Begin with the “Foundation Summary” section and then follow up with
the “Q&A” section at the end of the chapter.

11 or more overall score—If you want more review on these topics, skip to the “Foundation
Summary” section and then go tothe“ Q& A” section at the end of the chapter. Otherwise, move
on to Chapter 4, “ Switch Configuration.”
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Foundation Topics

Layer 2 Switch Operation

Recall that with shared Ethernet networks using hubs, many hosts are connected to asingle
broadcast and collision domain. In other words, shared Ethernet media operates at OS| Layer 1.

Each host must share the available bandwidth with every other connected host. When morethan one
host triesto talk at one time, a collision occurs, and everyone must back off and wait to talk again.
This forces every host to operate in half-duplex mode, by either talking or listening at any given
time. In addition, when one host sendsaframe, all connected hosts hear it. When one host generates
aframe with errors, everyone hears that, too.

At its most basic level, an Ethernet switch provides isolation from other connected hostsin
severa ways:

m Thecollison domain’'s scopeis severely limited. On each switch port, the collision domain
consists of the switch port itself and the devices directly connected to that port—either asingle
host or if a shared-media hub is connected, the set of hosts connected to the hub.

m  Host connections can operate in full-duplex mode because there is no contention on the media.
Hosts can talk and listen at the same time.

m Bandwidth isno longer shared. Instead, each switch port offers dedicated bandwidth across a
switching fabric to another switch port. (These connections change dynamically.)

m Errorsinframesare not propagated. Each framereceived on aswitch port ischecked for errors.
Good frames are regenerated when they are forwarded or transmitted. Thisis known as
store-and-forward switching technology, where packets are received, stored for inspection, and
then forwarded.

m You can limit broadcast traffic to a volume threshold.
m  Other types of intelligent filtering or forwarding become possible.

Transparent Bridging
A switchisbasically amultiport transparent bridge, where each switch port isitsown Ethernet LAN
segment, isolated from the others. Frame forwarding is based completely on the MAC addresses
contained in each frame, such that the switch won't forward aframe unlessit knowsthe destination’s
location. (In cases where the switch doesn’'t know where the destination is, it makes some safe
assumptions.) Figure 3-1 shows the progression from a two-port to a multiport transparent bridge,
and then to a switch.
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Figure 3-1 A Comparison of Transparent Bridges and Switches

Forwarding Table

1 2 1111.1111.1111:  port 2
2222.2222.2222: port 1
3333.3333.3333: port 1
4444.4444.4444: port 2

Transparent Bridge

Broadcast: all ports

Forwarding Table

1111.1111.1111: port 4
2222.2222.2222: port 6
3333.3333.3333: port 1
4444.4444.4444: port 2
5555.5555.5555: port 8
6666.6666.6666: port 5
T777.7777.7777: port 3
8888.8888.8888: port 7

Multiport Bridge

Broadcast: all ports

Forwarding Table

1111.1111.1112: port 11, vian X
2222.2222.2222: port 6, vlan Y
3333.3333.3333: port 1, vlan X
4444.4444.4444: port 9, vlan X
5555.5555.5555: port 8, vlan Y
6666.6666.6666: port 14, vlan Y
7777.7777.7777: port 3, vlan X
8888.8888.8888: port 16, vlan Y

Broadcast VLAN X: all VLAN X ports
Broadcast VLAN Y: all VLAN Y ports

Other VLANs

Layer 2 Switch
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The entire process of forwarding Ethernet frames then becomes figuring out what MAC addresses
connect to which switch ports. A switch must either be told explicitly where hosts are located, or it
must learn thisinformation for itself. You can configure MAC address | ocations through a switch’s
command-line interface, but this quickly gets out of control when there are many stations on the
network or when stations move around.

To dynamically learn about station locations, a switch listens to incoming frames and keeps atable
of addressinformation. Asaframeisreceived on aswitch port, the switch inspectsthe source MAC
address. If that addressis not in the addresstable aready, the MAC address, switch port, and Virtual
LAN (VLAN) on which it arrived are recorded in the table. Learning the address | ocations of the
incoming packetsis easy and straightforward.

Incoming frames a so include the destination MAC address. Again, the switch looks this address up
in the address table, hoping to find the switch port and VLAN where the address is attached. If itis
found, the frame can be forwarded on out that switch port. If the address is not found in the table,
the switch must take more drastic action—the frame is forwarded in a“ best effort” fashion by
flooding it out all switch ports assigned to the source VLAN. Thisis known as unknown unicast
flooding, wherethe uni cast destination location isunknown. Figure 3-2 illustrates this process, using
only asingle VLAN for simplification.

A switch constantly listensto incoming frames on each of its ports, learning source MAC addresses.
However, be avarethat thelearning processisallowed only when the Spanning Tree Protocol (STP)
algorithm has decided a port is stable for normal use. STP is concerned only with maintaining a
loop-free network, where frameswill not be recursively forwarded. If aloop wereto form, aflooded
frame could follow the looped path, where it would be flooded again and again.

Inasimilar manner, frames contai ning abroadcast or multicast destination address are al so flooded.
These destination addresses are not unknown—the switch knows them well. They are destined for
multiplelocations, so they must be flooded by definition. In the case of multicast addresses, flooding
is performed by default. Other more elegant means of determining the destination locations are
available and are discussed in Chapter 15, “Multicast.”

Follow That Frame!
You should have abasic understanding of the operationsthat aframe undergoes as it passesthrough
alLayer 2 switch. This helps you get afirm grasp on how to configure the switch for complex
functions. Figure 3-3 shows atypical Layer 2 Catalyst switch and the decision processes that take
place to forward each frame.
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Figure 3-2 Unknown Unicast Flooding
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Packet to 0000.aaaa.aaaa|—>

Forwarding Table

1111.1111.1111: port 4
2222.2222.2222: port 6
3333.3333.3333: port 1
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| Packet to 0000.aaaa.aaaa| | Packet to 0000.aaaa.aaaa|

Unknown Unicast Flooding

When aframe arrives at a switch port, it is placed into one of the port’singress queues. The queues
can each contain framesto be forwarded, each queue having adifferent priority or servicelevel. The
switch port can then be fine-tuned so that important frames get processed and forwarded before less-
important frames. This can prevent time-critical datafrom being “lost in the shuffle” during aflurry
of incoming traffic.
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Asthe ingress queues are serviced and aframeis pulled off, the switch must figure out not only
whereto forward the frame but also if it should be forwarded and how. There are three fundamental
decisions to be made—one concerned with finding the egress switch port, and two concerned with
forwarding policies. All of these decisions are made simultaneously by independent portions of
switching hardware and can be described as follows:

m L2Forwarding Table—Theframe'sdestination MAC addressis used asan index, or key, into
the Content Addressable Memory (CAM) or address table. If the addressis found, the egress
switch port and the appropriate VLAN ID are read from the table. (If the addressis not found,
the frame is marked for flooding so that it is forwarded out every switch port in the VLAN.)

m  Security ACLs—Access control lists (ACLS) can be used to identify frames according to their
MAC addresses, protocol types (for non-1P frames), | P addresses, protocols, and Layer 4 port
numbers. The Ternary Content Addressable Memory (TCAM) containsACLs in acompiled
form, such that a decision can be made on whether to forward aframe in asingle table lookup.
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m  QOSACLs—Other ACLs can classify incoming frames according to quality of service (QoS)
parameters, to police or control the rate of traffic flows, and to mark QoS parametersin
outbound frames. The TCAM is also used to make these decisionsin a single table lookup.

The CAM and TCAM tables are discussed in greater detail inthe “CAM” and “TCAM” sections
later in this chapter. After the CAM and TCAM table lookups have occurred, the frameis placed
into the appropriate egress queue on the appropriate outbound switch port. The egress queueis
determined by QoS values either contained in the frame or passed along with the frame. Like the
ingress queues, the egress queues are serviced according to importance or time criticality; frames
are sent out without being delayed by other outbound traffic.

Multilayer Switch Operation

Catalyst switches, such as the 3550 (with the appropriate Cisco | OS Software image), 4500, and
6500, can also forward frames based on Layer 3 and 4 information contained in packets. Thisis
known as multilayer switching (MLS). Naturally, Layer 2 switching is performed at the same time,
because even the higher layer encapsulations are still contained in Ethernet frames.

Types of Multilayer Switching
Catalyst switches have supported two basic generations or types of ML S—route caching (first
generation ML S) and topol ogy-based (second generation MLS). This section presents an overview
of both, although only the second generation is supported in the Cisco 10S Software-based Catalyst
3550, 4500, and 6500 switch families. You should understand the two types, as well asthe
differences between them:

m Route caching—The first generation of MLS, requiring aroute processor (RP) and a switch
engine (SE). The RP must process a traffic flow’ s first packet to determine the destination. The
SE listens to the first packet and to the resulting destination, and sets up a“ shortcut” entry in
its ML S cache. The SE forwards subsequent packets in the same traffic flow based on shortcut
entriesin its cache.

Thistype of MLSis aso known by the names Netflow LAN switching, flow-based or
demand-based switching, and “route once, switch many.” Even if thisisn’t used to
forward packets in 10S-based Catalyst switches, the technique still generates traffic
flow information and statistics.

m  Topology-based—The second generation of MLS, utilizing specialized hardware. Layer 3
routing information builds and prepopulates a single database of the entire network topology.
This database, an efficient table lookup in hardware, is consulted so that packets can be
forwarded at high rates. The longest match found in the database is used as the correct Layer 3
destination. Asthe routing topology changes over time, the database contained in the hardware
can be updated dynamically with no performance penalty.
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Thistype of MLS s known as Cisco Express Forwarding (CEF), where a routing process
running on the switch downloads the current routing table database into the Forwarding
Information Base (FIB) area of hardware. CEF is discussed in greater detail in Chapter 13,
“Multilayer Switching.”

Follow That Packet!
The path that a Layer 3 packet follows through a multilayer switchis similar to that of a Layer 2
switch. Obviously, some means of making a Layer 3 forwarding decision must be added. Beyond
that, several sometimes-unexpected things can happen to packets as they are forwarded.

Figure 3-4 shows atypical multilayer switch and the decision processes that must occur. Packets
arriving on a switch port are placed in the appropriate ingress queue, just asin aLayer 2 switch.

Each packet is pulled off an ingress queue and inspected for both Layer 2 and Layer 3 destination
addresses. Now, the decision where to forward the packet is based on two address tables, whereas
the decision how to forward the packet is still based on access list results. Like Layer 2 switching,
all these multilayer decisions are performed simultaneously in hardware:

L 2 Forwarding Table—The destination MAC addressis used as an index to the CAM table.

If the frame contains a Layer 3 packet to be forwarded, the destination MAC address isthat of
alLayer 3 port on the switch. In this case, the CAM table results are used only to decide that the
frame should be processed at Layer 3.

L 3 Forwarding Table—The FIB table is consulted, using the destination | P address as an
index. The longest match in the table is found (both address and mask), and the resulting next-
hop Layer 3 addressis obtained. The FIB also contains each next-hop entry’s Layer 2 MAC
address and the egress switch port (and VLAN ID), so that further table lookups are not
necessary.

Security ACL s—Inbound and outbound access lists are compiled into TCAM entries so that
decisions whether to forward a packet can be determined as a single table lookup.

QoS ACL s—Packet classification, policing, and marking can all be performed as single table
lookups in the QoS TCAM.
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Figure 3-4 OperationsWthin a MultiLayer Catalyst Switch
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Aswith Layer 2 switching, the packet must be finally placed in the appropriate egress queue on the
appropriate egress switch port.

However, recall that during the multilayer switching process, the next-hop destination was obtained
from the FIB table—just asarouter would do. The Layer 3 addressidentified the next hop and found
itsLayer 2 address. Only the Layer 2 addresswould be used so that the Layer 2 frames could be sent
on.

The next-hop Layer 2 address must be put into the framein place of the original destination address
(the multilayer switch). Theframe'sLayer 2 source address must also become that of the multilayer
switch before it is sent on to the next hop. As any good router must do, the Time-To-Live (TTL)
value in the Layer 3 packet must be decremented by one.

Because the contents of the Layer 3 packet (the TTL value) have changed, the Layer 3 header
checksum must berecal culated. And because both Layer 2 and 3 contents have changed, the Layer 2
checksum must be recal culated. In other words, the entire Ethernet frame must be rewritten before
it goes into the egress queue. Thisis also accomplished efficiently in hardware.
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Multilayer Switching Exceptions
To forward packets using the simultaneous decision processes described in the preceding section,
the packet must be“ML S-ready” and requireno additional decisions. For example, CEF can directly
forward most | P packets between hosts. Thisoccurswhen the source and destination addresses (both
MAC and IP) are aready known, and no other |P parameters must be manipul ated.

Other packets cannot be directly forwarded by CEF and must be handled in more detail. Thisisdone
by a quick inspection during the forwarding decisions. If a packet meets criteria such asthe
following, it is flagged for further processing and sent to the switch CPU for process switching:

m  ARPrequestsand replies

m [P packets requiring aresponse from arouter (TTL has expired, MTU is exceeded,
fragmentation is needed, and so on)

m [P broadcaststhat will be relayed as unicast (DHCP requests, | P hel per-address functions)
m Routing protocol updates

m Cisco Discovery Protocol packets

m |PX routing protocol and service advertisements

m  Packets needing encryption

m  Packetstriggering Network Address Trandlation (NAT)

m  Other non-1P and non-IPX protocol packets (AppleTalk, DECnet, and so on)

NOTE On the Catalyst 6500, both |P and IPX packets are CEF switched in hardware. All other
protocols are handled by process switching on the MSFC modul e (the routing CPU). On the
Catalyst 4500, only | P packets are CEF switched. All other routable protocals, including IPX,
are flagged for process switching by the switch CPU.

With the Catalyst 3550, only IPis CEF switched in hardware. Other non-1P protocols are not
routed at al. Instead, they are flagged for fallback bridging, where they are treated as transparently
bridged (Layer 2 switched) packets. An external router or multilayer switch must handle any
routing that is still needed during fallback bridging.

Tables Used in Switching

Catalyst switches maintain several types of tablesto be used in the switching process. Thetablesare
tailored for Layer 2 switching or MLS, and are kept in very fast memory so that many fields within
aframe or packet can be compared in parallel.
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Content Addressable Memory (CAM)

All Catalyst switch models use a Content Addressable Memory (CAM) tablefor Layer 2 switching.
Asframes arrive on switch ports, the source MAC addresses are learned and recorded in the CAM
table. The port of arrival and the VLAN are both recorded in the table, along with atimestamp. If a
MAC address learned on one switch port has moved to a different port, the MAC address and
timestamp arerecorded for the most recent arrival port. Then, the previousentry isdeleted. If aMAC
addressis found already present in the table for the correct arrival port, only itstimestamp is
updated.

Switches generaly have large CAM tables so that many addresses can be looked up for frame
forwarding. However, there is not enough table space to hold every possible address on large
networks. To manage the CAM table space, stale entries (addresses that have not been heard from
for aperiod of time) are aged out. By default, idle CAM table entries are kept for 300 seconds before
they are deleted. You can change the default setting using the following configuration command:

Switch(config)# mac address-table aging-time seconds

By default, MAC addresses are learned dynamically from incoming frames. You can also configure
static CAM table entriesthat contain M AC addressesthat might not otherwise belearned. To dorthis,
use the following configuration command:

Switch(config)# mac address-table static mac-address vlan vlan-id interface type mod/num

Here, the MAC address (in dotted triplet hex format) isidentified with the switch port and VLAN
where it appears.

NOTE Until Catalyst |OS version 12.1(11)EA1, the syntax for CAM table commands used the
keywords mac-address-table. In more recent |OS versions, the syntax has changed to use the
keywords mac address-table (first hyphen omitted).

What happens when a host’s MAC addressis |earned on one switch port, and then the host moves
so that it appears on a different switch port? Ordinarily, the host's original CAM table entry would
have to age out after 300 seconds, while its address was learned on the new port. To avoid having
duplicate CAM table entries, a switch purges any existing entries for aMAC address that has just
been learned on a different switch port. Thisis a safe assumption because MAC addresses are
unique, and a single host should never be seen on more than one switch port unless problems exist
in the network. If aswitch noticesthat aMAC addressis being learned on aternating switch ports,
it generates an error message that flags the MAC address as “flapping” between interfaces.
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Ternary Content Addressable Memory (TCAM)
In traditional routing, ACLs can match, filter, or control specific traffic. Accesslists are made up of
one or more access control entities (ACEs) or matching statements that are evaluated in sequential
order. Evaluating an access list can take up additional time, adding to the latency of forwarding
packets.

In multilayer switches, however, al of the matching process that ACLs provide isimplemented in
hardware. TCAM allows a packet to be evaluated against an entire access list in asingle table
lookup. Most switches have multiple TCAMs so that both inbound and outbound security and QoS
ACLs can be evaluated simultaneously, or entirely in parallel with aLayer 2 or Layer 3 forwarding
decision.

The Catalyst 10S Software has two components that are part of the TCAM operation:

m Feature Manager (FM)—After an accesslist has been created or configured, the Feature
Manager software compiles, or merges, the ACEsinto entriesin the TCAM table. The TCAM
can then be consulted at full frame forwarding speed.

m Switching Database Manager (SDM)—You can partition the TCAM on Catalyst switches
into areas for different functions. The SDM software configures or tunesthe TCAM partitions,
if needed.

TCAM Structure
The TCAM isan extension of the CAM table concept. Recall that aCAM tabletakesin anindex or
key value (usually aMAC address) and |ooks up the resulting value (usually aswitch port or VLAN
ID). Table lookup is fast and always based on an exact key match consisting of two input values: 0
and 1 bits.

TCAM also uses atable lookup operation but isgreatly enhanced to allow amore abstract operation.
For example, binary values (0s and 1s) make up a key into the table, but a mask valueis also used
to decide which bits of the key are actually relevant. This effectively makes akey consisting of three
input values: 0, 1, and X (don't care) bit values—a three-fold or ternary combination.

TCAM entries are composed of Value, Mask, and Result (VMR) combinations. Fields from frame
or packet headers are fed into the TCAM, where they are matched against the value and mask pairs
toyield aresult. As aquick reference, these can be described as follows:

m Valuesareaways 134-bit quantities, consisting of source and destination addresses and other
relevant protocol information—all patterns to be matched. The information concatenated to
form the value is dependent upon the type of access list, as shown in Table 3-2. Vauesin the
TCAM come directly from any address, port, or other protocol information given in an ACE.



72 Chapter 3: Switch Operation

m  Masksarealso 134-hit quantities, in exactly the sameformat, or bit order, asthe values. Masks
select only the value bits of interest; amask bit is set to exactly match avalue bit, or not set for
value bits that don’t matter. The masks used in the TCAM stem from address or bit masksin
ACEs.

m Resultsare numerical valuesthat represent what action to take after the TCAM lookup occurrs.
Wheretraditional accesslistsoffer only apermit or deny result, TCAM lookups offer anumber
of possibleresults or actions. For example, the result can be apermit or deny decision, an index
value to a QoS policer, a pointer to a next-hop routing table, and so on.

Table 3-2 TCAM Value Pattern Components

Access List Type Value and Mask Components, 134 Bits Wide (Number of Bits)
Ethernet Source MAC (48), destination MAC (48), Ethertype (16)
ICMP Source IP (32), destination I P (32), protocol (16), ICMP code (8), ICMP

type (4), I P type of service (ToS) (8)

Extended IP using TCP/UDP | Source P (32), destination IP (32), protocol (16), IP ToS (8), source port
(16), source operator (4), destination port (16), destination operator (4)

Other IP Source IP (32), destination IP (32), protocol (16), IP ToS (8)

IGMP Source IP (32), destination IP (32), protocol (16), IP ToS (8), IGMP
message type (8)

IPX Source |PX network (32), destination IPX network (32), destination node

(48), IPX packet type (16)

The TCAM is always organized by masks, where each unique mask has eight value patterns
associated with it. For example, the Catalyst 6500 TCAM (one for security ACLs and one for QoS
ACLS) holds up to 4096 masks and 32,768 value patterns. Thetrick isthat each of the mask-value
pairsisevaluated simultaneously, or in parallel, revealing the best or longest match in asingletable
lookup.

TCAM Example
Figure 3-5 shows how the TCAM is built and used. Thisis a simple example, and might or might
not be identical to the results that the Feature Manager produces. Thisis because the ACEs might
need to be optimized or rewritten to achieve certain TCAM al gorithm requirements.
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Figure 3-5 How an Access List Is Merged into TCAM

access-list 100 permit tcp host 192.168.199.14 10.41.0.0 0.0.255.255 eq telnet
access-list 100 permit ip any 192.168.100.0 0.0.0.255

access-list 100 deny udp any 192.168.5.0 0.0.0.255 gt 1024

access-list 100 deny udp any 192.168.199.0 0.0.0.255 range 1024 2047

Masks Value Patterns
(134 bits) (134 bits)
A
r \
P P Src S Port Dest D Port Resul
Protocol ToS Source IP port LOU Dest IP port LOU esult
Mask 1 TCP ! 7192.168.199.14 : © 10.41.00 : 23 —>  permit
Match 32 bits : : : : : : : >
of Src IP
(255.255.255.255) —>
Match 16 bits g
of Dest IP L,
(0.0.255.255)
. —>
All other bits H
Frame or Packet (don't care) B . . . ' ' '
Header - - - - - - -
. : 1192.168.100.0 —> permit
Mask 2 UDP . . . . 192.168.5.0 . A1 —> deny
Match 24 bits UDP . . . :1192.168.199.0 : . B1:2 (> deny
of Dest IP B ' ' ' ' ' —>
(0.0.0.255)
—>
All other bits
—>
(don't care)
Mask 3
LOU register pairs
1 2
gt
Al 1024
Mask n
g | range start, range end
1024 | 2047

The example accesslist 100 (extended IP) is configured and merged into TCAM entries. First, the
mask valuesmust beidentifiedin the accesslist. When an address val ue and a corresponding address
mask are specified in an ACE, those mask bits must be set for matching. All other mask bits can
remaininthe“don’t care” state. The accesslist contains only three unique masks: one that matches
all 32 bits of the source I P address (found with an address mask of 255.255.255.255 or the keyword
host), one that matches 16 hits of the destination address (found with an address mask of
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0.0.255.255), and one that matches only 24 bits of the destination address (found with an address
mask of 0.0.0.255). The keyword any in the ACES means match anything or “don’t care.”

The unique masks are placed into the TCAM. Then, for each mask, all possible value patterns are
identified. For example, a32-bit source IP mask (Mask 1) can be found only in ACEswith asource
IP address of 192.168.199.14 and a destination of 10.41.0.0. (The rest of Mask 1 isthe destination
address mask 0.0.255.255.) Those address values are placed into the first value pattern slot
associated with Mask 1. Mask 2 has three value patterns: destination addresses 192.168.100.0,
192.168.5.0, and 192.168.199.0. Each of these is placed in the three pattern positions of Mask 2.
This process continues until all ACEs have been merged.

When amask’s eighth pattern position has been filled, the next pattern with the same mask must be
placed under a new mask. A bit of abalancing act occursto try and fit all ACEs into the available
mask and pattern entries without an overflow.

Port Operations in TCAM
You might have noticed that matching strictly based on values and masks only covers ACE
statements that involve exact matches (either the eq port operation keyword or no Layer 4 port
operations). For example, ACEs like the following involve specific address values, address masks,
and port numbers:

access-list test permit ip 192.168.254.0 0.0.0.255 any
access-list test permit tcp any host 192.168.199.10 eq www

What about ACESs that use port operators, where a comparison must be made? Consider the
following:

access-list test permit udp any host 192.168.199.50 gt 1024
access-list test permit tcp any any range 2000 2002

A simple logical operation between amask and a pattern cannot generate the desired result. The
TCAM aso provides a mechanism for performing a Layer 4 operation or comparison, also done
during the single table lookup. If an ACE has a port operator, such as gt, It, neq, or range, the
Feature Manager software compiles the TCAM entry to include the use of the operator and the
operand in aLogical Operation Unit (LOU) register. Only alimited number of LOUs are available
inthe TCAM. If there are more ACEs with comparison operators than there are LOUS, the Feature
Manager must break the ACEs up into multiple ACEs with only regular matching (using the eq
operator).

In Figure 3-5, two ACES require a Layer 4 operation:

m Onethat checksfor UDP destination ports greater than 1024
m  Onethat looks for the UDP destination port range 1024 to 2047
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The Feature Manager checks all ACEs for Layer 4 operation, and places these into Logical
Operation Unit (LOU) register pairs. These can beloaded with operations, independent of any other
ACE parameters. The LOU contents can be reused if other ACEs need the same comparisons and
values. After the LOUs are loaded, they are referenced in the TCAM entries that need them. Thisis
shown by LOUs“A1” andthe“B1:2" pair. A finite number (actually arather small number) of LOUs
are available in the TCAM, so the Feature Manager software must use them carefully.

Troubleshooting Switching Tables

If you see strange behavior in a Catalyst switch, it might be useful to examine the contents of the
various switching tables. In any event, you might, at times, need to find out on which switch port a
specific MAC address has been |earned.

CAM Table Operation
To view the contents of the CAM table, you can use the following EXEC command:

Switch# show mac address-table dynamic [address mac-address | interface type mod/num |
vlan vlan-1id]

The entriesthat have been dynamically learned will be shown. You can add the addr ess keyword to
specify asingle MAC address, or the inter face or vlan keywords to see addresses that have been
learned on a specific interface or VLAN.

For example, assume you need to find the learned location of the host with MAC address
0050.8b11.54da. The show mac addr ess-tabledynamic addr ess0050.8b11.54da command might
produce the output in Example 3-1.

Example 3-1 Determining Host Location by MAC Address

Switch# show mac address-table dynamic address 0050.8b11.54da
Mac Address Table

Vlan Mac Address Type Ports

54 0050.8b11.54da DYNAMIC Fao/1
Total Mac Addresses for this criterion: 1
Switch#

From this, you can see that the host is somehow connected to interface FastEthernet 0/1, on
VLAN 54.
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Suppose this same command produced no output for the interface and VLAN. What might that
mean? Either the host has not sent a frame that the switch can use for learning its location, or
something odd is going on. Perhaps, the host is using two network interface cards (NICs) to load
balance traffic—one NIC is only receiving traffic while the other is only sending. Therefore, the
switch never hears and learns the receiving-only NIC address.

To seethe CAM table'ssize, usethe show mac addr ess-table count command. MAC addresstotals
are shown for each active VLAN on the switch. This can give you agood idea about the size of the
CAM table and how many hosts are using the network. Be aware that many MAC addresses can be
learned on a switch’'s uplink ports.

CAM table entries can be manually cleared, if needed, by using the following EXEC command:

Switch# clear mac address-table dynamic [address mac-address | interface type mod/num |
vlan vlan-id]

Frequently, you will need to know where auser with acertain MAC addressis connected. In alarge
network, discerning at which switch and switch port aMAC address can be found might be difficult.
Start out at the network’s center, or core, and display the CAM table entry for the MAC address.
Look at the switch port shown in the entry and move to the neighboring switch connected to that
port. Then, repeat the CAM table process. Keep moving from switch to switch until you reach the
edge of the network where the MAC address connects.

TCAM Operation
The TCAM in aswitch is more or less self-sufficient. Access lists are automatically compiled or
merged into the TCAM, so thereis nothing to configure. The only concept you need to be aware of
is how the TCAM resources are being used.

TCAMs have alimited number of usable mask, value pattern, and LOU entries. If accesslists grow
to belarge, or many Layer 4 operations are needed, the TCAM tables and registers can overflow. To
see the current TCAM resource usage, use the show tcam counts EXEC command. To see the cur-
rent TCAM partitioning, you can use the show sdm prefer EXEC command. You can repartition
the TCAM with some configuration commands, but that is beyond the scope of this book.
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Foundation Summary

The Foundation Summary is a collection of tables, lists, and other information that provides a
convenient review of many key concepts in this chapter. If you are already comfortable with the
topicsin this chapter, this summary might help you recall afew details. If you just read this chapter,
this review should help solidify some key facts. If you are doing your final prep before the exam,
the following information is a convenient way to review the day before the exam:

Layer 2 switches learn incoming MAC addresses and record their locations based on the
inbound switch ports.

Layer 2 switching information is stored in the Content Addressable Memory (CAM) table. The
CAM is consulted to find the outbound switch port when forwarding frames.

Multilayer switching looks at the Layer 2 addresses, along with Layer 3 and 4 address and port
information, to forward packets.

Multilayer switching is performed in hardware using the Cisco Express Forwarding (CEF)
method.

CEF builds Layer 3 destination information from routing tables and Layer 2 data. This
information is stored in hardware as a Forwarding Information Base (FIB) table.

Multilayer switches can make many policy decisionsin parallel, using the Ternary Content
Addressable Memory (TCAM) contents.

TCAM combines a 134-bit Value, or pattern (made up of addresses, port numbers, or other
appropriate fields) with a 134-bit Mask to yield a Result value. The Result instructs the switch
hardware how to finish forwarding the packet.

Access listsfor security (traditional router ACLsand VLAN ACLSs) and QoSACLs are
compiled or merged into TCAM entries. These access lists can then be processed on each
packet that passes through the switch, as a single table lookup.

As a packet exits amultilayer switch, it must be rewritten so that its header and checksum
values arevalid. Thefieldsin the original packet that the switch updates are as follows:

— Source MAC address becomes the Layer 3 switch MAC address.
— Destination MAC address becomes the next-hop MAC address.
— IPTTL value is decremented by one.

— IP checksum is recomputed.

— Ethernet frame checksum is recomputed.
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Table 3-3

Switching Table Commands

Task

Command Syntax

Set the CAM table aging time.

mac address-table aging-time seconds

Configure astatic CAM entry.

mac address-table static mac-address vlan vian-id inter face type
mod/num

Clear a CAM table entry.

clear mac address-table dynamic [addr ess mac-address |
inter face type mod/num | vlan vian-id]

Set privileged level password.

enable password level 15 password

View the CAM table.

show mac address-table dynamic [address mac-address |
inter face type mod/num | vlan vian-id]

View the CAM table size.

show mac address-table count

View TCAM resource information.

show tcam counts
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answer. Rather than allowing you to derive the
answers from clues hidden inside the questions themselves, the questions challenge your under-
standing and recall of the subject. Hopefully, these questions will help limit the number of exam
guestions on which you narrow your choices to two options and then guess.

You can find the answers to these questionsin Appendix A.

1.

P W N

N o o

10.
11.

12.

13.

14.

15.

By default, how long are CAM table entries kept before they are aged out?
A TCAM lookup involves which values?
How many table lookups are required to find aMAC address in the CAM table?

How many table lookups are required to match a packet against an access list that has been
compiled into 10 TCAM entries?

How many value patterns can a TCAM store for each mask?
Can all packets be switched in hardware by a multilayer switch?
Multilayer switches must rewrite which portions of an Ethernet frame?

If astation only receives Ethernet frames and doesn’t transmit anything, how will aswitch learn
of itslocation?

What isaTCAM’s main purpose?
Why do the TCAM mask and pattern fields consist of so many bits?

In amultilayer switch withaTCAM, alonger access list (more ACEs or statements) takes
longer to process for each frame. True or false?

A multilayer switch receives a packet with a certain destination | P address. Suppose the switch
hasthat P addressinits Layer 3 forwarding table, but no corresponding Layer 2 address. What
happens to the packet next?

If amultilayer switch can’t support a protocol with CEF, it relies on fallback bridging. Can the
switch still route that traffic?

To configure astatic CAM table entry, the mac addr ess-table static mac-address command is
used. Which two other parameters must also be given?

As anetwork administrator, what aspects of a switch TCAM should you be concerned with?
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16.
17.

18.
19.
20.

What portion of the TCAM is used to evaluate port number comparisons in an access list?

Someone has asked you where the host with MAC address 00-10-20-30-40-50 is located.
Assuming you aready know the switch it isconnected to, what command can you useto find it?

Complete this command to display the size of the CAM table: show mac

What protocol is used to advertise CAM table entries among neighboring switches?

Suppose a host uses one MAC address to send frames and another to receive them. In other
words, one address will always be the source address sent in frames, and the other is only used
as adestination address in incoming frames. Is it possible for that host to communicate with
others through a Layer 2 switch? If so, how?
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Switch Configuration

“Do |

Table 4-1

Chapter 3 covered the topic of switch operation from the ground up. This chapter adds to that
by reviewing the Catalyst operating systems—the mechanisms by which you can connect to a
switch to configure and monitor how it works. Catalyst file systems are explained, along with
the files needed to make a switch functional.

This chapter also coversthe configuration stepsfor switch management. Management functions
include the methods used to connect to a switch, and configuring switch identification, user
authentication, inter-switch communication, and file management. A brief overview of useful
troubleshooting commandsiis also given.

Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide if you need to read
the entire chapter. If you already intend to read the entire chapter, you do not necessarily need
to answer these questions now.

The 12-question quiz, derived from the major sectionsin the “ Foundation Topics’ portion of the
chapter, helps you determine how to spend your limited study time.

Table 4-1 outlines the major topi cs discussed in this chapter and the“ Do | Know ThisAlready?’
quiz questions that correspond to those topics.

“Do | Know This Already?” Foundation Topics Section-to-Question Mapping
Foundation Topics Section Questions Covered in This Section
Switch Management 1-7

Switch File Management 8-10

Troubleshooting from the Operating 11-12

System
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CAUTION The goal of self-assessment is to gauge your mastery of the topics in this chapter. If
you do not know the answer to aquestion or are only partially sure of the answer, you should mark
this question wrong. Giving yourself credit for an answer you correctly guess skews your self-
assessment results and might provide you with a false sense of security.

1.  Which of thefollowing is an operating system available on Cisco Catalyst 3550, 4500, and
6500 family switches?

a.
b.
c.

d.

Catalyst OS
10S

SNMP

QoS

2.  Which of thefollowing is not avalid way to connect to a Catalyst switch?

Telnet
rsh
async serial

rlogin

3. Which user interface mode allows the greatest authority for making configuration changes?

User EXEC mode

Privileged EXEC (enable) mode
Telnet mode

Root mode

4. To configure a password for Telnet access to a switch, which one of the following must the
password be applied to?

a.
b.

C.

interfacevian 1
linecon O
linevty 0 15
hostname
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Which of the following is not required to set up Telnet access to a switch?
a. Password on vty
b. IPaddress
c. Default gateway or route
d. Enable password

Which protocol is used to exchange information between connected Cisco neighbors?
a. SNMP
b. VTP
c¢. CDP
d. STP

Cisco Discovery Protocol is sent over which OSl layer?
a. Layerl
b. Layer2
c. Layer3
d. Layer4

Which Catalyst file system contains the running 10S software image?
a. Running-config
b. RAM
c¢. Flash
d. NVRAM

Which command saves newly made configuration changes so they will be automatically used
after the next switch reload?

a. saveall

b. copy running-config flash:

c. copy startup-config running-config
d. copy running-config startup-config
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10.

11.

12

If the erase flash: command is given, what isthe next logical step?

a.
b.
c.

d.

copy tftp: flash:

copy running-config startup-config
erase startup-config

copy startup-config flash:

What command can you use to examine the Gigabit Ethernet 3/1 interface’s current
configuration?

a.
b.
c.

d.

show interface gigabitethernet 3/1
show gigabit ethernet 3/1

show startup-config interface gig 3/1
show running-config int gig 3/1

What command can you use to view information received from a neighboring Cisco switch,
including its version of 10S?

a.
b.
c.

d.

show neighbors

show cdp neighborsall
show all neighbors

show cdp neighbor s detail

You can find the answers to the quiz in Appendix A, “Answers to Chapter ‘Do | Know This
Already? Quizzes, and Q& A Sections.” The suggested choices for your next step are as follows:

7 or lessover all score—Read the entire chapter. This section includesthe” Foundation Topics,”
“Foundation Summary,” and “Q& A" sections.

8-10 overall score—Begin with the* Foundation Summary” section and then gotothe“Q&A”
section at the end of the chapter.

11 or more overall score—If you want more review on these topics, skip to the “ Foundation
Summary” section and then go tothe“ Q& A” section at the end of the chapter. Otherwise, move
to Chapter 5, “Switch Port Configuration.”
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Foundation Topics

Switch Management

Managing a Catalyst switch can be broken up into several topics. A switch runsan operating system,
which provides a user interface and controls all processes that are used to forward packets. The
following sections address all these topics.

Operating Systems
You can configure Cisco Catalyst switch devices to support many different requirements and
features. When a PC is connected to the serial console port, configuration is generally done with a
terminal emulator application on the PC. You can perform further configurations through a Telnet
session acrossthe LAN or through aweb-based interface. Thesetopics are covered in later sections.

Catalyst switches support one of two operating systems, each having a different type of user
interface for configuration:

m CiscolOS Software—The user interfaceisidentical to that of Cisco routers, having an EXEC
mode for session and monitoring commands, and a hierarchical configuration mode for switch
configuration commands.

Cisco |0S Software is supported on the Catalyst 2950, 3550, 4500 (with Supervisors |l and 1V),
and 6500 (with Supervisor 11 and M SFC * Supervisor 10S,” and Supervisor 720). Thisoperating
system can support Layer 2-only switching or Layer 3, depending on the software license.

m Catalyst OS(CatOSor COS, also called XDI)—This user interface allows session and
monitoring commands to be intermingled with set-based (using the set and clear commands)
configuration commands.
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CatOS is supported on switch families such as the Catalyst 4000 (Supervisor | or I1), Catalyst
5000, and Catalyst 6500 (any Supervisor module). This operating system can support only
Layer 2 switching.

NOTE The Catalyst OS is mentioned here only for comparison. It is not covered in detail in the
BCMSN 2.0 course; therefore, it is not covered in thistext. For more information about Catalyst
OS comparisons and side-by-side configuration commands, refer to these sources:

Cisco Field Manual: Catalyst Switch Configuration by David Hucaby and Steve M cQuerry, Cisco
Press, ISBN 1-58705-043-9

Comparison of the Cisco Catalyst and Cisco |0S Operating Systems for the Cisco Catalyst 6500
Series Switch at www.cisco.com/en/US/customer/products/hw/switches/ps708/
products white paper09186a00800c8441.shtml

Generally speaking, you are provided with an interface where you can issue commands, such as
show, to display many different types of information about the switch, its configuration, and
dynamic operation. Thisis called the User EXEC mode. Users are given access to various commands
according to their privilege level, ranging from Level 1 through 15. By default, auser isgiven Leve 1.
To make any configuration changes, a user must enter a higher level, such as Level 15, through the
enable command.

Wheninthe privileged EXEC or enable mode, you can make configuration changes using the config
command. Configuration is performed in layers, starting with the global configuration. Each time
you select a specific item to configure in global configuration mode, you are moved into that
respective configuration mode.

The switch prompt changesto give you aclue about your current mode. For example, normal or user
EXEC modeisgenerally shown with the name of the switch followed by agreater than (>) character.
Privileged EXEC (enable) mode replaces the > with a hash or pound sign (#). Global configuration
is shown as the switch name followed by (config). If you select an interface to configure, you enter
interface configuration mode, signified by (config-if).

Basicaly, if you are familiar with router EXEC and configuration commands and the |OS user
interface, you will be right at home working with the Catalyst 10S Software.

Identifying the Switch
All switches come from the factory with a default configuration and a default system name or
prompt. You can change this name so that each switch in a campus network has a unique identity.
This option is useful when you are using Telnet to move from switch to switch in a network.
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To change the host or system name, enter the following command in configuration mode:
Switch(config)# hostname hostname

Thehost nameisastring of 1 to 255 a phanumeric characters. As soon asthis command is executed,
the system prompt changes to reflect the new host name.

NOTE Configuration changes made on 10S-based switches apply only to the active running
configuration, stored in RAM. To make the changes permanent, in effect even after apower cycle,
remember to copy the switch configuration into the startup configuration, stored in NVRAM.
Thisis discussed in the “ Switch File Management” section of this chapter.

Passwords and User Access
Normally, a network device should be configured to secure it from unauthorized access. Catalyst
switches offer asimple form of security by setting passwords to restrict who can log in to the user
interface. Two levels of user access are available: regular login, or user EXEC mode, and enable
login, or privileged EXEC mode. User EXEC modeisthefirst level of access, which gives accessto
the basic user interface through any line or the console port. The privileged EXEC mode requires a
second password and gives access to set or change switch operating parameters or configurations.

Cisco offers various methods for providing device security and user authentication. Many of these
methods are more secure and robust than using the login passwords. Chapter 19, “ Securing Switch
Access,” describes these features in greater detail.

To set the login passwords for user EXEC mode, enter the following commandsin global
configuration mode:

Switch(config)# line con @
Switch(config-line)# password password
Switch(config-line)# login

Switch(config)# line vty 0 15
Switch(config-line)# password password
Switch(config-line)# login

Switch(config)# enable secret enable-password

Here, the user EXEC mode password is set on the console (line con 0) and on all thevirtual terminal
(linevty 0 15) lines used for Telnet access. The enable mode password (enable secret), which is
automatically encrypted when set, isaglobal valuefor all users. The user EXEC password isastring
of 1 to 80 alphanumeric characters. The enable secret password is a string of 1 to 25 aphanumeric
characters. All passwords are case-sensitive.

You can change the passwords by reconfiguring the passwords with different strings. To completely
remove a password, use the no password or no enable secret command in the appropriate line
configuration mode.
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Password Recovery
After the EXEC and enabl e passwords are configured, thereis always a chancethat you could forget
them. You might also inherit aswitch that hasits passwords set to unknown values. In this case, you
must take the switch through a password recovery procedure. The procedure varies among the
different Catalyst switch families. Refer to the following documents:

m Catalyst 2950 and 3550—www.cisco.com/warp/public/474/pswdrec_2900xI.html

m Catalyst 4000 and 4500 (Supervisor |11 and 1VV)—www.cisco.com/warp/public/474/
pswdrec_cat4000_supiii_21229.html

m Catayst 6500 (Supervisor |OS)—www.cisco.com/warp/public/474/pswdrec_60001 OS.html

For acompletelist of password recovery procedures for any model of Cisco equipment, refer to the
handy Password Recovery Procedures technical tip at www.cisco.com/warp/public/474/.

TIP Although password recovery is not explicitly covered in the BCM SN course (nor likely in
the CCNP BCM SN exam), you should be aware of the concepts needed to regain accessto a
switch.

Remote Access
By default, the switch allows user access only viathe console port. To use Telnet to access a switch
from within the campus network, to use ping to test a switch’s reachability, or to monitor a switch
by SNMP, you must configure for remote access.

Even if aswitch operates at Layer 2, the switch supervisor processor must maintain an IP stack at
Layer 3 for administrative purposes. An |P address and subnet mask can then be assigned to the
switch so that remote communications with the switch supervisor are possible.

By default, all portson aswitch are assigned to the samevirtual LAN (VLAN) or broadcast domain.
The switch supervisor and its I P stack must be assigned to aVLAN before remote Telnet and ping
sessions will be supported. VLANS are discussed further in Chapter 6, “VVLANs and Trunks”

You can assign an | P address to the management VLAN (default isVLAN 1) with the following
commands in global configuration mode:

Switch(config)# interface vlan vlan-id
Switch(config-if)# ip address ip-address netmask
Switch(config-if)# ip default-gateway ip-address
Switch(config-if)# no shutdown

Asdemonstrated by the preceding command syntax, an | P address and subnet mask are assigned to
theVLAN “interface” which isreally the switch supervisor’'s | P stack listening on VLAN number
vlan-id. Any VLAN number can be used, aslong astheVLAN has been defined and isactive (inuse
on aphysical switch interface).
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To send packets off that local VLAN subnet, a default gateway |P address must also be assigned.
This default gateway has nothing to do with processing packets that are passed through the switch;
rather, the default gateway is used only to forward traffic between a user and the switch supervisor
for management purposes. (This concept can be greatly expanded on a Layer 3 switch, which can
perform its own “routing” functions and can use dynamic routing protocols.)

Inter-Switch Communication—Cisco Discovery Protocol
Because switch devicesare usually interconnected, management isusually simplified if the switches
can communicate on some level to become aware of each other. Cisco has implemented protocols
on its devices so that neighboring Cisco equipment can be found and identified.

Cisco usesaproprietary protocol on both switches and routersto discover neighboring devices. You
can enable the Cisco Discovery Protocol (CDP) on interfacesto periodically advertise the existence
of adevice and exchange basic information with directly connected neighbors. The information
exchanged in CDP messages includes the device type, software version, links between devices, and
the number of ports within each device.

By default, CDP runs on each port of a Catalyst switch, and CDP advertisements occur every

60 seconds. CDP communication occurs at the datalink layer so that it isindependent of any
network layer protocol that might be running on a network segment. This means that CDP can
be sent and received using only Layer 2 functionality. CDP frames are sent as multicasts, using a
destination MAC address of 01:00:0c:cc:cc:cc.

Cisco Catalyst switches regard the CDP address as a special address designating a multicast frame
that should not be forwarded. Instead, CDP mullticast frames are redirected to the switch’s manage-
ment port and are processed by the switch supervisor alone. Cisco switches become aware only of

other directly connected Cisco devices.

CDPisenabled by default on al switch interfaces. To manually enable or disable CDP on an
interface, use the following interface configuration command:

Switch(config-if)# [no] cdp enable

If aswitch port connectsto anon-Cisco device or to anetwork outside your administrative control,
consider disabling CDP on that port. Add the no keyword to disable CDP.

Switch File Management

A Catalyst switch uses several types of fileswhileit is operating. To manage a switch, you should
understand what type of file is used for what purpose, how to move these files around, and how to
upgrade them.
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The following files are typically used in a Catalyst switch:

m |OSimagefiles—The software or code that the switch CPU executes. Image files are compiled
and tailored for specific switch hardware models.

m Configuration files—Text files containing all configuration commands needed to operate a
switch in anetwork.

All Catalyst files can be stored in variousfile systems so they can be accessed and used by the switch
hardware. Files can also be stored in file systems external to the switch, either as backup copies or
as downloadable upgrades.

Thetypical file systems avail able to a Catalyst switch are as follows:

m Flash memory—Nonvolatile memory present in the switch; filesstored hereremainintact even
after apower cycle.

m  Network servers—Systems apart from the switch that are connected to the network and
provide TFTP, FTP, or remote copy program (rcp) file transfer services.

m  NVRAM—Nonvolatile memory that containsthe switch configuration used during bootup. On
many switches, the NVRAM file system is actually emulated in Flash memory.

m  RAM—Volatile memory available to the switch for avariety of purposes. The switch
configuration used during runtime and altered by configuration commands is stored here.

OS Image Files
The Catalyst 10S Software is packaged asan |0Simagefile, just asit isfor routers. IOSimagefiles
are stored in the Flash memory on a switch. Only one image file can be executed while the switch
is running, but more than one image file can be stored on the switch.

Switches such as the Catalyst 2950 and 3550 have one Flash area where images are stored. This
is always named flash:. Larger, more modular switches can have severa Flash file systems. For
example, a Catalyst 4500 has one named cat4000_flash: that contains the VLAN database file and
another called bootflash: that contains the |OS image and bootstrap image files. Flash memory can
also be present in the form of aPCMCIA card, so stored files can be swapped out by replacing the
Flash card. These cards are named dlot0:, slot1:, and so on.

You can copy |0S image files from onefile system to another or to an external location. Thisalows
an image file to be backed up in case of a switch failure. Image files can also be copied into the
switch Flash file system so that the software version can be upgraded.
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Filename Conventions
|OS image files are named according to a predefined format. The filenames follow this basic
template:

mmmmm-fffff-mm.vvvv.bin

mmmmm represents the Catalyst switch model (for example, ¢3550 corresponds to Catalyst
3550, cat4000 to Catalyst 4000, and c6sup22 to Catalyst 6500 Supervisor Il).

fffff represents the feature setsincluded in the image; generally, i followed by anything denotes
an IP feature set, sisthe IP“Plus,” k denotes a cryptographic feature set (Data Encryption
Standard [DES] or 3DES), j isthe enterprise set, p isfor service providers, and d isthe desktop
(IR 1PX, AppleTalk, DECnet) feature set.

mm denotesthefile format: Thefirst letter ismif theimage runsin RAM, and the second | etter
iszif theimageis Zip compressed.

ww represents the |OS version, in the format vwv-mmm.bbb; the major release (vw) is given
first and followed by a dash; then, the maintenance release (mmm) is given and followed by a
period. The build level (bbb) is given using one or more letters and a number. The first letter
denotesthetype of build: E meansan early deployment of features. The next |etter istheinterim
build level, where A meansthefirst build, and so on. The number following denotes the number
of times the interim build has been incrementally released.

Therefore, 121-12¢.EAL means version 12.1(12c)EAL, or early deployment build A1 (thefirst
“A” build) of the 12.1(12c) code.

.bin flags the image file as a binary executable (not readabl e text).

Configuration Files
The switch configuration is afile containing all the commands needed to configure each switch
feature and function. Here are three of the most common configuration files:

startup-config—When a switch first boots up, the startup-config file is read, parsed, and
executed. The startup-config is stored in NVRAM (actually the nvram: file system) so it
survives power failures.

running-config—While a switch is running, this contains a copy of the current state of every
command in use. Thisfileisdynamic, such that it is updated with each configuration command
entered.

The running-config's contents are volatile, causing all commandsin it to be lost during a power
failure or aswitch reload. (To preserve the running-config, it must be copied into the startup-
config prior to the next switch reload.)
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Other

m vlan.dat—AsVLANs are defined or changed, their configurations are entered into the VLAN
databasefile, vian.dat. Thisfileisupdated asyou make configuration changestotheVLAN database
on aswitch and asany VLAN Trunking Protocol (VTP) updates occur.

TheVLAN database (vian.dat) is stored in Flash memory and is normally configured through
the vlan database or vlan configuration commands. Its contents are preserved across a power
failure or reload.

Catalyst Switch Files

You can aso find several other files stored in thefile systems on a Catalyst switch. Most of thetime,
you will not need to do anything with them. They are mentioned here for your understanding and if
you need to access the information they contain. These files can include the following:

m system_env_vars—A text file containing system variables such as the MAC address, model
number, serial number, and various moduleinformation. Thisfileis consulted to get the system
information displayed by the show version command.

m crashinfo—A file or directory containing text output from previous switch crashes. Thisis
normally stored and accessed as flash: crashinfo (afile) or crashinfo: (adirectory).

Moving Catalyst Switch Files Around

Table 4-2

A switch can copy files to and from various locations, including those in Table 4-2.

Locations of Catalyst Switch Files

File System Name | Function

flash: Flash memory, usually containing bootable 10S image files (some models
emulate nvram: here)

bootflash: Flash memory, usually containing bootable 10S image files

slotO: Optional removable Flash card memory; can store any type of files

nvram: NVRAM area, usualy containing the startup-config file

system: RAM area; contains the running-config file, as well as a directory of all dynamic

switch memory areas

tftp: An external TFTP server where any type of switch file can be stored or retrieved;
no user authentication needed

ftp: An external FTP server where any type of switch file can be stored or retrieved;
user authentication required

rcp: An external rcp server where any type of switch file can be stored or retrieved;
user authentication required
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Cisco 10S Software allows you to navigate and manipul ate the Flash file system in much the same
way other operating systems, such as UNIX and DOS, do. In Flash memory, you can find plain text
files, binary executable files, and directories. You are free to “move” up and down into directories.
You can also copy, rename, or delete files.

In the EXEC mode, you are always positioned in the “root” directory, flash:, by default. To perform
afunction in the Flash file system, use one of the following commands:

m dir [flash:[directory]]—Show alist of all filesin the current Flash directory or the directory
given.

m cd flash:directory—Change directory to the directory given.
m cd .—Changedirectory onelevel up.
m cd—Change directory to the home or root Flash directory.

m copy flash:[filename] tftp:—Copy the file filename from Flash to a TFTP server. The server
address and destination filename are prompted.

m copy tftp: flash:[filename]—Copy afile from the TFTP server into Flash memory. The TFTP
server address and any unresolved filenames are prompted.

m deleteflash:filename—Thefile filename is deleted from Flash memory.
m eraseflash:—All filesin Flash memory are erased in one command.

m format flash:—The Flash file system isreformatted, destroying all existing files. Formatting is
appropriate when the Flash memory has been corrupted.

You can also manipulate the switch configuration files from privileged EXEC (enable) mode.
Remember that two configuration files exist at all times—the running-config and startup-config.
Any configuration changes you maketo aswitch are applied immediately to the running-config file.
The only way to update the startup-config is by manually copying another fileto it.

Cisco 10S Software alows the following commands to manipul ate the configuration files:

m copy running-config startup-config—The contents of the running-config are copied into
the startup-config, replacing any similar commands there. After thisis done, any dynamic
configuration changes are saved and are preserved across power failures or switch reloads.
(This command should be used regularly to save any new configuration changes. Use it
prudently, if you need to back out alarge number of changes.)

m  copy startup-config running-config—The permanent contents of the startup-config file are
copied into the running-config, replacing any similar commands there. The entire running-
configisn’'t simply overwritten; rather, the star tup-config commands are copied over whileany
other existing running-config commands are kept active. This operation is performed asa
switch boots up. (This command can quickly restore a misconfigured switch to aknown state.)
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copy running-config tftp:—A switch’'s current running configuration is copied toa TFTP
server. The server address and destination filename are prompted. Use this command to store a
backup snapshot copy of the switch configuration.

copy tftp: startup-config—When aswitch configuration islost or needsto berestored to aknown
state, abackup copy of the configuration iscopied from aTFTP server to the startup-config file.
The new changes won't take effect until the switch is reloaded, or until the startup-config is
copied to the running-config. (You could also use copy tftp: running-config, but this would
make immediate configuration changes as commands from the TFTP file are copied over. Use
caution so that your configuration changes occur under controlled circumstances.)

erase star tup-config—The entire contents of the startup-config file are erased. Use this
command when a switch has been retired from one function and needs to be relocated or
completely reconfigured.

Troubleshooting from the Operating System

The Cisco Catalyst |OS Software provides many commandsthat can verify or troubleshoot aswitch
in its current environment. Sometimes, you might wonder what software image or configuration
commands are being used by a switch. A switch can also produce real-time debugging information
about afeature or condition to aid in troubleshooting. Information is also available to help identify
other neighboring Cisco devicesin anetwork. This section explains each of these tasks and how to
accomplish them using the relevant commands.

Show Configuration and File Contents
Cisco 10S Software offers many commands that you can use from the EXEC mode command line
to display the contents of files, current configuration states, and values for troubleshooting. You can
use the following commands to view and troubleshoot switch files and file systems:

show ver sion—Displays the current version of 10S running in a switch, along with many
detail s about available hardware, RAM and Flash memory, switch uptime, current running 10S
image file, reason for the last reload, and the configuration register’s contents.

show running-config [inter face type mod/num | vlan vian-id | module mod]—Displays the
contents of the running-config configuration file. You can jump to the relevant configuration of
aspecificinterface, VLAN, or switch module, if desired.

show star tup-config—Displays the startup-config configuration file’'s contents.

show tech-support—Provides information to Cisco TAC support personnel; almost every
known bit of information about the switch is displayed. Be sure to configure your terminal
emulator to capture text to afile before issuing this command.
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m verify flash:filename—\Verifiesthe checksum of the Flash file filename. This can ensurethat an
|OSimageisnot corrupted after it has been copied into Flash memory. (During the actual copy
process, the checksum is automatically verified. You can use the verify command to make sure
the file has not become corrupted since it was originally copied.)

m  morefilesystem:filename—Displays the contents of a plain text file from the command line.
This can be useful when you need to read configuration files that have been stored in a Flash
file system. You can also view text filesthat are stored on aremote TFTP server—from the |OS
command line,

NOTE You can filter the output of any show command so that you see only lines containing
specific keywords. Append the “pipe” symbol (]) to the command line, followed by one of these
keywords: begin text (start the output with the line containing text), include text (only display
linesthat contain text), or exclude text (only display linesthat don’'t contain text).

When alarge amount of output is displayed, the switch usually shows a page at atime, pausing
with a“-More-" prompt. You can either press the SPACE key to display the next page, the
RETURN (Enter) key to display the next line, or /text to search forward and begin the page of
output at the line containing text. Using the slash key allows a quick search within the context of
the entire output.

Debugging Output
For more focused and real-time information about a certain switch feature, you can use the debug
EXEC command. Debug output is not normally used, unless you suspect a problem with a feature
or an interaction with other switchesin the network.

You can use many options with the debug command—each pertaining to a switch feature or a
specific activity. Type the debug command followed by ? to get context-based help on al the
supported debugging commands and keywords.

After you enable adebug command, you can see the debug output listed as events can occur on the
switch.

CAUTION Usethe debug commands cautiously because they can generate a tremendous amount
of output. Not only can this display slowly on a serial console connection, but also the debug
processitself can bog the switch CPU down to the point that it severely impactstraffic forwarding.
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Always be sureto turn off any debugging commands when you finish with them. Do so by using the
no debug options command, where the options keywords match the ones you used to enable
debugging. To quickly disable all active debugging commands, use the no debug all or undebug
all commands.

View CDP Information

To view information learned from CDP adverti sements of neighboring Cisco devices, use one of the
following commands:

Switch# show cdp interface [type mod/num]
Switch# show cdp neighbors [type mod/num | vlan vlan-id] [detail]

Thefirst command displays CDP information pertaining to a specific interface. If thetype, module,
and port information isomitted, CDPinformation from all interfacesislisted. The second command
displays CDP information about neighboring Cisco devices. A specific interface or VLAN can be

given to display only neighbors connected to it. Using the detail keyword resultsin the display of

all possible CDP information about each neighbor.

Recall that CDP messages are sent out every 60 seconds, and all entries received are placed in a
cache. The cacheis updated with new entries, and stale entries are aged out after ahold time of 180
seconds. If you suspect aproblem with aneighboring switch, you might want to clear the CDP cache
of all potentially state information to see what new information is being received from neighbors.
Do thiswith the clear cdp table command.

Asdemonstrated in Example 4-1, the show cdp neighbor s and the show cdp neighbor s detail
command can be useful when you are connected to a switch and need to know more about what
other switchesare nearby in anetwork. Particularly useful arethe | P address entries, allowing Telnet
accessto previously unknown switches. To see abrief listing of only the neighbor switch namesand
their management | P addresses, use the show cdp entry * protocol command.

Example 4-1 Displaying CDP Information for Neighboring Devices

Switch# show cdp neighbors
Capability Codes: R - Router, T - Trans Bridge, B - Source Route Bridge
S - Switch, H - Host, I - IGMP, r - Repeater

Device ID Local Intrfce Holdtme Capability Platform Port ID
BuildingA-1 Gig 2/1 158 S I WS-C3550-4Gig 0/1
CoreSwitch-1 Gig 1/1 158 TS WS-C6509 4/16

Switch# show cdp neighbors gig 1/1 detail
Device ID: CoreSwitch-1
Entry address(es):

IP address: 192.168.199.9
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Example 4-1 Displaying CDP Information for Neighboring Devices (Continued)

Platform: WS-C6509, Capabilities: Trans-Bridge Switch
Interface: GigabitEthernet1/1, Port ID (outgoing port): 4/16
Holdtime : 130 sec

Version :
WS-C6509 Software, Version McpSW: 7.2(2) NmpSW: 7.2(2)
Copyright (c) 1995-2002 by Cisco Systems

advertisement version: 2

VTP Management Domain: 'Core'’

Switch# show cdp entry * protocol

Protocol information for BuildingA-1
IP address: 192.168.199.107

Protocol information for CoreSwitch-1
IP address: 192.168.199.9

Switch#
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Foundation Summary

The Foundation Summary is acollection of tables that provides a convenient review of many key
conceptsin thischapter. If you are aready comfortable with the topicsin this chapter, this summary
can help you recall afew details. If you just read this chapter, this review should help solidify some
key facts. If you are doing your final preparation before the exam, the following tables are a
convenient way to review the day before the exam.

Table 4-3 Switch Management Configuration Commands

Table 4-4

Task Command Syntax
Identify switch hostname hostname
Set EXEC level password line type number

passwor d password

Set privileged level password

enable secret password

Set |P address

interface vlian vian-id
ip address ip-address netmask

ip default-gateway ip-address

CDP (default is enabled on every switch port)

cdp enable

File Management Commands

Task

Command Syntax

Directory of Flash

dir [flash:[directory]]

Change directory

cd flash:directory

Copy afile between Flash and aTFTP server

copy flash:[filename] tftp:
-OR-

copy tftp: flash:[filename]

Delete afilein Flash

delete flash:filename
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Table 4-5
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File Management Commands (Continued)
Task Command Syntax
Clear Flash contents eraseflash:
-OR-
format flash:
Save the running configuration copy running-config startup-config
-OR-
copy running-config tftp:
Overwrite the running configuration copy startup-config running-config
Overwrite the permanent configuration copy tftp: startup-config
-OR-
erase startup-config
Troubleshooting Commands

Task

Command Syntax

Display the current running environment and
10S version

show version

Display the running configuration

show running-config [inter face type mod/num | vian
vlan-id | module mod]

Display the permanent configuration

show startup-config
-OR-

show config

Display all technical support information

show tech-support

Verify an image checksum

verify flash:filename

continues
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Table 4-5 Troubleshooting Commands (Continued)

Task

Command Syntax

Enable or disable debugging

debug keywords

no debug keywords
-OR-

no debug all

-OR-

undebug all

Display CDP information

show cdp interface [type mod/num]
-OR-

show cdp neighbor s [type mod/num | vian vian-id]
[detail]

-OR-

show cdp entry * protocol
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answer. Rather than allowing you to derive the
answer from clues hidden inside the questions themsel ves, the questions challenge your
understanding and recall of the subject. Hopefully, these questions will help limit the number of
exam questions on which you narrow your choices to two options and then guess.

You can find the answers to these questionsin Appendix A.

1.

When Cisco |0S Softwareis used on a Catalyst switch, the switch must perform routing. True
or false?

What is the major difference between the |OS and CatOS command sets?
What switch command will enter privileged EXEC or “enable’” mode on a Catalyst 45007

Match these default command line prompts with their respective modes:

a. Switch# __ Normal user EXEC mode
b. Switch(config) ___ Privileged EXEC or enable
c. Switch(config-if)# ____ Global configuration

d. Switch> __ Interface configuration

With the command line prompt testlab#, what command has been used to customize the
prompt?
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6.

10.
11.

12.

13.

14.

15.

The following commands have just been entered, assuming interface VLAN 10 did not
previously exist:
interface vlan 10

ip address 192.168.199.10 255.255.255.0
no shutdown

Suddenly, the power cord is pulled out of the switch. What will happen when the power is
restored?

Can you configure an enable secret password (enable secret password) for the switch console
and a different enable secret for Telnet access?

When you configure an | P address and subnet mask on a Layer 2 switch for management
purposes, which VLAN are you required to use?

a. VLAN1

b. VLANO

c¢. VLAN 1001

d. Any VLAN that is appropriate

e. Youcan't assign an IP addressto aVLAN.

What commands will allow Telnet and ping access to a switch management interface at
192.168.200.10, subnet mask 255.255.255.0, on VLAN 5? A router is available at address
192.168.200.1.

CDP advertisements occur every seconds.

When a Cisco Catalyst switch receives a CDP multicast frame, it relaysit to neighboring
switches. True or false?

Eight access|ayer switches connect to acentral distribution layer switch using Gigabit Ethernet
connections. Each connection is assigned to VLAN 1 so that no link isin trunking mode. On
one of the access switches, how many neighboring switches will be shown by the show cdp
neighbor gigabit 0/1?

Which 10S image file is more recent: ¢3550-i50312-mz.121-12c.EA1.bin or
¢3550-i99312-mz.121-11c.EA1.bin?

A new switch has just been configured with 100 command lines from the console. You realize
the need to save the new configuration and type copy start run. Where will your configuration
be stored?

What command can you use to see what Cisco 10S Software version is currently running on a
switch?
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17.

18.
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Complete this command so that the output is displayed starting with the configuration for
interface VLAN 100:

show run

The debug spanning-tree all command has been given from the EXEC mode command line.
What commands can you use to stop or disable the debugging output?

What command can you use to verify CDP configuration on switch port GigabitEthernet 3/1?
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following topics that you
need to master for the CCNP
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m Ethernet Concepts—This section discusses
the concepts and technology behind various
forms of Ethernet media. Ethernet solutions
for service providers, such as Long Reach
Ethernet (LRE) and Metro Ethernet, are al'so
covered.

m Connectivity with ScalableEthernet—This
section covers the configuration steps and
commands heeded to use Catalyst Ethernet,
Fast Ethernet, and Gigabit and 10Gigabit
Ethernet switch portsin a network.

m Connecting Switch Block Devices—This
section discusses the physical cabling and
connectivity used with Catalyst switches,
including console and Ethernet interfaces.

m Troubleshooting Port Connectivity—This
section covers some of the symptoms,
methods, and switch commands that you can
use to diagnose problems with Ethernet
switch connections.




CHAPTER 5

Switch Port Configuration

Chapters 1 and 2 dealt with the logical processesthat you can use to design a campus network.
Connections between switch blocks were discussed, such that traffic could be efficiently trans-
ported across the campus. Single connections, load balancing, and redundant paths connected
switchesin modular blocks for complete connectivity. However, these paths were only functional
paths—no specifics were presented about how much traffic the network could handle, or what
physical capabilities were supported. These topics become important when you begin to size
traffic loads and actually connect Cisco switch devices.

This chapter presents the various Ethernet network technologies used to establish switched
connectionswithin the campus network. The chapter also detail sthe switch commands required
for configuring and troubleshooting Ethernet LAN ports.

"Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide if you need to read
the entire chapter. If you aready intend to read the entire chapter, you do not necessarily need
to answer these questions now.

The 13-question quiz, derived from the major sectionsin the “ Foundation Topics’ portion of the
chapter, helps you determine how to spend your limited study time.

Table 5-1 outlinesthe major topicsdiscussed in this chapter and the“ Do | Know ThisAlready?’
quiz questions that correspond to those topics.



108 Chapter 5: Switch Port Configuration

Table 5-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section
Ethernet Concepts 1-8

Connecting Switch Block Devices 9-10

Switch Port Configuration 11

Troubleshooting Port Connectivity 12-13

CAUTION Thegoal of self-assessment is to gauge your mastery of the topicsin this chapter. If
you do not know the answer to aquestion or are only partially sure of the answer, you should mark
this question wrong. Giving yourself credit for an answer you correctly guess skews your self-
assessment results and might provide you with afalse sense of security.

1. What does the |EEE 802.3 standard define?

a. Spanning Tree Protocol
b. Token Ring

c. Ethernet

d. Switched Ethernet

2. Atwhat layer are traditional 10 Mbps Ethernet, Fast Ethernet, and Gigabit Ethernet the same?

a. Layerl
b. Layer2
c. Layer3
d. Layerd

3. Atwhat layer are traditional 10 Mbps Ethernet, Fast Ethernet, and Gigabit Ethernet different?

a. Layerl
b. Layer?2
c. Layer3
d. Layer4



"Do | Know This Already?” Quiz

What is the maximum cable distance for a Category 5 100BASE-TX connection?

100 feet

100 meters
328 meters
500 meters

Whereis Cisco Long Reach Ethernet typically used?

In a campus access layer (to the desktop users)
In a campus core layer

Between campus buildings

In amultitenant building

What is the maximum length of a Cisco L RE connection?

100 feet
100 meters
500 feet
5000 feet

Ethernet autonegotiation determines which of the following?

a

b.
c.

d.

Spanning Tree mode
Duplex mode

Quiality of service mode
Error threshold

109

Which of the following cannot be determined if the far end of a connection doesn’t support
autonegotiation?

a.
b.

C.

Link speed

Link duplex mode
Link mediatype
MAC address
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9.

10.

11.

12.

13.

Which of theseis not a standard type of Gigabit Interface Converter (GBIC)?

a. 1000BASE-LX/LH
b. 1000BASE-T

c. 1000BASE-FX

d. 1000BASE-ZX

What type of cable should you use to connect two switches back-to-back using their
FastEthernet 10/100 ports?

a. Rollover cable

b. Transfer cable

c. Crossover cable

d. Straight-through cable

Assume you have just entered the configur e terminal command. To configure the speed of the
first FastEthernet interface on a Catalyst 3550 to 100 Mbps, which of these commands should
you enter first?

a. speed 100 mbps

b. speed 100

c. interfacefastethernet 0/1
d. interfacefast ethernet 0/1

If aswitch portisinthe “errdisable” state, what is the first thing you should do?

a. Reload the switch.
b. Usetheclear errdisable port command.
¢. Usethe shut and no shut interface configuration commands.

d. Determine the cause of the problem.

Which of the following show inter face outputs can you use to diagnose a switch port problem?

a. Port state

b. Port speed

c. Input errors

d. Collisions

e. All of the above
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You can find the answers to the quiz in Appendix A, “Answers to Chapter ‘Do | Know This
Already? Quizzesand Q&A Sections” The suggested choices for your next step are as follows:

7 or less overall score—Read the entire chapter. This includes the “ Foundation Topics,”
“Foundation Summary,” and “Q& A" sections.

8-10 overall score—Begin with the “Foundation Summary” section and follow up with the
“Q&A" section at the end of the chapter.

11 or more overall score—If you want more review on these topics, skip to the “ Foundation
Summary” section and then goto the Q& A” section at the end of the chapter. Otherwise, move
to the Chapter 6, “VLANs and Trunks.”
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Foundation Topics

Ethernet Concepts

This section reviewsthe varieties of Ethernet and their application in acampus network. Recall how
the bandwidth requirements for each network segment are determined by the types of applications
in use, the traffic flows within the network, and the size of the user community served. Ethernet
scalesto support increasing bandwidths and should be chosen to match the need at each point inthe
campus network. As network bandwidth requirements grow, you can scale the links between access,
distribution, and core layers to match the load.

Other network media technologies available include Fiber Distribution Data Interface (FDDI),
Copper Distribution Data I nterface (CDDI), Token Ring, and Asynchronous Transfer Mode (ATM).
Although some networks still use these media, Ethernet has emerged as the most popular choicein
installed networks. Ethernet is chosen because of itslow cost, market availability, and scalability to
higher bandwidths.

Ethernet (10 Mbps)
Ethernet isaLAN technology based on the Institute of Electrical and Electronics Engineers (IEEE)
802.3 standard. Ethernet (in contrast to Fast Ethernet and later versions) offers a bandwidth of
10 Mbps between end users. In its most basic form, Ethernet is a shared media that becomes both
acollision and a broadcast domain. As the number of users on the shared mediaincreases, so does
the probability that auser istrying to transmit dataat any given time. Ethernet isbased on the carrier
sense multiple access collision detect (CSMA/CD) technology, which requires that transmitting
stations back off for arandom period of timewhen acollision occurs. The more crowded an Ethernet
segment becomes, the less efficient it is.

Ethernet switching addressesthis problem by dynamically allocating a dedicated 10-M bps bandwidth
to each of its ports. The resulting increased network performance occurs by reducing the number of
users connected to an Ethernet segment.

Although switched Ethernet’sjob isto offer fully dedicated bandwidth to each connected device,
assuming that network performance will improve across the board when switching is introduced
is acommon mistake. For example, consider aworkgroup of users connected by a shared media
Ethernet hub. These users regularly access an enterprise server located el sawhere in the campus
network. To improve performance, the decision is made to replace the hub with an Ethernet switch
sothat all users get dedicated 10-M bps connections. Because the switch offers dedicated bandwidth
for connections between the end user devices connected to its ports, any user-to-user traffic would
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probably see improved performance. However, the enterprise server is still located elsewherein the
network, and all the switched users must still share available bandwidth across the campus to reach
it. Asdiscussed in Chapter 1, “Campus Network Overview,” rather than throwing raw bandwidth at a
problem, a design based on careful observation of traffic patterns and flows offers a better solution.

Because switched Ethernet can remove the possibility of collisions, stations do not have to listen
to each other to take a turn transmitting on the wire. Instead, stations can operate in full-duplex
mode—transmitting and receiving simultaneously. Full-duplex mode further increases network
performance, with a net throughput of 10 Mbpsin each direction, or 20 Mbps total throughput on
each port.

Another consideration when dealing with 10-Mbps Ethernet is the physical cabling. Ethernet
cabling involves the use of unshielded twisted-pair (UTP) wiring (LOBASE-T Ethernet), usually
restricted to an end-to-end distance of 100 meters (328 feet) between active devices. Keeping cable
lengths as short as possible in the wiring closet also reduces noise and crosstalk when many cables
are bundled together.

In a campus network environment, Ethernet is usually used in the access layer, between end user
devicesand the access layer switch. Many networks still use Ethernet to connect end usersto shared
media hubs, which then connect to accesslayer switches. Ethernet is not typically used at either the
distribution or core layer.

NOTE Ethernet applications (L0BASE2, 10BASE5, 10BASE-F, and so on) use other cabling
technologies, though they are not discussed here. For the most part, 10BASE-T with UTP wiring
isthe most commonly used. A useful website for further reading about Ethernet technology is
Charles Spurgeon’s Ethernet Web Site, at www.ethermanage.com/ethernet/.

Long Reach Ethernet (LRE)
In cases where buildings do not have Category 5 UTP wiring, standard 10-Mbps Ethernet might
not be possible. Cisco has implemented a different form of Ethernet that can be transported long
distances over Category 1, 2, or 3 wiring. Thisis called Cisco Long Reach Ethernet (LRE).

Cisco LRE isavailablein the Catalyst 2900 LRE XL Switch Series. Multiple LRE ports are used to
connect into existing building wiring (often used for telephone connections) to provide Ethernet
capability to abuilding’stenants. LRE can provide 5 Mbps full-duplex bandwidth over connections
up to 5000 feet, 10 Mbps up to 4000 feet, or 15 Mbps up to 3000 feet. L RE can co-exist on the same
physical building wiring pairs with POTS and ISDN, and in the same building (different wiring
pairs) with Asymmetric Digital Subscriber Line (ADSL).
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The following equipment is needed to complete an L RE connection:

m Cisco Catalyst 2900 L RE XL switch—Aggregates 12 or 24 L RE connections at the building
head-end

m Cisco 575 or 585 L RE CPE—Terminates the LRE connection in the tenant room

m Cisco LRE 48 POTS Splitter—Separates POTS and LRE on 48 ports when existing phone
wiring isused in a building

Figure 5-1 shows how L RE might be used in two typical multitenant buildings. The building on the
left uses existing but spare building wiring pairs to provide the LRE connection between a central
Catalyst 2900 LRE XL switch and aCisco 575 L RE CPE unit in each tenant office. The building on
the right has an existing PBX that provides telephone servicesto the tenants. LRE is provided over
the same tel ephone wiring through a central LRE 48-port POTS splitter. Then, a Catalyst 2900 LRE
XL connects to multiple Cisco 575 units over the existing cabling.

Figure 5-1 Typical LRE Installation

Catalyst Catalyst
2900 LRE XL 2900 LRE XL

LRE 48 A
POTS Splitter b @

Tenant Offices or Rooms

Fast Ethernet
Rather than require campusesto invest in acompletely new technol ogy to gainincreased bandwidth,
the networking industry devel oped a higher-speed Ethernet based on existing Ethernet standards.
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Fast Ethernet operatesat 100 Mbpsand is defined inthe |EEE 802.3u standard. The Ethernet cabling
schemes, CSMA/CD operation, and all upper-layer protocol operations are maintained with Fast
Ethernet. The net result isthe same datalink MediaAccess Control (MAC) layer merged with anew
physical layer.

The campus network can use Fast Ethernet to link access and distribution layer switches, if no
higher-speed linksare avail able. These links can support the aggregate traffic from multiple Ethernet
segmentsin the access layer. Fast Ethernet is generally used to connect end user workstationsto the
access layer switch and to provide improved connectivity to enterprise servers.

Cabling for Fast Ethernet can involve either UTP or fiber. Table 5-2 lists the specifications for Fast
Ethernet that define the media types and distances.

Cabling Specifications for Fast Ethernet

Technology | Wiring Type Pairs | Cable Length

100BASE-TX | EIA/TIA Category 5 UTP 2 100 m

100BASE-T2 | EIA/TIA Category 3,45 UTP 2 100 m

100BASE-T4 | EIA/TIA Category 3,45 UTP 4 100 m

100BASE-FX | Multimode fiber (MMF); 62.5 micron core, 1 400 m half duplex or 2000 m
125 micron outer cladding (62.5/125) full duplex
Single-mode fiber (SMF) 1 10 km

Full-Duplex Fast Ethernet

Aswith traditional Ethernet, the natural progression to improve performance is to use full-duplex
operation. Fast Ethernet can provide 100 Mbps in each direction on a switched connection, for
200 Mbpstotal throughput. Thisthroughput is possible only when aworkstation, server, or arouter
directly connectsto a switch port, or when two switches directly connect to each other. In any case,
the operating system or firmware on each end of the connection must support full-duplex operation.

The Fast Ethernet specification a so offers backward-compatibility to support traditional 10-Mbps
Ethernet. In the case of 100BASE-TX, switch ports are often called “10/100" ports, to denote the
dual speed. To provide this support, the two devices at each end of a network connection can
automatically negotiate link capabilities so that they can both operate at a maximum common level.
This negotiation involves detecting and selecting the highest physical layer technology (available
bandwidth) and half-duplex or full-duplex operation. To properly negotiate a connection, both ends
should be configured for autonegotiation.
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Table 5-3

Thelink speed is determined by electrical signaling, so that either end of alink can determine what
the other end istrying to use. If both ends of the link are configured to autonegotiate, they will use
the highest speed that is common to them.

A link’s duplex mode, however, is negotiated through an exchange of information. This means that
for one end to successfully autonegotiate the duplex mode, the other end must also be set to auto-
negotiate. Otherwise, one end will never see any duplex information from the other end and won't
determine the correct common mode. If duplex autonegotiation fails, a switch port falls back to its
default setting—half-duplex. Beware of a duplex mismatch when both ends of alink are not set for
autonegotiation.

Autonegotiation usesthe priorities shown in Table 5-3 for each mode of Ethernet to determinewhich
technology to agree upon. If both devices can support more than one technology, the technology
with the highest priority is used. For example, if two devices can support both 10BASE-T and
100BASE-TX, both devices will use the higher priority 100BASE-TX mode.

Autonegotiation Selection Priorities

Priority Ethernet Mode

7 100BASE-T2 (full duplex)
6 100BASE-TX (full duplex)
5 100BASE-T2 (half duplex)
4 100BASE-T4

3 100BASE-TX

2 10BASE-T (full duplex)

1 10BASE-T

To assure proper configuration at both ends of alink, Cisco recommends that the appropriate values
for transmission speed and duplex mode be manually configured on switch ports. Thisprecludesany
possibility that one end of the link will change its settings, resulting in an unusable connection.

Cisco provides one additional capability to Fast Ethernet, which allows several Fast Ethernet links
to be bundled together for increased throughput. Fast Ether Channel (FEC) alowstwo to eight full-
duplex Fast Ethernet linksto act asasingle physical link, for 400- to 1600-Mbps duplex bandwidth.
Thistechnology is described in greater detail in Chapter 8, “Aggregating Switch Links”

For further reading about Fast Ethernet technology, refer to the article, “ Fast Ethernet 100-Mbps
Solutions,” at Cisco’'s website: www.cisco.com/warp/public/cc/so/neso/Inso/Inmnso/feth_tc.htm.
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Gigabit Ethernet

Table 5-4

You can scale Fast Ethernet by an additional order of magnitude with Gigabit Ethernet (which
supports 1000 Mbps or 1 Ghbps), using the same | EEE 802.3 Ethernet frame format as before. This
scalability allows network designers and managersto leverage existing knowledge and technologies
toinstall, migrate, manage, and maintain Gigabit Ethernet networks.

However, the physical layer has been modified to increase datatransmission speeds. Two technologies
were merged together to gain the benefits of each: the |EEE 802.3 Ethernet standard and the Amer-
ican National Standards Ingtitute (ANSI) X3T11 FibreChannel. |EEE 802.3 provided the foundation
of frameformat, CSMA/CD, full duplex, and other Ethernet characteristics. FibreChannel provided
abase of high-speed ASICs, optical components, and encoding/decoding and seriali zation mechanisms.
The resulting protocol istermed |EEE 802.3z Gigabit Ethernet.

Gigabhit Ethernet supports several cabling types, referred to as 1000BASE-X. Table 5-4 liststhe cabling
specifications for each type.

In acampus network, you can use Gigabit Ethernet in the switch block, coreblock, and server block.
In the switch block, it connects access layer switches to distribution layer switches. In the core, it
connects the distribution layer to the core switches and interconnects the core devices. In a server
block, a Gigabit Ethernet switch can provide high-speed connections to individual servers.

Gigabit Ethernet Cabling and Distance Limitations
GE Type Wiring Type Pairs Cable Length
1000BASE-CX Shielded twisted-pair (STP) 1 25m
1000BASE-T EIA/TIA Category 5 UTP 4 100 m
1000BA SE-SX Multimode fiber (MMF) with 62.5 micron core; 1 275m
850 nm laser
MMF with 50 micron core; 850 nm laser 1 550 m
1000BASE-LX/LH MMF with 62.5 micron core; 1300 nm laser 1 550 m
Single-mode fiber (SMF) with 50 micron core; 1 550 m
1300 nm laser
SMF with 9 micron core; 1300 nm laser 1 10 km
1000BASE-ZX SMF with 9 micron core; 1550 nm laser 1 70 km
SMF with 8 micron core; 1550 nm laser 1 100 km
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The “ Gigabit over copper” solution that the 1000BASE-T media providesis based on the IEEE
802.3ab standard. M ost Gigabit Ethernet switch ports used between switches are fixed at 1000 Mbps.
However, other switch ports can support afallback to Fast or Legacy Ethernet speeds. Here, speed
can be autonegotiated between end nodes to the highest common speed—10 Mbps, 100 Mbps, or
1000 Mbps. These ports are often called “10/100/1000" ports to denote the triple speed. Here, the
autonegotiation supports the same priority scheme as Fast Ethernet, although 1000BASE-T full
duplex becomes the highest priority, followed by 1000BASE-T half duplex. Gigabit Ethernet’s port
duplex mode is always set to full duplex on Cisco switches, so duplex autonegotiation is not
possible.

Finally, Cisco has extended the concept of Fast EtherChannel to bundle several Gigabit Ethernet
links to act asa single physical connection. With Gigabit Ether Channel (GEC), two to eight full-
duplex Gigabit Ethernet connections can be aggregated, for asingle logical link of up to 16-Gbps
throughput. Port aggregation and the EtherChannel technology are described further in Chapter 8.

NOTE The Gigabit Ethernet Alliance offers further reading about Gigabit Ethernet and its
operation, migration, and standards. Refer to the web site at www.10gea.org.

10Gigabit Ethernet
Ethernet scales by orders of magnitude, beginning with 10 Mbps, progressing to 100, and then to
1000 Mbps. To meet the demand for aggregating many Gigabit Ethernet links over asingle connection,
10Gigabit Ethernet was devel oped. Again, the Layer 2 characteristics of Ethernet have been pre-
served; the familiar 802.3 frame format and size, as well asthe MAC protocol, remain unchanged.

10Gigabit Ethernet, also known as 10GbE, and the |EEE 802.3ae standard, differs from its prede-

cessorsonly at thephysical layer (PHY). Basically, 10Gigabit Ethernet operates only over fiber-optic
media, and only at full duplex. The standard defines several different transceivers that can be used
as Physical Media Dependent (PMD) fiber-optic interfaces. These are classified into the following:

m LAN PHY—Interconnects switches in a campus network, predominantly in the core layer

m  WAN PHY—Interfaces with existing synchronous optical network (SONET) or synchronous
digital hierarchy (SDH) networks typically found in metropolitan-area networks (MANS)

The PMD interfaces also have a common labeling scheme, much as Gigabit Ethernet does. Where
Gigabit Ethernet uses 1000BASE-X to indicate the media or Gigabit Interface Converter (GBIC)
type, 10Gigabit Ethernet uses 10GBASE-X. Table 5-5 lists the different PM Ds defined in the
standard, along with the type of fiber and distance limitations. At presstime, Cisco Catalyst switches
supported only two PMDs; these are also shown in the table. All of the PMDs can be used as either
aLAN or WAN PHY, except for the 10GBASE-L X4, whichisonly aLAN PHY.
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Table 5-5 10Gigabit Ethernet PMD Types and Characteristics
Maximum Catalyst

PMD type' Fiber Media Distance Switch
10GBASE-SR/SW MMF: 50 micron 66 m N/A
(850 nm serial)

MMF: 50 micron (2GHz * km 300m

modal bandwidth)

MMF: 62.5 micron 33m
10GBASE-LR/LW SMF: 9 micron 10 km Catalyst 6500
(1310 nm serial)
10GBASE-ER/EW SMF: 9 micron 40 km Catalyst 6500
(1550 nm serial)
10GBASE-LX4/LW4 MMF: 50 micron 300m N/A
(1310 nm WWDM)

MMEF: 62.5 micron 300m

SMF: 9 micron 10 km

1 Transceiver types are denoted by a two-letter suffix. The first letter specifies the wavelength used: S=short, L=long,
E=extralong wavelength. The second letter specifies the PHY type: R=LAN PHY, W=WAN PHY. In the case of LX4
and LW4, L refersto along wavelength, X and W refer to the coding used, and 4 refers to the number of wavelengths
transmitted. “WWDM” is wide wavelength division multiplexing.

Metro Ethernet
If an enterprise exists in several geographic locations, high-speed WAN connections are often
desired between the locations. To accomplish this, Ethernet frames can a so be transported over
several different types of connections. Service providers can offer this type of transport, called

Metro Ethernet, to many customers over an existing WAN or MAN infrastructure.

Metro Ethernet can offer these types of connectivity to an end customer:

Transparent LAN Service (TLS)—AIl of acustomer’s connected sites appear asasingle
common VLAN (broadcast domain). Implementation is very simple, although the service
provider is limited to 4096 customer VLANSs total.

Directed VLAN Service (DV S)—A customer’sVLANS can be connected wherever they exist,
rather than everywhere. This allows one VLAN to be connected between two sites while
another VLAN connects to two other sites, and so on. A customer is allowed to have multiple
VLANSs transported by the service provider network. TheVLAN ID isused in the service
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provider (SP) core to switch frames to the destination. |mplementation is more complicated,
requiring knowledge of the customer’'sVLAN topology and the existence of the Per-VLAN
Spanning Tree Protocol (PV ST+) to prevent bridging loops.

The following service provider infrastructures can transport Ethernet frames:

m  Metro Ethernet over SONET—SONET iswidely used in ring topol ogies between cities or
within cities. SONET hasinherent fault tolerance and rich management and alarm capabilities.
Customers receive fixed bandwidth access to the ring in large increments.

m Metro Ethernet over Dense Wave Division Multiplexing (DWDM )—A single fiber
connection transports many different Gigabit Ethernet datastreams by placing each within a
different wavelength (represented by the Greek letter lambda A) of light. Each lambdais
completely independent, and each has complete dedicated bandwidth.

m Metro Ethernet over Coarse Wave Division Multiplexing (CWDM )—Similar to DWDM,
with fewer lambdas (8) supported on afiber connection over a shorter distance. CWDM is
available directly on Catalyst switch GBIC modules.

Connecting Switch Block Devices

Switch deployment in anetwork involvestwo steps: physical connectivity and switch configuration.
This section describes the connections and cabling requirementsfor devicesin aswitch block. Cable
connections must be made to a switch's console port to make initial configurations. Physical con-
nectivity between switches and end users involves cabling for the various types of LAN ports.

Console Port Cables/Connectors
A terminal emulation program on a PC is usually required to interface with the console port on a
switch. Various types of console cables and console connectors are associated with each Cisco
switch family.

All Catalyst switch families use an RJ-45-to-RJ-45 rollover cable to make the console connection
between a PC (or terminal or modem) and the console port. A rollover cable is made so that pin 1
on one RJ45 connector goesto pin 8 on the other RJ-45 connector, pin 2 goesto pin 7, and so forth.
In other words, the cable remains flat while the two RJ-45 connectors point in opposite directions.

To connect the PC end, the rollover cable plugsinto an RJ-45 to DB-9 or DB-25 “terminal” adapter
(or aDB-25 “modem” adapter for amodem connection). At the switch end, therollover cable plugs
directly into the console port’'s RJ-45 jack.
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After the console port is cabled to the PC, terminal, or modem, aterminal emulation program can
be started or a user connection can be made. The console ports on all switch families require an
asynchronous serial connection at 9600 baud, 8 data bits, no parity, 1 stop bit, and no flow control.

Ethernet Port Cables and Connectors
Catalyst switches support a variety of network connections, including al forms of Ethernet. In
addition, Catalyst switches support severa types of cabling, including UTP and optical fiber.

Fast Ethernet (LOOBA SE-FX) ports use two-strand multimode fiber (MMF) with MT-RJor SC
connectors to provide connectivity. The MT-RJ connectors are small and modular, each containing
apair of fiber-optic strands. The connector snaps into position, but you must press a tab to remove
it. The SC connectors on the fiber cables are square in shape. These connectors snap in and out of
the switch port connector as the connector is pushed in or pulled out. One fiber strand isused as a
transmit path and the other asareceive path. The transmit fiber on one switch device should connect
to the receive fiber on the other end.

All Catalyst switch families support 10/100 autosensing (using Fast Ethernet autonegotiation)

and Gigabit Ethernet. Switched 10/100 ports use RJ-45 connectors on Category 5 UTP cabling to

complete the connections. These ports can connect to other 10BASE-T, 100BASE-TX, or 10/100

autosensing devices. UTP cabling isarranged so that RJ-45 pins 1,2 and 3,6 form two twisted pairs.
These pairs connect straight through to the far end.

To connect two 10/100 switch ports back-to-back, asin an accesslayer to distribution layer link, you
must use a Category 5 UTP crossover cable. In this case, R}45 pins 1,2 and 3,6 are still twisted
pairs, but 1,2 on one end connectsto 3,6 on the other end, and 3,6 on one end connectsto 1,2 on the
other end.

NOTE Because UTP Ethernet connections use only pairs 1,2 and 3,6, some cable plant installers
connect only these pairs and leave the remaining two pair positions empty. Although this move
provides Ethernet connectivity, it is not good practice for future needs. Instead, all four RJ-45
connector pairs should be connected end-to-end. For example, afull four-pair UTP cable plant
can be used for either Ethernet or Token Ring connectivity, without rewiring. (Token Ring UTP
connections use pairs 3,6 and 4,5.) Also, to be compatible with the new | EEE 802.3ab standard
for Gigabit Ethernet over copper (1000BASE-T), all four pairs must be used end-to-end.

Gigabit Ethernet Port Cables and Connectors
Gigabhit Ethernet connections take a different approach by providing modular connectivity options.
Catalyst switches with Gigabit Ethernet ports have standardized rectangular openings that accept
GBI Cs. The GBIC modules provide the media personality for the port so that various cable media
can connect. In thisway, the switch chassisis completely modular and requires no major change to
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accept anew mediatype. Instead, the appropriate GBIC module is hot-swappable and is plugged
into the switch to support the new media. GBICs are available for the following Gigabit Ethernet
media:

m  1000BASE-SX GBI C—Short wavelength connectivity using SC fiber connectors and MMF
for distances up to 550 meters (1804 feet).

m  1000BASE-L X/LH GBI C—Long wavel ength/long haul connectivity using SC fiber connectors
and either MMF or single-mode fiber (SMF); MMF can be used for distances up to 550 meters
(1804 feet), and SMF can be used for distances up to 10 km (32,810 feet). MMF requires a
special mode-conditioning cable for fiber distances less than 100 m (328 feet) or greater than
300 m (984 feet). This keeps the GBIC from overdriving the far-end receiver on a short cable
and lessens the effect of differential mode delay on along cable.

m 1000BASE-ZX GBIC—Extended distance connectivity using SC fiber connectors and SMF;
works for distances up to 70 km, and even to 100 km when used with premium grade SMF.

m GigaStack GBIC—Uses aproprietary connector with a high-data-rate copper cable with
enhanced signal integrity and electromagnetic interference (EMI) performance; provides a
GBI C-to-GBIC connection between stacking Catalyst switches or between any two Gigabit
switch ports over ashort distance. The connectionisfull duplex if only one of the two stacking
connectorsisused; if both connectors are used, they each become half duplex over ashared bus.

m  1000BASE-T GBIC—Sports an RJ-45 connector for 4-pair UTP cabling; worksfor distances
up to 100 m (328 feet).

NOTE You must use afour-pair Category 5 UTP crossover cable to connect two 1000BASE-T
switch ports back-to-back. In this case, R}45 pins 1,2, 3,6, 4,5 and 7,8 are still twisted pairs on
one end, connecting to pins 3,6, 1,2, 7,8, and 4,5 respectively on the other end.

CAUTION The fiber-based GBI Cs always have the receive fiber on the left SC connector and the
transmit fiber on the right SC connector, as you face the connectors. These GBICs could produce
invisible laser radiation from the transmit SC connector. Therefore, always keep unused SC
connectors covered with the rubber plugs, and don’t ever look directly into the SC connectors.

Figure 5-2 illustrates three GBIC modules.
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Figure 5-2 Gigabit Interface Converters
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Switch Port Configuration

You can configure the individual ports on aswitch with variousinformation and settings, as detailed
in the following sections.

Selecting Ports to Configure
Before you can modify port settings, you must select one or more switch ports. Catalyst switches
running the Catalyst operating system (CatOS) refer to these as ports, whereas switches running
the Cisco |0S Software refer to them asinterfaces. The BCM SN exam is based on |0S-based
switches only.

To select asingle switch port, enter the following command in global configuration mode:

Switch(config)# interface module/number

The port isidentified by the physical module or “blade” where it is located, along with the port
number within the module. Some switches, such asthe Catalyst 2950 and 3550, don’'t have multiple
modules. For those models, ports have a module number of O (zero).

To select multiple ports for acommon configuration setting, enter them as alist separated by
commas with spaces. You must also identify the type of switch port (that is, fastethernet,
gigabitethernet, tengigabitethernet, or vlan). Use this command in global configuration mode:

Switch(config)# interface range type module/number [, type module/number ...]

You can also select arange of ports, from a beginning interface to an ending interface. Enter the
interface type and module, followed by the beginning and ending port number separated by adash
with spaces. Use this command in global configuration mode:

Switch(config)# interface range type module/first-number - last-number



124 Chapter 5: Switch Port Configuration

Lastly, you might sometimes need to make configuration changes to several groups or ranges of
ports. You can define amacro that containsalist of interfaces or ranges of interfaces. Then, you can
invoke the interface range macro just prior to configuring the port settings. This applies the port
settings to each interface that isidentified by the macro. Define the macro to contain alist or range
of ports (extend these commands with as many ports or ranges of ports as needed):

Switch(config)# define interface-range macro-name type module/number [, type module/
number ...]

-OR-

Switch(config)# define interface-range macro-name type module/first-number - last-
number

Then, invoke the macro called macro-name just as you would with aregular interface:

Switch(config)# interface range macro macro-name

Identifying Ports
You can add atext description to aswitch port’s configuration to help identify it. Thisdescriptionis
meant asacomment field only, asarecord of port use or other uniqueinformation. The port description
isincluded when displaying the switch configuration.

To assign a comment or description to a port, enter the following command in interface
configuration mode;

Switch(config-if)# description description-string

The description string can have embedded spaces between words, if needed. To remove a
description, use the no description interface configuration command.

Port Speed
You can assign a specific speed to switch ports through switch configuration commands. Fast
Ethernet 10/100 ports can be set to speeds of 10, 100, and Auto (the default) for autonegotiate mode.
Gigabit Ethernet GBIC ports are always set to a speed of 1000, while 1000BASE-T ports can be set
to speeds of 10, 100, 1000, and Auto (the default).

NOTE |f a10/100 or a 10/100/1000 port is assigned a speed of auto, both its speed and duplex
mode will be negotiated.

To specify the port speed on a particular Ethernet port, use the following interface configuration
command:

Switch(config-if)# speed {10 | 100 | 1000 | auto}
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Port Mode
You can al so assign a specific link mode to Ethernet-based switch ports. Therefore, the port operates
in half-duplex, full-duplex, or autonegotiated mode. Autonegotiation is alowed only on UTP Fast
Ethernet and Gigabit Ethernet ports. In this mode, the port will participate in a negotiation by
attempting full-duplex operation first, and then half-duplex if full duplex is not successful. The
autonegotiation process repeats whenever the link status changes. Be sure to set both ends of alink
to the same speed and duplex settings to eliminate any chance that the two endswill be mismatched.

NOTE A 10-Mbps Ethernet link (fixed speed) defaultsto half duplex, whereas a 100-M bps Fast
Ethernet (dual speed 10/100) link defaultsto full duplex. Multispeed links default to autonegotiate
the duplex mode.

To set the link mode on aswitch port, enter the following command in interface configuration mode:

Switch(config-if)# duplex {auto | full | half}

Managing Error Conditions on a Switch Port
Traditionally, a network management application was used to detect a serious error condition on a
switch port. A switch would be periodically polled and switch port error counters would be examined
to seeif an error condition had occurred. If so, an aert wasissued so that someone could take action
to correct the problem.

Catalyst switches can now detect error conditions without any further help. If aserious error occurs
on aswitch port, that port can be automatically shut down until someone manually enables the port
again, or until a predetermined time has elapsed.

Detecting Error Conditions
By default, a Catalyst switch detects an error condition on every switch port for every possible
cause. If an error condition is detected, the switch port is put into the errdisable state and disabled.
You can tune this behavior so that only certain causestrigger aport being disabled. Use the following
command in global configuration mode:

Switch(config)# errdisable detect cause [all | cause-name]

One of the following causes triggers the errdisabl e state (note that the command can be repeated to
give more than one cause):

m all—Detects every possible cause

m bpduguar d—Detects when a Spanning Tree bridge protocol data unit (BPDU) is received on
aport configured for STP portfast
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m dtp-flap—Detects when trunking encapsulation is changing from one type to another

m link-flap—Detects when the port link stateis “flapping” between the up and down states

m pagp-flap—Detects when an EtherChannel bundle's ports no longer have consistent
configurations

m rootguar d—Detects when an STP BPDU is received from the root bridge on an unexpected
port

m udld—Detectswhen alink is seen to be unidirectional (data passing in only one direction)

Automatically Recover from Error Conditions
By default, ports put into the errdisable state must be manually re-enabled. Thisis done by issuing
the shutdown command in interface configuration mode, followed by the no shutdown command.

You can decide to have a switch automatically re-enable an errdisabled port if it is more important
to keep thelink up until the problem can be resolved. To automatically re-enable an errdisabled port,
you must first specify the errdisable causes that can be re-enabled. Use this command in global
configuration mode, with a cause-name from the preceding list:

Switch(config)# errdisable recovery cause [all | cause-name]

If any errdisable causes are configured for automatic recovery, the errdisabled port stays down for
300 seconds, by default. To change the recovery timer, use the following command in global
configuration mode:

Switch(config)# errdisable recovery interval seconds

You can set the interval from 30 to 86,400 seconds (24 hours).

Enable and Use the Switch Port
If the port is not automatically enabled or activated, use the no shutdown interface configuration
command. To view a port’s current speed and duplex state, use the show inter face command.

Troubleshooting Port Connectivity
Suppose you are experiencing problems with a switch port. How would you troubleshoot it? The
following sections cover afew common troubl eshooting techniques.



Switch Port Configuration 127

Looking for the Port State
Use the show interface EXEC command to see complete information about the switch port. The
port’s current state is given in the first line of output, asin Example 5-1.

Example 5-1 Determining Port Sate Information

sbrn-437-c1# show interface fastethernet 0/1
FastEthernet@/1 is up, line protocol is up
Hardware is Fast Ethernet, address is 0009.b7ee.9801 (bia 0009.b7ee.9801)
MTU 1500 bytes, BW 100000 Kbit, DLY 100 usec,
reliability 255/255, txload 1/255, rxload 1/255

Thefirst up tellsthe state of the port’s physical or datalink layer. If thisis shown asdown, thelink
is physically disconnected, or alink cannot be detected. The second state, given asline protocol is
up, showsthe Layer 2 status. If the state is given as errdisable, the switch has detected a serious
error condition and automatically disabled the port.

To quickly see alist of states for all switch ports, use the show interface status EXEC command.
Likewise, you can see alist of al portsin the errdisable state (as well as the cause) by using the
show interface status err-disabled EXEC command.

Looking for Speed and/or Duplex Mismatches
If auser notices slow response time or |ow throughput on a10/100 or 10/100/1000 switch port, the
problem could be due to a mismatch of the port speed or duplex mode between the switch and the
host. Thisis particularly common when one end of the link is set to autonegotiate the link settings,
and the other end is not.

Use the show interface command for a specific interface and look for any error countsthat are
greater than 0. For example, in the following output in Example 5-2, the switch port is set to
autonegotiate the speed and duplex mode. It has decided on 100 Mbps at half duplex. Notice that
there are alarge number of runts (packets that were truncated before they were fully received) and
input errors. These are symptoms that a setting mismatch exists between the two ends of the link.

Because this port is autonegotiating the link speed, it must have detected an electrical signal that
indicated 100 Mbps in common with the host. However, the host was most likely configured for
100 Mbps at full duplex (not autonegotiating). The switch was unable to exchange duplex informa-
tion, so it fell back to its default of half duplex. Again, always make sure both ends of a connection
are set to the same speed and duplex.
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Example 5-2 Determining Link Speed and Duplex Mode

switch# show interface fastethernet 0/13
FastEthernet@/13 is up, line protocol is up

Hardware is Fast Ethernet, address is 00d0.589c.3e8d (bia 00d0.589c.3e8d)

MTU 1500 bytes, BW 10000 Kbit, DLY 1000 usec,

reliability 255/255, txload 2/255, rxload 1/255

Encapsulation ARPA, loopback not set

Keepalive not set
Auto-duplex (Half), Auto Speed (100), 100BASETX/FX ARP type: ARPA, ARP

Timeout 04:00:00

Last input never, output 00:00:01, output hang never

Last clearing of "show interface" counters never

Queueing strategy: fifo

Output queue 0/40, 0 drops; input queue 0/75, @ drops

5 minute input rate @ bits/sec, @ packets/sec

5 minute output rate 81000 bits/sec, 49 packets/sec

500867 packets input, 89215950 bytes
Received 12912 broadcasts, 374879 runts, 0 giants, 0@ throttles
374879 input errors, @ CRC, @ frame, @ overrun, @ ignored
0 watchdog, @ multicast
0 input packets with dribble condition detected
89672388 packets output, 2205443729 bytes, 0 underruns
0 output errors, 0 collisions, 3 interface resets
0 babbles, @ late collision, @ deferred
0 lost carrier, 0 no carrier

0 output buffer failures, @ output buffers swapped out
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Foundation Summary

Table 5-6

Table 5-7

The Foundation Summary is a collection of tablesthat provides a convenient review of many key
conceptsin this chapter. If you are already comfortable with the topicsin this chapter, this summary
might help you recall afew details. If you just read this chapter, this review should help solidify
some key facts. If you are doing your final prep before the exam, the following tables are a
convenient way to review the day before the exam.

Ethernet Standards
Ethernet Type Media Name Standard Name
10 Mbps Ethernet 10BASE-X IEEE 802.3
Cisco Long Reach Ethernet n/a n/a (Cisco proprietary)
Fast Ethernet 100BASE-X IEEE 802.3u
Gigabit Ethernet 1000BASE-X |EEE 802.3z (fiber)
|EEE 802.3ab (UTP)
10Gigabit Ethernet 10GBASE-X |EEE 802.3ae
Ethernet Cabling Specifications
Technology Wiring Type Pairs Cable Length
10BASE-T EIA/TIA Category 5 UTP 2 100 m
LRE Category 1, 2, 3UTP 1 5000 feet (5 Mbps), 4000
feet (10 Mbps), 3000 feet
(15 Mbps)
100BASE-TX EIA/TIA Category 5 UTP 2 100 m
100BASE-T2 EIA/TIA Category 3,45 UTP 2 100 m
100BASE-T4 EIA/TIA Category 3,45 UTP 4 100 m
100BASE-FX Multimode fiber (MMF); 62.5 | 1 400 m half duplex or
micron core, 125 micron outer
cladding (62.5/125) 2000 m full duplex
Single-mode fiber (SMF) 1 10 km

continues
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Table 5-7

Ethernet Cabling Specifications (Continued)
Technology Wiring Type Pairs Cable Length
1000BASE-CX Shielded twisted-pair (STP) 1 25m
1000BASE-T EIA/TIA Category 5 UTP 4 100 m
1000BA SE-SX MMF with 62.5 micron core; 1 275m
850 nm laser
MMF with 50 micron core; 1 550 m
850 nm laser
1000BASE-LX/LH MMF with 62.5 micron core; 1 550 m
1300 nm laser
SMF with 50 micron core; 1 550 m
1300 nm laser
SMF with 9 micron core; 1300 | 1 10 km
nm laser
1000BASE-ZX SMF with 9 micron core; 1550 | 1 70 km
nm laser
SMF with 8 micron core; 1550 | 1 100 km
nm laser
10GBASE-SR/SW MMF: 50 micron 1 66 m
(850 nm serial) MMF: 62.5 micron 1 33m
10GBASE-LR/LW SMF: 9 micron 1 10 km
(1310 nm serial)
10GBASE-ER/EW SMF: 9 micron 1 40 km
(1550 nm serial)
10GBASE-LX4 MMF: 50 micron 1 300 m
(1310 nm WWDM) MMF: 62.5 micron 1 300m
SMF: 9 micron 1 10 km
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Metro Ethernet Review
Name Attributes
Metro Services Transparent LAN Service (TLS) | Each customer connected by one VLAN
Directed VLAN Service (DVS) Each customer can have multiple VLANS;
switching by VLAN ID
Metro Transport | Metro Ethernet over SONET Widely deployed ring topologies; fault tolerant
Metro Ethernet over DWDM Many Gigabit Ethernet datastreams transported
over many lambdas
Metro Ethernet over CWDM Only eight lambdas supported over a short
distance
Switch Port Configuration Commands
Task Command Syntax

Select a port

inter face module/number

Select multiple ports

inter face range type modul e/number [, type module/number ...]
-OR-

interface range type modul effirst-number — last-number

Define an interface macro

defineinter face-range macro-name type module/number [, type
module/number ...]

-OR-

defineinterface-r ange macro-name type modul e/fir st-number —
last-number

interface range macro macro-name

Identify port

description description-string

Set port speed

speed {10 | 100 | 1000 | auto}

Set port mode

duplex {auto | full | half}
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Table 5-9 Switch Port Configuration Commands (Continued)

Task Command Syntax

Detect port error conditions errdisable detect cause[all | cause-name]

Automatically recover from errdisable | errdisablerecovery cause[all | cause-name]

errdisablerecovery interval seconds

Manually recover from errdisable shutdown

no shutdown
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answer. Rather than allowing you to derive the
answersfrom clues hidden inside the question themsel ves, the questions challenge your understand-
ing and recall of the subject. Hopefully, these questionswill help limit the number of exam questions
on which you narrow your choices to two options and then guess.

You can find the answers to these questionsin Appendix A.

1. Put the following Ethernet standards in order of increasing bandwidth:
a. 802.3z
b. 802.3ae
c. 8023
d. 802.3u

2.  What benefits does switched Ethernet have over shared Ethernet?

3. When a10/100 Ethernet link is autonegotiating, which will be chosen if both stations can
support the same capabilities—10BASE-T full duplex, 100BASE-TX half duplex, or
100BASE-TX full duplex?

4. How many pairs of copper wires does a 1000BASE-T connection need?

5. A switch port is being configured as shown here. What command is needed next to set the port
to full-duplex mode?

Switch(config)# interface fastethernet 0/13
Switch(config-if)#

6. If afull-duplex Gigabit Ethernet connection offers 2 Gbps throughput, can a single host send
data at 2 Gbps?

7. Which GBIC would you use for a connection over multimode fiber (MMF)?
8. When might Long Reach Ethernet be a good candidate for a connection?

9. A Category 5 cable having only pins 1,2 and 3,6 has been installed and used for a Fast Ethernet
link. Can this same cable be used for a migration to Gigabit Ethernet using 1000BASE-T
GBI Cs, assuming the length is less than 100 meters?
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10.

11.

12.
13.

14.

15.

16.

17.

18.

19.

20.

21.

A Catalyst 3550 switch port has been configured for 100 Mbps full-duplex mode, but alink
cannot be established. What are some commands that you could use to investigate and correct
the problem?

10Gigabit Ethernet is backward-compatible with other formsof Ethernetat Layer __ but
not at Layer

What type(s) of Ethernet are commonly used to connect geographically separate |ocations?

What form of Metro Ethernet allows several enterprise VLANS to be transported between
locations—TLS or DVS?

What one switch command will select Fast Ethernet interfaces 4/1 through 48 for a common
configuration?

What isa GBIC's purpose?

Suppose you need to apply several different common configurationsto Fast Ethernet interfaces
3/1 through 12, 3/34, 3/48, and 5/14 through 48. What commands are needed to create an
interface macro to accomplish this, and what command would apply the macro?

If aswitch port is configured with the speed 100 and duplex full commands, what will happen
if the PC connected to it is set for autonegotiated speed and duplex? Now reverse theroles (the
switch will autonegotiate, but the PC won't). What will happen?

By default, what will a switch do if one of its ports has a serious error condition, and how can
you tell when this has happened?

What port speeds can you assign to a UTP Gigabit Ethernet switch port? Consider both
1000BASE-T GBIC and native RJ-45 copper switch module ports.

What command can you use to make sure that no switch ports are automatically shut downin
an errdisable state for any reason?

Suppose you commonly find that switch ports are being shut down in errdisable due to users
making their connections go up and down too often. Thinking this might be due to odd PC
behavior, youwould liketo visit each user to troubleshoot the problem. However, thisisaminor
error and you don’t want to inconvenience the end users too much. What command(s) can you
use to have the switch automatically re-enable the ports after 10 minutes? Make sure aflapping
link will be automatically recovered in thistime frame.
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FastEthernet@/6 is up, line protocol is up

135

Look at the following show interface output. Does the high number of collisionsindicate a
problem?Why or why not?

Hardware is Fast Ethernet, address is 000a.f4d2.5506 (bia 000a.f4d2.5506)

Description: kelly-107-1d1,pc

MTU 1500 bytes, BW 10000 Kbit, DLY 1000 usec,
reliability 255/255, txload 1/255, rxload 1/255

Encapsulation ARPA, loopback not set

Keepalive set (10 sec)

Half-duplex, 10Mb/s

input flow-control is off, output flow-control is off

ARP type: ARPA, ARP Timeout 04:00:00

Last input never, output 00:00:00, output hang never

Last clearing of "show interface" counters never

Input queue: @0/75/0/0 (size/max/drops/flushes); Total output drops:

Queueing strategy: fifo
Output queue :0/40 (size/max)
5 minute input rate @ bits/sec, @ packets/sec
5 minute output rate 0 bits/sec, @ packets/sec
1321140 packets input, 227738894 bytes, @ no buffer
Received 13786 broadcasts, @ runts, @ giants, @ throttles
1 input errors, 1 CRC, @ frame, @ overrun, 0 ignored
0 watchdog, 42 multicast, @ pause input
0 input packets with dribble condition detected
87798820 packets output, 2662785561 bytes, 1316 underruns
6 output errors, 406870 collisions, 3 interface resets
0 babbles, 0 late collision, 19458 deferred
0 lost carrier, @ no carrier, 0 PAUSE output
1316 output buffer failures, @ output buffers swapped out

0



This chapter covers the
following topics that you
need to master for the CCNP
BCMISN exam:

m Virtual LANs—This section reviews
VLANS, VLAN membership, and VLAN
configuration on a Catalyst switch.

m VLAN Trunks—This section covers
transporting multiple VLANS over single
linksand VLAN trunking with Ethernet.

m VLAN Trunk Configuration—This section
outlines the Catalyst switch commands that
configure VLAN trunks.

m Service Provider Tunneling—This section
covers |[EEE 802.1Q (Q-in-Q) and Layer 2
Protocol tunnels for transporting customer
trunks across a service provider network.

m Ethernet over MPLS Tunneling—This
section discusses tunneling Ethernet frames
across an MPLS core network

m Troubleshooting VLANsand Trunks—
This section provides commands to use when
aVLAN or trunk is not operating properly.




CHAPTER 6

VLANs and Trunks

Switched campus networks can be broken up into distinct broadcast domains or virtual LANS
(VLANS). A flat network topology, or anetwork with asingle broadcast domain, can be simple
to implement and manage. However, flat network topology is not scalable. Instead, the campus
can be divided into segments using VLANS, while Layer 3 routing protocols manage interVLAN
communication.

This chapter details the process of defining common workgroups within a group of switches. It
covers switch configuration for VLANS, along with the method of identifying and transporting
VLANS on various types of links.

“Do | Know This Already?” Quiz

Table 6-1

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide if you need to read
the entire chapter. If you already intend to read the entire chapter, you do not necessarily need
to answer these questions now.

The 12-question quiz, derived from the major sectionsin the “ Foundation Topics’ portion of the
chapter, helps you determine how to spend your limited study time.

Table 6-1 outlines the major topi cs discussed in this chapter and the“ Do | Know ThisAlready?’
quiz questions that correspond to those topics.

“Do | Know This Already?” Foundation Topics Section-to-Question Mapping
Foundation Topics Section Questions Covered in This Section
Virtual LANs 14
VLAN Trunks 5-10

VLAN Trunk Configuration

Q-in-Q Tunneling 11-12
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CAUTION The goal of self-assessment is to gauge your mastery of the topics in this chapter. If
you do not know the answer to aquestion or are only partially sure of the answer, you should mark
this question wrong. Giving yourself credit for an answer you correctly guess skews your self-
assessment results and might give you a false sense of security.

1. A VLAN iswhich of the following?

a.

Collision domain
Spanning Tree domain
Broadcast domain
VTP domain

2. Switchesprovide VLAN connectivity at which layer of the OSI model?

Layer 1
Layer 2
Layer 3
Layer 4

3. Which one of the following is needed to pass data between two PCs, each connected to a
different VLAN?

a.
b.
c.

d.

A Layer 2 switch
A Layer 3 switch
A trunk
A tunnel

4. Which switch command is used to assign a port to aVLAN?

access vlan vian-id

switchport accessvlan vian-id
vlan vian-id

set port vlan vian-id



"Do | Know This Already?” Quiz

5.  Which of the following is a standardized method of trunk encapsulation?

a. 802.1d
b. 802.1Q
c. 802.3z
d. 802.1a

6. What isthe Cisco proprietary method for trunk encapsulation?
a. CDP
b. EIGRP
c. ISL
d. DSL

7. Which of these protocols dynamically negotiates trunking parameters?
a. PAgP
b. STP
c. CDP
d. DTP

8. How many different VLANS can an 802.1Q trunk support?

a. 256

b. 1024
c. 4096
d. 32,768
e. 65536

9. Which of the following incorrectly describes a native VLAN?
a. Framesare untagged on an 802.1Q trunk.
b. Frames are untagged on an ISL trunk.
c. Frames can be interpreted by a nontrunking host.

d. Thenative VLAN can be configured for each trunking port.

139



140 Chapter 6: VLANs and Trunks

10. If two switches each support all types of trunk encapsulation on alink between them, which
one will be negotiated?

a. ISL

b. 802.1Q
c. DTP

d. VTP

11.  Which answer gives the purpose of an 802.1Q tunnel?

. Encrypting the data on an 802.1Q trunk
b. Passing an ISL trunk across an 802.1Q domain

o

c. Transporting an 802.1Q trunk across a service provider network
d. Transporting an 802.1Q trunk across an ISL domain

12.  What types of protocols cannot be tunneled by a Layer 2 Protocol Tunnel?

a. TCP
b. CDP
c. STP
d. VTP

The answersto the quiz are found in Appendix A, “Answersto Chapter ‘Do | Know ThisAlready?
Quizzes and Q& A Sections.” The suggested choices for your next step are asfollows:

m 6 or lessoverall score—Read the entire chapter. This includes the “ Foundation Topics,”
“Foundation Summary,” and “Q&A” sections.

m 7-9overall score—Begin with the “Foundation Summary” section and then follow with the
“Q&A” section at the end of the chapter.

m 10 or moreoverall score—If you want more review on these topics, skip to the “Foundation
Summary” section and then go tothe“ Q& A” section at the end of the chapter. Otherwise, move
onto Chapter 7, “VLAN Trunking Protocol (VTP).”
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Foundation Topics

Virtual LANs

Consider anetwork design that consists of Layer 2 devicesonly. For example, thisdesign could be a
single Ethernet segment, an Ethernet switch with many ports, or anetwork with several interconnected
Ethernet switches. A full Layer 2-only switched network isreferred to as aflat network topology. A
flat network is a single broadcast domain, such that every connected device sees every broadcast
packet that is transmitted. As the number of stations on the network increases, so does the number
of broadcasts.

Due to the Layer 2 foundation, flat networks cannot contain redundant paths for |oad-balancing or
fault tolerance. The reason for thisis explained in Chapters 9 through 12. To gain any advantage
from additional paths to a destination, Layer 3 routing functions must be introduced.

A switched environment offers the technology to overcome flat network limitations. Switched
networks can be subdivided into VLANS. By definition, aVLAN isasingle broadcast domain. All
devices connected to the VL AN receive broadcasts from other VLAN members. However, devices
connected to adifferent VLAN will not receive those same broadcasts. (Naturally, VLAN members
also receive unicast packets directed toward them from other VLAN members.)

A VLAN consists of defined members communicating as alogical network segment. In contrast, a
physical segment consists of devices that must be connected to aphysical cable segment. A VLAN
can have connected members located anywhere in the campus network, aslong asVLAN connec-
tivity isprovided between all members. Layer 2 switches are configured with aVLAN mapping and
provide the logical connectivity between the VLAN members.

Figure 6-1 shows how aVLAN can provide logical connectivity between switch ports. Two
workstations on the left Catalyst switch are assigned to VLAN 1, while athird workstation is
assigned to VLAN 100. In this example, no communication can occur between VLAN 1 and
VLAN 100. Both ends of the link between the Catalysts are assigned to VLAN 1. One workstation
ontheright Catalystisalso assigned toVLAN 1. Because thereis end-to-end connectivity of VLAN 1,
any of the workstations on VLAN 1 can communicate asif they were connected to a physical
network segment.
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Figure 6-1 VLAN Functionality

VLAN 1
connectivity

VLAN 200

VLAN 100

VLAN Membership
When aVLAN is provided at an access layer switch, an end user must have some meansto gain
membership to it. Two membership methods exist on Cisco Catalyst switches:

m StaticVLAN Configuration
m  Dynamic VLAN Assignment

Static VLANs
Static VLANSs offer port-based membership, where switch ports are assigned to specific VLANS.
End user devices become membersin aVLAN based on the physical switch port to which they are
connected. No handshaking or unique VLAN membership protocol is needed for the end devices,
they automatically assumeVLAN connectivity when they connect to a port. Normally, the end
deviceis not even aware that the VLAN exists. The switch port and itsVLAN are simply viewed
and used as any other network segment, with other “locally attached” members on the wire.

Switch ports are assigned to VLANs by the manual intervention of the network administrator, hence
the static nature. Each port receivesaPort VLAN ID (PVID) that associatesit with aVLAN number.
The ports on a single switch can be assigned and grouped into many VLANSs. Even though two
devices are connected to the same switch, traffic will not pass between them if they are connected
toportson different VLANS. To perform thisfunction, you could use either aL ayer 3 deviceto route
packets or an external Layer 2 device to bridge packets between the two VLANS.
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The static port-to-VLAN membership is normally handled in hardware with application-specific
integrated circuits (ASICs) in the switch. This membership provides good performance because all
port mappings are done at the hardware level with no complex table lookups needed.

Configuring Static VLANs

This section describes the switch commands needed to configure static VLANS. By defaullt, all
switch ports are assigned to VLAN 1, are set to beaVLAN type of Ethernet, and have a maximum
transmission unit (MTU) size of 1500 bytes.

First, the VLAN must be created on the switch, if it does not already exist. Then, the VLAN must
be assigned to specific switch ports.

To configure static VLANS, you can first define the VLAN with the following command in global
configuration mode:

Switch(config)# vlan vlan-num
Switch(config-vlan)# name vlan-name

TheVLAN iscreated and stored in a database, along with its number and a descriptive name. The
VLAN database is automatically stored in a special vian.dat file in Flash memory, separate from
the switch configuration.

Next, you should assign one or more switch ports to the VLAN. Use the following configuration
commands:

Switch(config)# interface type module/number
Switch(config-if)# switchport mode access
Switch(config-if)# switchport access vlan vlan-num

The switchport accessvlian command configuresthe port for static VLAN membership, according
totheVLAN number given by vian-num (1 to 1005). The range of VLAN numbers can be 1 to 4094
if the switch is configured in VTP transparent mode. To verify VLAN configuration, use the show
vlan command to output alist of all VLANsdefined in the switch, in addition to the ports assigned
to each VLAN. Example 6-1 shows some sample output from the show vlan command.

Example 6-1 Verifying VLAN Configuration with show vlan Command

Switch# show vlan

VLAN Name Status Ports
1 default active Git/1, Gi1/2, Gi3/20, Gi4/20
2 Engineering active Gi4/2, Gi4/3, Gi4/4, Gi4/5

Gi4/6, Gi4/7, Gi4/8, Gi4/9
Gi4/10, Gi4/11, Gi4/12

continues
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Example 6-1 Verifying VLAN Configuration with show vlan Command (Continued)

101 Marketing active Gi2/5, Gi2/6, Gi2/7, Gi2/8
Gi2/9, Gi2/10, Gi2/11, Gi2/12
Gi2/13, Gi2/14, Gi2/15, Gi2/16
Gi2/17, Gi2/18

Dynamic VLANs
Dynamic VLANS provide membership based on the MAC address of an end user device. When a
deviceis connected to aswitch port, the switch must, in effect, query adatabase to establishVLAN
membership. A network administrator must assign the user’'s MAC addressto aVLAN in the
database of aVLAN Membership Policy Server (VMPS).

With Cisco switches, dynamic VLANS are created and managed using network management tools
such as CiscoWorks 2000. Dynamic VLANs alow agreat dea of flexibility and mobility for end
users but require more administrative overhead.

NOTE DynamicVLANS are not covered in thistext or in the BCM SN course or exam
(at presstime). For more information, refer to “Configuring VMPS’ at
www.cisco.com/univercd/cc/td/doc/product/lan/c3550/12112ceal 3550scg/swvl an.htm#xtoci d35.

Deploying VLANSs
To implement VLANS, you must consider the number of VLANS you need and how best to place
them. Asusual, the number of VLANs will be dependent on traffic patterns, application types,
segmenting common workgroups, and network management requirements.

An important factor to consider is the relationship between VLANSs and the | P addressing schemes
used. Cisco recommends a one-to-one correspondence between VLANSs and | P subnets. This
recommendation means that if a subnet with a 24-bit mask is used for aVLAN, no more than

254 devices should beintheVLAN. In addition, VLANSs not extending beyond the Layer 2 domain
of the distribution switch is recommended. In other words, the VLAN should not reach across a
network’s core and into another switch block. Theideaagain isto keep broadcasts and unnecessary
traffic movement out of the core block.

VLANS can be scaled in the switch block by using two basic methods:

m End-to-end VLANs
m Loca VLANs
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End-to-End VLANSs
End-to-end VLANS, aso called campus-wide VLANS, span the entire switch fabric of a network.
They are positioned to support maximum flexibility and mobility of end devices. Usersare assigned
to VLANS regardless of physical location. As a user moves around the campus, that user’'sVLAN
membership staysthe same. Thismeansthat each VLAN must be made available at the access layer
in every switch block.

End-to-end VLANSs should group users according to common requirements. All usersinaVLAN
should have roughly the same traffic flow patterns, following the 80/20 rule. Recall that thisrule
estimates that 80 percent of user traffic stays within the local workgroup, while 20 percent is
destined for aremote resource in the campus network. Although only 20 percent of the traffic in a
VLAN is expected to cross the network core, end-to-end VLANs make it possible for all traffic
within asingle VLAN to cross the core.

Because al VLANs must be available at each access layer switch, VLAN trunking must be used to
carry al VLANS between the access and distribution layer switches.

NOTE End-to-end VLANSsare not recommended in an enterprise network, unlessthereisagood
reason. Broadcast traffic must be carried over aVLAN from one end of the network to the other.
For this reason, a broadcast storm or Layer 2 bridging |oop can also spread across the extent of a
VLAN, exhausting the bandwidth of distribution and core layer links, as well as switch CPU
resources. When such a problem occurs, troubl eshooting becomes more difficult. In other words,
the risks of end-to-end VL ANs outweigh the convenience and benefits.

Local VLANs
Because most enterprise networks have moved toward the 20/80 rule (where server and intranet/
Internet resources are centralized), end-to-end VLANS have become cumbersome and difficult to
maintain. The 20/80 rule reverses the traffic pattern of the end-to-end VLAN—only 20 percent of
traffic islocal, while 80 percent is destined to a remote resource across the core layer. End users
require accessto central resourcesoutsidetheir VLAN. Usersmust crossinto the network core more
frequently. In this type of network, VLANS are designed to contain user communities based on
geographic boundaries, with little regard to the amount of traffic leaving the VLAN.

Local or geographic VLANSs range in size from asingle switch in awiring closet to an entire
building. Arranging VLANS in this fashion enables the Layer 3 function in the campus network to
intelligently handle the interVLAN traffic loads. This scenario provides maximum availability by
using multiple paths to destinations, maximum scalability by keeping the VLAN within a switch
block, and maximum manageability.
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VLAN Trunks

At the access layer, end user devices connect to switch ports that provide simple connectivity to a
singleVLAN each. The attached devices are unaware of any VLAN structure, and simply attach to
what appears to be anormal physical network segment. Remember, sending information from an
accesslink ononeVLAN to another VLAN isnot possible without the intervention of an additional
device—either aLayer 3 router or an external Layer 2 bridge.

Note that asingle switch port can support more than one | P subnet for the devices attached to it. For
example, consider ashared Ethernet hub that is connected to asingle Ethernet switch port. One user
device on the hub might be configured for 192.168.1.1 255.255.255.0, while another is assigned
192.168.17.1 255.255.255.0. Although these subnets are discontiguous, unique, and are both
communicating on one switch port, they cannot be considered separate VLANS. The switch port
supports one VLAN, but multiple subnets can exist on that single VLAN.

A trunk link, however, can transport more than oneVLAN through asingle switch port. Trunk links
are most beneficial when switches are connected to other switches or switches are connected to
routers. A trunk link is not assigned to a specific VLAN. Instead, one, many, or all active VLANS
can be transported between switches using a single physical trunk link.

Connecting two switches with separate physical links for each VLAN is possible. The top half of
Figure 6-2 shows how two switches might be connected in this fashion.

AsVLANSs are added to a network, the number of links can quickly grow. A more efficient use of
physical interfaces and cabling involves the use of trunking. The bottom half of the figure shows
how one trunk link can replace many individual VLAN links.

Cisco supportstrunking on both Fast Ethernet and Gigabit Ethernet switch links, aswell asaggregated
Fast and Gigabit EtherChannel links. To distinguish between traffic belonging to different VLANS
on atrunk link, the switch must have a method of identifying each frame with the appropriate
VLAN. Several available identification methods are discussed in the next section.

VLAN Frame Identification
Because atrunk link can transport many VLANS, a switch must identify frames with their VLANSs
asthey are sent and received over atrunk link. Frame identification, or tagging, assigns a unique
user-defined 1D to each frame transported on atrunk link. Think of thisID astheVVLAN number or
VLAN “color,” asif each VLAN was drawn on a network diagram in a unique color.

VLAN frameidentification was devel oped for switched networks. As each frameistransmitted over
atrunk link, auniqueidentifier is placed in the frame header. As each switch along the way receives
these frames, the identifier is examined to determine to which VLAN the frames belong, and then
removed.
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Figure 6-2 Passing VLAN Traffic Using Single Links Versus Trunk Links

If frames must be transported out another trunk link, the VLAN identifier is added back into the
frame header. Otherwise, if frames are destined out an access (nontrunk) link, the switch removes
theVLAN identifier beforetransmitting the framesto the end station. Therefore, al tracesof VLAN
association are hidden from the end station.

VLAN identification can be performed using two methods, each using a different frame identifier
mechanism:

m Inter-Switch Link (ISL) protocol
m |EEE 802.1Q protocol

These methods are described in the sections that follow.
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Inter-Switch Link Protocol
Thelnter-Switch Link (ISL) protocol isaCisco proprietary method for preserving the sourceVLAN
identification of frames passing over atrunk link. ISL performs frame identification in Layer 2 by
encapsul ating each frame between aheader and trailer. Any Cisco switch or router device configured
for I1SL can process and understand the ISL VLAN information. ISL is primarily used for Ethernet
media, although Cisco has included provisionsto carry Token Ring, FDDI, and ATM frames over
Ethernet ISL. (A Frame-Typefield in the ISL header indicates the source frame type.)

When aframeisdestined out atrunk link to another switch or router, | SL adds a 26-byte header and
a4-byte trailer to the frame. The source VLAN isidentified with a 10-bit VLAN ID field in the
header. Thetrailer contains a cyclic redundancy check (CRC) value to ensure the data integrity of
the new encapsulated frame. Figure 6-3 shows how Ethernet frames are encapsul ated and forwarded
out atrunk link. Because tagging information is added at the beginning and end of each frame, ISL
is sometimes referred to as double tagging.

Figure 6-3 1S Frame Identification
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If aframeisdestined for an access link, the ISL encapsulation (both header and trailer) is not
rewritten into the frame before transmission. Thisremoval preserves | SL information only for trunk
links and devices that can understand the protocol.

TIP ThelSL method of VLAN identification or trunking encapsulation is no longer supported
across all Cisco Catalyst switch platforms. Even so, you should still be familiar with it and know
how it compares to the standards-based |EEE 802.1Q method.

IEEE 802.1Q Protocol
The |EEE 802.1Q protocol can also carry VLAN associations over trunk links. However, this
frame identification method is standardized, allowing VLAN trunks to exist and operate between
equipment from multiple vendors.

In particular, the IEEE 802.1Q standard defines an architecture for VLAN use, services provided
with VLANS, and protocols and algorithms used to provide VLAN services. You can find further
information about the 802.1Q standard at grouper.ieee.org/groups/802/1/pages/802.1Q.html.
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Like Cisco ISL, IEEE 802.1Q can be used for VLAN identification with Ethernet trunks. Instead
of encapsulating each frame with aVLAN ID header and trailer, 802.1Q embedsits tagging
information within the Layer 2 frame. This method is referred to as single-tagging or internal

tagging.

802.1Q also introduces the concept of a native VLAN on atrunk. Frames belonging to thisVLAN
are not encapsulated with any tagging information. In the event that an end station is connected to
an 802.1Q trunk link, the end station can receive and understand only the native VLAN frames. This
provides a simple way to offer full trunk encapsulation to the devices that can understand it, while
giving normal access stations some inherent connectivity over the trunk.

In an Ethernet frame, 802.1Q adds a four-byte tag just after the source address field, as shown in
Figure 6-4.

Figure 6-4 |EEE 802.1Q Frame Tagging Standard
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Thefirst two bytes are used as a Tag Protocol Identifier (TPID) and always have a value of 0x8100
to signify an 802.1Q tag. The remaining two bytes are used asaTag Control Information (TCI) field.
The TCI information contains athree-bit Priority field, which is used to implement class-of-service
(CoS) functionsin the accompanying 802.1Q/802.1p prioritization standard. One bit of the TCI is
a Canonical Format Indicator (CFl), flagging whether the MAC addresses are in Ethernet or Token
Ring format. (Thisisalso known as canonical format, aswell aslittle-endian or big-endian format.)
The last 12 bitsare used asaVLAN Identifier (VID) to indicate the source VLAN for the frame.
The VID can have values from 0 to 4095, but VLANSs 0, 1, and 4095 are reserved.

Note that both ISL and 802.1Q tagging methods have one implication: they add to the length of an
Ethernet frame. ISL adds atotal of 30 bytes to each frame, whereas 802.1Q adds 4 bytes. Because
Ethernet frames cannot exceed 1518 bytes, the additional VLAN tagging information can cause the
frameto betoo large. Framesthat barely exceed the M TU size are called baby giant frames. Switches
usually report these frames as Ethernet errors or oversize frames.
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NOTE Baby giant, or oversized, frames can exceed the frame size set in various standards. To
properly handle and forward them anyway, Catalyst switches use proprietary hardware with the
ISL encapsulation method. In the case of 802.1Q encapsulation, switches can comply with the
|EEE 802.3ac standard, which extends the maximum frame length to 1522 bytes.

Dynamic Trunking Protocol
You can manually configure trunk links on Catalyst switches for either ISL or 802.1Q mode. In
addition, Cisco has implemented a proprietary, point-to-point protocol called Dynamic Trunking
Protocol (DTP) that negotiates a common trunking mode between two switches. The negotiation
covers the encapsulation (ISL or 802.1Q) as well as whether the link becomes atrunk at all. This
allows trunk links to be used without a great deal of manual configuration or administration. The
use of DTP isexplained in the next section.

NOTE DTP negotiation should be disabled if a switch hasatrunk link connected to a router
because the router cannot participate in the DTP negotiation protocol. A trunk link can be
negotiated between two switches only if both switches belong to the same VLAN Trunking
Protocol (VTP) management domain, or if one or both switches have not defined their VTP
domain (that is, the NULL domain). VTP is discussed in Chapter 7. If the two switches are in
different VTP domains and trunking is desired between them, you must set the trunk linksto “on”
mode or “nonegotiate” mode. This setting will force thetrunk to be established. These optionsare
explained in the next section.

VLAN Trunk Configuration

By default, all switch ports are non-trunking and operate as access links until some intervention
changesthe mode. Specifically, portsactively try to becometrunksif thefar end agrees. In that case,
acommon encapsulation is chosen, favoring ISL if both support it. The sections that follow
demonstrate the commands necessary to configure VLAN trunks.

VLAN Trunk Configuration
Use the following commands to create aVLAN trunk link:

Switch(config)# interface type mod/port
Switch(config-if)# switchport trunk encapsulation {isl | dot1q | negotiate}
Switch(config-if)# switchport trunk native vlan vlan-id
Switch(config-if)# switchport trunk allowed vlan {vlan-list | all |

{add | except | remove} vlan-list}
Switch(config-if)# switchport mode {trunk | dynamic {desirable | auto}}
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You can configure the trunk encapsulation with the switchport trunk encapsulation command, as
one of the following:

m is—VLANsaretagged by encapsulating each frame using the Cisco ISL protocol.

m dotlg—VLANsaretagged in each frame using the |EEE 802.1Q standard protocol. The only
exception isthe native VLAN, which is sent normally and not tagged at all.

m negotiate (the default)—The encapsulation is negotiated to select either ISL or IEEE 802.1Q,
whichever is supported by both ends of the trunk. If both ends support both types, ISL is
favored. (The Catalyst 2950 switch does not support | SL encapsulation.)

In the case of an IEEE 802.1Q trunk, you should configure the native VLAN with the switchport
trunk native vlan command, identifying the untagged or native VLAN number asvian-id (1 to
4094). In the case of an ISL trunk, using this command has no effect because | SL doesn’t support
an untagged VLAN.

Thelast command, switchport trunk allowed vlan, defineswhich VLANS can be trunked over the
link. By default, aswitch transports all active VLANS (1 to 4094) over atrunk link. There might be
times when the trunk link should not carry al VLANSs. For example, broadcasts are forwarded to
every switch port on aVLAN—including the trunk link because it, too, isamember of the VLAN.
If the VLAN does not extend past the far end of the trunk link, propagating broadcasts across the
trunk makes no sense.

You cantailor thelist of allowed VLANSs on the trunk by using the switchport trunk allowed vlan
command with one of the following:

m Vlanlist—An explicit list of VLAN numbers, separated by commas or dashes.
m all—All active VLANS (1 to 4094) will be allowed.

m add vian-list—A list of VLAN numberswill be added to the already configured list; thisisa
shortcut to keep from typing out along list of numbers.

m  except vian-lis—All VLANs(1to 4094) will be allowed, except for theVLAN numberslisted;
thisis a shortcut to keep from typing out along list of humbers.

m removevian-list—A list of VLAN numberswill be removed from the already configured list;
thisis a shortcut to keep from typing out along list of humbers.

NOTE You can never remove VLANSs 1 or 1002 through 1005 from atrunk. These are reserved
for special uses: VLAN 1 isthe Cisco default, which carries control protocols such as CDP, VTP,
and STP. VLANSs 1002 through 1005 have historically been reserved for FDDI and Token Ring.
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In the switchport mode command, you can set the trunking mode to any of the following:

m trunk—This setting places the port in permanent trunking mode. The corresponding switch
port at the other end of the trunk should be similarly configured because negotiation is not
allowed. You should aso manually configure the encapsulation mode.

m dynamic desirable (the default)}—The port actively attempts to convert the link into trunking
mode. If the far-end switch port is configured to trunk, dynamic desirable, or dynamic auto
mode, trunking is successfully negotiated.

m dynamic auto—The port converts the link into trunking mode. If the far-end switch port is
configured to trunk or dynamic desirable, trunking is negotiated. Because of the passive
negotiation behavior, the link never becomes atrunk if both ends of the link are left to the
dynamic auto default.

NOTE Inall these modes, DTP frames are sent out every 30 seconds to keep neighboring switch
ports informed of the link’s mode. On critical trunk linksin anetwork, manually configuring the
trunking mode on both ends is best so that the link can never be negotiated to any other state.

If you decide to configure both ends of atrunk link as afixed trunk (switchport mode trunk),
you can disable DTP completely so that these frames are not exchanged. To do this, add the
switchport nonegotiate command to the interface configuration. Be aware that after DTP frames
are disabled, no future negotiation is possible until the configuration is reversed.

To view thetrunking status on aswitch port, use the show inter face type mod/port tr unk command,
as demonstrated in Example 6-2.

Example 6-2 Determining Switch Port Trunking Status

Switch# show interface gig 2/1 trunk

Port Mode Encapsulation Status Native vlan
Gi2/1 on 802.1q trunking 1

Port Vlans allowed on trunk

Gi2/1 1-4094

Port Vlans allowed and active in management domain

Gi2/1 1-2,526,539,998,1002-1005

Port Vlans in spanning tree forwarding state and not pruned
Gi2/1 1-2,526,539,998,1002-1005
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Service Provider Tunneling

An |EEE 802.1Q trunk is amethod that you can use to carry one or more VLANS acrossasingle
physical link. Trunks are commonly deployed in campus networks, where the trunk links are easily
implemented and managed in-house. Now, consider a campus network that is geographically
separated; the same Layer 2 connectivity must be obtained from a service provider.

If the service provider can offer ahigh-speed, seamlessVLAN between several |ocationswith Metro
Ethernet, for example, the campus customer can directly connect an existing switchto the provider's
VLAN link. If several customer VLANSs need to be transported, connecting asingletrunk link to the
service provider’'s network, rather than several single-VLAN links, is much more efficient.

The |EEE 802.1Q trunk concept has been extended to alow a straightforward transport of an entire
trunk across a third-party network. In fact, trunks from many different customers can be carried or
tunneled independently across a service provider’s core network using normal Layer 2 switching
equipment.

Tunneling can a so be accomplished across a service provider’s core network without 802.1Q
trunks. In this case, aMultiprotocol Label Switching (MPLS) coreisrequired, where traffic traveling
between a specific customer’s sites receives a unique MPL S tag. Thistechnique is known as
Ethernet over MPLS (EOMPLYS).

These two tunneling methods are described in the sections that follow.

IEEE 802.1Q Tunnels
At the edge of a campus network, an |EEE 802.1Q trunk port connectsto aservice provider's [EEE
802.1Q tunnel port. Every VLAN that is active on the trunk tunnels into and across the provider's
core network, to terminate at the customer’s remote location.

802.1Q tunneling is accomplished by adding a second layer of VLAN tagging to every frame on a
trunk. Recall that an 802.1Q trunk takes every frame and adds a4-byte tag, containing the EtherType
value 0x8100, CoSflags, and theVLAN ID (1to 4094) of the sourceVLAN. An802.1Q tunnel takes
this astep further by encapsulating the entire trunk into anew trunk, where asecond “outer” 4-byte
tag is added to every frame.

The net effect isthat the contents of a customer’strunk link (all VLANS) are tagged with an overall
VLAN ID that corresponds to that customer’sidentity. The double-tagged tunnel, also known as a
nested |EEE 802.1Q trunk or aQ-in-Q tunnel, can be switched within the service provider’s network
asnormal Layer 2 frames. The customer VLAN |D switches the tunneled framesto the appropriate
remote tunnel endpoint.



154 Chapter 6: VLANs and Trunks

The Layer 3 source and destination addresses in the original frames become inaccessible in the
tunnel because of the double-layer encapsulation. The Layer 3 addresses are buried within the
802.1Q encapsulations and cannot be examined after frames are tunneled. Keep thisin mind when
other featuresthat need Layer 3 information arein use. Examples of thisinclude accesslists, Layer 3
QoS, and EtherChannels, which can distribute frames according to Layer 3 source and destination
addresses.

Figure 6-5 showsthe basi ¢ connections between two locations of acampus customer and the service
provider’s network. Each customer site edge must present an 802.1Q trunk to the service provider.
These trunks contain every VLAN that must be transported between sites. The provider mates an
802.1Q tunnel port to each trunk so that the entire trunk can be tunneled from end to end.

Figure 6-5 |EEE 802.1Q Tunnel Concept
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Thelower portion of Figure 6-5 shows how aframeismodified asit moves a ong from one customer
site to another, across the service provider network. A PC on the left transmits the frame with no
tagging at all. The customer edge switch carries the frame over an 802.1Q trunk, where the frame
has been tagged with itsoriginal sourceVLAN, VLAN A. At the service provider edge, the 802.1Q
tunnel port encapsulates all the customer’strunked VLANSs into anew 802.1Q trunk. Thistime, all
frames receive a second tag that indicatesaVLAN ID representing “ Customer X.”

Within the service provider core network, every customer has its frames uniquely identified by the
respective tunnels. Now that individual customers are known by unique VLAN numbers, all
tunneled data can be transported across the core over regular 802.1Q trunk links. The customer
VLAN number unencapsulates the tunnel at the remote end, where the second layer of tagging
information is removed. At the remote customer site, the tunnel port connectsto an 802.1Q trunk
port, where only the original VLAN ID tags remain.
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NOTE Becausean 802.1Q tunnel increasesthe size of each frame by 4 bytes, you should consider
the MTU across the length of the tunnel path. By default, Ethernet frames have an MTU of
1500 bytes. You can increase the MTU to 2000 bytes (Gigabit Ethernet) or 1546 bytes (Fast
Ethernet) by using the system mtu global configuration command.

Configuring a 802.1Q Tunnel
Use the following commands on the service provider edge switches that touch a customer’s
networks to configure an 802.1Q tunnel:

Switch(config)# interface type mod/num
Switch(config-if)# switchport access vlan vlan-id
Switch(config-if)# switchport mode dotiqtunnel
Switch(config-if)# exit

Switch(config)# vlan dotiq tag native

The switchport accessvlan command must first identify theVLAN ID for the customer connected
to the physical interface. Because the interface will become an 802.1Q tunnel (built around atrunk),
it might seem like the accessVLAN has no purpose. However, this command works in conjunction
with the 802.1Q tunnel mode so that the customer ID is picked up from the access VL AN definition.

The switchport mode dot1qtunnel command then puts the switch port into the tunnel mode. It is
important to keep all tunneled traffic uniform with two layers of 802.1Q tags. When an 802.1Q trunk
native VLAN (no tags) enters atunnel, those frames receive only one tag layer—that of the tunnel
itself. Thisway, the native VLAN can be sent to a nontunnel port within the service provider
network because it looks like a normal 802.1Q trunk with one layer of tagging.

Usethevlan dot1q tag native global configuration command to force the provider’s edge switch to
require tags on al native VLAN frames on 802.1Q trunks. Untagged ingress frames on customer
trunks will be dropped, but native VLAN frames initiated inside the service provider network will
be automatically tagged. This command must be used on all service provider switches so that the
native VLAN isinterpreted consistently.

Layer 2 Protocol Tunnels
User dataframes sent over theVLANSsin an 802.1Q trunk can be directly encapsulated in an 802.1Q
tunnel. However, frames that contain switch-related data cannot be correctly handled in atunnel.
For example, switches use several protocols to communicate with each other for management or
control purposes, including the Spanning Tree Protocol (STP), VLAN Trunking Protocol (VTP),
and Cisco Discovery Protocol (CDP). These frames are known as Layer 2 control protocol data
units (PDUs).
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If an edge switch receives such aframe on its 802.1Q tunnel port, should it blindly encapsulate the
frame into the tunnel, or should it try to process the frame itself as an important control message
from another neighboring switch?

Control protocol PDUs (STP, VTP, CDP) are normally sent over VLAN 1 on atrunk. When these
protocols are received at a service provider's 802.1Q tunnel port, they are interpreted by the edge
switch rather than being tunneled. STP and VTP are dropped (not accepted) because they don't
directly apply to the service provider’sinternal network. The CDP frames, however, are interpreted
because the edge switch thinks it should learn of its connected neighbors.

The net result is that none of these protocols are forwarded on across the tunnel, as the customer
expects. To remedy this, aLayer 2 Protocol Tunnel can be used at the service provider edge that
performs Generic Bridge PDU Tunneling (GBPT). Here, the edge switch receivesthese framesfrom
the customer’s 802.1Q trunk and rewrites them to have a GBPT destination MAC address of
0100.0ccd.cdd0 (a Cisco proprietary multicast address). The encapsul ated frames are then sent into
the 802.1Q tunnel, asif they came from the native VLAN on the customer’s trunk.

Other switches in the provider’s network recognize the GBPT destination address and unencapsu-
late the control PDUs. GBPT can be performed on the control protocols selectively, so only the
desirable protocols are tunneled.

Configuring Layer 2 Protocol Tunneling
To configure Layer 2 Protocol tunneling, use the following commands:

Switch(config)# interface type mod/port

Switch(config-if)# 12protocol-tunnel [cdp | stp | vip]

Switch(config-if)# 12protocol-tunnel drop-threshold pps [cdp | stp | vtp]
Switch(config-if)# 12protocol-tunnel shutdown-threshold pps [cdp | stp | vip]

This feature must be configured on every service provider edge switch so that the control protocols
can be encapsulated and unencapsulated correctly.

In the first I2protocol-tunnel command, all control protocols can be tunneled if no arguments are
given. Otherwise, you can select which of the CDP, STP, and VTP protocols will be tunneled.

Asan option, you can set thresholds to control the rate of control protocol framesthat are tunneled.
With the drop-threshold keyword, only pps (1 to 4096) frames are tunneled in any 1-second
interval. After the threshold is reached, additional control frames are dropped until that second has
elapsed. As amore drastic action, the shutdown-threshold keyword causes the tunnel port to shut
down in the errdisable state if more than pps (1 to 4096) control frames are received in a 1-second
interval.



Service Provider Tunneling 157

Ethernet over MPLS Tunneling
A service provider can tunnel customer traffic using EOMPL S if it already has an MPLS core
network.

You can use the MPL S method to forward packets across alarge network efficiently. Basically,
routers at the edge of a service provider's core network function as edge label switch routers (LERs
or edge LSRs). Packets that match some criteriafor a particular customer or a particular flow are
recognized at the network edge and are assigned a unique MPLS label or tag.

Routers within the MPL S cloud, known as label switch routers (LSRs), examine only the MPLS
labels to make forwarding decisions. Therefore, they do not need to examine | P addresses—the
MPLS label has sufficient information. L SRs must aso exchange information so that they al
understand the labelsthat are in use, aswell as how to route packets with agiven label. Thisisdone
through the Cisco Tag Distribution Protocol (TDP) or the Label Distribution Protocol (LDP).

The original Layer 2 frameisthen encapsulated as an MPL S frame so that any MPL S router in the
network forwardsit appropriately. Theframereceivesanew Layer 2 source and destination address,
corresponding to the current and next-hop routers, respectively, as would normally be done by a
router.

An MPLS label is placed into the new frame, right after the MAC addresses. In fact, asan MPLS
label isadded to aframe, any existing labelsare simply “ pushed” down so that the new oneisaways
found early in the frame. The labels form a stack so that MPL S routers can “pop” alabel out of a
frame to reveal the next label.

Why would aframe need more than one MPL Slabel? This|abel stacking mechanism makesMPLS
very flexible. For example, after frames have received alabel, they can be tunneled within the
MPLS network simply by adding another MPL S label to the stack. MPL S routers examine only the
first or topmost label to make a forwarding decision.

Finally, after thelast or bottommost |abel, the original Layer 3 packet is placed into the frame. After
the packet isforwarded acrossthe M PL S network, the far-end edge router popsthefinal 1abel off the
frame, recognizes that there are no more layers of 1abels, and sends the unencapsul ated packet on.

TIP The BCMSN course and exam cover only the theory behind EOMPL S tunnels and do not
present any configuration commands. Therefore, be sure you understand how EoMPL Sworks and
how it contrasts with 802.1Q or Q-in-Q tunnels for a service provider.

MPLS by itself encapsulates Layer 3 packetsin aLayer 2 frame, along with one or more MPLS
labels. The Layer 3 packet is aways retained within the encapsulation. It isthen more of aLayer 3
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tunneling mechanism. To accomplish Layer 2 tunneling across an MPL S network, EOMPLS
tunneling must be used.

EoM PL Stakes advantage of the MPL S label stack to identify both the customer and the customer’s
VLAN uniquely. Frames from one site of a customer’s network must be delivered to the remote
customer site at the far end of the tunnel. If the customer presents an 802.1Q trunk to the provider,
each VLAN on the trunk is considered a virtual circuit (VC) that must be preserved at the far end.

EoMPLS also extends beyond MPLS by retaining the entire original Layer 2 frame, including the
original source and destination MAC addresses. This allows EOMPL S to tunnel frames between
sitestransparently at Layer 2, asif the two customer endpoints were directly connected.

Figure 6-6 showsthe end-to-end EoOM PL S procedure. When aframe arrives at the edge of acustomer’s
network, an EOMPL S router encapsul ates the frame. The VLAN or VC number isfirst added as an
MPLSlabel. Then, the customer ID or tunnel labdl is pushed onto the label stack so that the customer
can beidentified across the MPLS core network. After the frame is delivered to the edge of the
network at the customer’s remote site, the tunnel 1abel is popped off, and the VC label is examined
to seewhich VLAN should receive the frame.

Figure 6-6 EOMPLS Tunnel Concept
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Notice that two things are required for an EOMPLS tunnel:

m  There must be a seamless MPLS network within the service provider core network.

m EoMPLS must be configured only on the edge routers that interface with the customer
networks.
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Troubleshooting VLANs and Trunks
Remember that aVLAN is nothing more than alogical network segment that can be spread across
many switches. If aPC in one location cannot communicate with a PC in another location, where
both are assigned to the same | P subnet, make sure that both of their switch ports are configured for
the sameVLAN. If they are, examine the path between the two. Isthe VLAN carried continuously
along the path? If there are trunks along the way, isthe VLAN being carried across the trunks?

To verify aVLAN’s configuration on a switch, use the show vlan id vian-id EXEC command, as
demonstrated in Example 6-3. Make surethe VLAN is shown to have an “active” status and that it
has been assigned to the correct switch ports.

Example 6-3 Verifying Switch VLAN Configuration

Switch# show vlan id 2

VLAN Name Status Ports

2 Engineering active Gi2/1, Gi2/2, Gi2/3, Gi2/4
Gi4/2, Gi4/3, Gi4/4, Gi4/5
Gi4/6, Gi4/7, Gi4/8, Gi4/9
Gi4/10, Gi4/11, Gi4/12

VLAN Type SAID MTU Parent RingNo BridgeNo Stp BrdgMode Transi Trans2
2 enet 100002 1500 - - - - - 0 0
Primary Secondary Type Ports

Switch#

For atrunk, these parameters must be agreeable on both ends before the trunk operates correctly:

m  Trunking mode (unconditional trunking, negotiated, or nonnegotiated).
m Trunk encapsulation (ISL, IEEE 802.1Q, or negotiated through DTP).

m Native VLAN (802.1Q only) in which you can bring up atrunk with different native VLANSs
on each end; however, both switches will log error messages about the mismatch, and the
potential exists that traffic will not pass correctly between the two native VLANS.

m Allowed VLANS. By default, atrunk will allow all VLANSs to be transported acrossit. If one
end of the trunk is configured to disallow aVLAN, that VLAN will not be contiguous across
the trunk.
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To verify aswitch port’s active trunking parameters, use the show inter face type mod/numtrunk
command. The trunk mode, encapsulation type, status, native VLAN, and allowed VLANSs can all
be examined.

To see acomparison between how a switch port is configured for trunking versusits active state, use
the show inter face type mod/num switchport command, as demonstrated in Example 6-4. Look for
the “administrative” versus“operational” values, respectively, to seeif thetrunk isworking the way
you configured it.

Noticethat the port has been configured to negotiate atrunk through DTP (“dynamic auto™), but that
the port is operating in the “static access’ (nontrunking) mode. This should tell you that both ends
of thelink are probably configured for the auto mode, such that neither will actively request atrunk.

Example 6-4 Comparing Switch Port Trunking Configuration and Active State

Switch# show interface fast 0/2 switchport
Name: Fa0/2

Switchport: Enabled

Administrative Mode: dynamic auto
Operational Mode: static access
Administrative Trunking Encapsulation: dotiq
Operational Trunking Encapsulation: native
Negotiation of Trunking: On

Access Mode VLAN: 1 (default)

Trunking Native Mode VLAN: 1 (default)
Administrative private-vlan host-association: none
Administrative private-vlan mapping: none
Operational private-vlan: none

Trunking VLANs Enabled: ALL

Pruning VLANs Enabled: 2-1001

Protected: false
Unknown unicast blocked: disabled
Unknown multicast blocked: disabled

Voice VLAN: none (Inactive)
Appliance trust: none
Switch#
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For more conciseinformation about atrunking port, you can use the show inter face [type mod/num]
trunk command, as demonstrated in Example 6-5.

Example 6-5 Viewing Concise Information About a Trunking Port

Switch# show interface fast 0/2 trunk

Port Mode Encapsulation Status Native vlan
Fa0/2 auto 802.1q not-trunking 1

Port Vlans allowed on trunk

Fa0/2 1

Port Vlans allowed and active in management domain

Fa0/2 1

Port Vlans in spanning tree forwarding state and not pruned
Fa0/2 1

Switch#

To seeif and how DTP is being used on a switch, use the show dtp [inter face type mod/num]
command. Specifying an interface showsthe DTP activity in greater detail.
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Foundation Summary

The Foundation Summary is acollection of tables that provides a convenient review of many key
conceptsin thischapter. If you are aready comfortable with the topicsin this chapter, this summary
could help you recall afew details. If you just read this chapter, this review should help solidify
some key facts. If you are doing your final preparation before the exam, these tables and figures are
aconvenient way to review the day before the exam.

Table 6-2 VLAN Trunk Encapsulations

Table 6-3

Encapsulation

Tagging Characteristics

ISL Adds a 26-byte header, a4-bytetrailer to each frame, and includes a 10-bit
VLANID
IEEE 802.1Q Adds a 4-byte tag; includes a 12-bit VLAN ID
VLAN and Trunking Configuration Commands
Task Command Syntax
Create VLAN vlan vlan-num
name vlan-name
Assign port to interface type module/number
VLAN switchport mode access

switchport access vlan vlan-num

Configure trunk

interface type mod/port

switchport trunk encapsulation {isl | dot1q | negotiate}

switchport trunk native vlan vlan-id

switchport trunk allowed vlan {vlan-list | all | {add | except | remove}
vlan-1list}

switchport mode {trunk | dynamic {desirable | auto}}

protocol tunnel

Configure 802.1Q | interface type mod/num

tunne switchport access vlan vlan-id
switchport mode dotiqtunnel
exit
vlan dotiq tag native

Configure Layer 2 interface type mod/port

12protocol-tunnel [cdp | stp | vtp]
12protocol-tunnel drop-threshold pps [cdp | stp | vtp]
12protocol-tunnel shutdown-threshold pps [cdp | stp | vtp]




Table 6-4

VLAN and Trunking Troubleshooting Commands

Foundation Summary

163

Task

Command Syntax

Verify VLAN configuration

show vlan id vlan-id

Verify active trunk parameters

show interface type mod/num trunk

Compare trunk configuration and active parameters

show interface type mod/num switchport

Verify DTP operation

show dtp [interface type mod/num]
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answers. Rather than allowing you to derive the
answers from clues hidden inside the questions themselves, the questions challenge your under-
standing and recall of the subject. Hopefully, these questions will help limit the number of exam
questions on which you narrow your choices to two options and then guess.

The answers to these questions can be found in Appendix A.

1.
2.

10.
11.

12.

13.

What isaVLAN?When isit used?

When aVLAN is configured on a Catalyst switch port, in how much of the campus network
will the VLAN number be unique and significant?

Name two types of VLANSs in terms of spanning areas of the campus network.
What switch commands configure Fast Ethernet port 4/11 for VLAN 27?

Generally speaking, what must be configured (both switch and end user device) for aport-based
VLAN?

What isthe default VLAN on al ports of a Catalyst switch?
What isatrunk link?
What methods of Ethernet VLAN frame identification can be used on a Catalyst switch trunk?

What is the difference between the two trunking methods? How many bytes are added to
trunked frames for VLAN identification in each method?

What is the purpose of Dynamic Trunking Protocol (DTP)?

What commands are needed to configure a Catalyst switch trunk port Gigabit 3/1 to transport
only VLANS 100, 200 through 205, and 300 using |IEEE 802.1Q7? (Assume that trunking is
enabled and active on the port already. Also, assume the inter face gigabit 3/1 command has
already been entered.)

Two neighboring switch trunk ports are set to the auto mode with ISL trunking encapsulation
mode. What will the resulting trunk mode become?

Complete this command to configure the switch port to use DTP to actively ask the other end
to become atrunk:

switchport mode




14.

15.

16.

17.

18.

19.

20.
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Which command can set the native VLAN of atrunk port to VLAN 100 after the interface has
been selected?

What command can configure a trunk port to stop sending and receiving DTP packets
completely?

What command can be used on a Catalyst switch to verify exactly what VLANs will be
transported over trunk link gigabitethernet 4/4?

Suppose a switch port is configured with the following commands. A PC with a nontrunking
NIC card is then connected to that port. What, if any, traffic will the PC successfully send and
receive?

interface fastethernet 0/12

switchport trunk encapsulation dotiq

switchport trunk native vlan 10

switchport trunk allowed vlan 1-1005

switchport mode trunk
What type of switch port must a customer present to a service provider if an IEEE 802.1Q
tunnel is desired?

What type of switch port must a service provider present to a customer if an IEEE 802.1Q
tunnel is desired?

What command is needed to form a Layer 2 protocol tunnel for CDP traffic?
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following topics that you
need to master for the CCNP
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m VLAN Trunking Protocol—This section
presents Cisco VLAN Trunking Protocol
(VTP) for VLAN management in a campus
network.

m VTP Configuration—This section covers
the Catalyst switch commands used to
configure VTP,

m VTP Pruning—This section details traffic
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along with the commands needed for
configuration.

m Troubleshooting VTP—This section gives
abrief summary of things to consider and
commands to use when VTP is not operating

properly.
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VLAN Trunking Protocol (VTP)

“Do |

Table 7-1

When VLANSs are defined and used on switches throughout an enterprise or campus network,
the administrative overhead can easily increase. Using the VLAN Trunking Protocol (VTP)
makesVLAN administration more organized and manageable. This chapter coversVTP and its
configuration.

A similar standards-based VL AN management protocol for |EEE 802.1q trunksiscalled GARP
VLAN Registration Protocol (GVRP). The GARP and GV RP protocols are defined in the IEEE
802.1D and 802.1q (clause 11) standards, respectively. At presstime, GV RP was not supported
in any of the Cisco |OS Software-based Catalyst switches. Therefore, it is not covered in this
text or in the BCM SN course.

Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide if you need to read
the entire chapter. If you already intend to read the entire chapter, you do not necessarily need
to answer these questions now.

The 12-question quiz, derived from the major sectionsin the“ Foundation Topics’ portion of the
chapter, helps you determine how to spend your limited study time.

Table 7-1 outlinesthe major topics discussed in this chapter and the“ Do | Know ThisAlready?’
quiz questions that correspond to those topics.

“Do | Know This Already?” Foundation Topics Section-to-Question Mapping
Foundation Topics Section Questions Covered in This Section
VTP 1-8

VTP Configuration

VTP Pruning 9-10

Troubleshooting VTP 11-12
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CAUTION The goal of self-assessment is to gauge your mastery of the topics in this chapter. If
you do not know the answer to aquestion or are only partially sure of the answer, you should mark
this question wrong. Giving yourself credit for an answer you correctly guess skews your self-
assessment results and might give you a false sense of security.

1.  Which of thefollowing is not a Catalyst switch VTP mode?
a. Server
b. Client
c. Designated
d. Transparent

2. A switchin VTP transparent mode can do which one of the following?
a. Createanew VLAN
b. Only listen to VTP advertisements
c. Senditsown VTP advertisements
d. Cannot make VLAN configuration changes

3. Which one of the following isavalid VTP advertisement?

a. Triggered update
b. VLAN database
c. Subset

d. Doman

4. Which one of the following is needed for VTP communication?

a. A management VLAN
b. Trunk link

c. AnaccessVLAN

d. Anl|P address



“Do | Know This Already?” Quiz

Which one of the following VTP modes does not allow any manual VLAN configuration
changes?

a. Server

b. Client

¢. Designated

d. Transparent

Select al the parameters that decide whether to accept new VTP information:
a. VTP priority
b. VTP domain name
c. Configuration revision number
d. VTP server name

How many VTP management domains can a Catalyst switch participate in?

a. 1

b. 2

c. Unlimited
d. 4096

Which command configures a Catalyst 3550 for VTP client mode?

a. set vtp mode client
b. vtp client
c. vtp mode client

d. vtp client mode

What is the purpose of VTP pruning?
a. Limit the number of VLANsin adomain
b. Stop unnecessary VTP advertisements
c. Limit the extent of broadcast traffic
d. Limit the size of the virtual tree

169
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10. WhichVLAN number is never eligible for VTP pruning?

a. O
b. 1
c. 1000
d. 1001

11.  Which of the following might present aVV TP problem?

a. Two or more VTP serversin adomain

b. Two servers with the same configuration revision number
c. A server intwo domains

d. A new server with ahigher configuration revision number

12. If aVTP server is configured for VTP version 2, what else must happen for successful VTP
communication in adomain?

a. A VTP version 2 password must be set.
b. All other switchesin the domain must be version 2 capable.
c. All other switches must be configured for VTP version 2.

d. TheVTP configuration revision number must be reset.

The answersto the quiz are found in Appendix A, “Answers to the Chapter ‘Do | Know This
Already? Quizzesand Q&A Sections.” The suggested choices for your next step are as follows:

m 6 or lessoverall score—Read the entire chapter, including the “ Foundation Topics,”
“Foundation Summary,” and the “ Q& A” sections.

m 7-9overall score—Begin with the “Foundation Summary” section and then follow with the
“Q&A” section at the end of the chapter.

m 10 or moreoverall score—If you want more review on these topics, skip to the “Foundation
Summary” section and then go tothe“ Q& A” section at the end of the chapter. Otherwise, move
on to Chapter 8, “Aggregating Switch Links.”
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Foundation Topics

VLAN Trunking Protocol

As the previous chapter demonstrated, VLAN configuration and trunking on a switch or asmall
group of switchesisfairly intuitive. Campus network environments, however, usually consist of
many interconnected switches. Configuring and managing alarge number of switches, VLANS, and
VLAN trunks can quickly get out of control.

Cisco has devel oped a method to manageV L ANs across the campus network. TheVLAN Trunking
Protocol (VTP) uses Layer 2 trunk frames to communicate VLAN information among a group of
switches. VTP manages the addition, deletion, and renaming of VLANS across the network from a
central point of control. Any switch participating in aV TP exchange is aware of and can use any
VLAN that VTP manages.

VTP Domains
VTPisorganized into management domains, or areas with common VLAN requirements. A switch
can belong to only one VTP domain, in addition to sharing VLAN information with other switches
in the domain. Switchesin different VTP domains, however, do not share VTP information.

Switchesin aV TP domain advertise several attributes to their domain neighbors. Each advertise-
ment contains information about the VTP management domain, VTP revision number, known
VLANSs, and specific VLAN parameters. When aVLAN is added to a switch in amanagement
domain, other switches are notified of the new VLAN through VTP advertisements. In thisway, all
switches in adomain can prepare to receive traffic on their trunk ports using the new VLAN.

VTP Modes
To participate in aV TP management domain, each switch must be configured to operate in one of
several modes. The VTP mode determines how the switch processes and advertisesVTP
information. You can use the following modes:

m  Server mode—V TP servers have full control over VLAN creation and modification for their
domains. All VTP information is advertised to other switches in the domain, while all received
VTPinformation is synchronized with the other switches. By default, aswitchisin VTP server
mode. Notethat each VTP domain must have at |east one server so that VL ANSs can be created,
modified, or deleted, and VLAN information can be propagated.
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m Client mode—VTP clients do not allow the administrator to create, change, or delete any
VLANS. Instead, they listen to VV TP advertisements from other switches and modify their
VLAN configurations accordingly. In effect, thisis a passive listening mode. Received VTP
information is forwarded out trunk links to neighboring switches in the domain, so the switch
adsoactsasaVTPrelay.

m  Transparent mode—V TP transparent switches do not participatein VTP. Whilein transparent
mode, aswitch does not advertiseits own VLAN configuration, and a switch does not synchro-
nizeitsVLAN database with received advertisements. In VTP version 1, a transparent-mode
switch doesnot evenrelay VTP information it receivesto other switches, unlessitsV TP domain
names and V TP version numbers match those of the other switches. InVTP version 2, transpar-
ent switches do forward received V TP advertisements out of their trunk ports, acting asVTP
relays. This occurs regardless of the VTP domain name setting.

NOTE WhileaswitchisinVTP transparent mode, it can create and delete VLANSsthat arelocal
only to itself. These VLAN changes, however, will not be propagated to any other switch.

VTP Advertisements
Each Cisco switch participating in VTP advertisesVLANS (only VLANs 1 to 1005), revision
numbers, and VLAN parameters on its trunk ports to notify other switches in the management
domain. VTP advertisements are sent as multicast frames. The switch intercepts frames sent to
the VTP multicast address and processes them with its supervisory processor. VTP frames are
forwarded out trunk links as a specia case.

Because all switchesin amanagement domain learn of new VLAN configuration changes, aVLAN
must be created and configured only on one VTP server switch in the domain.

By default, management domains are set to use nonsecure advertisements without a password. You
can add a password to set the domain to secure mode. The same password must be configured on
every switch in the domain so that all switches exchanging VTP information use identical
encryption methods.

The VTP advertisement process starts with configuration revision number 0 (zero). When subse-
guent changes are made, the revision number is incremented before advertisements are sent out.
When listening switches receive an advertisement with a greater revision number than islocally
stored, the advertisement overwrites any stored VLAN information. Because of this, forcing any
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newly added network switchesto have revision number 0 isimportant. The VTP revision number is
storedin NVRAM and is not altered by apower cycle of the switch. Therefore, the revision number
can be initialized only to 0 using one of the following methods:

m Changethe switch’s VTP mode to transparent, and then change the mode back to server.

m Changethe switch’sVTP domain to a bogus name (a nonexistent VTP domain), and then
change the VTP domain back to the original name.

If the VTP revision number is not reset to 0, a new server switch might advertise VLANS as nonex-
istent or deleted. If the advertised revision number happens to be greater than previous legitimate
advertisements, listening switches overwrite good VLAN database entries with null or deleted
VLAN statusinformation. Thisisreferred to as a VTP synchronization problem.

Advertisements can originate as requests from client-mode switches that want to |earn about the
VTP database at boot-up time. Advertisements can also originate from server-mode switches as
VLAN configuration changes occur.

VTP advertisements can occur in three forms:

m  Summary advertisements—V TP domain servers send summary advertisements every 300
seconds and every time aVLAN database change occurs. The summary advertisement lists
information about the management domain, including VTP version, domain name, configura-
tion revision number, timestamp, MD5 encryption hash code, and the number of subset adver-
tisements to follow. For VLAN configuration changes, summary advertisements are followed
by one or more subset adverti sements with more specific VLAN configuration data. Figure 7-1
shows the summary advertisement format.

Figure 7-1 VTP Summary Advertisement Format

Version Type Number of subset Domain name length
(1 byte) (Summary Adv) advertisements to (1 byte)
(1 byte) follow (1 byte)

Management Domain Name (zero-padded to 32 bytes)

Configuration Revision Number (4 bytes)

Updater Identity (orginating IP address: 4 bytes)

Update Timestamp (12 bytes)

MD5 Digest hash code (16 bytes)
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Figure 7-2

Subset advertisements—V TP domain servers send subset advertisements after aVLAN
configuration change occurs. These advertisements list the specific changes that have been
performed, such as creating or deleting aVLAN, suspending or activating aVVLAN, changing
the name of aVLAN, and changing aVLAN’s (Maximum Transmission Unit (MTU). Subset
advertisementscan list thefollowing VLAN parameters: status of theVLAN, VLAN type (such
as Ethernet or Token Ring), MTU, length of the VLAN name, VLAN number, Security
Association Identifier (SAID) value, and the VLAN name. VLANSs are listed individually in
sequential subset advertisements. Figure 7-2 shows the VTP subset advertisement format.

VTP Subset Advertisement and VLAN Info Field Formats

VTP Subset Advertisement

0 1 2 3
Version Type Subset sequence Domain name length
(1 byte) (Subset Adv) number (1 byte)

(1 byte) (1 byte)

Management Domain Name (zero-padded to 32 bytes)

Configuration Revision Number (4 bytes)

VLAN Info Field 1 (see below)

VLAN Info Field ...

VLAN Info Field N

VTP VLAN Info Field

0 1 2 3

Info Length VLAN Status VLAN Type VLAN Name Length
VLAN ID MTU Size

802.10 SAID

VLAN Name (padded with zeros to multiple of 4 bytes)

Advertisement requestsfrom clients—A VTP client can request any lacking VLAN informa-
tion. For example, a client switch might be reset and have itsVLAN database cleared, and its
VTP domain membership might be changed, or it might hear aV TP summary advertisement
with a higher revision number than it currently has. After a client advertisement request, the

VTP domain servers respond with summary and subset advertisements. Figure 7-3 shows the
advertisement request format.
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Figure 7-3 VTP Advertisement Request Format

0 1 2 3
Version Type Reserved Domain name length
(1 byte) (Adv request) (1 byte) (1 byte)

(1 byte)

Management Domain Name (zero-padded to 32 bytes)

Starting advertisement to request

Catalyst switches in server mode store VTP information separately from the switch configuration
in NVRAM. VLAN and VTP data are saved in the vian.dat file on the switch’'s Flash memory file
system. All VTP information, including the VTP configuration revision number, is retained even
when the switch power is off. In this manner, a switch can recover the last known VLAN
configuration from its VTP database after it reboots.

VTP Configuration

By default, every switch operatesin VTP server mode for the management domain NULL (ablank
string), with no password or secure mode. If the switch hears aV TP summary advertisement on a
trunk port from any other switch, it automatically learns the VTP domain name, VLANS, and the
configuration revision number it hears. This makes it easy to bring up a new switch in an existing
VTP domain. However, be aware that the new switch staysin VTP server mode—something that
might not be desirable.

The following sections discuss the commands and considerations that you should use to configure
aswitch for VTP operation.

Configuring a VTP Management Domain

Before a switch is added into a network, the VTP management domain should be identified. If this
switch isthe first one on the network, the management domain must be created. Otherwise, the
switch might have to join an existing management domain with other existing switches.

You can use the following global configuration command to assign a switch to a management
domain, where the domain-name is atext string up to 32 characters long:

Switch(config)# vtp domain domain-name
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Configuring the VTP Mode
Next, you need to choose the VTP mode for the new switch. The three VTP modes of operation and
their guidelines for use are as follows:

Server mode—Server mode can be used on any switch in amanagement domain, even if other
server and client switches are in use. This mode provides some redundancy in the event of a
server failurein the domain. However, each VTP management domain should have at |east one
server. Thefirst server defined in a network also defines the management domain that will be
used by future VTP servers and clients. Server mode is the default VTP mode and allows
VLANSsto be created and deleted.

NOTE Multiple VTP servers can coexist in adomain. Thisis usually recommended for
redundancy. The servers do not elect a primary or secondary server—they al simply function as
servers. If one server isconfigured with anew VLAN or VTP parameter, it advertisesthe changes

totherest of the domain. All other servers synchronizetheir VTP databasesto this advertisement,
just asany VTP client would.

Client mode—If other switches are in the management domain, a new switch should be
configured for client mode operation. In this way, the switch learns any existing VTP
information from a server.

If this switch is used as a redundant server, it should start out in client mode to learn all
VTP information from reliable sources. If the switch was initially configured for server
mode instead, it might propagate incorrect information to the other domain switches. After
the switch has learned the current VTP information, it can be reconfigured for server mode.

Transparent mode—Thismodeis used if a switch is not going to share VLAN information
with any other switch in the network. VLANSs can still be created, deleted, and modified on the
transparent switch. However, they are not advertised to other neighboring switches. VTP
advertisements received by a transparent switch, however, are forwarded to other switches on
trunk links.

Keeping switches in transparent mode can eliminate the chance for duplicate, overlapping
VLANSsin alarge network with many network administrators. For example, two administrators
might configure VLANS on switchesin their respective areas but use the same VLAN identifi-
cation or VLAN number. Even though the two VLANSs have different meanings and purposes,
they could overlap if both administrators advertised them using VTP servers.

You can configure the VTP mode with the following sequence of global configuration commands:

Switch(config)# vtp mode {server | client | transparent}
Switch(config)# vtp password password
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If the domain is operating in secure mode, a password can also be defined. The password can

be configured only on VTP servers and clients. It builds an MD5 digest that is sent in VTP
advertisements (servers) and validates received advertisements (clients). The password isastring
of 1 to 32 characters (case-sensitive).

If secure VTP isimplemented using passwords, begin by configuring a password on the VTP
servers. The client switches retain the last known VTP information but are unable to process
received advertisements until the same password is configured on them, too.

Configuring the VTP Version
Two versions of VTP are available for use in a management domain. Catalyst switches are capable
of running either VTP version 1 or VTP version 2. Within a management domain, the two versions
are not interoperable. Therefore, the same VTP version must be configured on every switchin a
domain. VTP version 1 is the default protocol on a switch.

If aswitchis capable of running VTP version 2, however, aswitch can coexist with other version 1
switches, aslong asitsVTP version 2 is not enabled. This situation becomesimportant if you want
to use version 2 in adomain. Then, only one server mode switch needs to have VTP version 2
enabled. The new version number is propagated to all other version 2-capable switchesin the
domain, causing them all to automatically enable version 2 for use.

The two versions of VTP differ in the features they support. VTP version 2 offers the following
additional features over version 1:

m Version-dependent transparent mode—In transparent mode, VTP version 1 matches the
VTP version and domain name before forwarding the information to other switchesusing VTP,
VTP version 2 in transparent mode forwards the VTP messages without checking the version
number. Because only one domain is supported in a switch, the domain name doesn’t have to
be checked.

m Consistency checks—V TP version 2 performs consistency checks onthe VTP and VLAN
parameters entered from the command lineinterface (CL1) or by Simple Network Management
Protocol (SNMP). This checking helps prevent errorsin such things asVLAN names and
numbers from being propagated to other switches in the domain. However, no consistency
checksare performed on VTP messagesthat arereceived on trunk links or on configuration and
database data that is read from NVRAM.

m Token Ring support—V TP version 2 supports the use of Token Ring switching and Token
Ring VLANS. (If Token Ring switching is being used, VTP version 2 must be enabled.)
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Unrecognized Type-L ength-Value (TLV) support—V TP version 2 switches propagate
received configuration change messages out other trunk links, even if the switch supervisor
cannot parse or understand the message. For example, aV TP advertisement contains a Type
field to denote what type of VTP message is being sent. VTP message type 1 is a summary
advertisement, and message type 2 is a subset advertisement. An extension to VTP that utilizes
other message types and other message length values could be in use. Instead of dropping the
unrecognized VTP message, version 2 still propagates the information and keeps a copy in

NVRAM.

The VTP version number is configured using the following global configuration command:

Switch(config)# vtp version {1 | 2}

By default, a switch usesVTP version 1.

VTP Status
The current VTP parameters for amanagement domain can be displayed using the show vtp status
command. Example 7-1 demonstrates some sample output of this command.

Example 7-1

show vtp status Reveals VTP Parameters for a Management Domain

VTP

VTP
VTP
VTP
VTP
VTP
MD5

Switch# show vtp status

Version

Configuration Revision
Maximum VLANs supported locally :
Number of existing VLANs

Operating Mode
Domain Name
Pruning Mode

V2 Mode

Traps Generation
digest

H
: 89

1005

1 74

: Client

: CampusDomain
: Enabled

: Disabled

: Disabled

: 0x4B 0x07 Ox75 OXEC 0xB1 0x3D Ox6F Ox1F
Configuration last modified by 192.168.199.1 at 11-19-02 09:29:56
Switch#

VTP message and error counters can also be displayed with the show vtp counter s command. You
can use this command for basic VTP troubleshooting to see if the switch isinteracting with other
VTP nodes in the domain. Example 7-2 demonstrates some sample output from the show vtp
counters command.
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Example 7-2 show vtp counter s Reveals VTP Message and Error Counters

Switch# show vtp counters

VTP statistics:

Summary advertisements received
Subset advertisements received
Request advertisements received
Summary advertisements transmitted :
Subset advertisements transmitted

[}
[
S

Request advertisements transmitted :
Number of config revision errors
Number of config digest errors
Number of V1 summary errors

e & A = 2N =

VTP pruning statistics:

Trunk Join Transmitted Join Received Summary advts received from
non-pruning-capable device

Gio/1 82352 82931 0

Switch#

VTP Pruning

Recall that by definition, a switch must forward broadcast frames out al available portsin the
broadcast domain because broadcasts are destined everywhere thereis alistener. Multicast frames,
unless forwarded by more intelligent means, follow the same pattern.

In addition, frames destined for an address that the switch has not yet learned or has forgotten (the
MAC address has aged out of the addresstable) must be forwarded out all portsin an attempt to find
the destination. These frames are referred to as unknown unicast.

When forwarding frames out al portsin abroadcast domain or VLAN, trunk ports are included if
they transport that VLAN. By default, atrunk link transportstraffic from all VLANS, unless specific
VLANSs are removed from the trunk. Generally, in a network with several switches, trunk links are
enabled between switches, and VTP is used to manage the propagation of VLAN information. This
scenario causesthetrunk links between switchesto carry traffic fromall VLANs—not just from the
specific VLANS created.
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Consider the network shown in Figure 7-4. When end user HostPC in VLAN 3 sends a broadcast,

Catalyst switch C forwards the frame out all VLAN 3 ports, including the trunk link to Catalyst A.
Catalyst A, inturn, forwards the broadcast on to Catalysts B and D over those trunk links. Catalysts
B and D forward the broadcast out only their access links that have been configured for VLAN 3. If
Catalysts B and D do not have any active usersin VLAN 3, forwarding that broadcast frameto them
would consume bandwidth on the trunk links and processor resourcesin both switches, only to have
switches B and D discard the frames.

Figure 7-4 Flooding in a Catalyst Switch Network

Catalyst A
(VLANSs 1-1000)

Catalyst B Catalyst D

VLAN 2 T VLANS 3,4
Host PC
VLAN 3

T Catalyst C

VTP pruning makes more efficient use of trunk bandwidth by reducing unnecessary flooded traffic.
Broadcast and unknown unicast frameson aVLAN are forwarded over atrunk link only if the
switch onthereceiving end of thetrunk hasportsin that VLAN. VTP pruning occurs as an extension
toVTPversion 1, using an additional VTP message type. When a Catalyst switch has a port associ-
ated withaVLAN, the switch sends an advertisement to its neighbor switchesthat it has active ports
onthat VLAN. The neighbors keep thisinformation, enabling them to decide if flooded traffic from
aVLAN should use atrunk port or not.

Figure 7-5 shows the network from Figure 7-4 with VTP pruning enabled. Because Catalyst B has
not advertiseditsuse of VLAN 3, Catalyst A will pruneVLAN 3 from thetrunk to B and will choose
not to flood VLAN 3 traffic to B over the trunk link. Catalyst D has advertised the need for VLAN
3, so traffic will be flooded to it.
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Figure 7-6 Flooding in a Catalyst Switch Network Using VTP Pruning

Catalyst A
(VLANSs 1-1000)

>
Catalyst B Catalyst D
VLAN 2 T VLANSs 3,4

Host PC
VLAN 3

NOTE Even when VTP pruning has determined that aVLAN is not needed on atrunk, an
instance of the Spanning Tree Protocol (STP) will run for every VLAN that is allowed on the
trunk link. To reduce the number of STP instances, you should manually “prune”’ unneeded
VLANs from the trunk and allow only the needed ones. Use the switchport trunk allowed vian
command to identify the VLANSs that should be added or removed from a trunk.

Enabling VTP Pruning
By default, VTP pruning is disabled on 10S-based switches. To enable pruning, use the following

global configuration command:

Switch(config)# vtp pruning
If this command is used on aV TP server, pruning is enabled for the entire management domain.
When pruningisenabled, all general-purposeVLANsbecomedigiblefor pruning onall trunk links,
if needed. However, you can modify the default list of pruning eligibility with the following
interface configuration command:

Switch(config)# interface type mod/num
Switch(config-if)# switchport trunk pruning vlan {add | except | none | remove} vlan-list
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By default, VLANSs 2 through 1001 are eligible, or “enabled,” for potential pruning on every trunk.
Use the following keywords with the command to tailor the list:

vlian-list—An explicit list of eligible VLAN numbers (anything from 2 to 1001), separated by
commas or by dashes.

all—All active VLANS (1 to 4094) are eligible.

add vian-list—A list of VLAN numbers (anything from 2 to 1001) are added to the already
configured list; thisis a shortcut to keep from typing out along list of numbers.

except vian-list—All VLANSs (1 to 4094) are eligible except for the VLAN numbers listed
(anything from 2 to 1001); thisis a shortcut to keep from typing out along list of numbers.

remove vian-list—A list of VLAN numbers (anything from 2 to 1001) are removed from the
already configured list; thisis a shortcut to keep from typing out along list of numbers.

NOTE Beawarethat VTP pruning has no effect on switchesin the VTP transparent mode.
Instead, those switches must be configured manually to “ prune” VLANsfrom trunk links. In this
case, pruning is always configured on the upstream side of atrunk.

By default, VLANs 2 to 1001 are eligible for pruning. VLAN 1 has a special meaning because it
isnormally used for control traffic and is never igible for pruning. In addition, VLANs 1002
through 1005 are reserved for Token Ring and FDDI VLANSs and are never eligible for pruning.

Troubleshooting VTP

If a switch does not seem to be receiving updated information from aV TP server, consider these
possible causes:

The switch is configured for VTP transparent mode. In this mode, incoming VTP
advertisements are not processed; they are relayed only to other switchesin the domain.

If the switch is configured asaV TP client, there might not be another switch functioning as a
VTP server. In this case, configure the local switch to become aV TP server itself.

Thelink toward theV TP server isnot in trunking mode. VTP advertisements are sent only over
trunks. Use the show interface type mod/num switchport to verify the operational mode as
atrunk.

Make sure the VTP domain name is correctly configured to match that of the VTP server.

Make sure the VTP version is compatible with other switchesin the VTP domain.
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m  Make sure the VTP password matches othersin the VTP domain. If the server doesn't use a
password, make sure the password is disabled or cleared on the local switch.

NOTE Aboveall else, verify aswitch’s VTP configuration BEFORE connecting it to a
production network. If the switch has been previously configured or used elsawhere, it might
aready bein VTP server mode with aV TP configuration revision number that is higher than other
switchesin the production VTP domain. In that case, other switcheswill listen and learn from the
new switch becauseit hasa higher revision number and must know more recent information. This
could cause the new switch to introduce bogusV L ANsinto the domain or, worse yet, to cause all
other switchesin the domain to delete all their active VLANS.

To prevent this from happening, reset the configuration revision number of every new switch that

is added to a production network.

Table 7-2 lists and describes the commands that are useful for verifying or troubleshooting VTP

configuration.

VTP Configuration Troubleshooting Commands

Function

Command syntax

Display current VTP parameters, including the
last advertising server

show vtp status

Display VTP advertisement and pruning statistics

show vtp counters

Display defined VLANS

show vlan brief

Display trunk status, including pruning eligibility

show interface type mod/num switchport

Display VTP pruning state

show interface type mod/num pruning




184 Chapter 7: VLAN Trunking Protocol (VTP)

Foundation Summary

The Foundation Summary isacollection of information that provides a convenient review of many
key conceptsin this chapter. If you are aready comfortable with the topics in this chapter, this
summary can help you recall afew details. If you just read this chapter, this review should help
solidify some key facts. If you are doing your fina preparation before the exam, thisinformation is
aconvenient way to review the day before the exam.

Table 7-3 Catalyst VTP Modes

VTP Mode Characteristics

Server All' VLAN and VTP configuration changes occur here. The server advertises settings and
changesto all other serversand clientsin aVTP domain. (Thisis the default mode for
Catalyst switches.)

Client Listensto al VTP advertisements from serversin aV TP domain. Advertisements are
relayed out other trunk links. No VLAN or VTP configuration changes can be made on a
client.

Transparent VLAN configuration changes are made locally, independent of any VTP domain. VTP
advertisements are not received but merely relayed out other trunk links, if possible.

Table 7-4 Types of VTP Advertisements

Advertisement Type Function

Summary Sent by server every 300 seconds and after atopology change. Contains a
complete dump of all VTP domain information.

Subset Sent by server only after aVLAN configuration change. Contains only
information about the specific VLAN change.

Advertisement request Sent by client when additional VTP information is needed. Servers sent
summary or subset advertisements in response.

Pruning request Sent by clients and serversto announce VLANS that are in active use on
local switch ports. (These messages are destined for nearest-neighbor
switches and are not relayed throughout the domain.)
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VTP Configuration Commands

Task

Command Syntax

Definethe VTP domain

vtp domain domain-name

Set the VTP mode

vtp mode {server | client | transparent}

Define an optional VTP
password

vtp password password

Configure VTP version

vtp version {12}

Enable VTP pruning

vtp pruning

Select VLANSs €eligible for
pruning on atrunk interface

inter face type mod/num
switchport trunk pruning vlan {add | except | none | remove} vian-list
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answers. Rather than allowing you to derive the
answers from clues hidden inside the questions themsel ves, the questions challenge your
understanding and recall of the subject. Hopefully, these questions will help limit the number of
exam questions on which you narrow your choices to two options and then guess.

The answers to these questions can be found in Appendix A.

1.
2.

10.
11.

12

True or false: You can use VTP domains to separate broadcast domains.

What VTP modes can a Catalyst switch be configured for? Can VLANS be created in each of
the modes?

How many VTP management domains can a Catalyst switch participate in? How many VTP
servers can a management domain have?

What conditions must exist for two Catalyst switches to be in the same VTP management
domain?

On aV TP server switch, identify what you can do to reset the VTP configuration revision
number to O.

How can you clear the configuration revision number on aVTP client?

Compl ete this command to make all VLANS other than 30 and 100 eligible for pruning on the
trunk interface:

switchport trunk pruning vlan
Which VLAN numbers are never eligible for VTP pruning? Why?

What does the acronym VTP stand for?

What VTP domain name is defined on a new switch with no configuration?

In anetwork of switches, VTP domain Engineering has been configured with VLANs 1, 10
through 30, and 100. The VTP configuration revision number is currently at 23. Suppose a new
switch is connected to the network, and it has the following configuration: VTP domain
Engineering, VTP server mode, only VLANs 1 and 2 are defined, and the configuration revision
number is 30.

What happens when the switch is connected to the network?
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14.
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A VTP client switch hasVLANSs 1, 2, 3, 10, and 30 configured as part of aVTP domain;
however, the switch has users connected only to access switch ports defined on VLANs 3 and
30. If VTP pruning isenabled and all VLANs are éligible, which VLANswill be pruned on the
upstream switch?

TheVTP domain Area3 consists of one server and severd clients. The server’sV TP configura-
tion revision number isat 11. A new switch is added to the network. It has VTP domain name
Areab and a configuration revision number of 10. What happens when the new switch is added
to the network? What happens when the VTP domain name is changed to Area3 on the new
switch?

What command shows information about the VTP configuration on a Catalyst 3550?



This chapter covers the
following topics that you
need to master for the CCNP
BCMISN exam:

m Switch Port Aggregation with Ether-
Channel—This section discusses the con-
cept of aggregating, or “bundling,” physical
portsinto asinglelogical link. Methods for
load-balancing traffic across the physical
links are also covered.

m EtherChannel Negotiation Protocols—
This section discusses two protocol s that
dynamically negotiate and control Ether-
Channels: Port Aggregation Protocol (PAgP),
a Cisco proprietary protocol, and Link
Aggregation Control Protocol (LACP), a
standards-based protocol.

m EtherChannel Configuration—This
section discusses the Catalyst switch
commands needed to configure
EtherChannel.

m Troubleshooting an Ether Channel—This
section gives a brief summary of thingsto
consider and commands to use when an
aggregated link is not operating properly.




CHAPTER 8

Aggregating Switch Links

In previous chapters, you learned about campus network design and connecting and organizing
switches into blocks and common workgroups. Using these principles, end users can be given
effective access to resources both on and off the campus network. However, today’s mission-
critical applications and services demand networks that provide high availability and reliability.

This chapter presents technologies that you can use in a campus network to provide higher
bandwidth and reliability between switches.

“Do | Know This Already?” Quiz

Table 8-1

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide if you need to read
the entire chapter. If you aready intend to read the entire chapter, you do not necessarily need
to answer these questions now.

The 13-question quiz, derived from the major sectionsin the “ Foundation Topics’ portion of the
chapter, helps you determine how to spend your limited study time.

Table 8-1 outlinesthe major topics discussed in this chapter and the“ Do | Know ThisAlready?’
quiz questions that correspond to those topics.

“Do | Know This Already?” Foundation Topics Section-to-Question Mapping
Foundation Topics Section Questions Covered in This Section
Switch Port Aggregation with 1-7

EtherChannel

EtherChannel Negotiation 8-11

EtherChannel Configuration 11-12

Troubleshooting an EtherChannel 13
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CAUTION The goal of self-assessment is to gauge your mastery of the topics in this chapter. If
you do not know the answer to aquestion or are only partially sure of the answer, you should mark
this question wrong. Giving yourself credit for an answer you correctly guess skews your self-

assessment results and might give you a false sense of security.

1. If Fast Ethernet ports are bundled into an EtherChannel, what is the maximum throughput

supported on a Catalyst switch?

a.
b.
c.
d.

e.

100 Mbps
200 Mbps
400 Mbps
800 Mbps
1600 Mbps

2.  Which of these distributes traffic over an EtherChannel ?

Round robin

Least-used link

A function of address

A function of packet size

3. What type of interface represents an EtherChannel as awhole?

Channel

Port
Port-channel
Channel -port

4. Which of the following is not avalid method for EtherChannel load balancing?

e.

5. The EtherChannel |oad-balancing method can be set
a.

b.

Source MAC address

Source and destination MAC addresses
Source | P address

| P precedence

UDP/TCP port

Per switch port
Per EtherChannel
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c. Globally per switch
d. Can't be configured

What logical operation is performed to cal culate EtherChannel load balancing as a function of
two addresses?

a. OR

b. AND
c. XOR
d. NOR

Which one of the following is avalid combination of ports for an EtherChannel?
a. Two accesslinks (oneVLAN 5, oneVLAN 5)
b. Two accesslinks (oneVLAN 1, oneVLAN 10)
c. Two trunk links (oneVLANs 1-10, oneVLANs 1, 11-20)
d. Two Fast Ethernet links (both full-duplex, one 10 Mbps)

Which of theseis amethod for negotiating an EtherChannel ?

a. PAP

b. CHAP
c. LAPD
d. LACP

Which of the following is a valid EtherChannel negotiation mode combination between two
switches?

a. PAgP auto, PAgP auto

b. PAgP auto, PAgP desirable

c. on, PAgP auto

d. LACP passive, LACP passive

When would PagP's “desirable silent” mode be useful ?

a. When the switch should not send PAgP frames

b. When the switch should not form an EtherChannel

c. When the switch should not expect to receive PAgP frames
d. When the switch is using LACP mode
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11.  Which of the following EtherChannel modes does not send or receive any negotiation frames?

a. channel-group 1 mode passive
b. channel-group 1 mode active

¢. channel-group 1 modeon

d. channel-group 1 mode desirable
e. channel-group 1 mode auto

12. Two computers are the only hosts sending |P data across an EtherChannel between two
switches. Several different applications are being used between them. Which of these load-
balancing methods would be more likely to use the most links in the EtherChannel ?

a. Source and destination MAC addresses
b. Source and destination IP addresses

c. Source and destination TCP/UDP ports
d. None of the above

13.  Which command can be used to see the status of an EtherChannel’s links?

a. show channedl link
b. show etherchannel status
c. show etherchannel summary

d. show ether channdl status

The answersto the quiz are found in Appendix A, “Answersto Chapter ‘Do | Know ThisAlready?
Quizzes and Q& A Sections.” The suggested choices for your next step are as follows:

m 8or lessoverall score—Read the entire chapter. This includes the “ Foundation Topics,”
“Foundation Summary,” and “Q&A” sections.

m 911 overall score—Begin with the “Foundation Summary” section and then follow up with
the “Q&A” section at the end of the chapter.

m 12 or moreoverall score—If you want more review on these topics, skip to the “Foundation
Summary” section and then go tothe“ Q& A” section at the end of the chapter. Otherwise, move
to Chapter 9, “Traditional Spanning Tree Protocol.”
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Foundation Topics

Switch Port Aggregation with EtherChannel

Asdiscussed in Chapter 5, “ Switch Port Configuration,” switches can use Ethernet, Fast Ethernet,
or Gigabit Ethernet portsto scale link speeds by a factor of ten. Cisco offers another method of
scaling link bandwidth by aggregating, or bundling, parallél links, termed the Ether Channel
technology. Two to eight links of either Fast Ethernet (FE) or Gigabit Ethernet (GE) are bundled as
onelogical link of Fast EtherChannel (FEC) or Gigabit Ether Channel (GEC), respectively. This
bundle provides a full-duplex bandwidth of up to 1600 Mbps (8 links of Fast Ethernet) or 16 Gbps
(8 links of Gigabit Ethernet).

This also provides an easy meansto “grow,” or expand, alink’s capacity between two switches,
without having to continually purchase hardware for the next magnitude of throughput. For
example, a single FastEthernet link (200-M bps throughput) can be incrementally expanded up to
eight FastEthernet links (1600 M bps) asasingle Fast EtherChannel. If the traffic load grows beyond
that, the growth process can begin again with a single Gigabit Ethernet link (2-Gbps throughput).
Up to seven additional Gigabit Ethernet links can be added to that Gigabit EtherChannel (16 Gbps).
The process repeats again by moving to asingle 10Gigabit Ethernet link, and so on.

Ordinarily, having multiple or paralel links between switches creates the possibility of bridging
loops—an undesirabl e condition. EtherChannel avoids this situation by bundling parallél linksinto
asingle, logical link, which can act as either an access or atrunk link. Switches or devices on each
end of the EtherChannel link must understand and use the EtherChannel technology for proper
operation.

Although an EtherChannel link is seen asasingle logical link, the link does not have an inherent
total bandwidth equal to the sum of its component physical links. For example, suppose an FEC link
is made up of four full-duplex, 100-Mbps Fast Ethernet links. Although it is possible for the FEC
link to carry athroughput of 800 Mbps, the single resulting FEC link does not operate at this speed.
Instead, traffic is balanced across the individual links within the EtherChannel. Each of these links
operates at its inherent speed (200 Mbps full-duplex for FE) but carries only the frames placed on
it by the EtherChannel hardware. Theload-balancing processis explained further in the next section.

EtherChannel also provides redundancy with several bundled physical links. If one of the linksin
the bundle fails, traffic sent through that link moves to an adjacent link. Failover occursin lessthan
afew milliseconds and istransparent to the end user. Asmorelinksfail, moretraffic movesto further
adjacent links. Likewise, as links are restored, the load redistributes among the active links.
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Bundling Ports with EtherChannel
EtherChannel bundles can consist of up to eight physical ports of the same Ethernet mediatype and
speed. Some configuration restrictions exist to ensure that only similarly configured links are
bundled.

Generally, all bundled ports must first belong to the sameVLAN. If used as atrunk, bundled ports
must all be in trunking mode, have the same native VLAN, and pass the same set of VLANS. Each
of the ports should also have the same speed and duplex settings before they are bundled. Bundled
ports must also be configured with identical Spanning Tree settings.

Distributing Traffic in EtherChannel
Traffic in an EtherChanndl is distributed across the individual bundled linksin adeterministic
fashion. However, the load is hot necessarily balanced equally across all the links. Instead, frames
are forwarded on a specific link as aresult of a hashing algorithm. The algorithm can use source |P
address, destination I P address, or acombination of source and destination | P addresses, source and
destination MAC addresses, or TCP/UDP port numbers. The hash algorithm computes a binary
pattern that selects alink number in the bundle for each frame.

If only one address or port number is hashed, a switch forwards each frame by using one or more
low-order bits of the hash value as an index into the bundled links. If two addresses or port numbers
are hashed, a switch performs an exclusive-OR (XOR) operation on one or more low-order bits of
the addresses or TCP/UDP port numbers as an index into the bundled links.

For example, an EtherChannel consisting of two links bundled together requires a one-bit index.
Either the lowest order address bit or the XOR of the last bit of the addresses in the frame is used.
A four-link bundle uses a hash of thelast two bits. Likewise, an eight-link bundle uses a hash of the
last three bits. The hashing operation’s outcome sel ects the EtherChannel’ s outbound link. Table 8-2
shows the results of an XOR on atwo-link bundle, using the source and destination addresses.

The XOR operation is performed independently on each bit position in the address value. If thetwo
address values have the same bit value, the XOR result is 0. If the two address bits differ, the XOR
result is 1. In this way, frames can be statistically distributed among the links with the assumption
that MAC or |P addresses are statistically distributed throughout the network. In afour-link
EtherChannel, the XOR is performed on the lower two bits of the address values resulting in a 2-bit
XOR value (each hit is computed separately) or alink number from 0 to 3.
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Frame Distribution on a Two-Link Ether Channel

Binary Addresses Two-Link EtherChannel XOR and Link Number

Addrl: ... xxxxxxx0

Addr2: ... xxxxxxx0 o XXXXXXX0: Use link O

Addrl: ... xxxxxxx0

Addr2: ... xxxxxxx1 o XXxxxxx1: Uselink 1

Addrl: ... xxxxxxx1

Addr2: ... xxxxxxx0 o XXxxxxx1: Uselink 1

Addrl: ... xxxxxxx1

Addr2: ... xxxxxxx1 o XXXXXXX0: Use link O

Asan example, consider a packet being sent from I P address 192.168.1.1 to 172.31.67.46. Because
EtherChannels can be built from two to eight individual links, only the rightmost (Ieast significant)
three bits are needed as alink index. These bitsare 001 (1) and 110 (6), respectively. For atwo-link
EtherChannel, aone-bit XOR is performed on the rightmost address bit: 1 XOR0=1, causing Link 1
in the bundle to be used. A four-link EtherChannel produces atwo-bit XOR: 01 XOR 10 = 11,
causing Link 3 in the bundle to be used. Finaly, an eight-link EtherChannel requires a three-bit
XOR: 001 XOR 110 = 111, where Link 7 in the bundle is sel ected.

A conversation between two devicesis aways sent through the same EtherChannel link because the
two endpoint addresses stay the same. However, when a device talks to several other devices,
chances are that the destination addresses are equally distributed with Os and 1sin the last bit (even
and odd address values). This causes the frames to be distributed across the EtherChannel links.
Note that a conversation between two end devicesto create aload imbalance is possible using one
of the linksin abundle because al traffic between a pair of stations will use the samelink.

Configuring EtherChannel Load Balancing

The hashing operation can be performed on either MAC or | P addresses, and can be based solely on
source or destination addresses, or both. Usethe following command to configure frame distribution
for al EtherChannel switch links:

Switch(config)# port-channel load-balance method
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Table 8-3

Table 8-3 lists the possible values for the method variable, along with the hashing operation and
supporting switch models.

Types of EtherChannel Load-Balancing Methods

method Value Hash input Hash operation Switch Model
src-ip Source | P address bits 6500/4500
dst-ip Destination | P address bits 6500/4500
src-dst-ip Source and destination IP address XOR 6500/4500/3550
src-mac Source MAC address bits 6500/4500/3550
dst-mac Destination MAC address bits 6500/4500/3550
src-dst-mac Source and destination MAC XOR 6500/4500
src-port Source port number bits 6500/4500
dst-port Destination port number bits 6500/4500
src-dst-port Source and destination port XOR 6500/4500

The default configuration is to use source XOR destination | P addresses. (The default for the
Catalyst 3550 is src-mac, which uses the source MAC address for Layer 2 and source XOR
destination | P addresses for Layer 3 switching.)

Normally, the default action should result in astatistical distribution of frames. However, you should
determine if the EtherChannel isimbalanced according to the traffic patterns present. For example,
if asingle server is receiving most of the traffic on an EtherChannel, the server’s address (the
destination | P address) will always remain constant in the many conversations. This can cause one
link to be overused if the destination | P addressis used as a component of aload-balancing method.
In the case of afour-link EtherChannel, perhaps two of the four links are overused. Configuring the
use of MAC addresses, or only the source | P addresses, might cause the distribution to be more
balanced across all the bundled links.

NOTE To verify how effective a configured load-balancing method is performing, you can use
the show etherchannel port-channel command. Each link in the channel will be displayed,
aong with a“Load” value.

In some applications, EtherChannel traffic might consist of protocols other than IP. For example,
IPX or SNA frames might be switched along with IP. Non-1P protocols need to be distributed
according to MAC addresses because | P addresses are not applicable. Here, the switch should be
configured to use MAC addresses instead of the | P default.
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NOTE A special caseresults when arouter is connected to an EtherChannel. Recall that arouter
aways usesits burned-in MAC addressin Ethernet frames, even though it is forwarding packets
to and from many different IP addresses. In other words, many end stations send frames to their
local router address with the router’'s MAC address as the destination. This means that the
destination MAC address is the same for all frames destined through the router.

Usually, thiswill not present aproblem because the source MAC addressesareall different. When
two routers are forwarding frames to each other, however, both source and destination MAC
addresses will remain constant, and only one link of the EtherChannel will be used. If the MAC
addresses are remaining constant, choose | P addressesinstead. Beyond that, if most of the traffic
is between the same two | P addresses, as in the case of two servers talking, choose I P port
numbers to disperse the frames across different links.

You should choose the |oad-bal ancing method that providesthe greatest distribution or variety when
the channel links are indexed. Also, consider the type of addressing that is being used on the net-
work. If most of thetraffic is IP, it might make sense to load balance according to | P addresses or
TCP/UDP port numbers. But, if IPload balancing is being used, what happensto non-I1P frames? I f
aframe can’t meet the load-balancing criteria, the switch automatically falls back to the “ next low-
est” method. With Ethernet, MAC addresses must always be present, so the switch distributes those
frames according to their MAC addresses.

A switch also provides some inherent protection against bridging loops with EtherChannels. When
ports are bundled into an EtherChannel, no inbound (received) broadcasts and multicasts sent back
out over any of the remaining portsin the channel. Outbound broadcast and multicast frames are
load balanced like any other—the broadcast or multicast address becomes part of the hashing
calculation to choose an outbound channel link.

EtherChannel Negotiation Protocols

EtherChannel s can be negotiated between two switchesto provide somedynamic link configuration.
Two protocols are available to negotiate bundled links in Catalyst switches. The Port Aggregation
Protocol (PAgP) isaCisco-proprietary solution, and the Link Aggregation Control Protocol (LACP)
is standards-based.

Port Aggregation Protocol (PAgP)
To provide automatic EtherChannel configuration and negotiation between switches, Cisco
developed the Port Aggregation Protocol (PAgP). PAgP packets are exchanged between switches
over EtherChannel-capable ports. The identification of neighbors and port group capabilities are
learned and compared with local switch capabilities. Ports that have the same neighbor device ID
and port group capability are bundled together as a bidirectional, point-to-point EtherChannel link.
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PAgP forms an EtherChannel only on portsthat are configured for either identical static VLANsor
trunking. PAgP also dynamically modifies parameters of the EtherChannel if one of the bundled
ports is modified. For example, if the VLAN, speed, or duplex mode of a port in an established
bundleis changed, PAgP changes that parameter for al portsin the bundle.

PAgP can be configured in active mode (“ desirable”), where a switch actively asks afar-end switch
to negotiate an EtherChannel, or in passive mode (“auto,” the default), where a switch negotiatesan
EtherChannel only if the far-end initiatesiit.

Link Aggregation Control Protocol (LACP)
LACPisastandards-based alternative to PAgP, defined in |EEE 802.3ad (al so known as | EEE 802.3
Clause 43, “Link Aggregation”). LACP packets are exchanged between switches over EtherChannel-
capable ports. Like PAgP, the identification of neighbors and port group capabilitiesislearned and
compared with local switch capabilities. However, LACP aso assigns roles to the EtherChannel’s
endpoints.

The switch with the lowest system priority (a 2-byte priority value followed by a 6-byte switch
MAC address) is allowed to make decisions about what ports are actively participating in the
EtherChannel at agiven time.

Ports are selected and become active according to their port priority value (a 2-byte priority fol-
lowed by a 2-byte port number), where alow value indicates a higher priority. A set of up to 16
potential links can be defined for each EtherChannel. Through LACRP, aswitch selects up to eight of
these having thelowest port prioritiesas active EtherChannel links at any giventime. The other links
are placed in astandby state and will be enabled in the EtherChannel if one of the active links goes
down.

Like PAgP, LACP can be configured in active mode (“active’), where a switch actively asks afar-
end switch to negotiate an EtherChannel, or in passive mode (“ passive”), where a switch negotiates
an EtherChannel only if the far-end initiatesiit.

EtherChannel Configuration

For each EtherChannel on a switch, you must choose the EtherChannel negotiation protocol and
assignindividua switch portsto the EtherChannel. Both PAgP and L ACP negotiated EtherChannels
aredescribed in the following sections. You can al so configure an EtherChannel to use the on mode,
which unconditionally bundles the links. In this case, neither PAgP nor LACP packets will be sent
or received.

As ports are configured to be members of an EtherChannel, the switch automatically creates a
logical port channel interface. This interface represents the channel as awhole.
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Configuring a PAgP EtherChannel

To configure switch ports for PAgP negotiation (the default), use the following commands:

Switch(config)# interface type mod/num
Switch(config-if)# channel-protocol pagp
Switch(config-if)# channel-group number mode {on | auto | desirable}

On all 10S-based Catalyst models (3550, 4500, and 6500), you can select between PAgP and LACP
as achannel negotiation protocol. The Catalyst 2950, however, offers only PAgP, so the channel-
protocol command is not available. Each interface that will be included in a single EtherChannel
bundle must be assigned to the same unique channel group number (1 to 64). Channel negotiation
must be set to on (unconditionally channel; no PAgP negotiation), auto (passively listen and wait to
be asked), or desirable (actively ask).

By default, PAgP operatesin “ silent” mode with the desir able and auto modes, and allows portsto
be added to an EtherChannel even if the other end of the link is silent and never transmits PAgP
packets. This might seem to go against the idea of PAgP, where two endpoints negotiate a channel.
However, this allows a switch to form an EtherChannel with a device, such as afile server or a
network analyzer, that doesn’t participate in PAgP. Then, what’s the point of running PAgP?
Because links should be added to the EtherChannel bundle as PAgP would normally do. In the case
of anetwork analyzer connected to the far end, you might also want to see the PAgP packets
generated by the switch, asif you were using anormal PAgP EtherChannel.

If you expect a PAgP-capable switch to be on the far end, you should add the non-silent keyword
to the desirable or auto mode. This requires each port to receive PAgP packets before adding them
to achannel. If PAgP isn’t heard on an active port, the port remainsin the “up” state, but PAgP
reports to the Spanning Tree Protocol (STP) that the port is down.

Configuring a LACP EtherChannel
To configure switch ports for LACP negotiation, use the following commands:

Switch(config)# lacp system-priority priority

Switch(config)# interface type mod/num

Switch(config-if)# channel-protocol lacp

Switch(config-if)# channel-group number mode {on | passive | active}
Switch(config-if)# lacp port-priority priority

First, the switch should have its LACP system priority defined (1 to 65,535, default 32,768). If
desired, one switch should be assigned alower system priority than the other so that it can make
decisions about the EtherChannel’s makeup. Otherwise, both switches will have the same system
priority (32,768), and the one with the lower MAC address will become the decision-maker.
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Each interface included in asingle EtherChannel bundle must be assigned to the same unique
channel group number (1 to 64). Channel negotiation must be set to on (unconditionally channel;
no LACP negotiation), passive (passively listen and wait to be asked), or active (actively ask).

You can configure more interfacesin the channel group number than are allowed to be activein the
channel. This prepares extra standby interfaces to replace failed active ones. Configure alower port
priority (1 to 65,535, default 32,768) for any interfaces that must be active, and a higher priority to
onesthat might be held in the standby state. Otherwise, just use the default scenario, where all ports
default to 32,768, and the lower port numbers are used to select the active ports.

Troubleshooting an EtherChannel

If you find that an EtherChannél is having problems, remember that the whole concept is based
around consistent configurations on both ends of the channel. Here are some reminders about
EtherChannel operation and interaction:

m EtherChannel on mode does not send or receive PAgP or LACP packets. Therefore, both ends
should be set to the on mode.

m EtherChannel desirable (PAgP) or active (LACP) mode attemptsto ask the far end to bring up
achannel. Therefore, the other end must be set to either desirable or auto mode.

m EtherChannel auto (PAgP) or passive (LACP) mode participates in the channel protocol, but
only if the far end asks for participation. Two switchesin the auto or passive mode will not
form an EtherChannel.

m PAgPdesirable and auto modes default to the silent submode, where no PAgP packets are
expected from the far end. If ports are set to non-silent submode, PAgP packets must be
received before a channel will form.

First, verify the EtherChannel state with the show ether channel summary command. Each port in
the channel will be shown, along with flags indicating the port’s state, as shown in Example 8-1.

Example 8-1 show etherchannel summary Command Output

Switch# show etherchannel summary
Flags: D - down P - in port-channel

I - stand-alone s - suspended

H - Hot-standby (LACP only)

R - Layer3 S - Layer2

u - unsuitable for bundling

U - in use f - failed to allocate aggregator

d - default port
Number of channel-groups in use: 1
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Example 8-1 show etherchanne summary Command Output (Continued)

Number of aggregators: 1

Group Port-channel Protocol Ports

------ T T e e
1 Po1(SU) PAgP Fa0/41(P) Fa®/42(P) Fa@/43(D) Fa@/44(P)

Fa@/45(P) Fa0/46(P) Fa0/47(P) Fa0/48(P)

The status of the port-channel shows the EtherChannel logical interface as awhole. This should
show “SU” (Layer 2 channel, in use) if the channel is operational. You can also examine the status
of each port within the channel. Notice that most of the channel ports have flags “(P),” indicating
that they are activein the port-channel. One port shows* (D)” becauseit is physically not connected
or down. If aport is connected but not bundled in the channel, it will have an independent, or “(1),”

flag.

You can verify the channel negotiation mode with the show etherchannel port command, as shown
in Example 8-2. Thelocal switchisshown using desirable mode with PAgP. Noticethat you canalso
see the far end’s negotiation mode under the Partner Flags heading, asA, or auto mode.

Example 8-2 show etherchanne port Command Output

Switch# show etherchannel port
Channel-group listing:

Port state = Up Mstr In-Bndl
Channel group = 1 Mode = Desirable-S1 Gcchange = 0
Port-channel = Po1 GC = 0x00010001 Pseudo port-channel = Po1
Port index =0 Load = 0x00 Protocol =  PAgP
Flags: S - Device is sending Slow hello. C - Device is in Consistent state.
A - Device is in Auto mode. P - Device learns on physical port.
d - PAgP is down.
Timers: H - Hello timer is running. Q - Quit timer is running.
S - Switching timer is running. I - Interface timer is running.

Local information:

Hello Partner PAgP Learning Group
continues
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Example 8-2 show etherchannel port Command Output (Continued)

Port Flags State Timers Interval Count Priority Method Ifindex
Fao/41 SC u6/s7 H 30s 1 128 Any 55

Partner's information:

Partner Partner Partner Partner Group
Port Name Device ID Port Age Flags Cap.
Fa0/41 FarEnd 00d0.5849.4100 3/1 19s SAC 11

Age of the port in the current state: 00d:08h:05m:28s

Within a switch, an EtherChannel cannot form unless each of the component or member portsis
consistently configured. Each must have the same mode (access or trunk), native VLAN, trunked
VLANS, port speed, port duplex mode, and so on.

You can display a port’s configuration by looking at the show running-config inter face type mod/
num output. Also, the show interface type mod/num ether channel shows all active EtherChannel
parametersfor asingle port. If you configure a port inconsistently with othersfor an EtherChannel,
you see error messages from the switch.

Some messages from the switch might look like errors but are part of the normal EtherChannel
process. For example, as a hew port is configured as a member of an existing EtherChannel, this
message might be seen:

4d00h: %EC-5-L3DONTBNDL2: FastEthernet@/2 suspended: incompatible partner port with
FastEthernet0/1

When the port isfirst added to the EtherChannel, it isincompatible because the STP runs on the
channel and the new port. After STP takes the new port through its progression of states, the port is
automatically added into the EtherChannel.

Other messages do indicate aport compatibility error. In these cases, the cause of the error isshown.
For example, the following message tells that FastEthernet0/3 has a different duplex mode than the
other portsin the EtherChannel:

4d00h: %EC-5-CANNOT_BUNDLE2: FastEthernet®/3 is not compatible with FastEthernet@/1 and
will be suspended (duplex of Fa@/3 is full, Fa@/1 is half)

Finally, you can verify the EtherChannel load-balancing or hashing algorithm with the show
etherchannel load-balance command. Remember that the switches on either end of an EtherChannel
can have different |oad-balancing methods. The only drawback to thisisthat the load balancing will
be asymmetric in the two directions across the channel.
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Table 8-4 lists the commands useful for verifying or troubleshooting EtherChannel operation.

Ether Channel Troubleshooting Commands

Troubleshooting an EtherChannel
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Display Function

Command Syntax

Current EtherChannel status of each member port

show etherchannel summary

show etherchannel port

Timestamps of EtherChannel changes

show etherchannel port-channel

Detailed status about each EtherChannel component

show etherchannel detail

Load balancing hashing algorithm

show etherchannel load-balance

Load balancing port index used by hashing algorithm

show etherchannel port-channel

EtherChannel Neighbors on each port

show {pagp | lacp} neighbor

LACP System ID

show lacp sys-id
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Foundation Summary

Table 8-5 Frame Distribution on an Ether Channel

Table 8-6

The Foundation Summary isacollection of information that provides a convenient review of many
key conceptsin this chapter. If you are aready comfortable with the topics in this chapter, this
summary can help you recall afew details. If you just read this chapter, this review should help
solidify some key facts. If you are doing your fina preparation before the exam, thisinformation is
aconvenient way to review the day before the exam.

Channel size

AT: ... xxxxx000
A2: ... xxxxx000

AT: ... xxxxx000
A2: ... xxxxx111

(address bits the same)

(address bits differ)

2-port Link index: 0 (0) (lowest) Link index: 1 (1) (highest)
4-port Link index: 00 (0) (lowest) Link index: 11 (3) (highest)
8-port Link index 000 (0) (lowest) Link index: 111 (7) (highest)

Example address hits are shown. The XOR operation produces a 0 bit if the two input bits are the same (0,0 or 1,1) and

alhbitif the two input bits are different (0,1 or 1,0).

Ether Channel Load-Balancing Methods

method Value Hash Input Hash Operation Switch Model
src-ip Source | P address bits 6500/4500
dst-ip Destination | P address bits 6500/4500
src-dst-ip Source and destination IP address XOR 6500/4500
src-mac Source MAC address bits 6500/4500/3550
dst-mac Destination MAC address bits 6500/4500/3550
src-dst-mac Source and destination MAC XOR 6500/4500
src-port Source port number bits 6500/4500
dst-port Destination port number bits 6500/4500
src-dst-port Source and destination port XOR 6500/4500
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Table 8-8

EtherChannel Negotiation Protocols
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Negotiation Mode

Negotiation
PAgP LACP Packets Sent? Characteristics
on on No All ports channeling
auto passive Yes Waits to channel until asked
desirable | active Yes Actively asks to form a channel

Ether Channel Configuration Commands

Task

Command Syntax

Select aload-balancing method for
the switch.

port-channel load-balance method

Use a PAgP mode on an interface.

channel-protocol pagp

channel-group number mode {on | auto [non-silent]
desirable

[non-silent]}

Assign the LACP system priority.

lacp system-priority priority

Use an LACP mode on an interface.

channel-protocol lacp
channel-group number mode {on | passive | active}
lacp port-priority priority
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Q&A

The questions in this book are more difficult than what you should experience on the actual exam.
The questions do not attempt to cover more breadth or depth than the exam; however, they are
designed to make sure that you know the answers. Rather than allowing you to derive the answers
from clues hidden inside the questi ons themssel ves, the questions challenge your understanding and
recall of the subject. Hopefully, these questions will help limit the number of exam questions on
which you narrow your choices to two options and then guess.

The answers to these questions can be found in Appendix A.

1.

©® N o g & w N

10.
11.

12.
13.

What are some benefits of an EtherChannel?

How many links can be aggregated into an EtherChannel ?

Traffic between two hosts will be distributed across all linksin an EtherChannel. True or false?
Which methods can you use to distribute traffic in an EtherChannel ?

How does an EtherChannel distribute broadcasts and multicasts?

When load balancing, what hashing functions choose alink for aframe?

What protocols can negotiate an EtherChannel between two switches?

Suppose aswitch at one end of an EtherChannel is configured to use source MAC addressesfor
load balancing. The switch on the other end is configured to use both source and destination IP
addresses. What happens?

Two switches have a 4-port EtherChannel between them. Both switches are load balancing
using source and destination | P addresses. If apacket hasthe source address 192.168.15.10 and
destination address 192.168.100.31, what is the EtherChannel link index?

What does the acronym PAgP stand for?

Two switches should be configured to negotiate an EtherChannel. If one switch is using PAgP
“auto” mode, what should the other switch use?

What is the LACP system priority value used for?

Complete the following command to put an interface into EtherChannel group 3, and to use
PAgP to ask the far-end switch to participate in the EtherChannel. This switch port should also
require PAgP packets back from the far-end switch.

Switch(config-if)# channel-group




14.

15.
16.

17.

18.

19.
20.
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What interface configuration command is needed to select LACP as the EtherChannel
negotiation protocol ?

What command could you use to see the status of every port in an EtherChannel ?

What command could you use to verify the hashing algorithm used for EtherChannel load
balancing?

Suppose aswitchisused in asmall data center where one server offers an | P-based application
to many clients throughout the campus. An EtherChannel connects the data center switchto a
Layer 3 core switch, which routes traffic to all clients. What EtherChannel load-balancing
method might be most appropriate at the data center switch?

a. Source MAC address

b. Source |P address

c. Destination MAC address

d. Destination |P address

e. Source and destination MAC address
f. Source and destination IP address

Suppose a mainframe is connected to a switch that has an EtherChannel uplink to a campus
network. The EtherChannel has been configured with the port-channel load-balance src-dst-
ip command. Most of the mainframe traffic is SNA (nhon-1P). What will happen to the SNA
frames when they are switched? Would it be better to reconfigure the channel with port-
channel load-balance src-dst-mac?

What attributes of a set of switch ports must match to form an EtherChannel ?

What happensif one port of an EtherChannel is unplugged or goes dead? What happens when
that port is reconnected?



This chapter covers the
following topics that you
need to master for the CCNP
BCMISN exam:

m |EEE 802.1D Overview—This section
discusses the original, or more traditional,
Spanning Tree Protocol (STP). This protocol
isthefoundation for the default Catalyst STPR,
aswell asfor al of the enhancementsthat are
described in Chapters 10 through 12.

m Typesof STP—This section discusses other
types of STP that might be running on a
Catalyst switch specifically, the Common
Spanning Tree, Per-VLAN Spanning Tree
(PVST), and PVST+.



CHAPTER 9

Traditional Spanning Tree
Protocol

Previous chapters covered robust network designs where redundant links are used between
switches. While this increases the network availability, it also opens up the possibility for
conditions that would impair the network. In a Layer 2 switched network, preventing bridging
loops from forming over redundant pathsisimportant. Spanning Tree Protocol was designed to
monitor and control the Layer 2 network so that a loop-free topology is maintained.

This chapter discusses the theory and operation of the Spanning Tree Protocol (STP). More
specifically, the original, or traditional, STP is covered, as defined in IEEE 802.1D. Several
chapters explain STP topics in this book. Here is a brief roadmap, so you can chart a course:

Chapter 9, “ Traditional Spanning Tree Protocol” —Covers the theory of |EEE 802.1D

Chapter 10, “ Spanning Tree Configuration” —Covers the configuration commands needed
for IEEE 802.1D

Chapter 11, “ Protecting the Spanning Tree Protocol Topology” —Covers the features and
commandsto filter and protect aconverged STP topology from conditionsthat could destabilizeit

Chapter 12, “ Advanced Spanning Tree Protocol” —Covers the newer 802.1w and 802.1s
enhancements to STP, allowing more scalability and faster convergence

“Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide if you need to read
the entire chapter. If you already intend to read the entire chapter, you do not necessarily need
to answer these questions now.

The 12-question quiz, derived from the major sectionsin the“ Foundation Topics’ portion of the
chapter, helps you determine how to spend your limited study time.
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Table 9-1

Table 9-1 outlines the major topics discussed in this chapter and the “Do | Know This Already?’
quiz questions that correspond to those topics.

“Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section

Questions Covered in This Section

IEEE 802.1D

1-10

Types of STP

11-12

CAUTION The goal of self-assessment is to gauge your mastery of the topics in this chapter. If
you do not know the answer to aquestion or are only partially sure of the answer, you should mark
this question wrong. Giving yourself credit for an answer you correctly guess skews your self-
assessment results and might give you a false sense of security.

1. How isabridging loop best described?

a. A loop formed between switches for redundancy

b. A loop formed by the Spanning Tree Protocol

c. A loop formed between switches where frames circul ate endlessly

d. The round-trip path aframe takes from source to destination

2.  Which of these is one of the parameters used to elect a Root Bridge?

a. Root Path Cost
b. Path Cost
c. Bridge Priority

d. BPDU revision number

3. If al switchesin anetwork are left at their default STP values, which one of the following is

not true?

a. The Root Bridge will be the switch with the lowest MAC address.
b. The Root Bridge will be the switch with the highest MAC address.
¢. Oneor more switches will have a Bridge Priority of 32,768.

d. A secondary Root Bridge will be present on the network.
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Configuration BPDUs are originated by which of the following?

a. All switchesin the STP domain

b. Only the Root Bridge switch

¢. Only the switch that detects atopology change

d. Only the secondary Root Bridge when it takes over

Which of theseis the single most important design decision to be made in a network
running STP?

a. Removing any redundant links

b. Making sure all switches run the same version of IEEE 802.1D
c. Root Bridge placement

d. Making sure all switches have redundant links

What happens to a port that is neither a Root Port nor a Designated Port?
a. Itisavailablefor normal use.
b. It can be used for load balancing.
c. Itisputinto the Blocking state.
d. Itisdisabled.

What is the maximum number of Root Ports that a Catalyst switch can have?

a. 1
b. 2
c¢. Unlimited

d. None

What mechanism is used to set STP timer values for al switchesin a network?

a. Configuring the timers on every switch in the network.

b. Configuring the timers on the Root Bridge switch.

¢. Configuring the timers on both primary and secondary Root Bridge switches.
d. Thetimerscan't be adjusted.

21



212 Chapter 9: Traditional Spanning Tree Protocol

9.

10.

11.

12.

If aswitch port isin this STP state, MAC addresses can be placed into the CAM table, but no
data can be sent or received:

a.
b.
c.

d.

Blocking
Forwarding
Listening
Learning

What is the default “hello” time for IEEE 802.1D7

1 second

2 seconds
30 seconds
60 seconds

Which of the following is the Spanning Tree Protocol defined in the IEEE 802.1Q standard?

a.
b.
c.

d.

PVST
CST
EST
MST

If aswitch has 10V L ANsdefined and active, how many instances of STPwill runusing PV ST+
versus CST?

a.
b.
c.

d.

1for PVST+, 1for CST
1for PVST+, 10 for CST
10 for PVST+, 1 for CST
10for PVST+, 10 for CST

You can find the answers to the quiz in Appendix A, “Answers to Chapter ‘Do | Know This
Already? Quizzesand Q&A Sections.” The suggested choices for your next step are as follows:

7 or less overall score—Read the entire chapter. This includes the “ Foundation Topics,”
“Foundation Summary,” and “Q&A” sections.

8-10 overall score—Begin with the “Foundation Summary” section and then follow up with
the “Q&A” section at the end of the chapter.

11 or more overall score—If you want more review on these topics, skip to the “Foundation
Summary” section and then go tothe“ Q& A” section at the end of the chapter. Otherwise, move
to Chapter 10, “ Spanning Tree Configuration.”
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Foundation Topics

IEEE 802.1D Overview

A robust network design not only includes efficient transfer of packets or frames but also considers
how to recover quickly from faultsin the network. In aLayer 3 environment, the routing protocols
in use keeps track of redundant paths to a destination network so that a secondary path can be
quickly utilized if the primary path fails. Layer 3 routing allows many paths to a destination to
remain up and active, and allows load sharing across multiple paths.

Inalayer 2 environment (switching or bridging), however, no routing protocol s are used, and active
redundant paths are not allowed. Instead, some form of bridging provides data transport between
networks or switch ports. The Spanning Tree Protocol (STP) provides network link redundancy so
that aLayer 2 switched network can recover from failures without intervention in atimely manner.
The STPisdefined in the IEEE 802.1D standard.

STPisdiscussed in relation to the problems it solves in the sections that follow.

Bridging Loops
Recall that aLayer 2 switch mimicsthe function of atransparent bridge. A transparent bridge must
offer segmentation between two networks, while remaining transparent to all the end devices
connected to it. For the purpose of this discussion, consider atwo-port Ethernet switch and its
similarities to a two-port transparent bridge.

A transparent bridge (and the Ethernet switch) must operate as follows:

m Thebridge hasnoinitial knowledge of any end device's location; therefore, the bridge must
“listen” to frames coming into each of its portsto figure out on which network adeviceresides.
The source address in an incoming frame is the clue to a device's whereabouts—the bridge
assumes the source device islocated behind the port that the frame arrived on. Asthelistening
process continues, the bridge builds a table containing source MAC addresses and the Bridge
Port numbers associated with them.

The bridge can constantly update its bridging table upon detecting the presence of anew MAC
address or upon detecting a MAC address that has changed location from one Bridge Port to
another. The bridge can then forward frames by looking at the destination address, looking up
the address in the bridge table, and sending the frame out the port where the destination device
islocated.
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m [f aframearriveswiththe broadcast address asthe destination address, the bridge must forward,
or flood, the frame out all available ports. However, the frameis not forwarded out the port that
initially received the frame. In this way, broadcasts can reach all available networks. A bridge
only segments collision domains—it does not segment broadcast domains.

m |If aframe arrives with a destination address that is not found in the bridge table, the bridge is
unable to determine which port to forward the frame to for transmission. Thistype of frameis
known as an unknown unicast. In this case, the bridge treats the frame as if it were a broadcast
and forwardsit out all remaining ports. After areply tothat frameisoverheard, thebridgelearns
the location of the unknown station and adds it to the bridge table for future use.

m Framesforwarded across the bridge cannot be modified by the bridge itself. Therefore, the
bridging process is effectively transparent.

Bridging or switching in this fashion works well. Any frame forwarded, whether to a known or
unknown destination, will be forwarded out the appropriate port or ports so that it is likely to be
received successfully at the end device. Figure 9-1 shows a simple two-port switch functioning asa
bridge, forwarding frames between two end devices. However, this network design offers no
additional links or paths for redundancy, should the switch or one of itslinks fail.

Figure 9-1 Transparent Bridging with a Switch

PC-1 PC-2
Segment A
Switch A
Segment B

2 2

PC-3 PC-4
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To add some redundancy, you can add a second switch between the two original network segments,
as shown in Figure 9-2. Now, two switches offer the transparent bridging function in parallel.
Figure 9-2 Redundant Bridging with Two Switches
PC-1 PC-2

2 2

Segment A

Switch A Switch B

Segment B

Consider what happens when PC-1 sends aframe to PC-4. For now, assume that both PC-1 and PC-
4 are known to the switches and are in their address tables. PC-1 sends the frame out onto network
Segment A. Switch A and Switch B both receive the frame on their 1/1 ports. Because PC-4 is
already known to the switches, the frame is forwarded out ports 2/1 on each switch onto Segment B.
The end result is that PC-4 receives two copies of the frame from PC-1. Thisis not ideal but is not
disastrous either.

Now, consider the same process of sending aframe from PC-1 to PC-4. Thistime, however, neither
switch knows anything about PC-1 or PC-4. PC-1 sends the frameto PC-4 by placing it on Segment
A. The sequence of eventsis asfollows:

Step 1 Both Switch A and Switch B receive the frame on their 1/1 ports. Because
PC-1's MAC address has not yet been seen or recorded, each switch records
PC-1's MAC addressin its address table along with the receiving port
number, 1/1. From this information, both switchesinfer that PC-1 must
reside on Segment A.
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Step 2 Because PC-4'slocation is unknown, both switchesforward the frame out all
available ports (their 2/1 ports) and onto Segment B.

Step 3 Each switch places anew frame on its 2/1 port on Segment B. PC-4, located
on Segment B, receives the two frames destined for it. However, Switch A
hears the new frame forwarded by Switch B, and Switch B hears the new
frame forwarded by Switch A.

Step 4 Switch A seesthat the “new” frameisfrom PC-1 to PC-4. From the address
table, the switch had learned that PC-1 was on port 1/1, or Segment A. How-
ever, PC-1's source address hasjust been heard on port 2/1 on Segment B. By
definition, the switch must relearn PC-1's location, which is now incorrectly
assumed to be Segment B. (Switch B follows the same procedure, based on
the “new” frame from Switch A.)

Step 5 At this point, neither Switch A nor Switch B has|learned PC-4's |ocation
because no frames have been received with PC-4 as the source address.
Therefore, the frame must be forwarded out all available portsin an attempt
to find PC-4. Thisframeisthen sent out Switch A’s 1/1 port and onto
Segment A.

Step 6 Now, both switches relearn PC-1's location as Segment A and forward the
“new” frames back onto Segment B; then the entire process repeats.

This process of forwarding a single frame around and around between two switchesis known asa
bridging loop. Neither switch is aware of the other, so each happily forwards the same frame back
and forth between its segments. Also note that because two switches are involved in the loop, the
original frame has been duplicated and now is sent around in two counter-rotating loops. What stops
the frame from being forwarded in this fashion forever? Nothing. PC-4 begins receiving frames
addressed to it as fast as the switches can forward them.

Notice how the PCs' learned location keeps changing as frames get looped. Even a unicast frame
has caused a bridging loop to form, and each switch’s bridge table is repeatedly corrupted with
incorrect data.

What would happen if PC-1 sent abroadcast frame instead? The bridging loops (remember that two
of them are produced by the two parallel switches) form exactly as before. The broadcast frames
continueto circulate forever. Now, however, every end-user device located on both SegmentsA and B
receives and processes each and every broadcast frame. This type of broadcast storm can easily
saturate the network segments and bring every host on the segmentsto a halt.

The only way to end the bridging loop isto physically break the loop by disconnecting switch ports
or shutting a switch down. Obviously, preventing bridging loops rather than be faced with breaking
them after they form would be better.
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Preventing Loops with Spanning Tree Protocol
Bridging loops form because parallel switches (or bridges) are unaware of each other. STP was
devel oped to overcome the possibility of bridging loops so that redundant switches and switch paths
could be used for their benefits. Basically, the protocol enables switches to become aware of each
other so they can negotiate aloop-free path through the network.

NOTE Because STPisinvolvedin loop detection, many peoplerefer to the catastrophic loops as
“Spanning Treeloops.” Thisistechnically incorrect, as the Spanning Tree Protocol’s entire
function is to prevent bridging loops. The correct terminology for this condition is a bridging
loop.

L oops are discovered before they are made available for use, and redundant links are shut down to
prevent the loops from forming. In the case of redundant links, switches can be made aware that a
link shut down for loop prevention should be quickly brought up in case of alink failure. Thisis
discussed in later sections of this chapter.

STP is communicated between all connected switches on a network. Each switch executes the
Spanning Tree Algorithm based on information received from other neighboring switches. The
algorithm chooses a reference point in the network and calculates all the redundant paths to that
reference point. When redundant paths are found, the Spanning Tree Algorithm picks one path by
which to forward frames and disables, or blocks, forwarding on the other redundant paths.

Asits nameimplies, STP computes a tree structure that spans al switchesin a subnet or network.
Redundant paths are placed in a Blocking or Standby state to prevent frame forwarding. The
switched network is then in aloop-free condition. However, if aforwarding port fails or becomes
disconnected, the Spanning Tree Algorithm recomputes the Spanning Tree topol ogy so that blocked
links can be reactivated.

Spanning Tree Communication: Bridge Protocol Data Units
STP operates as switches communi cate with one another. Data messages are exchanged in theform
of Bridge Protocol Data Units (BPDUS). A switch sendsaBPDU frame out aport, using the unique
MAC address of the port itself as a source address. The switch is unaware of the other switches
around it. Therefore, the BPDU frame has a destination address of the well-known STP multicast
address 01-80-c2-00-00-00 to reach all listening switches.

Two types of BPDU exist:

m Configuration BPDU, used for Spanning Tree computation

m  Topology Change Notification (TCN) BPDU, used to announce changes in the network
topology
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Table 9-2

The Configuration BPDU message contains the fields shown in Table 9-2. The TCN BPDU is
discussed in the “Topology Changes’ section later in this chapter.

Configuration BPDU Message Content

Field Description Number of Bytes
Protocol 1D (always 0) 2

Version (always 0) 1

Message Type (Configuration or TCN BPDU) | 1

Flags 1
Root Bridge ID 8
Root Path Cost 4
Sender Bridge ID 8
Port ID 2
Message Age (in 256" of a second) 2
Maximum Age (in 2561 of a second) 2
Hello Time (in 256 of a second) 2
Forward Delay (in 256" of a second) 2

The exchange of BPDU messagesworkstoward the goal of electing reference points asafoundation
for a stable Spanning Tree topology. Loops can also be identified and removed by placing specific
redundant portsin a Blocking or Standby state. Notice that several key fieldsin the BPDU are
related to bridge (or switch) identification, path costs, and timer values. These all work together
so that the network of switches can converge upon acommon Spanning Tree topol ogy and select the
same reference points within the network. These reference points are defined in the sections that
follow.

BPDUs are sent out all switch ports every two seconds so that current topology information is
exchanged and loops are identified quickly.

Electing a Root Bridge

For all switchesin a network to agree on aloop-free topology, a common frame of reference must
exist to use asaguide. Thisreference point is called the Root Bridge. (The term “bridge” continues
to beused even inaswitched environment because STPwas devel oped for usein bridges. Therefore,
when you see “bridge,” think “switch.”)
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An election process among all connected switches chooses the Root Bridge. Each switch hasa
unique Bridge ID that identifiesit to other switches. The Bridge ID is an 8-byte value consisting of
the following fields:

m BridgePriority (2 bytes)—The priority or weight of aswitchin relation to all other switches.
The priority field can have avalue of 0 to 65,535 and defaults to 32,768 (or 0x8000) on every
Catalyst switch.

m  MAC Address (6 bytes—The MAC address used by a switch can come from the Supervisor
modul e, the backplane, or a pool of 1024 addresses that are assigned to every Supervisor or
backplane depending on the switch model. In any event, this addressis hardcoded and unique,
and the user cannot change it.

When a switch first powers up, it has a narrow view of its surroundings and assumesthat it is

the Root Bridge itself. This notion will probably change as other switches check in and enter the
election process. The el ection process then proceeds asfollows: Every switch begins by sending out
BPDUswith aRoot Bridge ID equal toitsown Bridge ID and a Sender Bridge ID of its own Bridge
ID. The Sender Bridge ID simply tells other switches who is the actual sender of the BPDU
message. (After a Root Bridge is decided upon, configuration BPDUs are only sent by the Root
Bridge. All other bridges must forward or relay the BPDUSs, adding their own Sender Bridge IDs
to the message.)

Received BPDU messages are analyzed to seeif a“better” Root Bridgeisbeing announced. A Root
Bridgeis considered better if the Root Bridge ID value is lower than another. Again, think of the
Root Bridge ID as being broken up into Bridge Priority and MAC address fields. If two Bridge
Priority values are equal, the lower MAC address makes the Bridge I D better. When a switch hears
of abetter Root Bridge, it replacesits own Root Bridge 1D with the Root Bridge 1D announced in
the BPDU. The switch is then required to recommend or advertise the new Root Bridge ID iniits
own BPDU messages; although, it will till identify itself asthe Sender Bridge ID.

Sooner or later, the election converges and all switches agree on the notion that one of them isthe
Root Bridge. Asmight be expected, if anew switch with alower Bridge Priority powersup, it begins
advertising itself as the Root Bridge. Because the new switch does indeed have alower Bridge ID,
all the switches will soon reconsider and record it as the new Root Bridge. This can also happen if
the new switch has a Bridge Priority equal to the existing Root Bridge but alower MAC address.
Root Bridge election is an ongoing process, triggered by Root Bridge ID changesin the BPDUs
every two seconds.

As an example, consider the small network shown in Figure 9-3. For simplicity, assume that each
Catalyst switch hasa MAC address of all Os with the last hex digit equal to the switch label.
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Figure 9-3 Example of Root Bridge Election

Catalyst A .
32768.00-00-00-00-00-0a Root Bridge
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/—: Cost =19 /—_/7
172 12
Catalyst B Catalyst C
32768.00-00-00-00-00-0b 32768.00-00-00-00-00-0c

In this network, each switch has the default Bridge Priority of 32,768. The switches are
interconnected with FastEthernet links, having a default path cost of 19. All three switchestry to
elect themselves as the Root, but all of them have equal Bridge Priority values. The election is
determined by the lowest MAC address—that of Catalyst A.

Electing Root Ports
Now that a reference point has been nominated and elected for the entire switched network, each
nonroot switch must figure out where it isin relation to the Root Bridge. This action can be
performed by selecting only one Root Port on each nonroot switch.

STP uses the concept of cost to determine many things. Selecting a Root Port involves evaluating
the Root Path Cost. This value is the cumulative cost of al the links leading to the Root Bridge. A
particular switch link has a cost associated with it, too, called the Path Cost. To understand the
difference between these val ues, remember that only the Root Path Cost is carried insidethe BPDU.
(See Table 9-2 again.) As the Root Path Cost travels along, other switches can modify its value to
make it cumulative. The Path Cost, however, is not contained in the BPDU. It isknown only to the
local switch where the port (or “path” to a neighboring switch) resides.
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Path Costs are defined as a 1-byte value, with the default values shown in Table 9-3. Generally, the
higher the bandwidth of alink, the lower the cost of transporting data acrossit. The original IEEE

802.1D standard defined Path Cost as 1000 Mbps divided by thelink bandwidth in Mbps. These val-
ues are shown in the center column of the table. Modern networks commonly use GigabitEthernet

and OC-48 ATM, which are both either too closeto or greater than the maximum scale of 1000 Mbps.

The |EEE now uses a nonlinear scale for Path Cost, as shown in the right column of the table.

TIP Beaware that there are two STP path cost scales—one that islittle used with alinear scale
and one commonly used that is nonlinear. If you decide to memorize some common Path Cost
values, learn only the onesin the “new” righthand column of the table.

STP Path Cost

Link Bandwidth Old STP Cost New STP Cost
4 Mbps 250 250
10 Mbps 100 100
16 Mbps 63 62
45 Mbps 22 39
100 Mbps 10 19
155 Mbps 6 14
622 Mbps 2 6

1 Gbps 1 4
10 Gbps 0 2

The Root Path Cost value is determined in the following manner:
1. The Root Bridge sends out a BPDU with a Root Path Cost value of 0 because its ports sit
directly on the Root Bridge.

2. When the next-closest neighbor receivesthe BPDU, it adds the Path Cost of its own port where
the BPDU arrived. (Thisis done as the BPDU isreceived.)

3. Theneighbor sends out BPDUs with this new cumulative value as the Root Path Cost.

4. Thisvaueisadded to by subsequent switch port Path Costs as each switch receives the BPDU

on down theline.
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NOTE Notice the emphasis on incrementing the Root Path Cost as BPDUSs are received. When
computing the Spanning Tree Algorithm manually, remember to compute a new Root Path Cost
as BPDUs come in to a switch port—not as they go out.

After incrementing the Root Path Cost, aswitch also recordsthe valuein its memory. When aBPDU
isreceived on another port and the new Root Path Cost islower than the previously recorded value,
this lower value becomes the new Root Path Cost. In addition, the lower cost tells the switch that
the path to the Root Bridge must be better using this port than it was on other ports. The switch has
now determined which of its ports has the best path to the Root—the Root Port.

Figure 9-4 shows the same network from Figure 9-3 in the process of Root Port selection.

Figure 9-4 Example of Root Port Selection

Catalyst A .
32768.00-00-00-00-00-0a Root Bridge
11 ’1/2

100 Mbps 100 Mbps
Cost =19 Cost=19
Root Path Cost = 19 n 100 Mbps 11 Root Path Cost = 19

/;*_,\”—’\ Cost =19 /;*_”7’\
-’1/2 112 -’

Catalyst B Catalyst C
32768.00-00-00-00-00-0b 32768.00-00-00-00-00-0c

(Root Path Cost =19 + 19)

The Root Bridge, Catalyst A, has aready been elected. Therefore, every other switch in the network
must choose one port that has the best path to the Root Bridge. Catalyst B selectsits port 1/1, with
a Root Path Cost of 0 plus 19. Port 1/2 is not chosen because its Root Path Cost is 0 (BPDU from

Catalyst A) plus 19 (Path Cost of A-C link) plus 19 (Path Cost of C-B link), or atotal of 38. Catalyst
C makes asimilar choice of port 1/1.
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Electing Designated Ports
By now, you should begin to see the process unfolding: a starting or reference point has been
identified, and each switch “connects’ itself toward the reference point with the single link that has
the best path. A tree structure is beginning to emerge, but links have been identified only at this
point. All links are still connected and could be active, leaving bridging loops.

To remove the possibility of bridging loops, STP makes afinal computation to identify one Desig-
nated Port on each network segment. Suppose that two or more switches have ports connected to a
single common network segment. If aframe appears on that segment, all the bridges attempt to for-
ward it to its destination. Recall that this behavior was the basis of a bridging loop and should be
avoided.

Instead, only one of the links on a segment should forward traffic to and from that segment. This
location is the Designated Port. Switches choose a Designated Port based on the lowest cumulative
Root Path Cost to the Root Bridge. For example, a switch always has an idea of its own Root Path
Cosgt, which it announcesin its own BPDUSs. If aneighboring switch on ashared LAN segment
sends a BPDU announcing a lower Root Path Cost, the neighbor must have the Designated Port.
If aswitch learns only of higher Root Path Costs from other BPDUSs received on a port, however,
it then correctly assumes that its own receiving port is the Designated Port for the segment.

Notice that the entire STP determination process has served only to identify bridges and ports. All
ports are still active, and bridging loops might still lurk in the network. STP has aset of progressive
states that each port must go through, regardless of the type or identification. These states actively
prevent loops from forming and are described in the next section.

NOTE |n each determination process discussed so far, two or more links having identical Root
Path Costsis possible. Thisresultsin atie condition, unless other factors are considered. All STP
decisions are based on the following sequence of four conditions:

1. Lowest Root Bridge ID

2. owest Root Path Cost to Root Bridge
3. Lowest Sender Bridge ID

4. owest Sender Port ID

Figure 9-5 demonstrates an example of Designated Port selection. Thisfigureisidentical to Figure 9-3
and Figure 9-4, with further Spanning Tree development. The only changes shown are the choices
of Designated Ports, although seeing all STP decisions shown in one network diagram is handy.
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Figure 9-5 Example of Designated Port Selection
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The three switches have chosen their Designated Ports (DP) for the following reasons:

m Catalyst A—Because this switch is the Root Bridge, all its active ports are Designated Ports

by definition. At the Root Bridge, the Root Path Cost of each port isO.

m Catalyst B—Catalyst A port 1/1 isthe DPfor the Segment A-B becauseit has the lowest Root
Path Cost (0). Catalyst B port 1/2 isthe DP for segment B-C. The Root Path Cost for each end
of thissegment is 19, determined from the incoming BPDU on port 1/1. Because the Root Path
Cost is equal on both ports of the segment, the DP must be chosen by the next criteria—the
lowest Sender Bridge ID. When Catalyst B sendsaBPDU to Catalyst C, it hasthelowest MAC
addressinthe BridgeID. Catalyst C also sendsaBPDU to Catalyst B, but its Sender Bridge ID

is higher. Therefore, Catalyst B port 1/2 is selected as the segment’s DP,
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Catalyst C—Catalyst A port 1/2 isthe DPfor Segment A-C becauseit hasthelowest Root Path
Cost (0). Catalyst B port 1/2 isthe DP for Segment B-C. Therefore, Catalyst C port 1/2 will be
neither a Root Port nor a Designated Port. As discussed in the next section, any port that is not
elected to either position enters the Blocking state. Where blocking occurs, bridging loops are
broken.

STP States
To participate in STP, each port of a switch must progress through several states. A port beginsits
lifein a Disabled state, moving through several passive states and, finally, into an active state if
allowed to forward traffic. The STP port states are as follows:

Disabled—Ports that are administratively shut down by the network administrator, or by the
system due to afault condition, are in the Disabled state. This state is special and is not part of
the normal STP progression for a port.

Blocking—ATfter aport initializes, it beginsin the Blocking state so that no bridging loops can
form. In the Blocking state, a port cannot receive or transmit data and cannot add MAC
addresses to its address table. Instead, a port is alowed to receive only BPDUSs so that the
switch can hear from other neighboring switches. In addition, ports that are put into standby
mode to remove a bridging loop enter the Blocking state.

Listening—The port will be moved from Blocking to Listening if the switch thinksthat the port
can be selected asaRoot Port or Designated Port. In other words, the port ison itsway to begin
forwarding traffic. In the Listening state, the port still cannot send or receive data frames.
However, the port isallowed to receive and send BPDUs so that it can actively participatein the
Spanning Tree topology process. Here, the port is finally allowed to become a Root Port or
Designated Port because the switch can advertise the port by sending BPDUsto other switches.
Should the port lose its Root Port or Designated Port status, it returns to the Blocking state.

L earning—After aperiod of time called the Forward Delay in the Listening state, the port is
allowed to moveinto the Learning state. The port still sends and receives BPDUs as before. In
addition, the switch can now learn new MAC addresses to add to its address table. This gives
the port an extra period of silent participation and alows the switch to assemble at least some
address table information.

Forwar ding—ATfter another Forward Delay period of time in the Learning state, the port is
allowed to move into the Forwarding state. The port can now send and receive data frames,
collect MAC addressesinitsaddresstable, and send and receive BPDUs. The portisnow afully
functioning switch port within the Spanning Tree topol ogy.

NOTE Remember that a switch port is allowed into the Forwarding state only if no redundant
links (or loops) are detected and if the port has the best path to the Root Bridge as the Root Port
or Designated Port.
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Example 9-1 shows the output from a switch as one of its ports progresses through the STP port
states.

Example 9-1 Port Progressing Through the STP Port States

*Mar 16 14:31:00 UTC: STP SW: Fa@/1 new disabled req for 1 vlans
Switch(config)# interface fast 0/1

Switch(config-if)#no shut

Switch(config-if)#"~-Z

*Mar 16 14:31:00 UTC: STP SW: Fa@/1 new blocking req for 1 vlans

Switch#show spanning interface fast 0/1

Vlan Port ID Designated Port ID
Name Prio.Nbr Cost Sts Cost Bridge ID Prio.Nbr
VLAN0OOQO1 128.1 19 LIS 0 32769 000a.f40a.2980 128.1

*Mar 16 14:31:15 UTC: STP SW: Fa@/1 new learning req for 1 vlans

Switch#show spanning interface fast 0/1

Vlan Port ID Designated Port ID
Name Prio.Nbr Cost Sts Cost Bridge ID Prio.Nbr
VLANQOO1 128.1 19 LRN 0 32768 00d0.5849.4100 32.129

*Mar 16 14:31:30 UTC: STP SW: Fa@/1 new forwarding req for 1 vlans

Switch#show spanning interface fast 0/1

Vlan Port ID Designated Port ID
Name Prio.Nbr Cost Sts Cost Bridge ID Prio.Nbr
VLANQOO1 128.1 19 FWD 0 32768 00d0.5849.4100 32.129

The example begins as the port is administratively disabled from the command line. When the port
is enabled, successive show spanning-tree interface type mod/port commands display the port
state as Listening, Learning, and then Forwarding. These are shown in the shaded text of the
example. Notice, also, the timestamps and port states provided by the debug spanning-tree switch
state command, which give asense of the timing between port states. Because this port waseligible
as aRoot Port, the show command was never able to execute fast enough to show the port in the
Blocking state.
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STP Timers
STP operates as switches send BPDUs to each other in an effort to form aloop-free topology. The
BPDUs take afinite amount of timeto travel from switch to switch. In addition, news of atopology
change (such as alink or Root Bridge failure) can suffer from propagation delays asthe
announcement travels from one side of a network to the other. Because of the possibility of these
delays, keeping the Spanning Tree topology from settling out or converging until all switches have
had time to receive accurate information isimportant.

STP uses three timers to make sure that a network converges properly before a bridging loop can
form. Thetimers and their default values are asfollows:

m HeloTime—Thetimeinterval between Configuration BPDUs sent by the Root Bridge. The
Hello Time value configured in the Root Bridge switch determines the Hello Time for all
nonroot switches because they just relay the Configuration BPDUSs as they are received from
the root. However, all switches have alocally configured Hello Time that is used to time TCN
BPDUswhen they areretransmitted. The |EEE 802.1D standard specifiesadefault Hello Time
value of 2 seconds.

m Forward Delay—Thetimeinterval that a switch port spends in both the Listening and
Learning states. The default value is 15 seconds.

m  Max (maximum) Age—Thetime interval that a switch stores a BPDU before discarding it.
While executing the STP, each switch port keeps a copy of the “best” BPDU that it has heard.
If the BPDU's source loses contact with the switch port, the switch notices that a topology
change occurred after the Max Age time elapses and the BPDU is aged out. The default Max
Age valueis 20 seconds.

The STP timers can be configured or adjusted from the switch command line. However, the timer
values should never be changed from the defaults without careful consideration. Then, the values
should be changed only on the Root Bridge switch. Recall that the timer values are advertised in
fields within the BPDU. The Root Bridge ensures that the timer values propagate to all other
switches.

NOTE Thedefault STPtimer valuesare based on some assumptions about the size of the network
and the length of the Hello Time. A reference model of a network having a diameter of seven
switches derives these values. The diameter is measured from the Root Bridge switch outward,
including the Root Bridge. In other words, if you drew the STP topol ogy, the diameter would be
the number of switches connected in series from the Root Bridge out to the end of any branchin
the tree. The Hello Timeis based on the time it takes for a BPDU to travel from the Root Bridge
to apoint seven switches away. A Hello Time of 2 seconds is used in this computation.
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The network diameter can be configured on the Root Bridge switch to more accurately reflect the
true size of the physical network. Making that value more accurate reduces the total STP conver-
gencetime during atopology change. Cisco also recommendsthat if changes need to be made, only
the network diameter value should be modified on the Root Bridge switch. When the diameter is
changed, the switch calculates new values for al three timers. This option is discussed in the
“Selecting the Root Bridge” section in Chapter 10.

Topology Changes
To announce achangein the active network topol ogy, switches send aTCN BPDU. Table 9-4 shows
the format of these messages.

Table 9-4 Topology Change Notification BPDU Message Content

Field Description # of Bytes
Protocol 1D (always 0) 2
Version (always 0) 1

Message Type (Configuration | 1
or TCN BPDU)

A topology change occurs when a switch either moves a port into the Forwarding state or moves a
port from Forwarding or Learning into the Blocking state. In other words, aport on an active switch
comes up or goes down. The switch sendsaTCN BPDU out its Root Port so that, ultimately, the
Root Bridge receives news of the topology change. Noticethat the TCN BPDU carries no data about
the change, but informs recipients only that a change has occurred. Also notice that the switch will
not send TCN BPDUs if the port has been configured with PortFast enabled.

The switch continues sending TCN BPDUs every Hello Time interval until it gets an
acknowledgment from an upstream neighbor. As the upstream neighbors receive the TCN BPDU,
they propagete it on toward the Root Bridge. When the Root Bridge receives the BPDU, the Root
Bridge al so sends out an acknowledgment. However, it also sends out the Topology Change flag in
a Configuration BPDU so that all other bridges shorten their bridge table aging times from the
default (300 seconds) to only the Forward Delay value (default 15 seconds).

This condition causes the learned | ocations of MAC addresses to be flushed out much sooner than
they normally would, easing the bridge table corruption that might occur because of the changein
topology. However, any stations that are actively communicating during this time are kept in the
bridge table. This condition lasts for the sum of the Forward Delay and the Max Age (default 15 +
20 seconds).
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Types of STP

So far, this chapter has discussed STP in terms of its operation to prevent loops and to recover
from topology changesin atimely manner. STP was originally developed to operate in a bridged
environment, basically supporting asingle LAN (or oneVLAN). Implementing STPinto aswitched
environment has required additional consideration and modification to support multiple VLANS.
Because of this, the |EEE and Cisco have approached STP differently. This section reviewsthethree
traditional types of STP that are encountered in switched networks and how they relate to one
another. No specific configuration commands are associated with the various types of STP. Rather,
you need a basic understanding of how they interoperate in a network.

NOTE ThelEEE hasproduced additional standardsfor Spanning Tree enhancementsthat greatly
improve on its scalability and convergence aspects. These are covered in Chapter 12, “Advanced
Spanning Tree Protocol.” After you have a firm understanding of the more traditional forms of
STP presented in this chapter, you can grasp the enhanced versions much easier.

Common Spanning Tree (CST)
The |IEEE 802.1Q standard specifies how VLANS are to be trunked between switches. It also
specifies only asingle instance of STP for all VLANS. Thisinstanceis referred to as the Common
Soanning Tree (CST). All CST BPDUs are transmitted over the native VLAN as untagged frames.

Having asingle STPfor many VLANSs simplifies switch configuration and reduces switch CPU load
during STP cal cul ations. However, having only one STP instance can cause limitations, too. Redun-
dant links between switches will be blocked with no capability for load balancing. Conditions can
also occur that would cause forwarding on alink that does not support all VLANS, while other links
would be blocked.

Per-VLAN Spanning Tree (PVST)
Cisco has a proprietary version of STP that offers more flexibility than the CST version. Per-VLAN
Soanning Tree (PVST) operates a separate instance of STP for each individual VLAN. This allows
the STP on each VLAN to be configured independently, offering better performance and tuning for
specific conditions. Multiple Spanning Trees also make load balancing possible over redundant
links when the links are assigned to different VLANS.

Dueto its proprietary nature, PV ST requires the use of Cisco Inter-Switch Link (ISL) trunking
encapsulation between switches. In networks where PV ST and CST coexist, interoperability
problems occur. Each requires a different trunking method, so BPDUs will never be exchanged
between STP types.
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Per-VLAN Spanning Tree Plus (PVST+)
Cisco has a second proprietary version of STP that allows devices to interoperate with both PV ST
and CST. Per-VLAN Spanning Tree Plus (PVST+) effectively supports three groups of STP
operating in the same campus network:

m Catalyst switches running PVST
m Catalyst switches running PV ST+
m  Switchesrunning CST over 802.1Q

To do this, PV ST+ acts as atrandlator between groups of CST switches and groups of PV ST
switches. PV ST+ can communicate directly with PV ST by using ISL trunks. To communicate with
CST, however, PV ST+ exchanges BPDUs with CST as untagged frames over the native VLAN.
BPDUSs from other instances of STP (other VLANS) are propagated across the CST portions of the
network by tunneling. PV ST+ sends these BPDUs by using a unique multicast address so that the
CST switchesforward them on to downstream neighborswithout interpreting them first. Eventually,
the tunneled BPDUs reach other PV ST+ switches where they are understood.



Foundation Summary 231

Foundation Summary

Table 9-5

Table 9-6

The Foundation Summary is a collection of information that provides a convenient review of many
key conceptsin this chapter. If you are already comfortable with the topicsin this chapter, this
summary can help you recall afew details. If you just read this chapter, this review should help
solidify some key facts. If you are doing your final preparation before the exam, thisinformation is
a convenient way to review the day before the exam.

STP has a progression of states that each port moves through. Each state allows a port to do only

certain functions, as shown in Table 9-5.

STP states and Port Activity

STP State The port can... The port cannot... Duration

Disabled Send or receive data N/A

Blocking Receive BPDUs Send or receive data or Indefinite if loop has been

learn MAC addresses detected

Listening Send and receive BPDUs Send or receive data or Forward Delay timer (15

learn MAC addresses seconds)

Learning Send and receive BPDUs Send or receive data Forward Delay timer (15
and learn MAC addresses seconds)

Forwarding Send and receive BPDUSs, Indefiniteaslong asportis
learn MAC addresses, and up and loop is not detected
send and receive data

Basic Spanning Tree Operation

Task Procedure

1. Elect Root Bridge.

Lowest Bridge ID

2. Select Root Port (one per switch).

Lowest Root Path Cost; if equal, use tie-breakers

3. Select Designated Port (one per segment).

Lowest Root Path Cost; if equal, use tie-breakers

4. Block ports with loops.

Block ports that are non-Root and non-Designated Ports
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Table 9-7

Table 9-8

Table 9-9

To manually work out a Spanning Tree topology using anetwork diagram, follow the basic stepsin

Table 9-7.

Manual STP Computation

Task

Description

1. Identify Path Costs on links.

For each link between switches, write the Path Cost that
each switch uses for the link.

2. |dentify Root Bridge.

Find the switch with the lowest Bridge ID; mark it on the
drawing.

3. Select Root Ports (one per switch).

For each switch, find the one port that has the best path to
the Root Bridge. Thisisthe onewith the lowest Root Path
Cost. Mark the port with an “RP” label.

4. Select Designated Ports (one per segment).

For each link between switches, identify which end of the
link will be the Designated Port. Thisis the one with the
lowest Root Path Cost; if equal on both ends, use STPtie-
breakers. Mark the port with a“DP” label.

5. Identify the blocking ports.

Every switch port that is neither a Root nor Designated
Port will be put into the Blocking state. Mark these with
an“X.”

Spanning Tree Tie Breaker Criteria
Sequence Criteria

1 Lowest Root Bridge ID

2 Lowest Root Path Cost

3 Lowest Sender Bridge ID
4 Lowest Sender Port ID
STP Path Cost

Link Bandwidth STP Cost (Nonlinear Scale)
4 Mbps 250
10 Mbps 100
16 Mbps 62
45 Mbps 39
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Table 9-9 STP Path Cost (Continued)

Link Bandwidth STP Cost (Nonlinear Scale)
100 Mbps 19

155 Mbps 14

622 Mbps 6

1 Gbps 4

10 Gbps 2

Table 9-10 STP Timers

Timer Function Default Value

Hello Interval between Configuration BPDUSs. 2 seconds

Forward Delay Time spent in Listening and L earning states before transitioning 15 seconds
toward Forwarding state.

Max Age Maximum length of time aBPDU can be stored without receiving | 20 seconds
an update; timer expiration signals an indirect failure with
Designated or Root Bridge.

Table 9-11 Types of STP

Type of STP Function

CsT Oneinstance of STP, over the native VLAN; 802.1Q-based

PVST One instance of STP per VLAN; Cisco | SL-based

PVST+ Provides interoperability between CST and PV ST; operates over both 802.1Q and ISL
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answers. Rather than allowing you to derive the
answersfrom clues hidden inside the questionsthemsel ves, the questions challenge your understanding
and recall of the subject. Hopefully, these questions will help limit the number of exam questions

on which you narrow your choices to two options and then guess.

You can find the answers to these questionsin Appendix A.

1. What isabridging loop? Why isit bad?
2. Put thefollowing STP port states in chronological order:
a. Learning
b. Forwarding
c. Listening
d. Blocking

3. Choose two types of STP messages used to communicate between bridges:

a. Advertisement BPDU
b. Configuration BPDU
¢. ACK BPDU
d. TCN BPDU

4. What criteria are used to select the following?
a. Root Bridge
b. Root Port
c. Designated Port
d. Redundant (or secondary) Root Bridges
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Which of the following switches become the Root Bridge, given the information in the
following table? Which switch becomes the secondary Root Bridge if the Root Bridge fails?

Switch Name Bridge Priority MAC Address Port Costs
Catalyst A 32,768 00-d0-10-34-26-a0 All are 19
Catalyst B 32,768 00-d0-10-34-24-a0 All are 4
Catalyst C 32,767 00-d0-10-34-27-a0 All are 19
Catalyst D 32,769 00-d0-10-34-24-al All are 19

What conditions cause an STP topology change? What effect does this have on STP and the
network?

A Root Bridge has been elected in a switched network. Suppose a new switch isinstalled with
alower Bridge ID than the existing Root Bridge. What will happen?

Suppose a switch receives Configuration BPDUs on two of its ports. Both ports are assigned to
the sameVLAN. Each of the BPDUs announces Catalyst A asthe Root Bridge. Can the switch
use both of these ports as Root Ports? Why?

How isthe Root Path Cost calculated for a switch port?

What conditions can cause ports on a network’s Root Bridge to move into the Blocking state?
(Assumethat all switch connections are to other switches. No crossover cables are used to
connect two ports together on the same switch.)

What parameters can be tuned to influence the selection of a port as a Root or Designated Port?
After abridging loop forms, how can you stop the endless flow of traffic?

In aBPDU, when can the Root Bridge ID have the same value as the Sender Bridge ID?
Which of these s true about the Root Path Cost?

a. Itisavalue sent by the Root Bridge that cannot be changed along the way.
b. ltisincremented as aswitch receivesaBPDU.
c. ltisincremented as a switch sends a BPDU.

d. Itisincremented by the Path Cost of a port.
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15.

16.

17.

18.

19.
20.

Suppose two switches are connected by acommon link. Each must decide which onewill have
the Designated Port on the link. Which switch takes on thisrole, if these STP advertisements
occur?

» Thelink ison switch A’s port number 12 and on switch B’s port number 5.

» Switch A hasaBridge ID of 32,768:0000.1111.2222, and switch B has
8192:0000.5555.6666.

* Switch A advertisesa Root Path Cost of 8, while B advertises 12.

Using the default STP timers, how long does it take for a port to move from the Blocking state
to the Forwarding state?

If the Root Bridge sets the Topology Change flag in the BPDU, what must the other switches
in the network do?

Over what VLAN(S) does the CST form of STP run?
a. VLAN1

b. All activeVLANSs

c. All VLANS (active or inactive)

d. ThenativeVLAN

Wheat is the major difference between PVST and PVST+?

Two switches are connected by a common active link. When might neither switch have a
Designated Port on the link?

a. When neither has a better Root Path Cost.
b. When the switches are actually the primary and secondary Root Bridges.
c. When one switch hasits port in the Blocking state.

d. Never; thiscan’t happen.






This chapter covers the
following topics that you
need to master for the CCNP
BCMISN exam:

m STP Root Bridge—This section discusses
the importance of identifying a Root Bridge,
aswell assuggestionsfor its placement in the
network. This section also presents the Root
Bridge configuration commands.

m Spanning Tree Customization—This
section covers the configuration commands
that allow you to alter the spanning tree's

topol ogy.

m Tuning Spanning Tree Convergence—This
section discusses how to alter, or tune, the
STPtimersto achieve optimum convergence
timesin a network.

m Redundant Link Convergence—This
section describes the methods that cause a
network to converge more quickly after a
topology change.

m Troubleshooting STP—Thissection offersa
brief summary of the commands you can use
to verify that an STP instance is working

properly.




CHAPTER 10

Spannning Tree Configuration

This chapter presents the design and configuration considerations necessary to implement the
|EEE 802.1D Spanning Tree Protocol (STP) in acampus network. This chapter also providesa
refresher on the commands needed to configure the STP features, as previously described in
Chapter 9, “Traditional Spanning Tree Protocol.”

You can also tune STP or make it converge more efficiently in a given network. This chapter
presents the theory and commands needed to accomplish this.

“Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide what parts of this
chapter to use. If you already intend to read the entire chapter, you do not necessarily need to
answer these questions now.

The quiz, derived from the magjor sections in the “ Foundation Topics’ portion of the chapter,
helps you determine how to spend your limited study time.

Table 10-1 outlines the major topics discussed in this chapter and the “Do | Know This
Already?’ quiz questions that correspond to those topics.

Table 10-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section
STP Root Bridge 1-5

Spanning Tree Customization 67

Tuning Spanning Tree Convergence 89

Redundant Link Convergence 10-12

CAUTION Thegoal of self-assessment isto gauge your mastery of the topicsin this chapter.
If you do not know the answer to a question or are only partially sure of the answer, you
should mark this question wrong. Giving yourself credit for an answer you correctly guess
skews your self-assessment results and might give you afalse sense of security.




240 Chapter 10: Spannning Tree Configuration

1.  Where should the Root Bridge be placed on a network?

a. Onthefastest switch

b. Closest to the most users

c. Closest to the center of the network
d. On theleast-used switch

2. Which of the following isaresult of a poorly placed Root Bridge in a network?

a. Bridging loopsform.

b. STPtopology can't be resolved.

¢. STPtopology can take unexpected paths.
d. Root Bridge €election flapping.

3. Which of these parameters should you change to make a switch become a Root Bridge?

a. Switch MAC address
b. Path Cost

c. Port Priority

d. Bridge Priority

4. What isthe default STP Bridge Priority on a Catalyst switch?
a. 0
b. 1
c. 32,768
d. 65,535

5.  Which of the following commands can make a switch become the Root Bridge for VLAN 5,
assuming that all switches have the default STP parameters?

a. Spanning-treeroot

b. spanning-treeroot vian 5

c. spanning-treevlan 5 priority 100
d. spanning-treevlan 5root
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6. What isthe default Path Cost of a Gigabit Ethernet switch port?

a. 1

b. 2

c. 4

d. 19

e. 1000

7. What command can change the Path Cost of interface Gigabit Ethernet 3/1 to a value of 8?
a. Spanning-tree path-cost 8
b. spanning-tree cost 8
¢. spanning-tree port-cost 8
d. spanning-treegig 3/1 cost 8

8. What happensif the Root Bridge switch and another switch are configured with different STP
hello timer values?

a. Nothing; each sends hellos at different times.

b. A bridging loop could form because the two switches are out of sync.
c. Theswitch with the lower hello timer becomes the Root Bridge.

d. The other switch changesits hello timer to match the Root Bridge.

9. What network diameter value is the basis for the default STP timer cal cul ations?

a. 1
b. 3
c. 7
d 9
e. 15

10. Where should the STP PortFast feature be used?

a. An access layer switch port connected to aPC
b. An access layer switch port connected to a hub
c. A distribution layer switch port connected to an access layer switch

d. A corelayer switch port
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11.  Where should the STP UplinkFast feature be enabled?

a. Anaccess layer switch

b. A distribution layer switch
c. A corelayer switch

d. All of the above

12. |If used, the STP BackboneFast feature should be enabled on which of these?

a. All backbone or core layer switches

b. All backbone and distribution layer switches
c. All access layer switches

d. All switchesin the network

Theanswerstothe“Do | Know ThisAlready?’ quiz are found in Appendix A, “Answersto Chapter
‘Do | Know ThisAlready? Quizzes and Q&A Sections.” The suggested choices for your next step
are asfollows:

m 10or lessoverall score—Read the entire chapter. This includes the “Foundation Topics,”
“Foundation Summary,” and “Q&A” sections.

m 11 or 12 overall score—If you want more review on these topics, skip to the “Foundation
Summary” section and then gotothe“ Q& A” section at the end of the chapter. Otherwise, move
to Chapter 11, “Protecting the Spanning Tree Protocol Topology.”
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Foundation Topics

STP Root Bridge

STP and its computations are predictable; however, other factors exist that might subtly influence
STP decisions, making the resulting tree structure neither expected nor ideal.

The network administrator can make adjustments to the Spanning Tree operation to control its
behavior. The location of the Root Bridge should be determined as part of the design process. You
can also use redundant links for load balancing in parallel, if configured correctly. You can also
configure Spanning Tree Protocol (STP) to converge quickly and predictably in the event of amajor
topology change.

NOTE By default, STPisenabled on all ports of a switch. STP should remain enabled in a
network to prevent bridging loops from forming. However, if STP has been disabled, you can
re-enabled it with the following global configuration command:

Switch (config)# spanning-tree vlan vlian-id

Root Bridge Placement
While STPiswonderfully automatic with its default val ues and el ection processes, theresulting tree
structure might perform quite differently than expected. The Root Bridge election is based on the
ideathat one switch is chosen as acommon reference point, and all other switches choose ports that
have the best cost path to the Root. The Root Bridge election is also based on the idea that the Root
Bridge can become a central hub that interconnects other legs of the network. Therefore, the Root
Bridge can be faced with heavy switching loadsin its central location.

If the Root Bridge election isleft to its default state, several things can occur to make apoor choice.
For example, the slowest switch (or bridge) can be elected as the Root Bridge. If heavy traffic loads
are expected to pass through the Root Bridge, the slowest switch is not the ideal candidate. Recall
that the only criteriafor Root Bridge election is the lowest Bridge ID (Bridge Priority and MAC
address)—not necessarily the best choice to ensure optimal performance. If the slowest switch has
the same Bridge Priority as the others and has the lowest MAC address, the slowest switch will be
chosen as the Root.

A second factor to consider relatesto redundancy. If all switchesareleft to their default states, only
one Root Bridge is elected with no clear choice for a“backup.” What happens if that switch fails?
Another Root Bridge election occurs, but again, the choice might not be theideal switch or theideal
location.
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Thefinal consideration isthelocation of the Root Bridge switch. As before, an election with default
switch values could place the Root Bridge in an unexpected location in the network. More impor-
tantly, an inefficient Spanning Tree structure could result, causing traffic from alarge portion of the
network to take along and winding path just to pass through the Root Bridge.

Figure 10-1 shows a portion of areal-world hierarchical campus network.

Figure 10-1 Campus Network with an Inefficient Root Bridge Election

Catalyst A Catalyst B
32768 2 = 32768
00-00-00-00-00-0a 00-00-00-00-00-0b Access Layer
100Mbps 1Gbps
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00-00-00-00-00-0c 00-00-00-00-00-0d

—

Catalyst E E
32768
00-00-00-00-00-0e

/—:’ r Server Farm

Catalyst switches A and B are two access layer devices, Catalysts C and D form the core layer and
Catalyst E connects a server farm into the network core. Notice that most of the switches use
redundant links to other layers of the hierarchy, as suggested in Chapter 2, “Modular Network
Design.” At thetime of thisexample, however, many switcheslike Catalyst B still haveonly asingle
connection into the core. These switches are slated for an “upgrade,” where aredundant link will be
added to the other half of the core.

Asyou will see, Catalyst A will become the Root Bridge because of itslow MAC address. All
switches have been left to their default STP states—the Bridge Priority of each is 32,768.
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Figure 10-2 shows the converged state of STP. For the purposes of this discussion, the Root Ports
and Designated Ports are ssmply shown on the network diagram. As an exercise, you should work
out the Spanning Tree based on the information shown in the figure. The more examples you can

work out by hand, the better you will understand the entire Spanning Tree process.

Figure 10-2 Campus Network with STP Converged
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Notice that Catalyst A, one of the access layer switches, has been elected the Root Bridge. Unfor-
tunately, Catalyst A cannot take advantage of the 1-Gbpslinks, unlike the other switches. Also note
the location of the X symbols over the portsthat are neither Root Ports nor Designated Ports. These
ports will enter the Blocking state.

Finally, Figure 10-3 shows the same network with the Blocking links removed. Now, you can see
the true structure of the final Spanning Tree.
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Figure 10-3 Final Spanning Tree Sructure for the Campus Network
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Catalyst A, an access layer switch, isthe Root Bridge. Workstations on Catalyst A can reach servers
on Catalyst E by crossing through the core layer (Catalyst C), as expected. However, notice what
has happened to the other access layer switch, Catalyst B. Workstations on this switch must cross
into the core layer (Catalyst D), back into the access layer (Catalyst A), back through the core
(Catalyst C), and finally to the server farm (Catalyst E). Thisaction isobviously inefficient. For one,
Catalyst A is probably not a high-end switch because it is used in the access layer. However, the
biggest issue isthat other access layer areas are forced to thread through the relatively slow uplinks
on Catalyst A. Thiswinding path will become a major bottleneck to the users.

Root Bridge Configuration
To prevent the surprises outlined in the previous section, you should always do two things:

m  Configure one switch as a Root Bridge in a determined fashion.

m Configure another switch as a secondary Root Bridge in case of primary Root Bridge failure.
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As the common reference point, the Root Bridge (and the secondary) should be placed near the
center of the Layer 2 network. For example, a switch in the distribution layer would make a better
Root Bridge choice than one in the access layer because more traffic is expected to pass through the
distribution layer devices. In aflat switched network (no Layer 3 devices), a switch near a server
farm would be a more efficient Root Bridge than switches el sewhere. Most traffic will be destined
to and from the server farm and will benefit from a predetermined, direct path.

To configure a Catalyst switch to become the Root Bridge, use one of the following methods:

m Directly modify the Bridge Priority value so that a switch can be given alower-than-default
Bridge ID value to win a Root Bridge el ection:

Switch (config)# spanning-tree vlan vlan-id priority bridge-priority

The bridge-priority value defaults to 32,768, but you can also assign a value of 0 to 65,535.
Remember that Catalyst switches run one instance of STP for each VLAN (PVST+), so the
VLAN ID must always be given. You should designate an appropriate Root Bridge for each
VLAN.

m Let the switch become the Root by automatically choosing a Bridge Priority value:

Switch(config)# spanning-tree vlan vlan-id root {primary | secondary}
[diameter diameter]
This command is actually a macro on the Catalyst that executes several other commands. The
resultisamoredirect and automatic way to force one switch to becomethe Root Bridge. Actual
Bridge Priorities are not given in the command. Rather, the switch modifies STP values
according to the current valuesin use within the active network. These values are modified only
once, when the macro command is issued.

Usethe primary keyword to make the switch attempt to become the primary Root Bridge. This
command modifies the switch’s Bridge Priority value to become less than the Bridge Priority
of the current Root Bridge. If the current Root Priority is more than 24,576, the local switch
setsits priority to 24,576. If the current Root Priority is lessthan that, the local switch setsits
priority to 4096 less than the current Root.

For the secondary Root Bridge, the Root Priority is set to 28,672. There is no way to query or
listen to the network to find another potential secondary Root, so this priority isused under the
assumption that it is less than the default priorities (32,768) that might be used elsewhere.

You can aso modify the network diameter with this command, if needed. This modification is
discussed further in the “ Tuning Spanning Tree Convergence” section later in the chapter.
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NOTE The spanning-tree vlan vian-id root command will not be shown in a Catalyst switch
configuration because the command is actually a macro executing other switch commands. The
actual commands and values produced by the macro will be shown, however. For example, the
macro can potentially adjust the four STP values as follows:
Switch(config)#spanning-tree vlan 1 root primary
vlan 1 bridge priority set to 24576
vlan 1 bridge max aging time unchanged at 20

vlan 1 bridge hello time unchanged at 2
vlan 1 bridge forward delay unchanged at 15

Be aware that this macro doesn’t guarantee that the switch will become the Root and maintain
that status. It is entirely possible for the Bridge Priority to be configured to alower value on
another switch in the network, displacing the switch that ran the macro.

OntheRoot, it isusually good practice to directly modify the Bridge Priority to an artificially low
value (even priority 1 or 0!) with the spanning-tree vlan vlian-id priority bridge-priority
command. Thiswill make it more difficult for another switch in the network to win the Root
Bridge election.

Spanning Tree Customization
The most important decision you can make when designing your Spanning Tree topology isthe
placement of the Root Bridge. Other decisions, such asthe exact |oop-free path structure, will occur
automatically as aresult of the Spanning Tree Algorithm (STA). Occasionally, the path might need
additional tuning, but only under special circumstances and after careful consideration.

Recall the sequence of four criteria that STP uses to choose a path:

1. Lowest BridgeID

2. Lowest Root Path Cost
3. Lowest Sender Bridge ID
4. Lowest Sender Port ID

The previous section discussed how to tune a switch’s Bridge ID to place the Root Bridgein a
network. You can use this technique to force a switch to have the lowest Bridge ID and also to
influence the sending Bridge ID of other switches (lowest Bridge ID and lowest Sender Bridge D).
However, only the automatic STP computation has been discussed, using the default switch port
costs to make specific path decisions.

Tuning the Root Path Cost
The Root Path Cost for each active port of aswitch is determined by the cumulative cost asaBPDU
travels along. As aswitch receives a BPDU, the port cost of the receiving port is added to the Root
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Path Cost in the BPDU. The port or path cost isinversely proportional to the port’s bandwidth. If
desired, a port’s cost can be modified from the default value.

NOTE Before modifying aswitch port’s path cost, you should always calcul ate the Root Path
costs of other alternate paths through the network. Changing one port’s cost might influence STP
to choose that port as a Root Port, but other paths could still be preferred. You should also
calculate a port’s existing path cost to determine what the new cost value should be. Careful
calculation will ensure that the desired path will indeed be chosen.

Use the following interface configuration command to set a switch port’s path cost:
Switch (config-if)# spanning-tree [vlan vlan-id] cost cost

If the vlan parameter is given, the port cost is modified only for the specified VLAN. Otherwise, the
cost is modified for the port as awhole (al active VLANS). Table 10-2 lists the cost value ranges
from 1 to 65,535, according to the standard | EEE values.

Table 10-2 STP Path Cost

Link Bandwidth STP Cost
4 Mbps 250

10 Mbps 100

16 Mbps 62

45 Mbps 39

100 Mbps 19

155 Mbps 14

622 Mbps 6

1 Gbps 4

10 Gbps 2

Tuning the Port ID
Thefourth criteriaof an STP decisionisthe Port ID. The Port ID value that aswitch usesisactually
a 16-bit quantity—=8 bitsfor the Port Priority and 8 bitsfor the Port Number. Port Priority isavalue
from 0 to 255 and defaultsto 128 for al ports. The Port Number can range from 0 to 255 and
represents the port’s actual physical mapping. Port Numbers begin with 1 at port 0/1 and increment
across each module. (The numbers might not be consecutive because each module is assigned a
particular range of numbers.)
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Obvioudly, switch port’s Port Number isfixed becauseit isbased on hardware location. The Port ID,
however, can be modified to influence an STP decision by using the Port Priority. You can configure
the Port Priority with this interface configuration command:

Switch(config-if)# spanning-tree [vlan vlan-list] port-priority port-priority

You can modify the Port Priority for a specific VLAN by using the vian parameter. Otherwise, the
Port Priority is set for the port as awhole (all active VLANS). The value of port-priority can range
from 0 to 255 and defaults to 128.

Tuning Spanning Tree Convergence

STP uses several timers, a sequence of states that ports must move through, and specific topol ogy
change conditions to prevent bridging loops from forming in a complex network. Each of these
parametersor requirementsisbased on certain default valuesfor atypical network size and function.
For the majority of cases, the default STP operation is sufficient to keep the network loop free and
enable users to communicate.

However, in certain situations,the default STP can cause network accessto be delayed while timers
expire and while preventing loops on linkswhere loops are hot possible. For example, whenasingle
PC is connected to aswitch port, abridging loop is simply not possible. Another situation relatesto
the size of aLayer 2 switched network—the default STP timers are based on a benchmark network
size. Inanetwork that is smaller, waiting until the default timer values expire might not make sense
when they could be safely set to shorter values. In situations like this, you can safely make
adjustments to the STP convergence process for more efficiency.

Modifying STP Timers
Recall that STP usesthree timersto keep track of various port operation states and communication
between bridges. The three STP timers can be adjusted by using the commands documented in the
sections that follow. Remember that the timers need only be modified on the Root Bridge because
the Root Bridge propagates all three timer values throughout the network as fieldsin the
Configuration BPDU.

Use one or more of the following global configuration commands to modify STP timers:

Switch(config)# spanning-tree [vlan vlan-id] hello-time seconds
Switch(config)# spanning-tree [vlan vlan-id] forward-time seconds
Switch(config)# spanning-tree [vlan vlan-id] max-age seconds
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TheHello Timer triggersperiodic “hello” (actually the Configuration BPDU) messagesthat are sent
from the Root to other bridges in the network. This timer also setsthe interval in which abridge
expects to hear a hello relayed from its neighboring bridges. Configuration BPDUs are sent every
2 seconds, by default. You can modify the Hello Timer per VLAN with the hello-time keyword,
along with avalue of 1 to 10 seconds.

The Forward Delay Timer determines the amount of time a port staysin the Listening state before
moving into the Learning state and how long it stays in the Learning state before moving to the
Forwarding state. You can modify the Forward Delay Timer per VLAN with the forwar d-time
keyword. The default value is 15 seconds but can be set to a value of 4 to 30 seconds. This timer
should be modified only under careful consideration because the value is dependent upon the
diameter of the network and the propagation of BPDUs across all switches. A valuetoo low allows
loops to form and cripples a network.

The MaxAge Timer specifies a stored BPDU's lifetime that has been received from a neighboring
switch with a Designated Port. Suppose BPDUs are being received on anon-Designated switch port
every 2 seconds, as expected. Then an indirect failure, or one that doesn’t involve aphysical link
going down, occursthat prevents BPDUs from being sent. The receiving switch waits until the Max
AgeTimer expiresto listen for further BPDUSs. If none are received, the non-Designated Port moves
into the Listening state, and the receiving switch generates Configuration BPDUSs. This port then
becomes the Designated Port to restore connectivity on the segment.

To modify the Max Age Timer on aper-VLAN basis, use the max-age keyword. The timer value
defaults to 20 seconds but can be set from 6 to 40 seconds.

NOTE Modifying STP timers can be tricky given the conservative nature of the default values
and the cal cul ations needed to derive proper STP operation. Timer values are basically dependent
on the Hello Time and the switched network’s diameter, in terms of switch hops. Catalyst
switches offer asingle command that can change the timer values in a more controlled fashion.
Although described earlier, the spanning-tree vlan vian-id root macro command is a better tool
to use than setting the timers with the individual commands. This global configuration command
has the following syntax:

Switch(config)# spanning-tree vlan vlan-id root {primary | secondary} [diameter
diameter [hello hello-time]]

Here, STP timerswill be adjusted according to the formulas specified in the 802.1D standard by
giving only the Hello Time and the network’s diameter (the maximum number of switches that
traffic will traverse across aLayer 2 network). Again, this command can be used on aper-VLAN
basisto modify the timersfor aparticular VLAN's spanning tree. The network diameter can bea
value from one to seven switch hops. Because this command makes a switch become the Root
Bridge, all the modified timer values resulting from this command will be propagated to other
switches through the Configuration BPDU.
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Redundant Link Convergence

Some additional methods that exist to allow faster STP convergence in the event of alink failure
include the following:

m PortFast—Enablesfast connectivity to be established on access layer switch portsto
workstations that are booting up

m  UplinkFast—Enables fast uplink failover on an access layer switch when dual uplinks are
connected into the distribution layer

m BackboneFast—Enables fast convergence in the network backbone (core) after a Spanning
Tree topology change occurs

Rather than modifying timer values, these methodswork by controlling convergence on specifically
located ports within the network hierarchy.

NOTE The Spanning Tree Protocol has been enhanced to allow almost instantaneous topol ogy
changes, rather than rely on these Cisco-proprietary extensions. This enhancement is known as
the Rapid Spanning Tree Protocol, or |EEE 802.1w, and is covered in Chapter 12, “Advanced
Spanning Tree Protocol.” You should become familiar with the topicsin this chapter first because
they provide the basis for the concepts in Chapter 12.

PortFast: Access Layer Nodes
An end-user workstation is usually connected to a switch port in the access layer. If the workstation
is powered off and then turned on, the switch port will not bein ausable state until STP cyclesfrom
the Blocking state to the Forwarding state. With the default STP timers, this transition takes at |east
30 seconds (15 seconds Listening to Learning and 15 seconds Learning to Fowarding). Therefore,
the workstation is unable to transmit or receive any useful datauntil the Forwarding stateisreached
on the port.

NOTE Port initialization delays of up to 50 seconds can be observed. As discussed, 30 of these
seconds are due to the STP state transitions. If aswitch port isrunning Port Aggregation Protocol
(PAgP) to negotiate EtherChannel configuration, an additional 20-second delay can occur.

On switch ports that connect only to single workstations or specific devices, bridging loops should
never be possible. Catalyst switches offer the PortFast feature that shortensthe Listening and Learning
states to a negligible amount of time. When aworkstation link comes up, the switch immediately
moves the PortFast port into the Forwarding state. Spanning tree loop detection is still in operation,
however, and the port moves into the Blocking state if aloop is ever detected on the port.
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To enable or disable the PortFast feature on a switch port, use the following interface configuration
command:

Switch(config-if)# spanning-tree portfast

Obvioudly, you should not enable PortFast on a switch port that is connected to a hub or another
switch because bridging loops could possibly form. One other benefit of PortFast is that topology
change natification (TCN) BPDUs are not sent when a switch port in PortFast mode goes up or
down. Thissimplifiesthe TCN transmission on alarge network when end-user workstations are
coming up or shutting down.

UplinkFast: Access Layer Uplinks
Consider an access layer switch that has redundant uplink connections to two distribution layer
switches. Normally, one uplink would bein the Forwarding state and the other in the Blocking state.

If the primary uplink went down, up to 50 seconds could elapse before the redundant uplink could
be used.

The UplinkFast feature on Catalyst switches enables |eaf-node switches or switches at the ends of
the spanning tree branches to have afunctioning Root Port while keeping one or more redundant or
potential Root Ports in Blocking mode. When the primary Root Port uplink fails, another blocked
uplink can be immediately brought up for use.

NOTE Many Catalyst switches have two built-in, high-speed uplink ports (Gigabit Ethernet, for
example). You might get the idea that UplinkFast can only toggle between two leaf-node uplink
ports. Thisis entirely untrue—UplinkFast keeps arecord of all parallel pathsto the Root Bridge.
All uplink ports but one are kept in the Blocking stete. If the Root Port fails, the uplink with the
next-lowest Root Path Cost is unblocked and used.

To enable the UplinkFast feature, use the following global configuration command:
Switch(config)# spanning-tree uplinkfast [max-update-rate pkts-per-second]

When UplinkFast is enabled, it is enabled for the entire switch and al VLANSs. UplinkFast works
by keeping track of possible paths to the Root Bridge. Therefore, the command is not allowed on
the Root Bridge switch. UplinkFast al so makes some modificationsto thelocal switch to ensure that
it does not become the Root Bridge, and that the switch is not used as atransit switch to get to the
Root Bridge. First, the switch’sBridge Priority israised to 49,152, making it unlikely that the switch
will be elected to Root Bridge status. The Port Cost of all local switch portsisincremented by 3000,
making the ports undesirabl e as paths to the Root for any downstream switches.
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The command also includesamax-update-r ate parameter. When an uplink on aswitch goes down,
UplinkFast makesit easy for thelocal switch to update its bridging table of MAC addressesto point
to the new uplink. However, UplinkFast aso provides a mechanism for the local switch to notify
other upstream switches that stations downstream (or on toward the access layer) can be reached
over the newly activated uplink.

Thisaction isaccomplished by sending dummy multicast framesto destination 0100.0ccd.cdcd that
contain the MAC addresses of the stationsin the Content-Addressable Memory (CAM) table. These
multicast frames are sent out at arate specified by the max-update-r ate parameter in packets per
second. The default is 150 packets per second (pps), but the rate can range from 0 to 65,535 pps. If
the valueis 0, no dummy multicasts are sent.

BackboneFast: Redundant Backbone Paths
In the network backbone, or core layer, a different method is used to shorten STP convergence.
BackboneFast works by having a switch actively determine if alternate paths exist to the Root
Bridge in the event that the switch detects an indirect link failure. Indirect link failures occur when
alink not directly connected to a switch fails. A switch detects an indirect link failure when it
receives inferior BPDUs from its Designated Bridge on either its Root Port or a Blocked Port.
(Inferior BPDUs are sent from a Designated Bridge that has|ost its connection to the Root Bridge,
making it announce itself as the new Root.)

Normally, a switch must wait for the Max Age timer to expire before responding to the inferior
BPDUs. However, BackboneFast begins to determine if other aternate paths to the Root Bridge
exist according to the type of port that received the inferior BPDU. If the inferior BPDU arrives on
aport in the Blocking state, the switch considers the Root Port and all other blocked ports to be
alternate paths to the Root Bridge. If the inferior BPDU arrives on the Root Port itself, the switch
considers all blocked portsto be alternate paths to the Root Bridge. If theinferior BPDU arrives on
the Root Port and no ports are blocked, however, the switch assumesit has lost connectivity with
the Root Bridge. In this case, the switch assumes that it has become the Root Bridge and,
BackboneFast allowsit to do so before the Max Age timer expires.

Detecting alternate paths to the Root Bridge also involves an interactive process with other bridges.
If thelocal switch has blocked ports, BackboneFast begins to use the Root Link Query (RLQ) pro-
tocol to seeif upstream switches have stable connectionsto the Root Bridge. RLQ Requests are sent
out. If aswitch receives an RLQ Reguest and is either the Root Bridge or haslost connection to the
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Root, it sends an RLQ Reply. Otherwise, the RLQ Request is propagated on to other switches until
an RLQ Reply can be generated. Onthelocal switch, if an RLQ Reply isreceived onits current Root
Port, the path to the Root Bridgeisintact and stable. If it isreceived on anon-Root Port, an alternate
Root Path must be chosen. The Max Age Timer isimmediately expired so that anew Root Port can
be found.

BackboneFast is simple to configure and operates by short-circuiting the Max Age Timer when
needed. Although this function shortens the time a switch waits to detect a Root Path failure, ports
still must go through full-length Forward Delay Timer intervals during the Listening and Learning
states. Where PortFast and UplinkFast enableimmediate transitions, BackboneFast can only reduce
the maximum convergence delay from 50 to 30 seconds.

To configure BackboneFast, use the following global configuration command:
Switch(config)# spanning-tree backbonefast

When used, BackboneFast should be enabled on all switchesin the network because BackboneFast
requiresthe use of the RLQ Request and Reply mechanism to inform switches of Root Path stability.
The RLQ protocol is active only when BackboneFast is enabled on a switch. By defaullt,
BackboneFast is disabled.

Troubleshooting STP

Because the STP running in anetwork uses several timers, costs, and dynamic calculations, predict-
ing the current state in your head is difficult. You can take a network diagram and work out the STP
topology by hand, but any change on the network could produce an entirely different outcome. Then
figure in something like PV ST+, where you have one instance of STP running for each VLAN
present. Obviously, simply viewing the STP status on the active network devices would be better.

You can display information about many aspects of the STP from a Catalyst switch command-line
interface (CLI). Specifically, you need to find out the current Root Bridge and itslocation in the
network. You might also want to see the Bridge ID of the switch where you are connected, to see
how it participatesin STP. Use the information in Table 10-2 to determine what command is useful
for what situation.
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Table 10-3 Commands for Displaying Spanning Tree Information

Task Command Syntax

View all possible STP parametersfor all VLANs and show spanning-tree
ports.

Find the Root Bridge ID, the Root Port, and the Root show spanning-tree[vlan vian-id] root

Path Cost.

Find the Designated Ports and Designated Bridge IDs | show spanning-tree [vlan vian-id] brief

on each port.

Show the total number of switch portsin each STP show spanning-tree[vlan vian-id] summary
state.

Show the STP PortFast status of each switch port.l show spanning-tree | include (port | portfast)
Show the STP UplinkFast status. show spanning-tree uplinkfast

Show the STP BackboneFast status. show spanning-tree backbonefast

1 The PortFast state is not readily accessible but isincluded in the large amount of information from the show spanning-
tree command. Y ou can add output filters to include only the lines that reference the Port and the portfast status.
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Foundation Summary

The Foundation Summary is a collection of information that provides a convenient review of many
key conceptsin this chapter. If you are already comfortable with the topicsin this chapter, this
summary can help you recall afew details. If you just read this chapter, this review should help
solidify some key facts. If you are doing your final preparation before the exam, these tables and
figures are a convenient way to review the day before the exam.

Table 10-4 STP Configuration Commands

Task Command Syntax
Enable STP. spanning-tree vlan-id
Set Bridge Priority. spanning-tree vlan vian-id priority bridge-priority

Set Root Bridge (macro).

spanning-tree vlan vian-id root { primary | secondary}
[diameter diameter]

Set Port Cost. spanning-tree [vlan vlan-id] cost cost
Set Port Priority. spanning-tree [vlan vian-id] port-priority port-priority
Set STP Timers. spanning-tree [vlan vian-id] hello-time seconds

spanning-tree [vlan vian-id] forwar d-time seconds

spanning-tree [vlan vlan-id] max-age seconds

Set PortFast on an interface.

spanning-tree portfast

Set UplinkFast on a switch.

spanning-tree uplinkfast [max-update-r ate pkts-per-second]

Set BackboneFast on a switch.

spanning-tree backbonefast




258 Chapter 10: Spannning Tree Configuration

Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answers. Rather than allowing you to derive the
answers from clues hidden inside the questions themselves, the questions challenge your
understanding and recall of the subject. Hopefully, these questions will help limit the number of
exam questions on which you narrow your choices to two options and then guess.

You can find the answers to these questionsin Appendix A.
1.  What commands can configure a Catalyst 4500 switch as the Root Bridge on VLAN 10,

assuming that the other switches are using the default STP values?

2. Using your Root Bridge answer from Question 1, what commands can configure a
Catalyst 3550 switch as a secondary or backup Root Bridge on VLAN 10?

3. Which of the following switches will become the Root Bridge, given the information in the
following table?Which switch will become the secondary Root Bridgeif the Root Bridge fails?

Switch Name Bridge Priority MAC Address Port Costs
Catalyst A 32,768 00-d0-10-34-26-a0 All are 19
Catalyst B 32,768 00-d0-10-34-24-a0 All are 4
Catalyst C 32,767 00-d0-10-34-27-a0 All are 19
Catalyst D 32,769 00-d0-10-34-24-al All are 19

Questions 4 through 7 are based on a network that contains two switches, Catalyst A and B. Their
Bridge Priorities and MAC addresses are 32,768:0000.aaaa.aaaa and 32,768:0000.bbbb.bbbb,
respectively.

Which switch will become the Root Bridge?

4
5. If switch B’s Bridge Priority is changed to 10,000, which one will be Root?
6. If switch B’s Bridge Priority is changed to 32,769, which one will be Root?
7

If switch C isintroduced with 40000:0000.0000.cccc, which will be the secondary Root?
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Suppose aswitch is configured with the spanning-tree vlan 10 root primary command. Then
another switch is connected to the network. The new switch has a Bridge Priority of 8192.
Which one of the following happens?

a. When the new switch advertisesitself, the original Root Bridge detectsit and lower its
Bridge Priority to 4096 |ess than the new switch.

b. The new switch becomes and stays the Root Bridge (Bridge Priority 8192).
c. No change; both switches keep their current Bridge Priorities.

d. The new switch detects that a Root Bridge already exists and raises its own Bridge
Priority to 32,768.

Three switchesin a network have the following Bridge Priorities: 32,768, 16,384, and 8192. If
afourth switch is configured with spanning-tree vlan 1 root secondary, what is the Bridge
Priority of the switches that becomes the primary and secondary Root Bridge?

What STP timer values can be automatically modified by setting the network diameter?

Which STP timer determines how long a port staysin the Listening state? What isits default
value?

What is the purpose of the Max Age timer?

Three switches are connected to each other, forming atriangle shape. STP preventsaloop from
forming. What is the most accurate value that could be used for the network diameter?

Which of the following will not benefit from STP UplinkFast?
a. An access layer switch with one uplink port
b. An access layer switch with two uplink ports
c. An access layer switch with three uplink ports
d. An accesslayer switch with four uplink ports

What command can enable the STP PortFast feature on a switch? What configuration mode
must you enter first?

What happensiif the STP Hello Timeis decreased to 1 second in an effort to speed up STP
convergence? What happens if the Hello Time is increased to 10 seconds?

What switch command can safely adjust the STP timers on the Root Bridgein VLAN 7?
Assume that the network consists of Catalyst A, B, and C, all connected to each other in a
triangle fashion.
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For questions 18 and 19, refer to the following output:

Switch# show spanning-tree vlan 50 brief
VLAN50
Spanning tree enabled protocol ieee
Root ID Priority 8000

Address 00d0.0457.3831
Cost 12
Port 49 (GigabitEthernet@/1)

Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec

Bridge ID Priority 32818 (priority 32768 sys-id-ext 50)
Address 0009.b7ee.9800
Hello Time 2 sec Max Age 20 sec Forward Delay 15 sec
Aging Time 300

Interface Designated

Name Port ID Prio Cost Sts Cost Bridge ID Port ID
FastEthernet@/1 128.1 128 19 FWD 12 32818 0009.b7ee.9800 128.1
FastEthernet@/2 128.2 128 19 FWD 12 32818 0009.b7ee.9800 128.2
FastEthernet0/4 128.4 128 100 FWD 12 32818 0009.b7ee.9800 128.4
FastEthernet0/7 128.7 128 19 FWD 12 32818 0009.b7ee.9800 128.7
FastEthernet@/8 128.8 128 19 FWD 12 32818 0009.b7ee.9800 128.8
FastEthernet@/9 128.9 128 19 FWD 12 32818 0009.b7ee.9800 128.9
FastEthernet0/10 128.10 128 19 FWD 12 32818 0009.b7ee.9800 128.10
FastEthernet@/11 128.11 128 19 FWD 12 32818 0009.b7ee.9800 128.11
FastEthernet@/12 128.12 128 19 FWD 12 32818 0009.b7ee.9800 128.12
FastEthernet@/17 128.13 128 19 FWD 12 32818 0009.b7ee.9800 128.13
FastEthernet@/20 128.16 128 19 FWD 12 32818 0009.b7ee.9800 128.16
FastEthernet@/21 128.17 128 19 FWD 12 32818 0009.b7ee.9800 128.17
FastEthernet0/23 128.19 128 19 FWD 12 32818 0009.b7ee.9800 128.19
FastEthernet@/24 128.20 128 19 FWD 12 32818 0009.b7ee.9800 128.20

18. What isthe Bridge ID for the current Root Bridge? I's the switch that produced this output the
actual Root Bridge?

19. What isthe Path Cost of interface FastEthernet 0/4, and why isit different from the others?

20. Why doesthe column marked “Designated Bridge ID” have the same value for every switch
port?

21. Suppose you need to troubleshoot your Spanning Tree topology and operation. What
commands and information can you use on a switch to find information about the current
STPtopology in VLAN 39?






This chapter covers the
following topics that you
need to master for the CCNP
BCMISN exam:

m Root Guard—This section discusses how to
protect the STP topology against unexpected
switches advertising to become the Root
Bridge.

m BPDU Guard—This section covers unex-
pected STP advertisements on switch ports
configured for PortFast, where single hosts
connect.

m BPDU Skew Detection—T hissection shows
how to detect delayed BPDU reception.

m L oop Guard—Thissection discusses how to
protect the STP topology against the | oss of
BPDUsfrom the Root Bridge on aswitch port.

m UDL D—This section presents afeature to
detect and protect against unidirectional,
switch-to-switch links.

m Troubleshooting STP Protection—This
section summarizes the commands that
diagnose or verify actionsthat take to protect
the topology.




CHAPTER 11

Protecting the Spanning Tree
Protocol Topology

Achieving and maintaining aloop-free Spanning Tree Protocol (STP) topol ogy revolves around
the simple process of sending and receiving bridge protocol data units (BPDUs). Under normal
conditionswhere al switches are playing fairly and according to the rules, aloop-free topology
is dynamically determined.

This chapter discusses two basic conditions that can occur to disrupt the loop-free topology
(even while STP isrunning):

m  Onaport that has not been receiving BPDUs, BPDUs are not expected. When BPDUs
suddenly appear for some reason, the STP topology can reconverge to give unexpected
results.

m  Onaport that normally receives BPDUs, BPDUs are always expected. When BPDUs
suddenly disappear for some reason, a switch can make incorrect assumptions about the
topology and unintentionally create loops.

“Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide what parts of this
chapter to use. If you intend to read the entire chapter, you do not necessarily need to answer
these questions now.

The quiz, derived from the mgjor sectionsin the “ Foundation Topics® portion of the chapter,
helps you determine how to spend your limited study time.

Table 11-1 outlines the major topics discussed in this chapter and the “Do | Know This
Already?’ quiz questions that correspond to those topics.
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Table 11-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section
Root Guard 14

BPDU Guard 5

BPDU Skew Detection 6

Loop Guard 7-9

UubLD 10-12

CAUTION Thegoal of self-assessment isto gauge your mastery of the topicsin this chapter.
If you do not know the answer to a question or are only partially sure of the answer, you
should mark this question wrong. Giving yourself credit for an answer you correctly guess
skews your self-assessment results and might give you afalse sense of security.

1. Why isitimportant to protect the placement of the Root Bridge?

a. To keep two Root Bridges from becoming active

b. To keep the STP topology stable

¢. Soall hosts have the correct gateway

d. Sothe Root Bridge can have complete knowledge of the STP topology

2. Which of the following features protects a switch port from accepting superior BPDUS?

a. STPloop guard
b. STPBPDU guard
c. STProot guard
d. UDLD

3. Which of the following commands can you use to enable STP root guard on a switch port?

a. spanning-treeroot guard
b. spanning-treeroot-guard
¢. spanning-tree guard root
d. spanning-treerootguard enable
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Where should the STP root guard feature be enabled on a switch?

a. All ports

b. Only ports where the Root Bridge should never appear
¢. Only ports where the Root Bridge should be located

d. Only ports with PortFast enabled

Which of thefollowing features protects a switch port from accepting BPDUswhen PortFast is
enabled?

a. STPloop guard
b. STPBPDU guard
c. STProot guard

d. UDLD

Which of the following features can you use to identify when BPDUs are delayed as they pass
through the topol ogy?

a. UDLD

b. BPDU guard

c. BPDU authentication
d. BPDU skew detection

To maintain aloop-free STP topology, which one of the following should a switch uplink be
protected against?

a. A sudden loss of BPDUs

b. Too many BPDUs

¢. Thewrong version of BPDUs

d. BPDUsrelayed from the Root Bridge

Which of the following commands can enable STP loop guard on a switch port?

a. spanning-treeloop guard
b. spanning-tree guard loop
¢. spanning-treeloop-guard
d. spanning-treeloopguard enable
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9. STPloop guard detects which of the following conditions?
a. The sudden appearance of superior BPDUs
b. The sudden lack of BPDUs
¢. Theappearance of duplicate BPDUs
d. The appearance of two Root Bridges

10. Which of the following features can actively test for the loss of the receive side of alink
between switches?

a. POST
b. BPDU
¢. UDLD
d. STP

11. UDLD must detect a unidirectional link before which of the following?
a. TheMax Age Timer
b. STP movesthelink to the blocking state
c. STPmovesthelink to the forwarding state
d. STP movesthelink to the listening state

12.  What must a switch do when it receives a UDLD message on alink?

a. Relay the message on to other switches.
b. Send aUDLD acknowledgment.

c. Echo the message back across the link.
d. Drop the message.

You can find the answersto the “Do | Know ThisAlready?’ quiz in Appendix A, “Answers to
Chapter ‘Do | Know ThisAlready? Quizzes and Q& A Sections.” The suggested choices for your
next step are as follows:

m 10 or lessoverall score—Read the entire chapter. This includes the “Foundation Topics,”
“Foundation Summary,” and “Q& A" sections.

m 11 or 12 overall score—If you want more review on these topics, skip to the “Foundation
Summary” section, and then go to the “Q&A” section at the end of the chapter. Otherwise,
move to Chapter 12, “Advanced Spanning Tree Protocol ”
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Foundation Topics

Protecting Against Unexpected BPDUs

A network running STP uses BPDUsto communicate between switches (bridges). Switchesbecome
aware of each other and of the topology that interconnects them. After a Root Bridge is el ected,
BPDUs are generated by the Root and are relayed down through the spanning-tree topol ogy.
Eventually, all switchesin the STP domain receive the Root's BPDUSs such that the network
converges and a stable loop-free topology forms.

To maintain an efficient topol ogy, the placement of the Root Bridge must be predictable. Hopefully,
you configured one switch to become the Root Bridge and a second one to be the secondary Root.
What happens when a“foreign” or rogue switch is connected to the network, and that switch is
suddenly able to become the Root Bridge? Cisco added two STP features that help prevent the
unexpected: root guard and BPDU guard.

Root Guard
After an STP topology has converged and becomes loop-free, switch ports are assigned the
following roles:

m Root Port—Theone port on aswitch that is closest (lowest Root Path Cost) to the Root Bridge.

m Designated Port—The port on a LAN segment that is closest to the Root; this port relays, or
transmits, BPDUs on down the tree.

m Blocking—Ports that are neither Root nor Designated Ports.

m Alternate Ports—Ports that are candidate Root Ports (they are also close to the Root Bridge)
but are in the blocking state; these ports are identified for quick use by the STP UplinkFast
feature.

m Forwarding—Ports where no other STP activity is detected or expected; these are ports with
normal end user connections.

The Root Bridge is always expected to be seen on the Root Port and the Alternate Ports because
these are “ closest” (have the best cost path) to it.

Suppose that another switch isintroduced into the network with a Bridge Priority that is more
desirable (lower) than the current Root Bridge. The new switch would then become the Root Bridge,
and the STP topology might reconverge to a new shape. Thisis entirely permissible by the STP, as
the switch with the lowest Bridge ID always wins the Root election.
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However, thisis not always desirable to you, the network administrator, because the new STP
topology might be something totally unacceptable. In addition, while the topology is reconverging,
your production network might become unavailable.

The root guard feature was developed as a means to control where candidate Root Bridges can be
connected and found on a network. Basically, a switch learns the cureent Root Bridge's Bridge ID.
If another switch advertises a superior BPDU, or one with a better Bridge ID, on a port where root
guard is enabled, the local switch will not allow the new switch to become the Root. Aslong asthe
superior BPDUs are being received on the port, the port will be kept in the root-inconsistent STP
state. No data can be sent or received in that state, but the switch can listen to BPDUs received on
the port.

In essence, root guard designates that a port can only relay BPDUs and not receive them. The port
can never become a Root Port that would normally only receive BPDUSs.

Root guard is enabled on a per-port basis. By defaullt, it is disabled on all switch ports. To enableit,
use the following interface configuration command:

Switch(config-if)# spanning-tree guard root

When the superior BPDUs are no longer received, the port is cycled through the normal STP states
to return to normal use.

Useroot guard on switch ports where you never expect to find the Root Bridge for aVLAN. Infact,
root guard affects the entire port so that a Root Bridge can never be allowed on any VLAN on the
port. When a superior BPDU is heard on the port, the entire port, in effect, becomes blocked.

BPDU Guard
Recall that the traditional STP offers the PortFast feature, where switch ports are allowed to imme-
diately enter the Forwarding state as soon as the link comes up. Normally, PortFast provides quick
network access to end-user devices, where bridging loops are never expected to form. Even while
PortFast is enabled on aport, STPis still running and can detect a bridging loop. However, aloop
can be detected only in afinite amount of time—the length of time required to move the port through
the normal STP states.

NOTE Remember that enabling PortFast on aport is not the same as disabling the Spanning Tree
Protocol on it.

By definition, if you enable PortFast, you are never expecting to find anything that can cause a
bridging loop—especially another switch or device that produces BPDUSs. Suppose that aswitch is
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connected by mistake to a port where PortFast is enabled. Now, there is a potential for abridging
loop to form. An even greater consequence is that the potential now exists for a new deviceto
advertise itself and become the new Root Bridge.

The BPDU guard feature was devel oped to further protect the integrity of switch portsthat have
PortFast enabled. If any BPDU (whether superior to the current Root or not) is received on a port
where BPDU guard is enabled, that port isimmediately put into the errdisable state. The port is shut
down in an error condition and must either be manually re-enabled or automatically recovered
through the errdisable timeout function.

BPDU guard isconfigured on aper-port basis. By default, it isdisabled on al switch ports. To enable
it, use the following interface configuration command:

Switch(config-if)# spanning-tree bpduguard enable

When the BPDUs are no longer received, the port still remainsin the errdisable state. See Chapter 5,
“Switch Port Configuration,” for more information about recovering from the errdisable state.

Use BPDU guard on all switch ports where STP PortFast is enabled. This prevents any possibility
of aswitch being added to the port, either intentionally or by mistake. An obvious application for
BPDU guard is on access layer switch ports where users and end devices connect. BPDUs would
not normally be expected there and would be detected if a switch or hub was inadvertantly con-
nected. Naturally, BPDU guard does not prevent abridging loop from forming if ahub is connected
to the PortFast port.

Protecting Against Sudden Loss of BPDUs

STP BPDUs are used as probes to learn about a network topology. When the switches participating
in STP converge on a common and consistent |oop-free topology, BPDUs must still be sent by the
Root Bridge and relayed by every other switch in the STP domain. The STP topology’s integrity
then depends on a continuous and regular flow of BPDUSs from the Root.

What happensif a switch doesn’t receive BPDUs in atimely manner, or when it doesn’t receive
any at all? The switch can view that condition as acceptable—the topology must have changed, so
blocked ports can be unblocked again. If the absence of BPDUsisactually amistake, bridging loops
can easily form. Cisco has added three STP features that help detect or prevent the unexpected:

m BPDU skew detection
m Loopguard
m  Unidirectional Link Detection (UDLD)
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BPDU Skew Detection
Recall that the Root Bridgeisthe one central source of BPDUsinan STP domain. All other switches
merely receive copies of BPDUs that were relayed down the tree from the Root. The Root also sets
theinterval (hello time) that BPDUs are regularly sent out. This defaults to every two seconds.

After downstream switches learn the hello time interval from the Root, they expect to receive
BPDUs at that interval. Under some conditions, a downstream switch might receive a BPDU but
cannot relay it for aperiod of time. For example, the switch CPU might be busy performing other
tasks before the BPDU can be processed and propagated; or an input queue on a switch might be so
full that an incoming BPDU is simply lost.

Inany event, BPDUsthat arrivelate or arelost can affect the STP topology’s stability. How can you
know if BPDUs have gone missing or are straggling? The BPDU skew detection feature allowsthe
switch to monitor incoming BPDUs and report any skewing of their arrival times.

BPDU skew detection measures the amount of time that el apses from the time a BPDU is expected
towhen it actualy arrives. Thistime differenceis called the skew time. The switch also keeps track
of the duration of the skewing condition, to give you an idea of how long BPDUs were arriving
skewed. BPDU skew detection isjust that—it detects only the condition and reportsit via syslog
messages. The switch cannot do anything el se about the condition.

BPDU skew detection messages are rate-limited to protect the switch CPU resources. Only one
syslog message can be generated per minute, unlessthe skew delay risesto over half of theMax Age
timer (default 20 seconds). In that case, the skewing is severe and could affect the topology. At that
time, the syslog messages are generated as they happen.

TIP The BPDU skew detection feature is not yet available in Cisco 10S Software for Catalyst
switches. However, its theory is covered in the BCM SN course, possibly on the exam, and is
available in the Catalyst OS code (using set commands). Therefore, you would be wise to
understand how the feature works.

Loop Guard
Suppose a switch port is receiving BPDUS, and the switch port isin the blocking state. The port
makes up aredundant path; it is blocking because it is neither a Root Port nor a Designated Port. If,
for some reason, the flow of BPDUSs stops, the last known BPDU is kept until the Max Age timer
expires. Then, that BPDU is flushed, and the switch thinks there is no longer a need to block the
port. The port moves through the STP states until it begins to forward traffic—and form a bridging
loop. Initsfinal state, the port becomes a Designated Port.

To prevent this situation, you can use the loop guard STP feature. When enabled, loop guard keeps
track of the BPDU activity on nondesignated ports. While BPDUs are received, the port is allowed
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to behave normally. When BPDUs go missing, loop guard movesthe port into the loop-inconsistent
state. The port is effectively blocking at this point to prevent aloop from forming and to keep it in
the nondesignated role.

After BPDUs are received on the port again, loop guard alows the port to move through the normal
STP states and become active. In this fashion, loop guard automatically governs ports without the
need for manual intervention.

Loop guard is configured on a per-port basis, but its corrective blocking action is taken on a per-
VLAN basis. (The entire port is not blocked; only the offending VLANS.) By default, loop guard is
disabled on all switch ports. To enableit, use the following interface configuration command:

Switch(config-if)# spanning-tree guard loop

You can enable loop guard on all switch ports. It figures out which ports are nondesignated and
monitors the BPDU activity to keep them nondesignated. Nondesignated ports are generally the
Root Port, alternate Root Ports, and ports that are normally blocking.

UDLD
In acampus network, switches connect together by bidirectional (traffic can flow in two directions,
asinfull-duplex) links. Clearly, if alink hasaphysical layer problem, the two switches it connects
detects a problem and the link is shown as not connected. What would happen if just one side
(receive or transmit) of the link had an odd failure, such as malfunctioning transmit circuitry in a
gigabit interface converter (GBIC)?1n some cases, thetwo switcheswould still seeafunctional link.
However, traffic could be delivered only in one direction and neither switch would notice.

A unidirectional link poses a potential danger to STP topologies because BPDUs will not be
received on one end of thelink. If that end of the link should be in the blocking state, it will not be
for long. That switch thinks the absence of BPDUs means that the port can be moved through the
STP states so that traffic can be forwarded on it. When that happens, a bridging loop forms and the
switch never realizes the mistake.

To prevent this situation, you can use the unidirectional link detection (UDLD) STP feature. When
enabled, UDLD interactively monitorsaport to seeif thelink istruly bidirectional. The switch sends
specia Layer 2 UDLD frames identifying the switch port at regular intervals. UDLD expects the
far-end switch to echo those frames back across the same link, with the far-end switch port’siden-
tification added. If aUDLD frameis received in return, and both neighboring ports are identified
in the frame, the link must be bidirectional. However, if the echoed frames are not seen, thelink is
unidirectional.
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Naturally, an echo process like this means that both ends of the link must be configured for UDLD.
Otherwise, one end of the link will not echo the frames back.

You can configure the message interval used by UDLD (the default is 15 seconds). The objective
behind UDLD isto detect aunidirectional link condition before STP has time to move a Blocked
port into the Forwarding state. The target time would then be the Max Age timer plustwo intervals
of the Forward Delay timer, or 50 seconds. UDLD can detect aunidirectional link after about three
times the UDLD message interval (45 seconds, using the default).

UDLD has two modes of operation:

m  Normal mode—After aunidirectional link conditionisdetected, the portisallowed to continue
its operation. UDLD merely marks the port as having an undetermined state and generates a
syslog message.

m  Aggressive mode—After aunidirectional link condition is detected, the switch takes action to
re-establish thelink. UDL D messages are sent out once asecond for 8 seconds. If none of those
messages are echoed back, the port is placed in the errdisable state so that it cannot be used.

UDLD isconfigured on aper-port basis, although it can be globally enabled for al fiber optic switch
ports (either native fiber or fiber-based GBICs). By default, UDLD is disabled on all switch ports.
To enableit globally, use the following global configuration command:

Switch(config)# udld {aggressive | enable | message time seconds}

For normal mode, use the enable keyword; for aggressive mode, use the aggr essive keyword. You
can set the message time interval to seconds, ranging from 7 to 90 seconds. (The Catalyst 3550
default is 7 seconds, the Catalyst 4500 and 6500 default is 15 seconds.)

You can also enable or disable UDLD onindividual switch ports, if needed, using the following
interface configuration command:

Switch(config-if)# udld {aggressive | disable | enable}

Here, you can configure the disable keyword to completely disable UDL D on afiber-optic interface.

NOTE The default UDLD message interval times differ among Catalyst switch platforms.
Although two neighbors might have mismatched message time values, UDLD still works
correctly. The two neighbors echo only each other’s UDLD messages back (while silently
extracting neighbor information), so no other interaction occurs between them as messages
are sent back and forth.

If you decide to change the default message time, make sure that UDLD can still detect afault
before STP decides to move a link to the forwarding state.
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You can enable UDLD on all switch ports. The switch globally enables UDLD only on ports that
use fiber-optic media. Twisted pair or copper media does not suffer from the physical layer
conditions that allow a unidirectional link to form. However, you can enable UDL D on non-fiber
links individualy, if you want.

At this point, you might be wondering how UDLD can be enabled gracefully on the two end
switches. Recall that in aggressive mode, UDLD disables the link if the neighbor does not reflect
the messages back within a certain time period. If you are enabling UDL D on a production network,
is there a chance that UDL D will disable working links before you can get the far end configured?

The answer isno—UDLD makes some intelligent assumptionswhen it is enabled on alink for the
first time. First, UDLD has no record of any neighbor on the link. It starts sending out messages,
hoping that a neighboring switch will hear and echo them. Obviously, the device at the far end must
also support UDLD so that the messages will be echoed back. If the neighboring switch does not
yet have UDLD enabled, UDLD will keep trying and will not disable the link. After the neighbor
has UDLD configured too, both switches become aware of each other and the bidirectional state of
the link. From then on, if messages are not received, the norma UDLD procedures are followed.

Finally, be aware that if UDLD detects a unidirectional condition on alink, it takes action on only
that link. This becomes important in an EtherChannel—if one link within the channel becomes
unidirectional, UDLD only flags or disables the offending link and not the entire EtherChannel.
UDLD sends and echoes its messages on each link within a channel independently.

Troubleshooting STP Protection

With severa different types of STP protection features available, you might need to know which (if
any) has been configured on a switch port. Table 11-2 lists and describes the EXEC commands
useful for verifying the features presented in this chapter.

Table 11-2 Commands for Verifying and Troubleshooting STP Protection Features

Display Function Command Syntax

List the ports that have been labeled in an show spanning-treeinconsistentports

inconsistent state

Look for detailed reasons for inconsistencies show spanning-tree inter face type mod/num [detail]
Display the Global BPDU guard state show spanning-tree summary

Display the UDLD status on one or al ports show udld [type mod/num]|

Re-enable portsthat UDLD aggressivemodehas | udld reset
errdisabled
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Foundation Summary

The Foundation Summary isacollection information that providesaconvenient review of many key
conceptsin thischapter. If you are aready comfortable with the topicsin this chapter, this summary
could help you recall afew details. If you just read this chapter, this review can help solidify some
key facts. If you are doing your final preparation before the exam, these tables and figuresare a
convenient way to review the day before the exam.

With so many similar and mutually exclusive STP protection features available, you might have a
hard time remembering which ones to use where. Use Figure 11-1 as a quick reference.

The figure shows two backbone switches (Catalyst A and B), along with an access layer switch
(Catalyst C) having redundant uplinks. Users are connected to the access switch, where PortFast is
in use. An additional access switch (Catalyst D) has an uplink to access layer switch C. All switch-
to-switch links are fiber-based Gigabit Ethernet. Obviously, a Root Bridge should never appear out
of Catalyst D.

Table 11-3 STP Protection Configuration Commands

Task Command Syntax

Enable root guard on an interface. spanning-tree guard root

Enable BPDU guard on an interface. | spanning-tree bpduguard enable

Enable loop guard on an interface. spanning-tree guard loop
Globally enable UDLD. udld {aggressive | enable | message time seconds}
Alter UDLD on asingleinterface. udld {aggressive | disable | enable}

Table 11-4 STP Protection Activity Commands

Task Command Syntax

Look for portsthat have been putin | show spanning-tree inconsistentports
an inconsistent state.

Show UDLD status. show udld [type mod/num)

Re-enable al portsthat UDLD has udld reset
errdisabled.
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Figure 11-1 Guidelines for Applying STP Protection Featuresin a Network

Secondary

Root Bridge Root Bridge

Catalyst A Catalyst B

Catalyst C Loop Guard

Root Guard—> <—— BPDU Guard

PortFast

Catalyst D — Q:’

Root guard: Apply to ports where root is never expected.

BPDU guard: Apply to all user ports where PortFast is enabled.
Loop guard: Apply to nondesignated ports; but okay to apply to all ports.
UDLD: Apply to all fiber optic links between switches (must be enabled on both ends).

Permissible Combinations on a Switch port:

Loop guard and UDLD
Root guard and UDLD

Not permissible on a switch port:

Root guard and Loop guard
Root guard and BPDU guard
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answers. Rather than allowing you to derive the
answers from clues hidden inside the questions themselves, the questions challenge your under-
standing and recall of the subject. Hopefully, these questions will help limit the number of exam
questions on which you narrow your choices to two options and then guess.

The answers to these questions can be found in Appendix A.

1.  Why would aunidirectiona link be bad?

2.  What condition must be met to keep a switch port in the blocking state?

3. If aswitch port is shown to be in the root-inconsistent state, what has happened on it?
4

When root guard has been triggered on a switch port, what must be done to enable the port for
use again?

5. When BPDU guard is enabled on a switch port, what state will the port be putin if aBPDU is
received on it?

6. When BPDU guard has been triggered on a switch port, what must be done to enable the port
for use again?

7. What can happen if BPDUs are delayed or “skewed” asthey pass along from switch to switch?
8. What action does BPDU skew detection take when late BPDUs are detected?

9. When loop guard is enabled on a switch port and what state will the port be put in if BPDUs
are noted to be missing?

10. Can STPloop guard be enabled on all switch ports?

11. When UDLD isenabled on aswitch port, what el se must be done to detect aunidirectional link
on the port?

12. What isthe difference between the UDLD normal and aggressive modes?

13.  What command enables UDLD aggressive mode on a switch interface?



14.

15.
16.
17.

Q&A 277

If two switches enable UDLD on the ports that have a common link, do their UDLD message
times have to agree?

UDLD should be used on switch ports with what type of media?
Can UDLD be used on all switch ports without causing problems?

Complete the following command to display all ports that are disabled due to STP protection
features:

show spanning-tree
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m Rapid Spanning Tree Protocol (RSTP)—
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CHAPTER 12

Advanced Spanning Tree
Protocol

Familiarity with the IEEE 802.1D STP standard is essential because that protocol is used
universally to maintain loop-free bridged and switched networks. However, it isnow considered
alegacy protocol, offering topology change and convergence timesthat are not as acceptable as
they once were.

This chapter discusses the many STP enhancements that are available in new standards. The
Rapid STP (RSTP) is presented first because it provides the foundation for efficient STP
activity. The Multiple STP (MST or MSTP) is also discussed here. MST alowsVLANSsto be
individually mapped into STP instances, while RSTP operates in the background. These two
protocols alow alayer 2 campus network to undergo change quickly and efficiently, with little
downtime for today’s applications.

“Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide if you need to read
the entire chapter. If you aready intend to read the entire chapter, you do not necessarily need
to answer these questions now.

The quiz, derived from the mgjor sectionsin the “ Foundation Topics® portion of the chapter,
helps you determine how to spend your limited study time.

Table 12-1 outlines the major topics discussed in this chapter and the “Do | Know This
Already?’ quiz questions that correspond to those topics.

Table 12-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section

Rapid STP 1-8

Multiple STP (MST) 912
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CAUTION The goal of self-assessment is to gauge your mastery of the topics in this chapter. If
you do not know the answer to aquestion or are only partially sure of the answer, you should mark
this question wrong. Giving yourself credit for an answer you correctly guess skews your self-

assessment results and might give you a false sense of security.

1.  Which one of the following enables the use of RSTP?

a. PVST+
b. 802.1D
c. CST
d. MST

2. Upon which standard is RSTP based?
a. 802.1Q
b. 802.1D
c. 802.1w
d. 802.1s

3. Which of thefollowing is not a port state in RSTP?
a. Listening
b. Learning
c. Discarding
d. Forwarding

4. When aswitch running RSTP receives an 802.1D BPDU, what happens?
a. The BPDU isdiscarded or dropped.
b. AnICMP messageis returned.
c. The switch beginsto use 802.1D rules on that port.
d. The switch disables RSTP.
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When does an RSTP switch consider a neighbor to be down?
a. After three BPDUs are missed
b. After six BPDUs are missed
c. After the Max Agetimer expires
d. After the Forward Timer expires

Which process is used during RSTP convergence?

a. BPDU propagation

b. Synchronization

¢. Forward Timer expiration
d. BPDU acknowledgments

What causes RSTP to view a port as a point-to-point port?
a. Port speed
b. Port media
c. Port duplex
d. Port priority

Which of the following events triggers atopology change with RSTP on a nonedge port?
a. A port comes up or goes down.
b. A port comes up.
c. A port goes down.

d. A port movesto the forwarding state.

Which of the following is not a characteristic of MST?
a. A reduced number of STP instances
b. Fast STP convergence
c. Eliminates the need for CST
d. Interoperability with PV ST+
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10. Which of the following standards defines the MST protocol ?

a. 802.1Q
b. 802.1D
c. 802.1w
d. 802.1s

11. How many instances of STP are supported in the Cisco implementation of MST?

a. 1

b. 16

c. 256
d. 4096

12.  What switch command can be used to change from PV ST+ to MST?

a. spanning-tree mst enable
b. No spanning-tree pvst+
c. spanning-tree mode mst
d. spanning-tree mst

You can find the answers to the “Do | Know ThisAlready?’ quiz in Appendix A, “Answersto
Chapter ‘Do | Know ThisAlready? Quizzes and Q&A Sections.” The suggested choices for your
next step are as follows:

m 10or lessoverall score—Read the entire chapter. This includes the “Foundation Topics,”
“Foundation Summary,” and “Q&A” sections.

m 11 or 12 overall score—If you want more review on these topics, skip to the “Foundation
Summary” section and then go tothe“ Q& A” section at the end of the chapter. Otherwise, move
to Chapter 13, “Multilayer Switching.”
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Foundation Topics

Rapid Spanning Tree Protocol (RSTP)

ThelEEE 802.1D Spanning Tree Protocol was designed to keep aswitched or bridged network |oop
free, with adjustments made to the network topology dynamically. A topology change typically
takes 30 seconds, where a port moves from the Blocking state to the Forwarding state after two
intervals of the Forward Delay timer. As technology has improved, 30 seconds has become an
unbearable length of time to wait for a production network to failover or “heal” itself during a
problem.

The |EEE 802.1w standard was devel oped to take 802.1D’s principle concepts and make the
resulting convergence much faster. Thisisal so known asthe Rapid Spanning Tree Protocol (RSTP).
RSTP defines how switches must interact with each other to keep the network topology loop free,
in avery efficient manner. Like 802.1D, RSTP's basic functionality can be applied asasingle or
multiple instances. This can be done asthe | EEE 802.1s Multiple Spanning Tree (MST), covered in
this chapter, and al so asthe Cisco-proprietary, Rapid Per-VLAN Spanning Tree Protocol (RPVST+).
RSTP operates consistently in each, but replicating RSTP as multiple instances requires different
approaches.

RSTP Port Behavior
In 802.1D, each switch port isassigned arole and astate at any given time. Depending on the port’s
proximity to the Root Bridge, it takes on one of the following roles:

= Root Port
m Designated Port
m  Blocking Port (neither Root nor Designated).

The Cisco-proprietary UplinkFast feature also reserved a hidden Alternate Port role for ports that
offered parallel pathsto the Root but were in the Blocking state.

Recall that each switch port is also assigned one of five possible states:

m Disabled
m Blocking
m Listening
m Learning

m Forwarding
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Only the Forwarding state allows data to be sent and received. A port’s state is somewhat tied to its
role. For example, a Blocking Port cannot be a Root Port or a Designated Port.

RSTP achievesits rapid nature by letting each switch interact with its neighbors through each port.
Thisinteraction is performed based on aport’srole, not strictly on the BPDUsthat are relayed from
the Root Bridge. After the role is determined, each port can be given a state that determines what it
does with incoming data.

The Root Bridgein anetwork using RSTPis elected just as with 802.1D—by thelowest Bridge ID.
After al switches agree on the identity of the Root, the following port roles are determined:

m Root Port—The one switch port on each switch that has the best root path cost to the Root.
Thisisidentical to 802.1D. (By definition, the Root Bridge has no Root Ports.)

m Designated Port—The switch port on a network segment that has the best root path cost to
the Root.

m Alternate Port—A port that has an aternate path to the Root, different than the path the Root
Port takes. Thispath isless desirablethan that of the Root Port. (An example of thisisan access
layer switch with two uplink ports; one becomes the Root Port, the other is an Alternate Port.)

m Backup Port—A port that provides a redundant (but less desirable) connection to a segment
where another switch port already connects. If that common segment islost, the switch might
or might not have a path back to the Root.

RSTP defines port states only according to what the port does with incoming frames. (Naturally, if
incoming frames are ignored or dropped, so are outgoing frames.) Any port role can have any of
these port states:

m Discarding—Incoming frames are simply dropped; no MAC addresses arelearned. (This state
combines the 802.1D Disabled, Blocking, and Listening states, as all three did not effectively
forward anything. The Listening stateis not needed, because RSTP can quickly negotiate astate
change without listening for BPDUs first.)

m Learning—Incoming frames are dropped, but MAC addresses are learned.

m Forwarding—Incoming frames are forwarded according to MAC addresses that have been
(and are being) learned.

BPDUs in RSTP
In 802.1D, BPDUs hasically originate from the Root Bridge and are relayed by all switches down
through thetree. It is because of this propagation of BPDUs that 802.1D convergence must wait for
steady-state conditions before proceeding.
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RSTP uses the 802.1D BPDU format for backward-compatibility. However, some previously
unused bitsin the Message Typefield are used. The sending switch port identifiesitself by itsRSTP
roleand state. The BPDU versionisalso set to 2, to distinguish RSTP BPDUsfrom 802.1D BPDUSs.
Also, RSTP uses an interactive process so that two neighboring switches can negotiate state
changes. Some BPDU bits are used to flag messages during this negotiation.

BPDUs are sent out every switch port at Hello Time intervals, regardless of whether BPDUs are
received from the Root. In thisway, any switch anywhere in the network can play an activerolein
maintaining the topol ogy. Switches can also expect to receive regular BPDUsfrom their neighbors.
When three BPDUs are missed in arow, that neighbor is presumed to be down, and all information
related to the port leading to the neighbor isimmediately aged out. This means that a switch can
detect a neighbor failure in three Hello intervals (default 6 seconds), versus the Max Age Timer
interval (default 20 seconds) for 802.1D.

Because RSTP distinguishes its BPDUs from 802.1D BPDUSs, it can coexist with switches still
using 802.1D. Each port attemptsto operate according to the STP BPDU that isreceived. For exam-
ple, when an 802.1D BPDU (version 0) is received on a port, that port begins to operate according
to the 802.1D rules. However, each port has a measure that locks the protocol in use for the duration
of the migration delay timer. This keeps the protocoal type from flapping or toggling during a proto-
col migration. After the timer expires, the port is free to change protocols if needed.

RSTP Convergence
The convergence of STPin anetwork isthe process that takes al switches from a state of indepen-
dence (each thinks it must be the STP Root) to one of uniformity, where each switch hasaplacein
aloop-free tree topology. You can think of convergence as a two-stage process:

1. One common Root Bridge must be “elected,” and all switches must know about it.

2. Thestate of every switch port in the STP domain must be brought from a Blocking state to the
appropriate state to prevent loops.

Convergence generally takes time, as messages are propagated from switch to switch. The
traditional 802.1D STP also requires the expiration of several timers before switch ports can be
safely allowed to forward data.

RSTP takes a different approach when a switch needs to decide how to participate in the tree
topology. When a switch first joins the topology (perhaps it was just powered up) or has detected a
failurein the existing topology, RSTP requiresit to baseits forwarding decisions on the type of port.
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Port Types

Every switch port can be considered one of the following types:

Edge Port—A port at the “edge” of the network, where only asingle host connects. Tradition-
ally, this has been identified by enabling the STP PortFast feature. RSTP keeps the PortFast
concept for familiarity. By definition, the port cannot form aloop asit connects to one host, so
it can be immediately placed in the Forwarding state. However, if aBPDU is ever received on
an edge port, the port immediately loses its edge port status.

Root Port—The port that has the best cost to the root of the STP instance. Only one Root Port
can be selected and active at any time, although alternate paths to the root can exist through
other ports. If alternate paths are detected, those ports areidentified asAlternate Root Ports and
can beimmediately placed in the Forwarding state when the existing Root Port fails.

Point-to-Point Port—Any port that connects to another switch and becomes a Designated
Port. A quick handshake with the neighboring switch, rather than atimer expiration, decidesthe
port state. BPDUs are exchanged back and forth in the form of a proposal and an agreement.
One switch proposes that its port becomes a Designated Port; if the other switch agrees, it
replies with an agreement message.

Point-to-point ports are automatically determined by the duplex modein use. Full-duplex ports
are considered point-to-point because only two switches can be present on the link. STP
convergence can quickly occur over a point-to-point link through RSTP handshake messages.

Half-duplex ports, on the other hand, are considered to be on a shared mediawith possibly more
than two switches present. They are not point-to-point ports. STP convergence on ahalf-duplex
port must occur between several directly connected switches. Therefore, thetraditional 802.1D
style convergence must be used. This resultsin a slower response because the shared-media
ports must go through the fixed listening and learning state time periods.

It's easy to see how two switches can quickly converge to acommon idea of which oneisthe Root
and which one will have the Designated Port after just a single exchange of BPDUs. What about a
larger network, where 802.1D BPDUs would normally have to be relayed from switch to switch?

RSTP handles the complete STP convergence of the network as a propagation of handshakes over
point-to-point links. When a switch needs to make an STP decision, a handshake is made with the
nearest neighbor. After that is successful, the handshake sequence is moved to the next switch and
the next, as an ever-expanding wave moving toward the network’s edges.

During each handshake sequence, a switch must take measures to be completely sure it will not
introduce a bridging loop before moving the handshake out. Thisis done through a synchronization
process.
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Synchronization
To participate in RSTP convergence, a switch must decide the state of each of its ports. Nonedge
portsbegininthe Discarding state. After BPDUs are exchanged between the switch and its neighbor,
the Root Bridge can be identified. If a port receives a superior BPDU from a neighbor, that port
becomes the Root Port.

For each nonedge port, the switch exchanges a proposal -agreement handshake to decide the state of
each end of the link. Each switch assumes that its port should become the Designated Port for the
segment, and a proposal message (a Configuration BPDU) is sent to the neighbor suggesting this.

When a switch receives a proposal message on a port, the following sequence of events occurs
(Figure 12-1 shows the sequence, based around the center Catalyst switch):

1. If the proposal’s sender has a superior BPDU, the local switch realizes that the sender should
be the Designated Switch (having the Designated Port), and that its own port must become the
new Root Port.

2. Beforethe switch agrees to anything, it must first synchronize itself with the topol ogy.

3. All nonedge ports are immediately moved into the Discarding (blocking) state so that no
bridging loops can form.

4. An agreement message (a Configuration BPDU) is sent back to the sender, indicating that the
switch isin agreement with the new Designated Port choice. This also tells the sender that the
switch isin the process of synchronizing itself.

5. TheRoot Port isimmediately moved to the Forwarding state. The sender’s port can also
immediately begin forwarding.

6. For each nonedge port that iscurrently in the Discarding state, aproposal messageis sent to the
respective neighbor.

7. Anagreement message is expected and received from a neighbor on a nonedge port.

8. Thenonedge port isimmediately moved to the Forwarding state.

Notice how the RSTP convergence beginswith a switch sending a proposal message. The recipient
of the proposal must synchronize itself by effectively isolating itself from the rest of the topol ogy.
All nonedge ports are blocked until a proposal message can be sent, causing the nearest neighbors
to synchronize themselves. This creates amoving “wave’ of synchronizing switches, which can
quickly decide to start forwarding on their links only if their neighbors agree. Figure 12-2 shows
how the synchronization wave travelsthrough anetwork at three successivetimeintervals. Isolating
the switches along the traveling wave inherently prevents bridging loops.
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Figure 12-1 Sequence of Events During RSTP Convergence
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The entire convergence process happens quickly, at the speed of BPDU transmission, without the
use of any timers. A Designated Port that sends a proposal message might not receive an agreement
message reply. Suppose the neighboring switch does not understand RSTP or has a problem reply-
ing. The sending switch must then become overly cautious and begin playing by the 802.1D rules—
the port must be moved through the legacy Listening and L earning states (using the Forward Delay
timer) before moving to the Forwarding state.

Topology Changes and RSTP
Recall that when an 802.1D switch detects aport state change (either up or down), it signalsthe Root
Bridge by sending topology change notification (TCN) BPDUSs. The Root Bridge must then signal
atopology change by sending out aTCN message that isrelayed to all switchesin the STP domain.

RSTP detects atopology change only when anonedge port transitions to the Forwarding state. This
might seem odd because alink failureisnot used asatrigger. RSTP uses all of itsrapid convergence
mechanismsto prevent bridging loopsfrom forming. Therefore, topology changes are detected only
so that bridging tables can be updated and corrected as hosts appear first on afailed port and then
on adifferent functioning port.
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Figure 12-2 RSTP Synchronization Traveling Through a Network
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When atopology change is detected, a switch must propagate news of the change to other switches
in the network so they can correct their bridging tables, too. This processis similar to the
convergence and synchronization mechani sm—topol ogy change (TC) messages propagate through
the network in an ever-expanding wave.

BPDUSs, with their TC bit set, are sent out all of the nonedge designated ports. Thisis done until the
“TCWhile” timer expires, after two times the Hello time. This notifies neighboring switches of the
new link and the topology change. In addition, all MAC addresses associated with the nonedge
Designated Ports are flushed from the content-addressable memory (CAM) table. This forces the
addresses to be relearned after the change, in case hosts now appear on a different link.

All neighboring switches that receive the TC messages must also flush the MAC addresses |earned
on all ports except the one that received the TC message. Those switches must then send TC mes-
sages out their nonedge Designated Ports, and so on.
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RSTP Configuration
By default, aswitch operatesin the Per VLAN Spanning Tree Plus (PV ST+) mode using traditional
802.1D STP. Therefore, RSTP cannot be used until a different Spanning Tree mode (MST or
RPV ST+) isenabled. Remember that RSTPisjust the underlying mechanism that a Spanning Tree
mode can use to detect topology changes and converge a network into aloop-free topology.

The only configuration changesrelated to RSTP affect the port or link type. Thelink typeisused to
determine how a switch negotiates topology information with its neighbors.

To configure a port as an RSTP edge port, use the following interface configuration command:
Switch(config-if)# spanning-tree portfast

You should already be familiar with this command from the 802.1D STP configuration. After
PortFast is enabled, the port is considered to have only one host and is positioned at the edge of the
network.

By default, RSTP automatically decides that a port is a point-to-point link if it is operating in full-
duplex mode. Ports connecting to other switches are usually full-duplex because there are only two
switches on the link. However, you can override the automatic determination if needed. For

example, a port connecting to one other switch might be operating at half-duplex for some reason.
To force the port to act as a point-to-point link, use the following interface configuration command:

Switch(config-if)# spanning-tree link-type point-to-point

Multiple Spanning Tree (MST) Protocol

Chapter 9 covered two “flavors’ of Spanning Tree implementations—I EEE 802.1Q and PV ST+—
both based on the 802.1D STP. These also represent the two extremes of Spanning Tree Protocol
operation in a network:

m  802.1Q—Only asingleinstance of STPisused for al VLANS. If there are 500 VLANS, only
one instance of STPwill be running. Thisis called the Common Spanning Tree (CST) and
operates over the trunk’s native VLAN.

m PVST+—Oneinstance of STPisused for each active VLAN in the network. If there are 500
VLANS, 500 independent instances of STP will be running.

In most networks, each switch has aredundant path to another switch. For example, an access layer
switch usually has two uplinks, each connecting to a different distribution or core layer switch. If
802.1Q's CST is used, only one STP instance will run. That means thereis only one loop-free
topology at any given time, and that only one of the two uplinks in the access layer switch will be
forwarding. The other uplink will always be blocking.
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Obvioudly, arranging the network so that both uplinks can be used simultaneously would be best.
One uplink should carry one set of VLANS, while the other carries adifferent set, as atype of load
balancing.

PV ST+ seems more attractive to meet that goal becauseit allows different VLANsto have different
topologies, so that each uplink can be forwarding. But, think of the consequences—as the number
of VLANSs increases, so does the number of independent STP instances. Each instance uses some
amount of the switch CPU and memory resources. The more instances in use, the less CPU
resources available for switching.

Beyond that, what isthe real benefit of having 500 STP topologies for 500 VLANS, when only a
small number of possibletopol ogies exist for aswitch with two uplinks? Figure 12-3 showsatypical
network with an access layer switch connecting to apair of core switches. Two VLANs arein use,
with the Root Bridges configured to support load bal ancing acrossthe two uplinks. Theright portion
of the figure shows every possible topology for VLANsA and B. Notice that because the access
layer switch has only two uplinks, only two topologies actually matter—one where the left uplink
forwards, and one where the right uplink forwards.

Figure 12-3 The Possible STP Topologies for Two VLANS
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Notice also that the number of useful topologies isindependent of the number of VLANS. If 10 or
100 VLANs were used in the figure, there would still be only two possible outcomes at the access
layer switch. Therefore, running 10 or 100 instances of STP when only a couple would sufficeis
rather wasteful.

The Multiple Spanning Tree Protocol (MST or MSTP) was devel oped to address the lack of and
surplus of STP instances. As aresult, the network administrator can configure exactly the number
of STP instances that make sense for the enterprise network—no matter how many VLANs arein
use. MST is defined in the IEEE 802.1s standard.

MST Overview
MST is built on the concept of mapping one or more VLANSs to asingle STP instance. Multiple
instances of STP can be used (hence the name M ST), with each instance supporting a different
group of VLANS.

For the network shown in Figure 12-3, only two M ST instances would be needed. Each could be
tuned to result in a different topology, so that Instance 1 would forward on the left uplink, while
Instance 2 would forward on the right uplink. Therefore, VLAN A would be mapped to Instance 1,
and VLAN B to Instance 2.

To implement MST in a network, you need to determine the following:

m  Thenumber of STP instances needed to support the desired topologies.
m  Whether to map aset of VLANSto each instance.

MST Regions
MST is different than 802.1Q and PV ST+, athough it can interoperate with them. If a switchis
configured to use M ST, it must somehow figure out which of its neighbors are using which type of
STP. Thisis done by configuring switches into common MST regions, where every switchin a
region runs MST with compatible parameters.

In most networks, asingle MST region is sufficient, although you can configure more than one
region. Within theregion, all switchesmust run theinstance of MST that is defined by thefollowing
attributes:

m  MST configuration name (32 characters)
m  MST configuration revision number (0 to 65535)
m  MST instance-to-VLAN mapping table (4096 entries)
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If two switches have the same set of attributes, they belong to the same M ST region. If not, they
belong to two independent regions.

MST BPDUs contain configuration attributes so that switches receiving BPDUs can compare them
against their local MST configurations. If the attributes match, the STP instances within MST can
be shared as part of the sameregion. If not, aswitch isseento be at the M ST region boundary, where
one region meets another or one region meets traditional 802.1D STP.

NOTE Theentire MST instance-to-VLAN mapping tableisnot sent along in the BPDUs because
the instance mappings must be configured on each switch. Instead, a digest, or a code computed
from the table contents, is sent. As the contents of the table change, the digest value will be
different. Therefore, a switch can quickly compare areceived digest to its own to see if the
advertised table is the same or different.

Spanning Tree Instances Within MST
MST was designed to interoperate with all other forms of STP. Therefore, it must also support STP
instances from each. Thisiswhere MST can get confusing. Think of the entire enterprise network
having asingle CST topology, such that one instance of STP represents any and al VLANs and
MST regions present. The CST serves to maintain a common loop-free topology, while integrating
all forms of STP that might bein use.

To do this, CST must regard each MST region asasingle “black box” bridge becauseit hasno idea
what isinside the region, nor does it care. CST only maintains aloop-free topology with the links
that connect the regions to each other and to standalone switches running 802.1Q CST.

IST Instances
Something other than CST must work out aloop-free topology inside each MST region. Within a
single MST region, an Internal Spanning Tree (1ST) instance runsto work out aloop-free topology
between the links where CST meets the region boundary and all switches inside the region. Think
of the IST instance as alocally significant CST, bounded by the edges of the region.

ThelST presentsthe entireregion asasinglevirtual bridgeto the CST outside. BPDUs are exchanged
at the region boundary only over the native VLAN of trunks, asif asingle CST were in operation.
And, indeed, it is.

Figure 12-4 shows the basic concept behind the ST instance. The network at the left has an MST
region, where several switches are running compatible MST configurations. Another switch is
outside the region because it is running only the CST from 802.1Q.
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The same network is shown at the right, where the IST has produced a loop-free topology for the
network inside the region. The IST makes the internal network look like a single bridge (the “big
switch” in the cloud) that can interface with the CST running outside the region.

Figure 12-4 Concepts Behind the IST Instance

MST Region

MST Instances
Recall that thewholeideabehind M ST isthe capability to map multipleVLANsto asmaller number
of STPinstances. Inside aregion, the actual MST instances (MSTIs) exist alongside the I ST. Cisco
supports a maximum of 16 MSTIsin each region. IST always exists as MSTI| number 0, leaving
MSTI 1 through 15 available for use.

Figure 12-5 shows how different MSTIs can exist within asingle MST region. The left portion of

thefigureisidentical to that of Figure 12-4. In this network, two MST instances, MSTI 1 and MSTI 2,
are configured with different VL ANs mapped to each. Their topologies follow the same structure

as the network on the left side of the figure, but each has converged differently. Notice that within
the MST cloud, we now have three independent STP instances coexisting—MSTI1, MSTI 2,

and the IST.

Only the IST (MSTI 0) is allowed to send and receive MST BPDUSs. Information about each of the
other MSTIsis appended to the MST BPDU as an M-record. Therefore, even if aregion hasall 16
instances active, only one BPDU is needed to convey STP information about them all.

Each of the MSTIs are significant only within aregion, even if an adjacent region has the same
MSTIsin use. In other words, the MSTIs combine with the IST only at the region boundary to form
asubtree of the CST. That means only ST BPDUSs are sent into and out of aregion.
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Figure 12-5 Concepts Behind MST Instances
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What if an MST region connects with a switch running PV ST+? MST can detect this situation by
listening to thereceived BPDUs. If BPDUs are heard from morethan oneVLAN (the CST), PVST+
must be in use. When the M ST region sendsaBPDU toward the PV ST+ switch, the ST BPDUs are
replicated into al of the VLANSs on the PV ST+ switch trunk.

NOTE Keepin mind that the ST instance is active on every port on aswitch. Even if aport does
not carry VLANS that have been mapped to the IST, IST must still be running on the port.

Also, by default, all VLANSs are mapped to the I ST instance. You must explicitly map them to
other instances if needed.

MST Configuration
You must manually configure the MST configuration attributes on each switch in aregion. Thereis
currently no method to propagate this information from one switch to another, asis done with a
protocol like VLAN Trunking Protocol (VTP). To define the MST region, use the followig
configuration commands in order:

Step 1 Enable MST on the switch:

Switch(config)# spanning-tree mode mst
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Step 2

Step 3

Step 4

Step b

Step 6

Step 7

Enter the MST configuration mode:

Switch(config)# spanning-tree mst configuration
Assign aregion configuration name (up to 32 characters):
Switch(config-mst)# name name

Assign aregion configuration revision number (0 to 65,535):
Switch(config-mst)# revision version

The configuration revision number givesyou ameansto track changesto the
M ST region configuration. Each time you make changesto the configuration,
you should increase the number by one. Remember that the region configu-
ration (including the revision number) must match on all switchesin the
region. Therefore, you also need to update the revision numbers on the other
switches to match.

Map VLANSsto an MST instance:
Switch(config-mst)# instance instance-id vlan vlan-1ist

Theinstance-id (0 to 15) carriestopology information for the VLANs listed
in vlian-list. Thelist can contain one or more VLANS separated by commas.
You can also add arange of VLANSsto the list by separating numbers with a
hyphen. VLAN numbers can range from 1 to 4094. (Remember that by
default, all VLANSs are mapped to instance O, the IST.)

Show the pending changes you have made:
Switch(config-mst)# show pending

Exit the MST configuration mode; commit the changes to the active MST
region configuration:

Switch(config-mst)# exit

After MST is enabled and configured, PV ST+ operation stops and the switch changesto RSTP
operation. A switch cannot run both MST and PV ST+ at the same time.

You can also tune the parameters that MST uses when it interacts with CST or traditional 802.1D.
The parameters and timers are identical to those discussed in Chapter 10, “ Spanning Tree
Configuration.” In fact, the commands are very similar except for the addition of the mst keyword
and the instance-id. Rather than tuning STP for aVLAN instance, you use an MST instance.

Table 12-2 summarizes the commands as aquick reference. Notice that the timer configurations are
applied to MST as awhole, and not to a specific MST instance. Thisis because all instance timers
are defined through the | ST instance and BPDUSs.
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Table 12-2 MST Configuration Commands

Task

Command Syntax

Set Root Bridge (macro)

spanning-tree mst instance-id root { primary | secondary} [diameter
diameter]

Set Bridge Priority spanning-tree mst instance-id priority bridge-priority
Set Port Cost spanning-tree mst instance-id cost cost

Set Port Priority spanning-tree mst instance-id port-priority port-priority
Set STP Timers spanning-tree mst hello-time seconds

spanning-tree mst forwar d-time seconds

spanning-tree mst max-age seconds
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Foundation Summary

The Foundation Summary isacollection of information that provides a convenient review of many
key conceptsin this chapter. If you are already comfortable with the topicsin this chapter, this
summary can help you recall afew details. If you just read this chapter, this review should help
solidify some key facts. If you are doing your fina preparation before the exam, thisinformation is
a convenient way to review the day before the exam.

RSTP port roles:

m  Root Port

m Designated Port
m Alternate Port

m Backup Port

RSTP port states:

m Discarding
m Learning
m Forwarding

Table 12-3 RSTP Configuration Commands

Task Command Syntax
Define an edge port spanning-tree portfast
Override a port type spanning-tree link-type point-to-point

STP instances involved with MST:

m  Common Spanning Tree (CST)—Used to maintain a single loop-free topology for the entire
network

m Internal Spanning Tree (I ST)—Used like CST to maintain asingle, loop-freetopology inside
an MST region

m  MST Instances (M ST1s)—Used inside an MST region to maintain |oop-free topologies for
sets of mapped VLANS
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Table 12-4 MST Region Configuration Commands

Task Command Syntax

Enable MST on aswitch spanning-tree mode mst

Enter MST configuration mode spanning-tree mst configuration
Name the MST region name name

Set the configuration revision number revision version

Map VLANsto an MST instance instance instance-id vlan vian-list

Confirm new MST configuration changes | show pending

Commit new MST changes exit

Table 12-5 MST Tuning Configuration Commands

Task

Command Syntax

Set the Root Bridge

spanning-tree mode mst instance-id root { primary | secondary} [diameter
diameter]

Set Bridge Priority | spanning-tree mst instance-id priority bridge-priority
Set Port Cost spanning-tree mst instance-id cost cost

Set Port Priority spanning-tree mst instance-id port-priority port-priority
Set STP Timers spanning-tree mst hello-time seconds

spanning-tree mst forwar d-time seconds

spanning-tree mst max-age seconds
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answers. Rather than allowing you to derive the
answers from clues hidden inside the questions themselves, the questions challenge your under-
standing and recall of the subject. Hopefully, these questions will help limit the number of exam
questions on which you narrow your choices to two options and then guess.

You can find the answers to these questionsin Appendix A.

1.

2
3
4,
5

What is synchronization in RSTP?

What is an Alternate Port?

What is the difference between an Alternate Port and a Backup Port?
Can a switch port be a Designated Port and be in the Discarding state?
Which of the following ports can participate in RSTP synchronization?

a. Root Port

b. Designated Port
c. Edge Port

d. Nonedge Port

e. Point-to-point Port

What two messages must be exchanged during RSTP synchronization?

After an agreement message is received from a neighboring switch, how much time elapses
before the port can begin forwarding? (Consider any timersthat must expire or other conditions
that must be met.)

After aswitch receives news of atopology change, how long does it wait to flush entries out of
its CAM table?

What command configures a port as an RSTP edge port?
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12.
13.

14.
15.
16.

17.
18.

19.

20.
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Suppose interface FastEthernet 0/1 is in half-duplex mode, but you want it to be considered a
point-to-point link for RSTP. What command can accomplish this?

Put the following in order of the number of supported STP instances, from lowest to highest:
a. MST
b. PVST+
c. CST
d. 802.1D

What three parameters must be configured to uniquely define an MST region?

What parameter does a switch examine to see if its neighbors have the sasme VLAN to MST
instance mappings? How is that information passed among switches?

Which MST instance in aregion corresponds to the CST of 802.1Q7?
Which MST instanceisthe IST?

When an MST region meets a PV ST+ domain, how is each MST instance propagated into
PVST+?

Isit wiseto assign VLANsto MST Instance 0? Why or why not?

The commands have just been entered to define an MST region on aswitch. You are till at the
MST configuration prompt. What command must you enter to commit the MST changeson the
switch?

Which of the following methods can you use to assign or propagate MST configuration
information to other switches?

a. Manual configuration
b. CDP

c. VTP

d. MSTP

A switch can interact with both 802.1D and RSTP. Can it run both PV ST+ and MST
simultaneously?
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This part of the book covers the following BCM SN exam topics:

I dentify the specific types of Cisco route switch processors and provide implementation
details.

List and describe the operation of the key components required to implement interVLAN
routing.

Explain the types of redundancy in amultilayer switched network, including hardware and
software redundancy.

Explain how |P multicast operates on a multilayer switched network, including PIM,
CGMP, and IGMP.

Configure and verify router redundancy using HSRP, VRRP, GLBP, SRM, and SLB.




This chapter covers the
following topics that you
need to master for the CCNP
BCMISN exam:

m InterVLAN Routing—This section dis-
cusses how you can use a routing function
with a switch to forward packets between
VLANS.

m Multilayer Switching with CEF—This
section discusses Cisco Express Forwarding
(CEF) and how it isimplemented on Catalyst
switches. CEF forwards or routes packetsin
hardware at a high throughput.

m Troubleshooting Multilayer Switching—
This section provides a brief summary of the
commands that can verify the configuration
and operation of InterVLAN routing, CEF,
and fallback bridging.




CHAPTER 13

Multilayer Switching

Chapter 3 presented a functional overview of how multilayer switching (MLS) is performed at
Layers 3 and 4. The actual MLS process can take two forms—InterVLAN routing and Cisco
Express Forwarding (CEF). This chapter expands on multilayer switch operation by discussing
both of these topicsin greater detail.

“Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide what parts of this
chapter to use. If you already intend to read the entire chapter, you do not necessarily need to
answer these questions now.

The quiz, derived from the mgjor sectionsin the “ Foundation Topics® portion of the chapter,
helps you determine how to spend your limited study time.

Table 13-1 outlines the major topics discussed in this chapter and the “Do | Know This
Already?’ quiz questions that correspond to those topics.

Table 13-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section
InterVLAN Routing 1-5

Multilayer Switching with CEF 6-11

Troubleshooting Multilayer Switching 12

CAUTION The goal of self-assessment isto gauge your mastery of the topicsin this chapter.
If you do not know the answer to a question or are only partially sure of the answer, you
should mark this question wrong. Giving yourself credit for an answer you correctly guess
skews your self-assessment results and might give you afalse sense of security.
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1. Which of the following arrangements can be considered InterVLAN routing?

a. One switch, two VLANS, one connection to a router

b. One switch, two VLANS, two connections to a router

c. Two switches, two VLANS, two connections to a router
d. All of the above

2. How many interfacesare needed in a“router on astick” implementation for InterVLAN routing
among four VLANS?

a. 1
b. 2
c. 4
d. Cannot be determined

3. Which of the following commands configures a switch port for Layer 2 operation?
a. switchport
b. noswitchport
c. ip address 192.168.199.1 255.255.255.0

d. noip address

4. Which of the following commands configures a switch port for Layer 3 operation?
a. switchport
b. noswitchport
c. ip address 192.168.199.1 255.255.255.0

d. noip address

5. Which one of the following interfacesis an SVI?
a. interfacefastethernet 0/1
b. interface gigabit 0/1
c. interfacevlan 1
d. interfacesvi 1



10.

“Do | Know This Already?” Quiz

What information must be learned before CEF can forward packets?
a. The source and destination of the first packet in atraffic flow
b. The MAC addresses of both the source and destination
¢. The contents of the routing table
d. The outbound port of the first packet in aflow

Which of the following best defines an adjacency?

a. Two switches connected by a common link

b. Two contiguous routesin the FIB

¢. Two multilayer switches connected by acommon link
d. The MAC address of a host is known

Assume CEF is active on a switch. What happensto a packet that arrives needing
fragmentation?

a. The packet is switched by CEF and kept intact.
b. The packet isfragmented by CEF.

c. The packet is dropped.

d. The packet is sent to the Layer 3 engine.

307

Suppose a host sends a packet to a destination | P address, and the CEF-based switch does not
yet have avalid MAC address for the destination. How isthe ARP entry (MAC address) of the

next-hop destination in the FIB obtained?

a. The sending host must send an ARP request for it.

b. TheLayer 3 forwarding engine (CEF hardware) must send an ARP request for it.

¢. CEF must wait until the Layer 3 engine sends an ARP request for it.
d. All packets to the destination are dropped.

During a packet rewrite, what happens to the source MAC address?
a. Thereisno change.
b. Itischanged to the destination MAC address.
c. Itischanged to the MAC address of the outbound Layer 3 switch interface.
d. Itischanged tothe MAC address of the next-hop destination.
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11.  What Spanning Tree Protocol is used for fallback bridging?

a.

802.1D

IBM STP
PVST+
VLAN-bridge

12. What command can you use to view the CEF FIB table contents?

show fib

show ip cef fib
show ip cef
show fib-table

You can find the answers to the “Do | Know ThisAlready?’ quiz in Appendix A, “Answers to
Chapter ‘Do | Know ThisAlready? Quizzes and Q& A Sections.” The suggested choices for your
next step are as follows:

m 10or lessoverall score—Read the entire chapter. This includes the “Foundation Topics,”
“Foundation Summary,” and “Q&A” sections.

m 11 or 12 overall score—If you want more review on these topics, skip to the “Foundation
Summary” section and then gotothe“ Q& A” section at the end of the chapter. Otherwise, move
to Chapter 14, “Router Redundancy and Load Balancing.”
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Foundation Topics

InterVLAN Routing

Recall that aLayer 2 network is defined as a broadcast domain. A Layer 2 network can also exist as
aVLAN inside one or more switches. VLANS are essentially isolated from each other so that
packetsin one VLAN cannot crossinto another VLAN.

To transport packets between VLANS, you must use aLayer 3 device. Traditionally, thishasbeen a
router’sfunction. The router must have aphysical or logical connectionto eachVLAN so that it can
forward packets between them. Thisis known as inter VLAN routing.

InterVLAN routing can be performed by an external router that connectsto each of the VLANs on
aswitch. Separate physical connections can be used, or the router can access each of the VLANSsS
through asingle trunk link. Part A of Figure 13-1 illustrates this concept. The external router can
also connect to the switch through asingle trunk link, carrying all the necessary VLANS, as
illustrated in Part B of Figure 13-1. Part B illustrates what is commonly referred to as a“router

on astick” or a“one-armed router” because the router needs only a single interface to do itsjob.

Finally, Part C of Figure 13-1 shows how the routing and switching functions can be combined into
one device—a multilayer switch. No external router is needed.

Figure 13-1 Examples of Inter VLAN Routing Connections
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Types of Interfaces
Multilayer switches can perform both Layer 2 switching and interVVLAN routing, as appropriate.
Layer 2 switching occurs between interfaces that are assigned to Layer 2VLANs or Layer 2
trunks. Layer 3 switching can occur between any type of interface, as long as the interface can
have a Layer 3 address assigned to it.

Like arouter, amultilayer switch can assign a Layer 3 addressto a physical interface. It can also
assign aLayer 3 addressto alogical interface that represents an entire VLAN. Thisisknown asa
Switched Virtual Interface.

Configuring InterVLAN Routing
InterVLAN routing first requires that routing be enabled for the Layer 3 protocol. In addition, you
must configure static routes or a dynamic routing protocol. These topics are fully covered in the
BSCI course.

Because a multilayer switch supports many different types of interfaces for Layer 2 or Layer 3
switching, you must define each interface on aswitch that will be used. By default, every switch port
on aCatalyst 2950, 3550, or 4500 isa Layer 2 interface, whereas every switch port on a Catalyst
6500 (Native |0S) isaLayer 3interface. If another type or mode is needed, you must explicitly con-
figureit. A port is either in the Layer 2 or Layer 3 mode, depending on the use of the switchport
configuraton command. Figure 13-2 shows how the different types of interface modes can be used
within asingle switch.

Layer 2 Port Configuration
By default, all switch portson Catalyst 2950, 3550, and 4500 platforms operatein the Layer 2 mode.
If you need to reconfigure aport for Layer 2 functionality, use the following command sequence:

Switch(config)# interface type mod/num
Switch(config-if)# switchport

The switchport command puts the port in Layer 2 mode. Then, you can use other switchport
command keywords to configure trunking, access VLANS, and so on. Figure 13-2 shows several
Layer 2 ports, each assigned to aspecificVLAN. A Layer 2 port can also act asatrunk, transporting
multiple VLANS.
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Figure 13-2 Catalyst Snitch with Various Types of Ports
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Layer 3 Port Configuration
Physical switch ports can also operate as Layer 3 interfaces, where a Layer 3 network addressis
assigned and routing can occur. Figure 13-2 shows an example of this. By default, all switch ports
on the Catalyst 6500 (native |OS) platform operate in the Layer 3 mode. For Layer 3 functionality,
you must explicitly configure switch ports with the following command sequence:

Switch(config)# interface type mod/num
Switch(config-if)# no switchport
Switch(config-if)# ip address ip-address mask [secondary]

Theno switchport command takes the port out of Layer 2 operation. You can then assign anetwork
address to the port, as you would to a router interface.

NOTE Keep in mind that aLayer 3 port assigns a network address to one specific physical
interface. If using EtherChannel, it too can become a Layer 3 port. In that case, the network
address is assigned to the port-channel interface and not to the individual links within the
channel.
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SVI Port Configuration
Onamultilayer switch, you can also enable Layer 3 functionality for an entireVLAN on the switch.
This allows a network address to be assigned to alogical interface—that of theVLAN itself. This
is useful when the switch has many ports assigned to acommon VLAN, and routing is needed in
and out of that VLAN. Figure 13-2 shows how an IP addressis applied to the Switched Virtual
Interface (SVI) called VLAN 10. Noticethat the SV itself has no physical connection to the outside
world; to reach the outside, VLAN 10 must extend through a Layer 2 port or trunk.

Thelogical Layer 3 interfaceis known as an SVI. However, when it is configured, it uses the much
moreintuitive interface namevlan vian-id, asif theVLAN itself isaphysical interface. First, define
or identify the VLAN interface, and then assign any Layer 3 functionality to it with the following
configuration commands:

Switch(config)# interface vlan vlan-id
Switch(config-if)# ip address ip-address mask [secondary]

TheVLAN must be defined and active on the switch before the SV can be used. Make sure the new
VLAN interfaceis also enabled with the no shutdown interface configuration command.

NOTE TheVLAN andthe SVI are configured separately, even though they interoperate. Creating
or configuring the SVI doesn’t create or configure the VLAN. You must still define each one
independently.

Multilayer Switching with CEF

Catalyst switches can use several methods to forward packets based on Layer 3 and 4 information.
The current generation of Catalyst multilayer switches uses the efficient Cisco Express Forwarding
(CEF) method. This section describesthe progression of multilayer switching and discusses CEF in
detail. Although CEF is easy to configure and use, the underlying switching mechanisms are more
involved and should be understood.

Traditional MLS Overview
Multilayer switching began as adual effort between aroute processor (RP) and a switching engine
(SE). The basic ideais to “route once, and switch many.” The RP receives the first packet of anew
traffic flow between two hosts, asusual. A routing decision is made, and the packet is forwarded on
toward the destination.

To participate, the SE must know theidentity of each RP. The SE can then listen in to thefirst packet
going to the router and then going away from the router. If the SE can switch the packet in both
directions, it can learn a“ shortcut path” so that subsequent packets of the sameflow can be switched
directly to the destination port without passing through the RP.
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Thistechniqueisalso known as NetFlow switching or route cache switching. Traditionally, NetFlow
switching was performed on Cisco hardware, such as the Catalyst 6000 Supervisor 1/1aand
Multilayer Switch Feature Card (MSFC), Catalyst 5500 with a Route Switch Module (RSM),
Route Switch Feature Card (RSFC), or external router, and so on. Basically, the hardware consisted
of an independent RP component and a NetFlow-capable SE component.

CEF Overview

NetFlow switching has given way to amore efficient form of multilayer switching—Cisco Express
Forwarding (CEF). Cisco developed CEF for its line of routers, offering high-performance packet
forwarding through the use of dynamic lookup tables.

CEF has also been carried over to the Catalyst switching platforms. The Catalyst 6500 Supervisor
720 (with an integrated MSFC3), Catalyst 6500 Supervisor 2/M SFC2 combination, Catalyst 4500
Supervisor 111 and 1V, and the Catalyst 3550 families all perform CEF in hardware. CEF runs by
default, taking advantage of the specialized hardware.

A CEF-based multilayer switch consists of two basic functional blocks, as shown in Figure 13-3:
The Layer 3 Engineisinvolved in building routing information that the Layer 3 Forwarding Engine
can use to switch packets in hardware.

Figure 13-3 Packet Flow Through a CEF-Based Multilayer Switch

Layer 3 Engine

[ > i
7 N\
/ \
// Routing Table _| ARP Table _| \\
[ I \
Reorder entries Resolve MAC
according to addresses
of each next hop

longest prefix match. h
in the FIB.

FIB

Adjacency Table

\

|
I
|
I
|
I
I
|
I
I
|
\ Rewrite I'
|
|
\

CEF Punt | :
(to L3 Engine) | Layer 3 ﬁ' Engine
" Forwarding Engine
/ ] \\ \
Ingress | .7 _ _  __~ ~a—__ _N,|ingress | |
Packet Normal CEF Packet

(to L3 Fwd Engine)




314 Chapter 13: Multilayer Switching

Forwarding Information Base (FIB)
The Layer 3 engine (essentially arouter) maintains routing information, whether from static routes
or dynamic routing protocols. Basically, the routing table is reformatted into an ordered list with
the most specific route first, for each IP destination subnet in the table. The new format is called
aForwarding Information Base (FIB) and contains routing or forwarding information that the
network prefix can reference.

In other words, aroute to 10.1.0.0/16 might be contained in the FIB, along with routesto 10.1.1.0/24
and 10.1.1.128/25, if those exist. Notice that these examples areincreasingly more specific subnets.
In the FIB, these would be ordered with the most specific, or longest match, first, followed by less
specific subnets. When the switch receives a packet, it can easily examine the destination address
and find the longest match entry in the FIB.

The FIB also contains the next-hop address for each entry. When alongest match entry isfound in
the FIB, the Layer 3 next-hop addressis found, too.

You might be surprised to know that the FIB also contains host route (subnet mask 255.255.255.255)
entries. These are not normally found in the routing table unless they are advertised or manually
configured. Host routes are maintained in the FIB for the most efficient routing lookup to directly
connected or adjacent hosts.

Like arouting table, the FIB is dynamic in nature. When the Layer 3 engine sees achangein the
routing topology, it sends an update to the FIB. Any time the routing table receives a change to a
route prefix or the next-hop address, the FIB receives the same change. Also, if a next-hop address
is changed or aged out of the Address Resolution Protocol (ARP) table, the FIB must reflect the
same change.

After the FIB is built, packets can be forwarded along the bottom dashed path in Figure 13-3. This
follows the hardware switching process, where no “expensive’ or time-consuming operations are
needed. At times, a packet cannot be switched in hardware, according to the FIB. Packets are then
marked as“ CEF punt” and areimmediately sent to the Layer 3 engine for further processing, as
shown in the top dashed path in Figure 13-3. Some of the conditions that cause this are as follows:

m  Anentry cannot be located in the FIB.

m TheFIB tableisfull.

m ThelPTimeToLive(TTL) has expired.

m  The maximum transmission unit (MTU) is exceeded, and the packet must be fragmented.
m  Anlnternet Control Message Protocol (ICMP) redirect is involved.

m Theencapsulation typeis not supported.
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m  Tunneled packets, where a compression or encryption operation is needed.
m  Anaccesslist with the log option is triggered.

m A Network Address Translation (NAT) operation must be performed (except on the Catalyst
6500 Supervisor 720, which can handle NAT in hardware).

CEF operations can be handled on asingle hardware platform, aswith the Catalyst 3550 switch. The
FIB is generated and contained centrally in the switch. CEF can a so be optimized through the use
of specialized forwarding hardware, using the following techniques:

m Accelerated CEF (aCEF)—CEF is distributed across multiple Layer 3 forwarding engines,
typically located on Catalyst 6500 line cards. These engines do not have the capability to store
and use the entire FIB, so only a portion of the FIB is downloaded to them at any time. This
functionsasaFIB “cache,” containing entriesthat are likely to be used again. If FIB entriesare
not found in the cache, requests are sent to the Layer 3 engine for more FIB information. The
net result isthat CEF is accelerated on the line cards, but not necessarily at a sustained
wirespeed rate.

m Distributed CEF (dCEF)—CEF can be completely distributed among multiple Layer 3 for-
warding engines for even greater performance. Because the FIB is self-contained for complete
Layer 3 forwarding, it can be replicated across any number of independent Layer 3 forwarding
engines. The Catalyst 6500 has line cards that support dCEF, each with its own FIB table and
forwarding engine. A central Layer 3 engine (the MSFC2, for exampl€e) maintains the routing
table and generates the FIB, which is then dynamically downloaded in full to each of the line
cards.

Adjacency Table
A router normally maintains arouting table containing Layer 3 network and next-hop information,
and an ARP table containing Layer 3 to Layer 2 address mapping. These tables are kept
independently.

Recall that the FIB keeps the Layer 3 next-hop address for each entry. To streamline packet
forwarding even more, the FIB has corresponding Layer 2 information for every next-hop entry.
Thisportion of the FIB is called the adjacency table, consisting of the MAC addresses of nodes that
can be reached in asingle Layer 2 hop.

The adjacency table information is built from the ARP table. As anext-hop address receives avalid
ARP entry, the adjacency tableis updated. If an ARP entry does not exist, the FIB entry is marked
as“ CEF glean.” This means that the Layer 3 forwarding engine can’t forward the packet in hard-
ware, due to the missing Layer 2 next-hop address. The packet is sent to the Layer 3 engine so that
it can generate an ARP reguest and receive an ARP reply. Thisis known as the “CEF glean” state,
where the Layer 3 engine must glean the next-hop destination’s MAC address.
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During thetimethat aFIB entry isinthe CEF glean state waiting for the ARP resol ution, subsequent
packets to that host are immediately dropped so that the input queues do not fill and the Layer 3
engine does not become too busy worrying about the need for duplicate ARP requests. Thisiscalled
ARP throttling or throttling adjacency. If an ARP reply is not received in two seconds, the throttling
isreleased so that another ARP request can betriggered. Otherwise, after an ARP reply isreceived,
thethrottling isreleased, the FIB entry can be completed, and packets can be forwarded completely
in hardware.

Packet Rewrite
After amultilayer switch findsvalid entriesin the FIB and adjacency tables, apacket isalmost ready
to beforwarded. One step remains—the packet header information must be rewritten. Keep in mind
that multilayer switching occurs as quick table lookups, to find the next-hop address and the
outbound switch port. The packet is untouched, still having the original destination MAC address
of the switch itself. The IP header must also be adjusted, asif atraditional router had done the
forwarding.

The switch hasan additional functional block that performs apacket rewritein real time. The packet
rewrite engine (as shown in Figure 13-3) makes the following changes to the packet just prior to
forwarding:

m Layer 2 destination address—Changed to the next-hop device's MAC address

m Layer 2 source address—Changed to the outbound Layer 3 switch interface’'s MAC address
m Layer 3IPTimeTo Live (TTL)—Decremented by one, as one router hop has just occurred
m Layer 31P checksum—Recalculated to include changes to the | P header

m Layer 2 frame checksum—Recalculated to include changes to the Layer 2 and Layer 3
headers

A traditional router would normally make the same changes to each packet. The multilayer switch
must act asif atraditional router were being used, making identical changes. However, the multi-

layer switch can do this very efficiently with dedicated packet rewrite hardware and address infor-
mation obtained from table lookups.

Configuring CEF
CEF isenabled on all CEF-capable Catalyst switches by default. In fact, the Catalyst 3550, 4500,
and 6500 (with a Supervisor 720 and itsintegrated M SFC3 or a Supervisor 2 and M SFC2 combina-
tion) al run CEF inherently, so CEF can never be disabled.
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Fallback Bridging
For protocols that can’t be routed or switched by CEF, atechnique known as fallback bridging is
used. Example protocols are IPX and AppleTalk, which are routable but not supported by CEF, as
well as SNA and LAT, which are not routable at al. To summarize, each SVI associated with a
VLAN where nonroutable protocols are being used is assigned to a bridge group. Packets that
cannot be routed from one VLAN to another are transparently bridged instead, as long as the two
VLANS belong to the same bridge group.

NOTE Only the Catalyst 3550 offers fallback bridging, as it can CEF switch IP packets but no
others. The Catalyst 4500 and 6500 (all Supervisor models running Cisco | OS Software) can aso
CEF switch I P but can handle other routable protocols more slowly with their Layer 3 engines.
Those two platforms have no need for fallback bridging.

Bridge groups used in fallback bridging do not interact with normal Layer 2 switching (also using
bridging). They do use aspecial Spanning Tree Protocol to maintain loop-free fallback bridging, but
these bridge protocol data units (BPDUS) are not exchanged with other 802.1D, Rapid Spanning
Tree Protocol (RSTP), or Multiple Spanning Tree (MST) BPDUs on VLANS. Instead, the VLAN-
bridge STP is used, with one instance per fallback bridge group.

To configure fallback bridging, first decide which VLANs have traffic that CEF cannot route. Begin
by enabling afallback bridge group and its instance of the VLAN bridge STP:

Switch(config)# bridge-group bridge-group protocol vlan-bridge

Next, for each VLAN SVI where nonroutable traffic will be bridged, assign it to the appropriate
bridge group:

Switch(config)# interface vlan vlan-id
Switch(config-if)# bridge-group bridge-group

You can configure up to 31 different fallback bridge groups on aswitch. Although theVLAN bridge
STP instance running on each bridge group does not interact with normal 802.1D STR, it does
behave similarly. For example, you can configure the bridge priority, port priority and cost, Hello
timer, Forward Delay timer, and Max Age timer. These parameters should all ook familiar, asthey
are used in the 802.1D STP. Rather than using the spanning-tree command to adjust the parameter
values, you must adjust them according to the bridge group number with the bridge-group bridge-
group command keywords.



318 Chapter 13: Multilayer Switching

Verifying Multilayer Switching
The multilayer switching topics presented in this chapter are not difficult to configure. However, you
might have aneed to verify how aswitch isforwarding packets. In particular, the following sections
discuss the commands that you can use to verify the operation of InterVLAN routing, CEF, and
fallback bridging.

InterVLAN Routing

To verify the configuration of aLayer 2 port, you can use the following EXEC command:
Switch# show interface type mod/num switchport

The output from this command displays the accessVLAN or the trunking mode and native VLAN.
The administrative modes reflect what has been configured for the port, while the operational
modes show the port’s active status.

You can use this same command to verify the configuration of aLayer 3 or routed port. In this case,
you should see the switchport (Layer 2) mode disabled, asin Example 13-1.

Example 13-1 Verifying Configuration of a Layer 3 Switch Port

Switch# show interface fastethernet 0/16 switchport
Name: Fa@/16
Switchport: Disabled

To see the physical interface’s status, use the command without the switchport keyword. To see a
summary listing of all interfaces, you can use the show interface status command.

To verify the configuration of an SVI, you can use the following EXEC command:
Switch# show interface vlan vlan-id

TheVLAN interface should be up with the line protocol aso up. If thisis not true, either the inter-
face is disabled with the shutdown command, or the VLAN itself has not been defined on the
switch. Use the show vlan command to see alist of configured VLANS.

Example 13-2 shows the output produced from the show vlan command. Notice that each defined
VLAN is shown, along with the switch ports that are assigned to it.
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Example 13-2 Displaying a List of Configured VLANs

Switch# show vlan

VLAN Name Status Ports

1 default active Fa0/5, Fa0/6, Fa@/7, Fa0/8
Fa0/9, Fad/10, Fa0/11, Fa0/12
Fa0/13, Fa@/14, Fa@/15, Fa0/17
Fa@/18, Fa@/19, Fa0/20, Fa0/21
Fa0@/22, Fa@/23, Fa@/24, Fa@/25
Fa0/26, Fa@/27, Fa@/28, Fa0d/29
Fa0/30, Fa0/32, Fa@/33, Fa0d/34
Fa0/36, Fa0/37, Fa0d/38, Fad/39
Fa0/41, Fa0/42, Fa@/43, Fad/44
Fa0/45, FaQ/46, Fa0d/47, Gi0/1

Gio/2
2 VLAN0QOO2 active Fa0/40
5 VLANQOOS5 active
10 VLANOO10 active
11 VLANQO11 active Fa0/31
12 VLANOO12 active
99  VLAN0O99 active Fa0/35

CEF
CEF operation depends on the correct routing information being generated and downloaded to the
Layer 3 forwarding engine hardware. Thisinformation is contained in the FIB and is dynamically
maintained. To view the entire FIB, use the following EXEC command:

Switch# show ip cef
Example 13-3 shows sample output from this command.

Example 13-3 Displaying the FIB Contents for a Switch

Switch# show ip cef

Prefix Next Hop Interface
0.0.0.0/32 receive
192.168.199.0/24 attached Vlan1

192.168.199.0/32 receive
192.168.199.1/32 receive
192.168.199.2/32 192.168.199.2 Vlani
192.168.199.255/32 receive
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Onthisswitch, only VLAN 1 hasbeen configured with the | P address 192.168.199.1 255.255.255.0.
Notice several things about the FIB for such asmall configuration:

0.0.0.0/32—A FIB entry has been reserved for the default route. No next hop is defined, so the
entry ismarked “receive” so that packets will be sent to the Layer 3 engine for further
processing.

192.168.199.0/24—The subnet assigned to the VLAN 1 interfaceisgiven itsown entry. Thisis
marked “attached” becauseit is directly connected to an SVI, VLAN 1.

192.168.199.0/32—A FIB entry has been reserved for the exact network address. Thisis used
to contain an adjacency for packets sent to the network address, if the network is not directly
connected. In this case, there is no adjacency, and the entry is marked “receive.”

192.168.199.1/32—An entry has been reserved for the VLAN 1 SVI’s | P address. Notice that
thisis ahost route (/32). Packets destined for the VLAN 1 interface must be dealt with
internally, so the entry is marked “receive.”

192.168.199.2/32—Thisis an entry for aneighboring multilayer switch, found ontheVLAN 1
interface. The next-hop field has been filled in with the same | P address, dencting that an
adjacency isavailable.

192.168.199.255/32—A FIB entry has been reserved for the 192.168.199.0 subnet’s broadcast
address. The route processor (Layer 3 engine) handles all directed broadcasts, so the entry is
marked “receive”

To see complete FIB and adjacency table information for a specific interface, use the following
EXEC command:

Switch# show ip cef type mod/num [detail]

To get an idea of the number of packets being referred to the Layer 3 engine (not hardware CEF
switched), use the following EXEC command:

Switch# show cef not-cef-switched

Counters are shown for these CEF punt reasons:

No_adj—No adjacency entry is available for the next hop.
No_encap—A frame needs further processing for ARP resol ution.
Unsupp’ted—The frame type is unsupported.

Redirect—An ICMP redirect isinvolved.
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m Recelve—Packets are received and sent directly to the L3 engine.
m Options—The |P options are being used.
m  Access—An access list needs further processing.

m Frag—Fragmentation is needed.

Fallback Bridging
To verify the operation of fallback bridging, you can use the following EXEC commands:

Switch# show bridge group
Switch# show bridge bridge-group [verbose]

The first command shows a summary of all active fallback bridge groups, along with their STP
states. The second command displays the bridging table contents for a specific fallback bridge

group.



322 Chapter 13: Multilayer Switching

Foundation Summary

The Foundation Summary isacollection of information that provides a convenient review of many
key conceptsin this chapter. If you are already comfortable with the topicsin this chapter, this
summary can help you recall afew details. If you just read this chapter, this review should help
solidify some key facts. If you are doing your fina preparation before the exam, thisinformation is
aconvenient way to review the day before the exam.

Table 13-2 Inter VLAN Routing Configuration Commands

Task

Command Syntax

Put aport into Layer 2 mode.

switchport

Put a port into Layer 3 mode.

no switchport

Definean SVI.

inter face vlan vian-id

Components of CEF:

m Forwarding Information Base (FIB)—Contains routing and next-hop information; lookups
are performed according to longest match IP prefix.

m Adjacency table—Contains Layer 2 addressinformation for next-hop FIB entriesthat are one

hop away.

m Packet rewrite—Hardware dedicated to rewriting the Layer 2 and Layer 3 header information
of outbound packets after the forwarding decisions have been made.

Table 13-3 Fallback Bridging Configuration Commands

Task

Command Syntax

Define afallback bridge group.

bridge-group bridge-group protocol vian-bridge

Assign an interface to a bridge group.

bridge-group bridge-group
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Task Command Syntax
Show a Layer 2 port status. show interface type mod/num switchport
Show a Layer 3 port status. show interface type mod/num

Show an SVI status.

show interface vlan vian-id

View the FIB contents.

show ip cef

View FIB and adjacency information for an interface.

show ip cef type mod/num [detail]

View counters for packets not switched by CEF.

show cef not-cef-switched

Show fallback bridge group status.

show bridge group

Show fallback bridging table contents.

show bridge bridge-group
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answers. Rather than allowing you to derive the
answers from clues hidden inside the questions themselves, the questions challenge your under-
standing and recall of the subject. Hopefully, these questions will help limit the number of exam
questions on which you narrow your choices to two options and then guess.

You can find the answers to these questionsin Appendix A.

1.  What might you need to implement interVLAN routing?

2. CaninterVLAN routing be performed over asingle trunk link?

3. To configure an SVI, what commands are needed?

4. What command can verify the VLAN assignments on a Layer 2 port?

5. A switch hasthe following interface configurations in its running configuration:
interface fastethernet 0/1
switchport access vlan 5
interface vlan 5

ip address 192.168.10.1 255.255.255.0
no shutdown

What is necessary for packets to get from the FastEthernet interface to the VLAN 5 SVI?

6. What isthe source of FIB information?

7. How often isthe FIB updated?

8. What is meant by the term “CEF punt?’

9. What happens to the FIB when distributed CEF (dCEF) is used?
10. What happens during a“ CEF glean” process?
11.  What does amultilayer switch do to the IP TTL value just before a packet is forwarded?
12. What isfallback bridging?

13. Isit possiblefor an SVI to go down? If so, what are the reasons?
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following topics that you
need to master for the CCNP
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m Router Redundancy—This section dis-
cusses three protocols that are available on
Catalyst switchesto provide redundant router
or gateway addresses. The protocolsinclude
HSRP, VRRP, and GLBP.

m Server Load Balancing—This section
covers atechnique that provides avirtual
server address as afront end to an entire
logical server farm. The server farmis
composed of one or more real or physical
servers. Client connections to the virtual
server address are load balanced to the redl
servers.

m Verifying Redundancy and L oad
Balancing—This section provides a brief
summary of the commands that verify the
configuration and operation of HSRP, VRRP,
GLBP, and SLB.




CHAPTER 14

Router Redundancy and Load
Balancing

A multilayer switch can provide routing functions for devices on a network, as described in
Chapter 13, “Multilayer Switching.” If that switch happensto fail, clients have no way to have
their traffic forwarded; their gateway has gone away.

Other multilayer switches can be added into the network to provide redundancy in the form of
redundant router or gateway addresses. This chapter describesthe protocol s that can be used for
redundant router addresses, load balancing across multiple routers, and load balancing into a
server farm.

“Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide what parts of this
chapter to use. If you already intend to read the entire chapter, you do not necessarily need to
answer these questions now.

The quiz, derived from the major sections in the “ Foundation Topics® portion of the chapter,
helps you determine how to spend your limited study time.

Table 14-1 outlines the major topics discussed in this chapter and the “Do | Know This
Already?’ quiz questions that correspond to those topics.

Table 14-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section
Router Redundancy: HSRP 1-5

Router Redundancy: VRRP 67

Router Redundancy: GLBP 8-10

Server Load Balancing 11-12
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CAUTION Thegoal of self-assessment isto gauge your mastery of the topicsin this chapter.
If you do not know the answer to a question or are only partialy sure of the answer, you
should mark this question wrong. Giving yourself credit for an answer you correctly guess
skews your self-assessment results and might give you afalse sense of security.

1.  Which one of the following do multilayer switches share when running HSRP?

a. Routing tables
b. ARP cache
c¢. CAM table
d. |Paddress

2. What HSRP group uses the MAC address 0000.0c07.ac11?

a. GroupO
b. Group7
c. Group1l
d. Group 17

3. Two routers are configured for an HSRP group. One router uses the default HSRP priority.
What priority should be assigned to the other router to make it more likely to be the active
router?

a. 1

b. 100
c. 200
d. 500

4. How many routers are in the Standby state in an HSRP group?
a. O
b. 1
c. 2
d. All but the active router
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A multilayer switch is configured as follows:

interface fastethernet 1/1

no switchport

ip address 192.168.199.3 255.255.255.0
standby 1 ip 192.168.199.2

Which IP address should a client PC use as its default gateway?

a. 192.168.199.1
b. 192.168.199.2
c. 192.168.199.3
d. Any of the above

Which one of the following is based on an IETF RFC standard?

a. HSRP
b. VRRP
c. GLBP
d. STP

What VRRP group uses the virtual MAC address 0000.5e00.01ff?

a. GroupO
b. Groupl
c. Group 255
d. Group 94

Which one of thefollowing protocolsisthe best choice for load bal ancing redundant gateways?
a. HSRP
b. VRRP
¢. GLBP
d. GVRP

Which one of the following GLBP functions answers ARP requests?
a. AVF
b. VARP
c. AVG
d. MVR
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10. By default, which of thefollowing virtual MAC addresswill be sent to the next client that looks
for the virtual gateway?

a. The GLBP interface’'s MAC address

b. The next virtual MAC addressin the sequence

c. Thevirtual MAC address of the least-used router
d. 0000.0c07.ac00

11. In SLB, with what must avirtua server be linked?

a. A virtual address pool
b. A server farm

c. Areal server

d. Alistof clients

12. In SLB, what command specifies the IP address of a server in a server farm?

a. server-address 192.168.199.1
b. ip slb server 192.168.199.1

c. real 192.168.199.1

d. server-farm 192.168.199.1

Theanswerstothe“Do | Know ThisAlready?’ quiz are found in Appendix A, “Answersto Chapter
‘Do | Know ThisAlready? Quizzes and Q&A Sections.” The suggested choices for your next step
areasfollows:

m 10 or lessoverall score—Read the entire chapter. This includes the “Foundation Topics,”
“Foundation Summary,” and “Q& A" sections.

m 11 or 12 overall score—If you want more review on these topics, skip to the “Foundation
Summary” section, and then go to the “Q&A” section at the end of the chapter. Otherwise,
move to Chapter 15, “Multicast.”
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Foundation Topics

Router Redundancy in Multilayer Switching

Multilayer switches can act as | P gateways for connected hosts by providing gateway addresses at
VLAN SVIsand Layer 3 physical interfaces. These switches can also participate in routing
protocols, just as traditional routers do.

For high availability, multilayer switches should offer ameansto prevent one switch (gateway)
failurefromisolating an entireVLAN. Thischapter discusses several approachesto providing router
redundancy including the following:

m Hot Standby Router Protocol (HSRP)
m Virtua Router Redundancy Protocol (VRRP)
m Gateway Load Balancing Protocol (GLBP)

Packet Forwarding Review
When a host must communicate with a device on its local subnet, it can generate an Address
Resolution Protocol (ARP) request, wait for theARP reply, and exchange packets directly. However,
if the far end islocated on adifferent subnet, the host must rely on an intermediate system (arouter,
for example) to relay packets to and from that subnet.

A host identifiesits nearest router, also known as the default gateway or next hop, by its|P address.
If the host understands something about routing, it recognizesthat all packets destined off-net must
be sent to the gateway’s MAC address, rather than the far end’s MAC address. Therefore, the host
first sends an ARP request to find the gateway’s | P address. Then, packets can be relayed to the
gateway directly without having to look for ARP entries for individual destinations.

If the host is not so savvy about routing, it might still generate ARP requests for every off-net
destination, hoping that someone will answer. Obviously, the off-net destinations cannot answer
because they never receive the ARP requests; these requests are not forwarded across subnets.
Rather, you can configure the gateway to provide a proxy ARP function so that it will reply to ARP
requests with its own MAC address, asif the destination itself had responded.

Now theissue of gateway availability becomes important. If the gateway router for a subnet or

VLAN goes down, packets have no way to be forwarded off thelocal subnet. Several protocols are
availablethat allow multiple routing devicesto share acommon gateway address so that if one goes
down, another can pick up the active gateway role. The sectionsthat follow describe these protocols.
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Hot Standby Router Protocol (HSRP)
HSRPisa Cisco-proprietary protocol devel oped to allow several routers (or multilayer switches) to
appear as asingle gateway address. RFC 2281 describes this protocol in more detail.

Basically, each of the routers that provides redundancy for a given gateway addressisassignedto a
common HSRP group. One router is elected as the primary, or active, HSRP router, another is
elected as the standby HSRP router, and all the others remain in the listen HSRP state. The routers
exchange HSRP hello messages at regular intervals, so they can remain aware of each other’s
existence, as well as that of the active router.

NOTE HSRP sendsits hello messagesto the multicast destination 224.0.0.2 (“all routers’) using
UDP port 1985.

An HSRP group can be assigned an arbitrary group number, from 0 to 255. If you configure HSRP
groups on several VLAN interfaces, it can be handy to make the group number the same asthe
VLAN number. However, most Catalyst switches support only up to 16 unique HSRP group num-
bers. If you have more than 16 VLANS, you will quickly run out of group numbers. An alternative
isto make the group number the same (that is, 1) for every VLAN interface. Thisis perfectly valid
because the HSRP groups are only locally significant on an interface. HSRP Group 1 on interface
VLAN 10 is unique from HSRP Group 1 on interface VLAN 11.

HSRP Router Election
HSRP election is based on a priority value (0 to 255) that is configured on each router in the group.
By default, the priority is 100. The router with the highest priority value (255 is highest) becomes
the active router for the group. If al router priorities are equal or set to the default value, the router
with the highest | P address on the HSRP interface becomes the active router. To set the priority, use
the following interface configuration command:

Switch(config-if)# standby group priority priority

When HSRP is configured on an interface, the router progresses through a series of states before
becoming active. Thisforces arouter to listen for othersin agroup and see where it fits into the
pecking order. The HSRP state sequence is Disabled, Init, Listen, Speak, Standby, and, finally,
Active.

Only the standby (second highest priority) router monitorsthe hello messagesfrom the activerouter.
By default, hellosare sent every 3 seconds. If hellosare missed for the duration of the holdtimetimer
(default 10 seconds, or 3 times the hello timer), the active router is presumed down. The standby
router isthen clear to assume the active role. If other routers are sitting in the Listen state, the
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next-highest priority router is allowed to become the new standby router. If you need to change the
timer values, use the following interface configuration command:

Switch(config-if)# standby group timers hello holdtime

The holdtime should always be at |east three timesthe hello timer. Also, if you decide to change the
timers on arouter, change them identically on all routersin the HSRP group.

Normally, after the active router fails and the standby becomes active, the origina active router
cannot immediately become active when it is restored. In other words, if arouter is not already
active, it cannot become active until the current active router fails—even if its priority ishigher than
the active router. An interesting case is when routers are just being powered up or added to a
network. Thefirst router to bring its interface up becomes the HSRP active router, evenif it has the
lowest priority of all.

You can configure arouter to preempt or immediately take over the activeroleiif its priority isthe
highest at any time. Use the following interface configuration command to allow preemption:

Switch(config-if)# standby group preempt [delay seconds]

By default, the router can preempt another immediately, without delay. You can use the delay
keyword to force it to wait for seconds before becoming active. Thisis usually done if there are
routing protocols that need time to converge.

HSRP can also use asimple cleartext authentication string as a means of preventing deviceswith a
default configuration from participating. All routersin the group must have the same authentication
string. Use the following interface configuration command to enable authentication:

Switch(config-if)# standby group authentication string

Conceding the Election
Consider an active router in an HSRP group—a group of clients send packets to it for forwarding,
and it has one or more links to the rest of the world. If one of those links fails, the router remains
active. If al of those linksfail, the router still remains active. Sooner or later, the path to the rest of
the world is either crippled or removed, and packets from the clients can no longer be forwarded.

HSRP has a mechanism to detect link failures and sway the election, giving another router an
opportunity to take over the active role. When a specific interface is tracked, HSRP reduces the
router’s priority by a configurable amount as soon as the interface goes down. If more than one
interface is tracked, the priority is reduced even more with each failed interface. To configure
interface tracking, use the following interface configuration command:

Switch(config-if)# standby group track type mod/num decrementvalue
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Keep in mind that the only way another router can take over the active role after interface tracking
reduces the priority isif the following two conditions are met:

m  Another router now has a higher HSRP priority.
m That same router isusing preempt in its HSRP configuration.

Without preemption, the active role cannot be given to any other router.

HSRP Gateway Addressing

Each router in an HSRP group hasits own unique | P address assigned to an interface. This address
isused for all routing protocol and management traffic initiated by or destined to the router. In
addition, each router has acommon gateway | P address, the virtual router address, that iskept alive
by HSRP. This addressis aso referred to as the HSRP address or the standby address. Clients can
point to that virtual router address as their default gateway, knowing that arouter always keeps that
address active. Keep in mind that the actual interface address and the virtual (standby) address must
be configured to be in the same I P subnet.

You can assign the HSRP address with the following interface command:
Switch(config-if)# standby group ip ip-address [secondary]

When HSRP is used on an interface that has secondary |P addresses, you can add the secondary
keyword so that HSRP can provide a redundant secondary gateway address.

Naturally, each router keeps aunique MAC address for itsinterface. This MAC address is always
associated with the unique | P address configured on the interface. For the virtual router address,
HSRP defines a special MAC address of the form 0000.0c07.acxx, where xx represents the HSRP
group number as atwo-digit hex value. For example, HSRP Group 1 appears as 0000.0c07.ac01;
HSRP Group 16 appears as 0000.0c07.ac10, and so on.

Figure 14-1 shows a simple network where two multilayer switches use HSRP Group 1 to provide
the redundant gateway address 192.168.1.1. Catalyst A isthe active router, with priority 200, and
answers the ARP request for the gateway address. Because Catalyst B isin the standby state; it is
never used for traffic sent to 192.168.1.1. Instead, only Catalyst A performs the gateway routing
function, and only its uplink to the access layer is utilized.
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Figure 14-1 Typical HSRP Scenario with One HSRP Group
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Load Balancing with HSRP

335

Consider a network where HSRP is used on two distribution switches to provide a redundant gate-
way address for access layer users. Only one of the two becomes the active HSRP router; the other
remains in standby. All the users send their traffic to the active router, over the uplink to the active

router. The standby router and its uplink essentially sit idle until arouter failure occurs.

Load balancing traffic across two uplinks to two HSRP routers with asingle HSRP group is not
possible. Then, how isit possible to load balance with HSRP? Thetrick isto use two HSRP groups:

m  Onegroup assigns an active router to one switch.
m The other group assigns another active router to the other switch.

In this way, two different virtual router or gateway addresses can be used simultaneously. The rest
of the trick isto make each switch function as the standby router for its partner’s HSRP group. In

other words, each router is active for one group and standby for the other group.
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Figure 14-2 presents this scenario. Now, Catalyst A is not only the active router for HSRP Group 1
(192.168.1.1) but is also the standby router for HSRP Group 2 (192.168.1.2). Catalyst B is
configured similarly, but with itsroles reversed. The remaining step isto configure half of the client
PCswith the HSRP Group 1 virtual router address and the other half with the Group 2 address. This
makes|oad balancing possible and effective. Each half of the hosts uses one switch astheir gateway
over one uplink.

Figure 14-2 Load Balancing with Two HSRP Groups
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Virtual Router Redundancy Protocol (VRRP)
TheVirtual Router Redudnancy Protocol (VRRP) isastandards-based alternative to HSRP, defined
in IETF standard RFC 2338. VRRP is so similar to HSRP, you only need to learn slightly different
terminology and acouple of slight functional differences. After you understand HSRP operation and
configuration, you will also understand VRRP. This section is kept brief, highlighting only the
differencesin the two protocols.

m VRRP provides one redundant gateway address from a group of routers. The active router is
called the master router, while al others are in the backup state. The master router isthe one
with the highest router priority in the VRRP group.

m  VRRP group numbers range from O to 255; router priorities range from 1 to 254 (254 isthe
highest; 100 is the default).
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m Thevirtual router MAC addressis of the form 0000.5e00.01xx, where xx is atwo-digit hex
VRRP group number.

m VRRP advertisements are sent at 1-second intervals. Backup routers can optionally learn the
advertisement interval from the master router.

m By default, all VRRP routers are configured to preempt the current master router, if their
priorities are greater.

m VRRP hasno mechanism for tracking interfaces to allow more capable routers to take over the
master role.

NOTE VRRP sends its advertisements to the multicast destination address 224.0.0.18 (VRRP),
using IP protocol 112. VRRP was introduced in Cisco |OS Software Release 12.0(18)ST for
routers. At presstime, VRRP is available only for the Catalyst 6500 Supervisor 720 with Cisco
10S Software Release 12.2(14)SX.

To configure VRRP, use the following interface configuration commands documented in Table 14-2.

Table 14-2 VRRP Configuration Commands

Task Command Syntax
Assign aVRRP router priority (default 100). vrrp group priority level
Alter the advertisement timer (default 1 second). vrrp group timers advertise [msec] interval

Learn the advertisement interval from the master router. | vrrp group timerslearn

Disable preempting (default is to preempt). no vrrp group preempt

Change the preempt delay (default 0 seconds). vrrp group preempt [delay seconds]
Use authentication for advertisements. vrrp group authentication string
Assign avirtua |P address. vrrp group ip ip-address [secondary]

Gateway Load Balancing Protocol (GLBP)
You should now know how both HSRP and VV RRP can be effective at providing aredundant gateway
(virtual router) address. You can accomplish load balancing by configuring only multiple HSRP/
VRRP groupsto have multiplevirtual router addresses. More manual configuration isneeded so that
the client machines are divided among the virtual routers. Each group of clients must point to the
appropriate virtual router. This makes load balancing somewhat labor-intensive, having a more or
less fixed, or static, behavior.
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The Gateway Load Balancing Protocol (GLBP) is a Cisco-proprietary protocol designed to over-
come the limitations of existing redundant router protocols. Some of the concepts are the same as
HSRP/VRRP, but the terminology is different, and the behavior is much more dynamic and robust.

NOTE GLBP was introduced in Cisco |0S Software Release 12.2(14)S for routers. At press
time, GLBP is available only for the Catalyst 6500 Supervisor 720 with Cisco |OS Software
Release 12.2(14)SX.

To provide avirtual router, multiple switches (routers) are assigned to a common GLBP group.
Rather than having just one active router performing forwarding for the virtual router address, all
routers in the group can participate and offer load balancing by forwarding a portion of the overall
traffic.

The advantageisthat none of the clients have to be pointed toward a specific gateway address—they
can al have the same default gateway set to the virtual router IP address. The load balancing is
provided compl etely through the use of virtual router MAC addressesin ARP repliesreturned to the
clients. As aclient sends an ARP request looking for the virtual router address, GLBP sends back
an ARP reply with the virtual MAC address of a selected router in the group. The result is that all
clients use the same gateway address but have differing MAC addresses for it.

Active Virtual Gateway
Thetrick behind thisload balancing liesin the GLBP group. Onerouter is elected the active virtual
gateway (AVG). Thisrouter has the highest priority value, or the highest | P address in the group, if
thereisno highest priority. The AVG answersall ARP requestsfor the virtua router address. Which
MAC addressit returns depends upon which load-balancing algorithmi it is configured to use. In any
event, the virtual MAC address supported by one of the routersin the group is returned.

The AVG also assigns the necessary virtual MAC addresses to each of the routers participating in
the GLBP group. Up to four virtual MAC addresses can be used in any group. Each of these routers
isreferred to as an active virtual forwarder (AVF), forwarding traffic received on its virtual MAC
address. Other routersin the group serve as backup or secondary virtual forwarders, in casethe AVF
fails. The AVG also assigns secondary roles.

Assign the GLBP priority to a router with the following interface configuration command:
Switch(config-if)# glbp group priority level

GLBP group numbers range from 0 to 1023. The router priority can be 1 to 255 (255 isthe highest
priority), defaulting to 100.
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Aswith HSRP, another router cannot take over an active role until the current active router fails.
GLBP doesallow arouter to preempt and becomethe AVGif it hasahigher priority than the current
AVG. Usethe following command to enable preempting and to set atime delay before preempting
begins:

Switch(config-if)# glbp group preempt [delay minimum seconds]

Active Virtual Forwarder
GLBP uses aweighting function to determine which router becomes the AVF for avirtual MAC
addressin a group. Each router begins with a maximum weight value (1 to 254). As specific inter-
faces go down, theweight is decreased by a configured amount. GL BP usesthresholdsto determine
when arouter can and cannot be the AVF. If the weight falls below the lower threshold, the router
must give up itsAVF role. When the weight rises above the upper threshold, the router can resume
itsAVF role.

By default, arouter receives a maximum weight of 100. If you want to make a dynamic weighting
adjustment, GL BP must know which interfacesto track and how to adjust the weight. You must first
define an interface as a tracked object with the following global configuration command:

Switch(config)# track object-number interface type mod/num {line-protocol | ip routing}

The object-number isan arbitrary index (1 to 500) that is used for weight adjustment. The condition
that triggers an adjustment can be line-protocoal (the interface line protocol is up) or ip routing (IP
routing is enabled, the interface has an | P address, and the interface is up).

Next, you must define the weighting thresholds for the interface with the following interface
configuration command:

Switch(config-if)# glbp group weighting maximum [lower Iower] [upper upper]

The maximum weight can range from 1 to 254 (default 100). The upper (default maximum) and
lower (default 1) thresholds define when the router can and cannot be the AVF, respectively.

Finally, you must configure GLBP to know which objects to track so that the weighting can be
adjusted with the following interface configuration command:

Switch(config-if)# glbp group weighting track object-number [decrement value]

When the tracked object fails, the weighting is decremented by value (1 to 254, default 10).

Likewise, arouter that might serve as an AV F cannot preempt another when it has a higher weight
value.
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GLBP Load Balancing
The AVG establishes load balancing by handing out virtual router MAC addressesto clientsin a
deterministic fashion. Naturally, the AVG must first inform the AVFs in the group of the virtual
MAC address that each should use. Up to four virtual MAC addresses, assigned in sequential order,
can be used in agroup.

You can use one of the following load-balancing methods in a GLBP group:

Round robin—Each new ARP request for the virtual router addressreceivesthe next available
virtual MAC addressin reply. Traffic load is distributed evenly across al routers participating
asAVFsin the group, assuming each of the clients sends and receives the same amount of
traffic. Thisisthe default method used by GLBP.

Weighted—The GLBP group interface’s weighting val ue determines the proportion of traffic

that should be sent to that AVF. A higher weighting results in more frequent ARP replies con-

taining the virtual MAC address of that router. If interface tracking is not configured, the max-
imum weighting value configured is used to set the relative proportions among AVFs.

Host-dependent—Each client that generates an ARP request for the virtual router address
always receives the same virtual MAC addressin reply. This method is used if the clients have
aneed for a consistent gateway MAC address. (Otherwise, aclient could receive replies with
different MAC addresses for the router over time, depending on the |oad-balancing method
inuse.)

On the AV G router (or its successors), use the following interface configuration command to define
the method:

Switch(config-if)# glbp group load-balancing [round-robin | weighted | host-dependent]

Enabling GLBP
To enable GLBP, you must assign avirtual 1P address to the group by using the following interface
configuration command:

Switch(config-if)# glbp group ip [ip-address [secondary]]

If the ip-addressis not given in the command, it is learned from another router in the group. How-
ever, if thisrouter isto bethe AVG, you must explicitly configure the | P address; otherwise, no other
router knows what the value should be.

Figure 14-3 shows atypical network where three multilayer switches are participating in acommon
GLBP group. Catalyst A is elected the AVG, so it coordinates the entire GLBP process. The AVG

answers all ARP requests for the virtual router 192.168.1.1. It hasidentified itself, Catalyst B, and
Catalyst C asAVFsfor the group.
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Figure 14-3 Multilayer Switchesin a GLBP Group
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In thisfigure, round robin load balancing is being used. Each of the client PCs look for the virtual
router addressin turn, from left to right. Each timethe AV G replies, the next sequential virtual MAC
addressis sent back to aclient. After the fourth PC sends arequest, all three virtual MAC addresses

(and AVF routers) have been used, so the AV G cycles back to the first virtual MAC address.

Notice that only one GLBP group has been configured, and all clients know of only one gateway |P
address— 192.168.1.1. However, al uplinks are being utilized, and all routers are proportionately

forwarding traffic.
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Redundancy is also inherent in the GLBP group—Catalyst A isthe AVG, but the next-highest
priority router can take over if the AVG fails. All routers have been given an AVF role for aunique
virtual MAC address in the group. If one AVF fails, some clients remember the last known virtual
MAC addressthat was handed out. Therefore, another of the routers a so takes over the AV F rolefor
the failed router, causing the virtual MAC address to remain aive at all times.

Figure 14-4 shows how these redundancy features react when the current active AVG fails. Catalyst
A, prior to itsfailure, was the AVG because of its higher GLBP priority. After it failed, Catalyst B
became the AV G, answering ARP requests with the appropriate virtual MAC address for gateway
192.168.1.1. Catalyst A had also been acting asan AVF, participating in the gateway |oad balancing.
Catalyst B also picks up this responsibility, using its virtual MAC address 0000.0000.0002 as well
asthe one Catalyst A had been using, 000.0000.0001. Therefore, any hosts that know the gateway
by any of itsvirtual MAC addresses can still reach alive gateway or AVF.

Figure 14-4 How GLBP Reactsto a Component Failure
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All ARP Replies
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Gateway: 192.168.1.1 Gateway: 192.168.1.1
Gateway ARP: 0000.0000.0001 Gateway ARP: 0000.0000.0001

Gateway: 192.168.1.1 Gateway: 192.168.1.1
Gateway ARP: 0000.0000.0002 Gateway ARP: 0000.0000.0003
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Server Load Balancing (SLB)

Each of the router redundancy protocols allows arouter to mimic theidentity of one or more others.
This can also be handy to intelligently and transparently forward traffic to multiple destinations. In
other words, one or more physical destinations can “hide” behind a single virtual 1P address. You
can configure the multilayer switch or router to decide which of the actual destinations services a
request sent to the virtual address.

Server Load Balancing (SLB) isdesigned to provide avirtual server |P addressto which clients can
connect. The virtual server is, in fact, agroup of real physical servers organized as a server farm.
The client never knows exactly which real server it is connecting with—only the multilayer switch
running SLB knows that for sure.

Figure 14-5 shows an example of SLB in a switched network. Two server farms, FARM 1 and
FARMZ2, are made up of logical groupings of real physical servers. Each real server has a unique
IP address. SLB causes each server farm to appear as asingle virtual server, VSERVER1 and
VSERVER?2, respectively. Client machines make connections to the virtual server addresses,
10.1.250.1 and 10.1.250.2, while SL B compl etes the connection to one of the real servers.

Figure 14-5 Example of SLB Providing Virtual Servers
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‘ with SLB : 101250101
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SLB controls how traffic is load balanced across the set of real servers. Load balancing can be
configured as one of the following methods:

m  Weighted round-robin—Each real server is assigned aweight that givesit the capability to
handle connections, relative to the other servers. For aweight n, a server isassigned n new
connections before SLB moves on to the next server.

m  Weighted least connections—SLB assigns hew connections to the real server with the least
number of active connections. Each real server is assigned aweight m, where its capacity for
active connectionsis mdivided by the sum of all server weights. SLB assigns new connections
to the real server with the number of active connections farthest below its capacity. New con-
nections are rate-limited, allowing the number of connectionsto increase gradually to keep the
server from becoming overloaded.

You can also assigh connections so that they are “ sticky” —the same client is connected to the last
real server that it used.

By keeping the actual addresses of the real servers hidden from the outside world, an extralayer of
security is possible. Also, because each virtual server is mapped to mutliple real servers, any of the
real servers can be taken down for maintenance at any time.

SLB Configuration
SLB is configured in two basic stages. First, the server farms are defined and popul ated with real
servers. Then, the virtual servers are defined and linked with the appropriate server farms.

TIP SLBisaversatileand robust feature. Asaresult, many configuration commands can be used.
The BCMSN course presents only the basic SLB operation. Therefore, this text covers just the
commands needed to define server farms and virtual servers and bring them into service.

If you plan on using SLB in your network, you would be wise to take advantage of the full set of
its capabilities. Refer to the Cisco documentation or to the Cisco Presstitle, Cisco Field Manual:
Catalyst Switch Configuration, for more details.

Server Farms
Configure each server farm by following this series of steps:
Step 1 Name the server farm:

Switch(config)# ip slb serverfarm serverfarm-name

The server farm is given a descriptive name, up to 15 characters.



Step 2

Step 3

Step 4

Step b

Virtual Servers

Server Load Balancing (SLB)

Choose a load-bal ancing method.
Switch(config-slb-sfarm)# predictor {roundrobin | leastconns}

Either weighted round-robin (the default) or weighted least connections can
be used.

Identify the real serversin the server farm:
Switch(config-slb-sfarm)# real ip-address

The server’s actual |P addressis given.

Assign aweight for the relative server capacity:

Switch(config-slb-real)# weight weighting-value

The weighting value (1 to 255, default 8) indicates the server’'s capacity to
accept new connections, relative to the other real serversin the server farm.

Put the real server into service:
Switch(config-slb-real)# inservice

By default, SLB cannot use areal server until itis manually put into service.
Later, the real server can be taken out of service for maintenance with the no
inservice command. Thisremovesit from usein the SLB server farm until itis
returned to service again. (To take area server out of service, first get into the
real server configuration mode by using the commands from Steps 1 and 3.)

Configure each virtual server by the following series of steps:

Step 1

Step 2

Step 3

Step 4

Name the virtual server:

Switch(config)# ip slb vserver virtual-server-name

The virtual server is given a descriptive name, up to 15 characters.
Assign the virtual server to a server farm:
Switch(config-slb-vserver)# serverfarm serverfarm-name

SLB usesthe virtual server asthe front end for the server farm named. This
server farm must aready be configured, populated with one or more real
Servers.

Assign an | P address to the virtual server:
Switch(config-slb-vserver)# virtual ip-address
Control accessto the virtual server:

Switch(config-slb-vserver)# client ip-address inverse-mask

345
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By default, any client from any |P address can make connections to the
virtual server. To limit the access, define only the 1P subnet or address range
(with subnet mask) that is allowed access. The inverse-mask here resembles
that of an access list, where a 1-bit ignores and a 0-bit matches.

Step 5 Put the virtual server into service:
Switch(config-slb-vserver)# inservice

By default, SLB does not allow connections to be made to avirtual server
until itisput into service. If avirtual server needsto be temporarily disabled
for some reason, use the no inservice command.

Verifying Redundancy and Load Balancing

To verify the operation of the features discussed in this chapter, you can use the commandslisted in
Table 14-3. In particular, look for the active router, standby or backup routers, and load-balancing
methods in use.

Table 14-3 Redundancy and Load Balancing Verification Commands

Task Command Syntax

HSRP and VRRP

Show HSRP status. show standby brief

Show HSRP on an interface. show standby type mod/num
Show VRRP status. show vrrp brief all

Show VRRP on an interface. show vrrp interface type mod/num
GLBP

Show status of a GLBP group. show glbp group

SLB

Show server farms. show ip slb serverfarms
Show real servers. show ip slb reals

Show virtual servers. show ip slb vserver

Show current SLB connections. show ip b conns
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Foundation Summary

The Foundation Summary is a collection of information that provides a convenient review of many
key conceptsin this chapter. If you are already comfortable with the topicsin this chapter, this
summary can help you recall afew details. If you just read this chapter, this review should help
solidify some key facts. If you are doing your final preparation before the exam, thisinformation is
a convenient way to review the day before the exam.

Table 14-4 A Comparison of Router Redundancy Protocols

HSRP VRRP GLBP
Standard? no; Cisco-proprietary, yes; RFC 2338 no; Cisco-proprietary
RFC 2281
Router roles Active router, standby Master router, backup AVG, AVF
router router
Load balancing Only through multiple Only through multiple Inherent with one
HSRP groups, different | VRRP groups, different | GLBP group; al clients
client gateways client gateways use same gateway;
severa methods
available
Interface tracking yes no yes
Virtual router MAC 0000.0c07.acxx 0000.5e00.01xx assigned by AVG
address

Table 14-5 HSRP Configuration Commands

Task Command Syntax
Set the HSRP priority. standby group priority priority
Set the HSRP timers. standby group timer s hello holdtime

Allow router preemption. standby group preempt [delay seconds]

Use group authentication. standby group authentication string

Adjust priority by tracking aninterface. | standby group track type mod/num decrementvalue

Assign the virtual router address. standby group ip ip-address [secondary]
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Table 14-6 VRRP Configuration Commands

Task Command Syntax
Assign aVRRP router priority (default 100). vrrp group priority level
Alter the advertisement timer (default 1 second). vrrp group timers advertise [msec] interval

Learn the advertisement interval from the master router. | vrrp group timerslearn

Disable preempting (default is to preempt). Nno vrrp group preempt
Change the preempt delay (default 0 seconds). vrrp group preempt [delay seconds]
Use authentication for advertisements. vrrp group authentication string

Assign avirtual |P address.

vrrp group ip ip-address [secondary]

Table 14-7

GLBP Configuration Commands

Task

Command Syntax

Assign a GLBP priority.

glbp group priority level

Allow GLBP preemption.

glbp group preempt [delay minimum seconds]

Define an object to be
tracked.

track object-number interface type mod/num {line-protocol | ip routing}

Define the weighting
thresholds.

glbp group weighting maximum [lower lower] [upper upper]

Track an object.

glbp group weighting track object-number [decrement value]

Choose the load-balancing
method.

glbp group load-balancing [round-robin | weighted | host-dependent]

Assign avirtua router
address.

glbp group ip [ip-address[secondary]]
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Task

Command Syntax

Name a server farm.

ip slb serverfarm serverfarm-name

Choose aload-balancing method.

predictor {roundraobin | leastconns}

Identify areal server.

real ip-address

Assign arelative weight to the real server.

weight weighting-value

Enable the server for use.

inservice

Name the virtual server.

ip db vserver virtual-server-name

Link the virtual server to aserver farm.

server farm serverfarm-name

Limit accessto the virtual server.

client ip-address network-mask

Define the virtual server |P address.

virtual ip-address

Enable the virtual server for use.

inservice
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answer. Rather than allowing you to derive the
answers from clues hidden inside the questions themselves, the questions challenge your under-
standing and recall of the subject. Hopefully, these questions will help limit the number of exam
questions on which you narrow your choices to two options and then guess.

You can find the answers to these questionsin Appendix A.

1. A multilayer switch has been configured with the command standby 5 priority 120. What
router redundancy protocol is being used?

2. What feature can you use to prevent other routers from accidentally participating in an HSRP
group?

3.  What command can configure an HSRP group to use avirtual router address of
192.168.222.100?

4. Theshow standby vlan 271 command produces the following output:

Vlan271 - Group 1

Local state is Active, priority 210, may preempt

Hellotime 3 holdtime 40 configured hellotime 3 sec holdtime 40 sec

Next hello sent in 00:00:00.594

Virtual IP address is 192.168.111.1 configured
Secondary virtual IP address 10.1.111.1
Secondary virtual IP address 172.21.111.1

Active router is local

Standby router is unknown expires in 00:00:37

Standby virtual mac address is 0000.0c07.ac01

2 state changes, last state change 5d17h

If the local router fails, which router takes over the active role for the virtual router address
192.168.111.17?

5. What is meant by preempting in HSRP?
6. What protocols discussed in this chapter support interface tracking?



10.

11.
12.
13.
14.
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The show standby brief command has been used to check the status of all HSRP groups on the
local router. The output from this command is as follows:

Switch# show standby brief
P indicates configured to preempt.

|
Interface Grp Prio P State Active addr Standby addr Group addr

V1100 1 210 P Active local 192.168.75.2 192.168.75.1
V1101 1 210 P Active local 192.168.107.2 192.168.107.1
V1102 1 210 P Active local 192.168.71.2 192.168.71.1

Each interface is shown to have Group 1. Is this a problem?
How many HSRP groups are needed to load balance traffic over two routers?
What |oad-balancing methods can GLBP use?

What command can you use to see the status of the active and standby routers on the VLAN
171 interface?

How many GLBP groups are needed to load bal ance traffic over four routers?
When should you use SLB?
What command defines and names an SLB server farm?

A virtual server has just been defined with the following commands:

ip slb vserver CISCO
serverfarm CISCO-FARM
virtual 192.168.199.17

Can the virtual server be used immediately? If not, what additional command is needed?



This chapter covers the
following topics that you
need to master for the CCNP
BCMISN exam:

m Multicast Overview—This section dis-
cusses multicast addressing and general
multicast traffic forwarding.

m Routing Multicast Traffic—This section
coversthe protocols used by Layer 3 devices
to maintain multicast groups and their
members, and to constrain multicast
forwarding.

m Switching Multicast Traffic—This section
explains techniques that you can use to intel-
ligently forward multicast traffic at Layer 2.

m Verifying Multicast—This section provides
abrief summary of the commands that can
verify the configuration and operation of mul-
ticast routing and switching.




CHAPTER 15

Multicast

Multicast traffic is typically sent by one source and received by a group of recipients, spread
throughout a network and changing over time. Examples of multicast traffic include video
streams for instruction or entertainment, certain audio conference calls, and one-to-many PC
fileimaging applications.

Because not everyone on anetwork wantsto receive the traffic from amulticast source, switches
and routers must have some means to forward traffic to exactly the destinations that want to
receiveit. This chapter covers |P multicast and the various protocol s used to forward multicast
packets.

“Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide what parts of this
chapter to use. If you already intend to read the entire chapter, you do not necessarily need to
answer these questions now.

The quiz, derived from the magjor sectionsin the “Foundation Topics® portion of the chapter,
helps you determine how to spend your limited study time.

Table 15-1 outlines the major topics discussed in this chapter and the “Do | Know This
Already?’ quiz questions that correspond to those topics.

Table 15-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section
Multicast Overview 1-7

Routing Multicast Traffic 8-11

Switching Multicast Traffic 12
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CAUTION The goal of self-assessment is to gauge your mastery of the topics in this chapter. If
you do not know the answer to aquestion or are only partially sure of the answer, you should mark
this question wrong. Giving yourself credit for an answer you correctly guess skews your self-
assessment results and might give you a false sense of security.

1. How many sources are typically present in a multicast group?

a. 1

b. 2

c. Asmany as are registered with the router
d. Cannot be determined

2. Which one of the following is a multicast address?
a. 128.224.1.1
b. 172.17.224.1
c. 2251711
d. 2421711

3. 224.1.2.3 corresponds to which of the following MAC addresses?
a. 0102.0300.0000
b. 0100.5€01.0203
¢. €000.0001.0203
d. 1000.5e01.0203

4. How many unique multicast | P addresses can correspond to one multicast MAC address?
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Which of thefollowing isthetest that is performed before amulticast packet can be forwarded?

a. Shortest Path First

b. Cyclic Redundancy Check
¢. Reverse Path Forwarding

d. Multicast Route Verification

Which protocol registers hosts for multicast group membership?
a. CGMP
b. IGRP
c. IGMP
d. PIM

A host sends Internet Group Management Protocol (IGMP) packetsto which of the following?

a. Theloca switch

b. Theloca router

c¢. Themulticast source

d. Theroot of the multicast tree

If amulticast group has recipients on every subnet, which of the PIM modes should be used?
a. Densemode
b. Sparse mode
c. Sparse-compress mode

d. Flood mode

Which type of tree structure is built for sparse mode multicast routing?
a. Spanning Tree
b. Shared Tree
c. SparseTree
d. SimpleTree
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10. What router maintains the RP-to-group correlation for Auto-RP in PIMv1?
a. RPagent
b. PIM root
¢. Mapping agent
d. RPdiscovery server

11.  What router advertises candidate RP routersin PIMv2?
a. Auto-RP
b. Mapping agent
c. Bootstrap router
d. PIM root

12.  Which of the following methods requires arouter to assist a Layer 2 switch in constraining
multicast traffic?

a. PIM

b. IGMP

c¢. CGMP

d. IGMP snooping

You can find the answersto the “Do | Know ThisAlready?’ quiz in Appendix A, “Answers to
Chapter ‘Do | Know ThisAlready? Quizzes and Q& A Sections.” The suggested choices for your
next step are as follows:

m 10 or lessoverall score—Read the entire chapter. This includes the “Foundation Topics,”
“Foundation Summary,” and “Q& A" sections.

m 11 or 12 overall score—If you want more review on these topics, skip to the “Foundation
Summary” section and then go tothe“ Q& A” section at the end of the chapter. Otherwise, move
to Chapter 16, “Quality of Service Overview.”
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Foundation Topics

Multicast Overview
In anetwork, three basic types of IP traffic traverse the routers and switches:

m  Unicast—Packets that are sent from one source host address to a single destination host
address. A router or Layer 3 switch forwards them by finding the destination IP addressin
itsrouting table. A Layer 2 switch relies only on the destination’s MAC address.

m Broadcast—Packets that are sent from one source host address to a broadcast destination
address. The destination can be all-hosts (255.255.255.255), a directed broadcast to a subnet
(that is, 192.168.10.255), or some portion of a subnet. A router or Layer 3 switch will not
forward these by default, unless some method of relaying has been configured. A Layer 2
switch floods the packet out all ports on the destination VLAN.

m  Multicast—Packets that are sent from one source host address to a special group-based
destination address. The destination represents only the hoststhat areinterested in receiving the
packets, and no others. A router or Layer 3 switch does not forward these packets by default,
unless some form of multicast routing is enabled. A Layer 2 switch cannot |earn the location of
the destination multicast address, the packets are flooded to all ports on the destination VLAN
by default.

Two extremes are covered here—a unicast, which travel s from host to host, and a broadcast, which
travelsfrom one host to everyone on a segment. Multicast falls somewherein the middle, where the
intention isto send packets from one host to only the users that want to receive them, namely those
in the designated multicast group. Ideally, the recipients of multicast packets could be located
anywhere, not just on the local segment.

Multicast traffic is generally unidirectional. Because many hosts are receiving the same data, it
makeslittle senseto allow one of the hoststo send packets back toward the source over the multicast
mechanism. Instead, areceiving host can send return traffic to the source as a unicast. Multicast
traffic isaso sent in a best-effort connectionless format. UDP (connectionless) is commonly used,
whereas TCP (connection-oriented) is not.

Hosts that want to receive data from a multicast source can join or leave a multicast group dynami-
cally. In addition, a host can decide to become a member of more than one multicast group at any
time. The principle network task is then to figure out how to deliver multicast traffic to the group
members without disturbing other uninterested hosts.
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Multicast Addressing
Routers and switches must have away to distinguish multicast traffic from unicasts or broadcasts.
Thisis done through IP addressing, by reserving the Class D | P address range, 224.0.0.0 through
239.255.255.255, strictly for multicasting. Network devices can quickly pick out multicast IP
addresses by looking at the four most-significant bits, which are always 1110.

How doesarouter or switch relate amulticast | P addresswith aMAC address? Thereisno Address
Resolution Protocol (ARP) equivalent for multicast address mapping. Instead, areserved Organiza-
tionally Unique Identifier (OUI) valueis set aside so that multicast MAC addresses always begin
with 0100.5e (plus the next lower bit, which is zero). The lower 28 bits of the multicast | P address
must also be mapped into the lower 23 bits of the MAC address by a simple agorithm.

Figure 15-1 shows the address mapping concept. Only the lower 23 bits of the address are copied
from IP to MAC (or vice versa). The high-order prefix of both IP and MAC addresses are fixed,
predictable values.

Figure 15-1 Multicast |P-to-MAC Address Translation
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Notice, however, that 5 bits of the IP address are not transferred into the MAC address. This gives
the possibility that the multicast MAC addresses are not entirely unique—there are 32 different
multicast | P addresses that could all correspond to a single multicast MAC address.

Because of this ambiguity, a multicast host has a small problem when it receives an Ethernet frame
destined for amulticast MAC address. That one MAC address could actually correspond to 32
different multicast | P addresses. Therefore, the host must receive and examine every frame that has
the MAC addressit isinterested in—regardless to which of the 32 | P addresses the frame was
originally destined. The host must examine the | P header inside each frame to verify that the more
specific IP multicast address is a desired multicast group.
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Some of the |P multicast address space has been reserved for a particular use:

m Complete multicast space: 224.0.0.0 through 239.255.255.255—The entire range of |P
addresses that can be used for multicast purposes.

m Link-local addresses (224.0.0.0 through 224.0.0.255)—Used by network protocols only on
the local network segment. Routers do not forward these packets.

This space includes the all-hosts address 224.0.0.1, all-routers 224.0.0.2, OSPF-routers
224.0.0.5, and so on. These are also known as fixed-group addresses because they are well-
known and predefined.

m  Administratively scoped addresses (239.0.0.0 through 239.255.255.255)—Used in private
multicast domains, much like the private IP address ranges from RFC 1918. These addresses
are not routed between domains, so they can be reused.

m Globally scoped addresses (224.0.1.0 through 238.255.255.255)—Used by any entity; these
addresses can be routed across an organization or the Internet, so they must be unique and
globally significant. (Think of thisrange asneither local nor private; itistherest of the multicast
range.)

Routing Multicast Traffic

I P multicast traffic must be routed, just like any other Layer 3 packets. The differenceisin knowing
where to forward the packets. Unicast | P packets have only one destination interface (even if mul-
tiple paths exist), whereas multicast 1P packets can have many destination interfaces, depending
upon where the recipients are located.

Several multicast routing protocols are available. Thistext focuses only on Protocol Independent
Multicast (PIM), as does the BCM SN course. Multicast routing as awhole is better covered in
routing courses and textbooks. This section provides an overview of the PIM operation to provide
agood understanding of the routing concepts. Thisis a necessary foundation for understanding
multicast switching (Layer 2).

Regardless of the multicast routing protocol used, you must first enable multicast routing on the
router or switch with the following global configuration command:

Switch(config)# ip multicast-routing

Multicast Trees
The routers (or multilayer switches) in anetwork must determine aforwarding path to get multicast
packets from the source (sender) to each of the recipients. Think of the network as atree structure.
At theroot of thetreeisthe source, blindly sending | P packets to a specific multicast address. Each
router along the way sits at abranch or fork in the tree. If arouter knows where all of the multicast
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group recipients are located, it also knows which branches of the tree to replicate the multicast
packets onto. Some routers have no downstream recipients, so they do not forward the multicast
traffic. Other routers have many downstream recipients.

Thistree structure is somewhat similar to a Spanning Tree topology, asit hasaroot at one end and
leaf nodes (the recipients) at the other end. Thetreeis also loop-free so that none of the multicast
traffic gets fed back into the tree.

Reverse Path Forwarding
Routers usually have one test to perform on every multicast packet they receive. Reverse Path
Forwarding (RPF) is a means to make sure packets are not being injected back into the tree at an
unexpected location.

Asapacket isreceived on arouter interface, the source | P addressisinspected. Theideaisto verify
that the packet arrived on the same interface where the source can befound. If thisistrue, the packet
is actually proceeding out the branches of the tree, away from the source. If it is not true, someone
else has injected the packet on an unexpected interface, headed back down the branches of the tree
toward the source.

To perform the RPF test, the PIM router |ooks up the source address in its unicast routing table. If
the next-hop interface used to reach the source address also matches the interface where the packet
was received, the packet can be forwarded or replicated toward the multicast recipients. If not, the
packet is quietly discarded.

IGMP
How does arouter know of the recipients in amulticast group, much less of their locations? To
receive multicast traffic from asource, both the source and every recipient must first join acommon
multicast group. This group is also known by its multicast IP address.

A host can join amulticast group by sending arequest to itslocal router. Thisis done through the
Internet Group Management Protocol (IGMP). IGMPv1 isdefined in RFC 1112, and its successor,
IGMPV2, in RFC 2236. When several hosts join a group by contacting their local routers, it isthe
multicast routing protocol (such as PIM) that “ connects the dots” and forms the multicast tree
between routers.

IGMPv1
To join amulticast group, a host can dynamically send a Membership Report IGMP message to its
local router. This message tells the router what multicast address (group) the host isjoining. The
multicast address is used as the destination | P address, as well as the group address listed in the

message.
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Every 60 seconds, one router on each network segment queries all hoststo seeif they areinterested
in receiving multicast traffic. Thisrouter is known as the IGMPv1 Querier and functions simply to
invite hosts to join a group. Queries are sent to the 224.0.0.1 all-hosts multicast address for quick
distribution. If ahost isinterested in joining agroup, or if it wantsto continue receiving agroup that
it has already joined, it must respond with a membership report.

Hosts can join multicast groups at any time. However, IGMPv1 does not have amechanism to allow
ahost to leave agroup if it isno longer interested in the group’s content. Instead, routers age a
multicast group out of an interface (network segment) if no membership reports are received for
three consecutive query intervals. This means that, by default, multicast traffic is still sent onto a
segment for up to 3 minutes after all the group members have stopped listening.

Noticethat arouter does not need to keep acomplete host membership list for each multicast group
that is active. Rather, it needs to only record which multicast groups are active on which interfaces.

IGMPv2

PIM

IGMP version 2 introduced several differencesfrom thefirst version. Queries can be sent as General
Queriesto the all-hosts address (asin IGMPv1), as well as Group-Specific Queries, sent only to
members of a specific group.

In addition, hosts are allowed to |eave agroup dynamically. When ahost decides to leave agroup it
hasjoined, it sends a Leave Group message to the all-routers address (224.0.0.2). All routers on the
local segment take note, and the Querier router decides to investigate further. It responds with a
Group-Specific Query message, asking if anyoneisstill interested in receiving traffic for that group.
Any other hosts must reply with a Membership Report. Otherwise, the Querier safely assumes that
there is no need to continue forwarding the group traffic on that segment.

NOTE If any IGMPv1 routers are on a segment, all routers on the segment must run IGMPv1.
Otherwise, the IGMPv1 routers cannot understand the |GM Pv2 messages.

On interfaces where PIM is configured, IGMPv2 is enabled by default.

Protocol Independent Multicast (PIM) is arouting protocol that can be used for forwarding multi-
cast traffic. PIM operates independent of any particular | P routing protocol. Therefore, PIM makes
use of the I P unicast routing table and does not keep a separate multicast routing table. (The unicast
routing tableisitself routing protocol-independent because one or more routing protocols can be
used to populate a single table.)
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PIM can operatein two modes, depending on the density of thereci pientsinamulticast group. Cisco
has developed a third hybrid mode, as well. The PIM modes are as follows:

m PIM Dense Mode
m  PIM Sparse Mode
m PIM Sparse-Dense Mode

In addition, two versions of the PIM protocol can be used in a network: PIM version 1 and PIM
version 2.

PIM Dense Mode
PIM routers can be configured for Dense Maode (also called PIM-DM) if it is safe to assume that a
multicast group’s recipients are located on every subnet. The multicast traffic's source becomes the
root of thetree, and the multicast treeis known from the source to each of therecipients. Thisisalso
termed (S,G) multicast traffic, where the path between the source and group membersis unique and
well-defined.

The multicast tree is built by first allowing aflood of traffic from the source to every dense mode
router in the network. The tree is grown from the top down. For a brief time, unnecessary trafficis
allowed, much as a broadcast would do. However, as each router receives traffic for the group, it
must decide whether it has active recipients wanting to receive the data. If so, the router can remain
quiet and let the flow continue. If no hosts have registered for the multicast group with the router
(vialGMP), the router sends a Prune message to its neighbor toward the source. That branch of the
tree is then pruned off so that the unnecessary traffic does not continue.

Figure 15-2 shows dense mode’s flood-then-prune operation. The tree is built by awave of join
reguests moving through all dense mode multilayer switches. Then, the switches that have no
interested hosts reguest to be pruned from the tree. The resulting tree and multicast flow is shown
in Figure 15-4 in the section on PIM Sparse Mode.

PIM-DM routers become aware of their neighbors by exchanging hello messages. This neighbor
information is used first to build the tree to all neighbors, and then to prune branches awvay.

If amulticast flow has begun, and the tree has been built and then pruned, the tree exists only where
active group members are located. If a new host registers for the group, the branch of the network
where it islocated can be added or grafted back onto the tree.

To configure PIM Dense Mode on an interface, use the following interface configuration command:

Switch(config-if)# ip pim dense-mode
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Figure 15-2 PIM Dense Mode Constructs a Multicast Tree
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Step 1: Flooding to Build the Tree Step 2: Pruning the Tree

PIM Sparse Mode
PIM Sparse Maode (also called PIM-SM) takes a different approach—the multicast treeisn’'t
extended to arouter unless a host there has already joined the group. The multicast treeis built by
beginning with the group members at the end leaf nodes and extending back toward a central root
point. The treeis built from the bottom up.

Sparse M ode a so works on the idea of a shared tree structure, where the root is not necessarily the
multicast source. Instead, the root isaPIM-SM router that is centrally located in the network. This
root router is called the Rendezvous Point (RP).

Thetree from the RP to the group membersis actually asubset of the tree that could be drawn from
the source to the group members. If a multicast source anywhere in the network can register for
group membership with the RP, the tree can be completed. Because of this, the Sparse Modetreeis
called ashared tree. Sparse Mode multicast flows are described as (*,G) because the tree allows any
source to send to a group.
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Asarecipient joins amulticast group (IGMP), the local router forwards the Membership Report
toward the RP at the root of the tree. Each router along the way adds that branch to the shared tree.
Pruning is performed only when agroup member is removed from the group. This processis shown
in Figure 15-3. Noticethat it consists of only one step—only routerswith active group membersjoin
the tree. The routers that did not join the group are not pruned because they never became a part of
thetree.

Figure 15-4 illustrates the resulting tree structures for both PIM Dense and PIM Sparse Modes,
aong with the multicast data flow. Notice that both PIM modes have constructed identical tree
structures, yielding the same multicast traffic flow patterns.

Figure 15-3 PIM Sparse Mode Constructs a Multicast Tree

Multicast Server

Recipient A Recipient B

Step 1: Member join the group
to build a tree.

To configure PIM Sparse Mode on an interface, use the following interface configuration command:

Switch(config-if)# ip pim sparse-mode
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Figure 15-4 |dentical Results from PIM Dense and Sparse Modes

Multicast Server Multicast Server

'

2 4

Recipient A Recipient B Recipient A Recipient B

PIM Dense Mode Tree PIM Sparse Mode Tree

PIM Sparse-Dense Mode
PIM has the potential to support both Dense and Sparse Modes, because they exist on different
multicast groups in a network. Cisco offers the hybrid Sparse-Dense Mode, alowing a PIM router

to use Sparse or Dense Mode on a per-group basis. If a group has an RP defined, Sparse Mode is
used; otherwise, Dense Mode s used.

To configure PIM Sparse-Dense Mode on an interface, use the following interface configuration
command:

Switch(config-if)# ip pim sparse-dense-mode

PIM Version 1

For routers using thefirst version of PIM, RPs can be configured manually or by the more dynamic
auto-RP process. To manually identify an RP, use the following global configuration command:

Switch(config)# ip pim rp-address ip-address [access-list-number] [override]
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You can limit the range of multicast groups supported by the RP by using an accesslist. The
override keyword causes this RP to be preferred over any that is automatically determined. The
RP must be defined on every router in the PIM domain, including the RP itself.

Cisco a'so provides aproprietary meansto automatically inform PIM-SM routers of the appropriate
RP for agroup. Thisis known as Auto-RP. This is done by identifying a centrally located and well-
connected router to function as the mapping agent. The mapping agent learns of all candidate RPs
that are announced over the Cisco-RP-Announce multicast address 224.0.1.39. To definearouter as
amapping agent, use the following global configuration command:

Switch(config)# ip pim send-rp-disovery scope ttl

The mapping agent sends RP-to-group mapping information to all PIM routers over the Cisco-RP-
Discovery multicast address 224.0.1.40. The Time-To-Live (TTL) valueis set in these messages to
limit the scope of the mapping. This limits how many router hops away the information will still be
valid.

You must then explicitly define each candidate RP router. Once arouter knows it can be an RP, it
begins sending announcementsto the mapping agent. Configure arouter asan RPwith thefollowing
global configuration command:

Switch(config)# ip pim send-rp-announce type mod/num scope ttl group-list access-list-
number

The interface given corresponds to the advertised RP address. The announcement’s scopeislimited
by the number of router hops (TTL). The router will also advertise itself as a candidate RP for the
multicast groups permitted in the accesslist.

PIM Version 2
The second version of PIM a so includes a dynamic RP-to-group mapping advertisement
mechanism. Thisis known as the boostrap router method, and is standards-based.

PIMv2 is similar to the Cisco auto-RP method. First, a bootstrap router (BSR) isidentified; this
router learns about RP candidates for a group and advertises them to PIM routers. You need to
configure only the BSR and candidate RPs; all other PIM routers |earn of the appropriate RP from
the BSR. Define a BSR using the following global configuration command:

Switch(config)# ip pim bsr-candidate type mod/num hash-mask-length [priority]

The interface used determines the BSR address. RP selection for agroup is based on a hashing
function. Thelength of the hash mask controlsthe number of consecutive multicast groupsthat hash
to the same RP.
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Next, you must identify each of the candidate RP routers. Configure each RP with the following
global configuration command:

Switch(config)# ip pim rp-candidate type mod/num ttl group-list access-1list-number

Finally, by default, the bootstrap messages permeate the entire PIM domain. You can limit the scope
of the advertisements by defining PIMv2 border routers, which will not forward the bootstrap
messages. Use the following global configuration command:

Switch(config)# ip pim border

Switching Multicast Traffic

Routers or multilayer switches can build multicast trees and set up forwarding in an efficient,
intelligent manner. At Layer 2, however, a switch can examine only the Ethernet frame header to
find the source and destination MAC addresses. These switches cannot enjoy the luxury of on-
demand multicast forwarding at all; the best information they have is the destination multicast
address, and that signifies only that the frame needs to be flooded out all ports on the VLAN.

Two methods have been developed to help switches make intelligent forwarding decisions for
multicast traffic: IGMP snooping and CGMP. One method requires more sophisticated switching
hardware, whereas the other method leans on a nearby router for assistance.

IGMP Snooping
In normal operation, a host desiring multicast group membership must contact alocal router so that
it gets added into the multicast tree. IGM P snooping allows a switch to eavesdrop on these IGMP
membership reports, so that it can find out who is requesting which group.

Recall that to join agroup, a host must send its IGM P membership report to the multicast address
of the group itself. A Layer 2-only switch must listen to every multicast frame to find the IGMP
information. Clearly, this becomes a burden to the switch CPU.

A multilayer or Layer 3 switch has a clear advantage—it can inherently pick out Layer 3 informa-
tion within frames. Thistype of switch must listen only to every IGMP packet. When a membership
report is overheard, the switch adds the multicast group’s MAC address to its Content Addressable
Memory (CAM) table (if it doesn’t already exist), along with the source switch port wherethe IGMP
packet was received. This links the group address with the host who requested membership.

As other hosts request membership to the group, the respective switch ports are added to the CAM
table list for the group address. Now, when a frame destined for the multicast group arrives, it can
be replicated out exactly the right ports to reach the recipients.
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With IGMP snooping, there are two special cases of group membership in the CAM table:

m  All multicast routers known by the switch (dynamically learned) are a so recorded for agroup
inthe CAM table. Multicast frames must al so be replicated toward any routers so that they can
be routed elsewhere if needed.

m Theswitch CPU itself is also amember of every multicast group so that it can watch IGMP
messages come and go. Only IGMP traffic is processed; the CPU does not inspect other
multicast frames.

IGMP snooping isenabled on all switch portsand VLAN interfaces, by default, on switch platforms
that support it. Thisincludes the Catalyst 2950, 3550, 4500, and 6500 families, as each has addi-
tional hardware to support Layer 3 functionality. To enable or disable IGMP snooping, use the
following global configuration command:

Switch(config)# [no] ip igmp snooping

CGMP
When a Layer 2 switch cannot perform IGMP snooping itself, a nearby multicast router can assist.
Cisco devel oped the proprietary Cisco Group Membership Protocol (CGMP) for this purpose.

A router or multilayer switch configured for multicast routing can a so be configured for CGMP. As
hosts send | GM P membership reportsto join or leave multicast groups, the CGM P router relaysthis
message to all interested switches. The CGMP messages are multicast over the well-known address
0100.0cdd.dddd; by definition, this multicast group is flooded everywhere as a special case so that
CGMP messages can be transported across non-CGMP switches.

The CGM P messages include the requesting host’'s MAC address, along with the MAC address of
the multicast group it wants to join or leave. When a Layer 2 switch receives this CGMP informa-
tion, it becomes a simple task to add the multicast group and associated hosts to its CAM table. In
effect, the router hasbecomea“hearing aid” for aswitch that isIGMP snooping “hearing impaired.”

By default, CGMP isdisabled on all interfaces on multicast routers. To enable it, use the following
interface configuration command:

Switch(config-if)# ip cgmp

Only the multicast router must be configured for CGMP. All |OS-based Layer 2 switches have
CGMP enabled by default, so they will automatically process CGM P messages from routers.
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NOTE Asarule, IGMP snooping and CGMP are mutually exclusive—they cannot both be used
simultaneously on a switch. For switches that have | GM P snooping capability, |GM P snooping
is enabled by default. For switches that cannot do |GM P snooping, CGMP is enabled by default.

If you are configuring IP multicast support in your network, be sure to identify any legacy Layer 2
switchesthat are capable only of flooding multicast traffic. Enable CGM P on these switches, and
then enable CGMP on an upstream multicast router or multilayer switch. Thisway, your entire
network will be able to intelligently constrain the flooding of multicast traffic.

Verifying Multicast Routing and Switching

To verify the operation of the features discussed in this chapter, you can use the commandslisted in
the sectionsthat follow. In particular, look for the active router, standby or backup routers, and | oad-
balancing methodsin use.

Multicast Routing with PIM
Remember that PIM isbased on the unicast routing table; no separate multicast routing tableis kept.
Table 15-2 lists those commands that you need to verify that the multicast routing with PIM
operations isworking as intended.

Table 15-2 Commands for Verifying Multicast Routing with PIM

Task Command Syntax
Show valid routes. show ip route
Show neighboring PIM routers. show ip pim neighbor

Verify RPF information for ahost address. | show ip rpf ip-address

Show PIM RPs. show ip pim rp

Show PIMv1 Auto-RP. show ip pim autorp

Show PIM v2 BSRs. show ip pim bsr-router
Multicast Switching

Table 15-3 lists those commands that you need to verify that IGMP snooping is configured and
working as intended.
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Table 15-3 Commands for Verifying IGMP Operation

Task Command Syntax

List active IGMP groups and members. show ip igmp groups

Show IGMP activity on an interface. show ip igmp interface type mod/num

Show IGMP snooping activity. show ip igmp snooping

You can also perform some multicast testing with multilayer switches. Choose a multicast group
address that several switches can join. Configure a specific interface to join the group with the
following interface configuration command:

Switch(config-if)# ip igmp join-group multicast-address

Then, you can use show commands to see information about the group and the |GM P membership.
After several switches have joined the group, you can also issue a ping to the multicast group IP
address. Every switch that has joined the group should answer with areply.

What Would Happen Without a Multicast Router?
Suppose that anetwork is so small that amulticast router is not available. Instead, only one or more
Layer 2 or Layer 3 switchesare used. Can amulticast group be supported for usersthat want to view
astreaming video from a server?

Multicast can always be supported, with or without a router. When a host sends an |GMP member-
ship report to join agroup, it does so blindly. After all, ahost does not know about multicast routers
at all—it just sends out arequest to join and hopesthat it will start receiving traffic destined for the
multicast group address. Even if amulticast router is present, it doesn’t send areply to a host that
hasjoined agroup. A router only periodically sends out membership queries asking if hosts are still
wanting to remain a member of the group.

In this small network, Layer 2 switches will simply flood the server’s multicast traffic out all ports
ontheVLAN. No CGMProuter isavailabletolend itsintelligence. Layer 3 switches can use IGMP
snooping, however, to constrain the multicast flooding. Although arouter isn’t present, the switch
can still listen to the membership reports being sent to the nonexistent router.
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Foundation Summary

The Foundation Summary is a collection of information that provides a convenient review of many
key conceptsin this chapter. If you are already comfortable with the topicsin this chapter, this
summary can help you recall afew details. If you just read this chapter, this review should help
solidify some key facts. If you are doing your final preparation before the exam, thisinformation is
a convenient way to review the day before the exam.

m |Pmulticast addresses range from 224.0.0.0 to 239.255.255.255 (highest 4 bits are always
1110).

m  Multicast MAC addresses always start with 0100.5e (next bit isalways 0). The lower 28 bits of
the | P address are mapped over into the lower 23 bits of the MAC address.

m RPF decides whether a multicast packet can be forwarded—if it arrived on an interface where
the source can be found, it is forwarded; if not, it is dropped.

m |IGMPisthe protocol used tojoin and leave (as well as to maintain) multicast groups.
m PIM isamulticast routing protocol used to build multicast tree topologies.

Table 15-4 A Comparison of PIM Modes

Multicast Flows | Tree Construction Tree Refinements
Dense Mode (SG) Top-down; sourceisthe First flood, then prune
root, recipients are leaf
nodes
Sparse Mode *,G) Bottom-up; RP isthe roat, Group extended from
source can be anywhere, recipients toward RP;
recipients are leaf nodes pruning only when mem-
ber leaves group
Sparse-Dense Mode | (S,G) or (*,G) Hybrid on a per-group basis | n/a
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Table 15-5 |P PIM Multicast Configuration Commands

Task Command Syntax

Enable multicast routing. ip multicast-routing

Use PIM Dense Maode on an ip pim dense-mode

interface.

Use PIM Sparse Mode on an ip pim spar se-mode

interface.

Use PIM Sparse-Dense Mode. ip pim spar se-dense-mode

DefineaPIMV1 RP. ip pim rp-address ip-address [access-list-number] [override]
Define a PIMv1 Auto-RP ip pim send-rp-discovery scopettl

mapping agent.

Identify the PIMV1Auto-RPRP | ip pim send-rp-announce type mod/num scope ttl group-list access-
routers. list-number

Define a PIMv2 BSR. ip pim bsr-candidate type mod/num hash-mask-length [priority]
Identify the PIMv2 candidate ip pim rp-candidate type mod/num ttl group-list access-list-number
RP routers.

Define a PIMv2 border router. ip pim border

m |IGMP snooping alows a switch to intercept IGMP messages to learn of group members and
their port locations.

m CGMPalowsarouter torelay IGMPjoin and leave requeststo Layer 2 switches. The switches
then learn of group members and their port locations.
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answers. Rather than allowing you to derive the
answers from clues hidden inside the questions themselves, the questions challenge your under-
standing and recall of the subject. Hopefully, these questions will help limit the number of exam
guestions on which you narrow your choices to two options and then guess.

The answers to these questions can be found in Appendix A.

1.

2
3.
4

o

10.
11.
12.
13.
14.
15.
16.
17.
18.

By default, what does arouter or Layer 3 switch do with multicast packets?
By default, what does a Layer 2 switch do with a multicast packet?
What high-order bit combination signals that an IP addressis used for multicast?

If the IP-to-MAC multicast address mapping is somewhat ambiguous, how can aframe be
forwarded to the correct destination group?

What |P multicast address range is set aside for use only on the local network segment?

For the RPF check, the source | P address is looked up in the unicast routing table. To forward
the packet, what should the result of the test be?

What important difference exists between IGMPv1 and IGMPv2?

To join amulticast group, what type of message is sent? Where is this message sent?
What is the purpose of the IGMP Querier?

For PIM Dense Mode, how is the multicast tree built?

Whereisthe root of the PIM Sparse Mode tree located?

With PIM Sparse-Dense Mode, is the PIM mode determined per interface or per group?
What routing table is used for PIM?

What command is used to configure an interface for the hybrid PIM mode?

When a switch performs IGMP snooping, what is it snooping for?

What else does a Layer 2 switch need when it is configured for CGMP?

When should IGMP snooping and CGM P be used together on a switch?

At atrade show, several PCs and servers are connected to asingle Layer 2 switch. The switch
has CGMP enabled. When a server begins to send video data to a multicast address, what
happens to that traffic?
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This part of the book covers the following BCM SN exam topics:

Describe the quality issues with voice traffic on a switched data network, including jitter
and delay.

Describe the QoS solutions that address voice-quality issues.

Describe the features and operation of network analysis modules on Catalyst switchesto
improve network traffic management.

Implement I P technology on a switched network with auxiliary VLANS.

Configure QoS features on multilayer switched networks to provide optimal quality and
bandwidth utilization for applications and data.

Describe the general design models when implementing | P telephony in a switched
network environment.

Plan QoS implementation within a multilayer switched network.




This chapter covers the
following topics that you
need to master for the CCNP
BCMISN exam:

m DiffServ QoS—This section discusses the
Differentiated Services QoS model, where
QoS is defined as a per-hop behavior. Each
switch or router must be responsible for its
part in the overall QoS strategy.

m QoS Building Blocks—This section
explains each QoS feature or function that
can be performed as part of the DiffServ
model.

m Switch Port Queues—This section provides
an overview of the queuesthat are available
to aswitch port.



CHAPTER 16

Quality of Service Overview

Traditionally, network congestion or the timely delivery of traffic has been handled by
increasing link bandwidths and switching hardware. This does little to address how one
type of traffic can be preferred or delivered ahead of another.

Quiality of service (QoS) isthe overall method used in a network to protect and prioritize time-
critical or important traffic. QoSis composed of many smaller pieces, each interacting with the
others. This chapter discusses the different QoS models, as well as each feature that you can
utilize.

“Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide what parts of this
chapter to use. If you already intend to read the entire chapter, you do not necessarily need to
answer these questions now.

The quiz, derived from the major sections in the “ Foundation Topics® portion of the chapter,
helps you determine how to spend your limited study time.

Table 16-1 outlines the major topics discussed in this chapter and the “Do | Know This
Already?’ quiz questions that correspond to those topics.

Table 16-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section
DiffServ QoS 1-5

QoS Building Blocks 6-11

Switch Port Queues 12

CAUTION Thegoal of self-assessment isto gauge your mastery of the topicsin this chapter.
If you do not know the answer to a question or are only partially sure of the answer, you
should mark this question wrong. Giving yourself credit for an answer you correctly guess
skews your self-assessment results and might give you afalse sense of security.
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1. Which of the following QoS models reserves bandwidth end-to-end?

a. DiffServ

b. IntServ

c. Best Effort
d. Cut-Through

2. Whereis QoS implemented in the Diff Serv model ?
a. Oneach client and server
b. On each network device (per-hop)
c. Everything between client and server (end-to-end)

d. Only on routers

3. Atwhat layer of the OSI model is class of service (CoS) used to pass QoS information?

a. Layerl
b. Layer?2
c. Layer3
d. Layer7

4. What doesthe DSCP name “EF’ mean?
a. ExtraFast
b. Enhanced Forwarding
c. Expedited Forwarding
d. Enhanced Field

5. Inthe DSCP codepoint name “AF31,” what doesthe “3” digit represent?

a. Per-hop behavior
b. Class Selector
c. Drop Precedence
d. CoS
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Which of the following termsis an element of DiffServ QoS that identifies traffic?

a. ldentification
b. Marking

c. Trust

d. Classification

When a switch is configured at atrust boundary, which one of the following can be trusted?

a. Source |P address
b. CoSvalues

¢. QoS advertisements
d. |P packet payload

What is the purpose of the marking process?
a. Totag packets for CEF-based switching
b. To add the ID of the switch that is marking
c. To alter the DSCP value
d. To flag packets that are used for QoS measurements

When would you use the scheduling process in a switch?

a. To determine when to send a packet
b. To determine when users can use the network
c. To determine the order that packets are forwarded

d. To determine when packets will be dropped

Which of the following methods unconditionally drops packets when a queueis full?
a. WRR
b. WRED
c. Tal Drop
d. Policing
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11. How does WRED detect and avoid congestion?

a. It signalsthe next-hop switch.

b. It signasthe sending host.

c. It emptiesthe queue beforeit getsfull.
d. It randomly drops packets.

12. A switch port has two standard queues, two WRED thresholds, and one strict priority queue.
How can its queue type be written?

a. 232tlp
b. 1p2g2t
c. 202tlp
d. 2p2qlt

Theanswerstothe“Do | Know ThisAlready?’ quiz are found in Appendix A, “Answersto Chapter
‘Do | Know ThisAlready? Quizzes and Q&A Sections.” The suggested choices for your next step
areasfollows:

m 10 or lessoverall score—Read the entire chapter. This includes the “Foundation Topics,”
“Foundation Summary,” and “Q&A” sections.

m 11 or 12 overall score—If you want more review on these topics, skip to the “Foundation
Summary” section and then go tothe“ Q& A” section at the end of the chapter. Otherwise, move
to Chapter 17, “ Diffserv QoS Configuration.”
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Foundation Topics

The Need for Quality of Service

Themajority of thisbook has discussed how Layer 2 and Layer 3 Catalyst switchesforward packets
from one switch port to another. On the surface, it might seem that thereis only one way to forward
packets—just look up the next packet’s destination in a Content Addressable Memory (CAM) or
Cisco Express Forwarding (CEF) table and send it on its way. But that only addresses if the packet
can be forwarded, not how it can be forwarded.

Different types of applications have different requirementsfor how their data should be sent end-to-
end. For example, it might be acceptable to wait a short time for aweb page to be displayed after a
user requestsit. That same user probably cannot tolerate the same delays in receiving packets that
belong to a streaming video presentation or an audio telephone call. Any loss or delay in packet
delivery could ruin the purpose of the application.

Three basic things can happen to packets as they are sent from one host to another across a network:

m Delay—Asapacket is sent from one network deviceto another, itsdelivery isdelayed by some
amount of time. This can be caused by the time required to send the packet serialy across a
wire, the time required for arouter or switch to perform table lookups or make decisions, the
time required for the data to travel over a geographically long path, and so on. The total delay
from start to finish is called the latency. Thisis most easily seen as the time from when a user
presses a key until the time the character is echoed and displayed in a terminal session.

m Jitter—Some applicationsinvolvethe delivery of astream of related data. Asthese packetsare
delivered, variations can occur in the amount of delay so that they do not all arrive at predictable
times. The variation in delay iscalled jitter. Audio streams are particularly succeptibleto jitter;
if the audio datais not played back at a constant rate, the resulting speech or music sounds
choppy.

m Loss—In extreme cases, packets that enter a congested or error-prone part of the network will
simply be dropped without delivery. Some amount of packet lossis acceptable and recoverable
by areliable, connection-oriented protocol such as TCP. Other protocolsare not astolerant, and
dropped packets mean datais missing.

To address and alleviate these conditions, a network can employ Quality of Service (QoS)
mechanisms.
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Types of QoS
Three basic types of QoS can be used in a network:

m Best-effort delivery
m Integrated Services model
m Differentiated Services model

Keep in mind that QoS works toward making policies or promisesto improve packet delivery from
asender to areceiver. The same QoS policies should be used on every network device that connects
the sender to the receiver. QoS must be implemented end-to-end before it can be totally effective.

Best Effort Delivery
A network that simply forwards packets in the order they were received has no real QoS. Switches
and routers then maketheir “best effort” to deliver packets as quickly as possible, with no regard to
the type of traffic or the need for priority service.

To get an idea of how QoS operatesin a network, consider afiretruck or an ambulance trying to
quickly work its way through a crowded city. The lights are flashing and the siren is sounding

to signal that thisisa“ priority” vehicle needing to get through ahead of everyone else. The priority
vehicle does not need to obey normal traffic rules.

However, the best effort scenario saysthat the fire truck must stay within the normal flow of traffic.
Atanintersection, it must wait in theline or queue of traffic like any other vehicle—even if itslights
and siren are on. It might arrive on time or too late to help, depending on the conditions along the

road.

Integrated Services Model
One approach to QoSis the Integrated Sevices (IntServ) model. The basic ideais to prearrange
apath for priority data along the complete path, from source to destination. Beginning with
RFC 1633, the Resource Reservation Protocol (RSVP) was developed as the mechanism for
scheduling and reserving adequate path bandwidth for an application.

The source application itself isinvolved by requesting QoS parameters through RSV P. Each net-
work device along the way must check to see if it can support the request. After a complete path
meeting the minimum requirementsis made, the source is signaled with a confirmation. Then, the
source application can begin using the path.
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Applying the fire truck example to the IntServ model, afire truck would radio ahead to the nearest
intersection before it left the firehouse. Police stationed at each intersection would contact each
other to announcethefire truck was coming, and to assessthetraffic conditions. A special lane might
be reserved by the police so that the fire truck could move at full speed toward the destination,
regardless of what other traffic might be present.

Differentiated Services Model
Asyou might imagine, the IntServ model does not scale very well when many sources aretrying to
compete with each other to reserve end-to-end bandwidth. Another approach is the Differentiated
Services (DiffServ) model, which permits each network device to handle packets on an individual
basis. Each router or switch can be configured with QoS policiesto follow, and forwarding decisions
are made accordingly.

Diff Serv requires no advance reservations; QoSis handled dynamically, in adistributed fashion. In
other words, where IntServ applies QoS on a per-flow basis, DiffServ appliesit on a per-hop basis.
Diff Serv also bases its QoS decisions on information contained in each packet header.

Continuing with the emergency vehicle analogy, here police are stationed at every intersection as
before. However, none of them know afiretruck iscoming until they seethelightsor hear the siren.
At each intersection, adecision is made asto how to handle the approaching fire truck. Other traffic
can be held back, if needed, so that the fire truck can go right through.

The BCM SN course, as well asthis text, focuses almost entirely on the Diff Serv model. Many
availabletools exist for DiffServ use, which can cause some confusion about what each is used for
and how each is configured. Try to see the bigger QoS picture and remember where each todl fits.

DiffServ QoS

Diff Serv is a per-hop behavior, where each router or switch inspects each packet’s header to decide
how to go about forwarding that packet. All theinformation needed for thisdecisioniscarried along
with each packet in the header. The packet itself has no idea how it will be handled; it merely

presents someflags, or classifications and markings, and hopesthat the switch will know what to do.

The necessary QoS policies are configured into the router or switch in the form of building blocks
or tools. These building blocks are used internally to forward packets based on the combination of
policies and QoS flags.
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Layer 2 QoS Classification
Layer 2 frames themsel ves have no mechanism to indicate the priority or importance of their con-
tents. One frame looks just as important as another. Therefore, aLayer 2 switch can only forward
frames according to a best-effort delivery.

When frames are carried from switch to switch, however, an opportunity for classification occurs.
Recall that atrunk is used to carry frames from multiple VLANSs between switches. The trunk does
this by encapsulating the frames and adding a tag indicating the source VLAN number. The encap-
sulation also includes afield that can mark the class of service (CoS) of each frame. Thiscan beused
at switch boundaries to make some QoS decisions. After atrunk is unencapsulated at the far-end
switch, the CoS information is removed and lost.

The two trunk encapsulations handle CoS differently:

m |EEE 802.1Q—Each frameistagged with a12-bit VLAN ID and a User field. The User field
contains three 802.1p priority bits that indicate the frame CoS, a unitless value ranging from O
(lowest-priority delivery) to 7 (highest-priority delivery). Framesfrom the nativeVLAN are not
tagged at al (no VLAN ID or User field), so they receive adefault CoS that is configured on
the receiving switch.

m Inter-Switch Link (1SL)—Each frame istagged with a 15-bit VLAN ID. In addition, next to
theframe Typefieldisa4-bit User field. Thelower three bits of the User field are used asa CoS
value. Although ISL is not standards-based, Catalyst switches make CoS seamless by copying
the 802.1p CoS hits from an 802.1Q trunk into the User CoS bits of an ISL trunk. This allows
CoS information to propagate along trunks of differing encapsulations.

Layer 3 QoS Classification with DSCP
From the beginning, 1P packets have aways had a type of service (ToS) byte that could be used
to mark packets. This byteis divided into a 3-bit 1P Precedence value and a 4-bit ToS value. This
offered a rather limited mechanism for QoS because only the 3 bits of 1P Precedence were used to
describe the per-hop QoS behavior.

The DiffServ model keepsthe existing IP ToS byte, but usesit in amore scalable fashion. This byte
is also referred to as the Differentiated Services (DS) field, with a different format, as shown in
Figure 16-1. The 6-bit DS value is known as the Differentiated Service Code Point (DSCP) and is
the one value that is examined by any DiffServ network device.
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Do not be confused by the dual QoS terminology—the ToS and DS bytes are one in the same,
occupying the same location in the IP header. Only the names are different, along with the way the
valueisinterpreted. In fact, the DSCP bits have been arranged to be backward-compatible with the
I P precedence bits so that a non-Diff Serv device can still interpret some QoS information.

Figure 16-1 ToSand DSCP Byte Formats

ToS Byte: P2 P1

PO

T3 T2 T1

TO Zero

DS Byte:

DS5 DS4

DS3

DS2 DS1

DSO0

ECN1 | ECNO

(Class Selector)

(Drop Precedence)

The DSCP value is broken up into a 3-bit Class Selector and a 3-bit Drop Precendence value. Refer
to Table 16-2 to see how the | P Precedence, DSCP per-hop behavior, and DSCP codepoint name and

numbersrelate.

Table 16-2 Mapping of IP Precedence and DSCP Fields

IP Precedence (3 bits) DSCP (6 bits)
Per-Hop Class Drop Codepoint DSCP Bits
Name Value | Bits | Behavior | Selector | Precedence | Name (decimal)
Routine 0 000 Default Default 000 000 (0)
Priority 1 001 AF 1 1: Low AF11 001 010 (10)
2: Medium AF12 001 100 (12)
3: High AF13 001 110 (14)
Immediate 2 010 | AF 2 1: Low AF21 010 010 (18)
2: Medium AF22 010 100 (20)
3: High AF23 010 110 (22)
Flash 3 011 AF 3 1: Low AF31 011 010 (26)
2: Medium AF32 011 100 (28)
3: High AF33 011 110 (30)

continues
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Table 16-2 Mapping of IP Precedence and DSCP Fields (Continued)

IP Precedence (3 bits) DSCP (6 bits)
Per-Hop Class Drop Codepoint DSCP Bits

Name Value | Bits | Behavior | Selector | Precedence | Name (decimal)
Flash 4 100 AF 4 1: Low AF41 100 010 (34)
Override

2. Medium AF42 100 100 (36)

3: High AF43 100 110 (38)
Critical® 5 101 | EF EF 101 110 (46)*
Internetwork 6 110 — (48-55)
Control
Network 7 111 — (56-63)
Control

1 |PPrecedence value 5 (DSCP EF) correspondsto the range of DSCP bits 101000 through 101111, or 40-47. However, only thevalue
101110 or 46 is commonly used and is given the EF designation.

Class Selector
The three class selector bits (DS5 through DS3) coarsely classify packetsinto one of seven classes:

Class 0, the default class, offers only best-effort forwarding.

Classes 1 through 4 are called Assured Forwarding (AF) service levels. Higher AF class
numbers indicate the presence of higher-priority traffic.

Packetsin the AF classes can be dropped, if necessary, with the lower-class numbers the most
likely to be dropped. For example, packets with AF Class 4 will be delivered in preference to
packets with AF Class 3.

Class 5 is known as Expedited Forwarding (EF), where those packets are given premium
service. EF istheleast likely to be dropped, so it is always reserved for time-critical data such
asvoice traffic.

Classes 6 and 7 are called Internetwork Control and Network Control, respectively, and are set
aside for network control traffic. Usually, routers and switches use these classes for things like
Spanning Tree Protocol and routing protocols. This ensurestimely delivery of the packets that
keep the network stable and operational.

Drop Precedence
Each classrepresented in the DSCP also has three level s of drop precedence, contained in bits DS2
through DSO (DS0 is dways zero):
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m Low(d)
m  Medium (2)
m High(3)

Within a class, packets marked with a higher drop precedence have the potential for being dropped
before those with alower value. In other words, alower drop precedence value gives better service.
This gives finer granularity to the decision of what packets to drop when necessary.

NOTE The DSCP value can be given as a codepoint name, with the class selector providing the
two |etters and a number followed by the drop precedence number. For example, classAF Level 2
with drop precedence 1 (low) is written as AF21. The DSCP is commonly given as a decimal
value. For AF21, the decimal valueis 18. Therelationship is confusing, and Table 16-2 should be
ahandy aid.

You should try to remember afew codepoint names and humbers. Some common values are
EF (46) and most of the classes with high drop precedences: AF41 (34), AF31 (26), AF21 (18),
and AF11 (10). Naturally, the default DSCP has no name (0).

QoS Building Blocks

As a packet passes through a switch, many things can be examined or manipulated to alter its
delivery inrelation to other packets. QoS can then be thought of asaseriesof building blocks, where
each represents a different operation on a packet.

Beyond that, the QoS building blocks can beidentified in variousinternal locationswithin aCatalyst
switch. To keep the QoS operations straight, alwaysthink of apacket traveling from the ingress port
(where it arrives on a switch), through various internal queues and decisions, and to the egress
port (where it exits the switch).

The QoS building blocks are discussed in the sections that follow. Refer to Figure 16-2 to see the
packet flow path through a Catalyst switch, and where each QoS operation is performed. The path
across the bottom of the figure shows how QoS parameters can be manipulated at each building
block.

NOTE QoS within aCatalyst switch is based on the ideathat each packet receives and carriesan
internal DSCP value with it while it moves through the switch. The internal DSCP is assigned
according to how inbound QoS information is trusted, and can be manipulated or marked as a
packet is forwarded.
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Figure 16-2 Catalyst Switch QoS Operations and Internal DSCP
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Operations on QoS Values

Ingress Queueing
Aspacketsarereceived on aswitch port, they are placed in an ingress queue. In the most basic form,
packets are copied into aningress queuein the order they are received. This queue gives some buffer
space so that packets can be stored up during the time the switch is busy forwarding the previous
packet.

Catalyst switches offer multipleingress queues so that packets can be serviced differently—even as
they arrive at a switch port. Most switches have two types of ingress queues. astrict priority queue
and a standard queue. If QoSis enabled at all, some packets are automatically placed in the strict
priority queue so that they can be serviced ahead of packetsin the standard queue. Typically, packets
that arrive on atrunk with a CoS value of 5 (usually the highest priority, used for voice traffic) are
placed into the strict priority queue.

You can also tune the ingress queues according to their size ratio, how packets are scheduled for
servicing, and so on.

TIP The BCMSN course and thistext do not cover ingress queueing strategies or configuration.
This is because the most common QoS operations involve packet manipulation after the packet
has been received. Be acquainted only with the fact that ingress queueing is always occurring in
a Catalyst switch, and that it can be tuned.

Classification, Trust, and Marking
To manipulate packets according to QoS policies, a switch must somehow identify which level of
service each packet should receive. This process is known as classification, where each packet is
classified according to the type of traffic (UDP or TCP port number, for example), according to
parameters matched by an access list, or something more complex, such as by stateful inspection
of atraffic flow.
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Recall that |P packets carry a ToS or DSCP value within their headers as they travel around a
network. Frames on a trunk can also have CoS values associated with them. A switch can then
decide whether to trust the ToS, DSCP, or CoS values already assigned to inbound packets. If it
trusts any of these values, the values are carried over and used to make QoS decisions inside the
switch.

If the QoS values are not trusted, they can be reassigned or overruled. Thisway, aswitch can set the
values to something known and trusted, and something that falls within the QoS policies that must
be met. This prevents nonpriority usersin the network from falsely setting the ToS or DSCP values
of their packets to inflated levels so that they receive priority service.

Every switch must decide whether to trust incoming QoS values. Generally, an organization should
be able to trust QoS parameters anywhere inside its own network. At the boundary with another
organization or service provider, QoS should typically not betrusted. It isalso prudent to trust only
QoS values that have been assigned by the network devices themselves. Therefore, the QoS values
produced by the end users should not be trusted until the network can verify or override them.

The perimeter formed by switches that do not trust incoming QoSis called the trust boundary.
Usually, the trust boundary exists at the furthest reaches of the enterprise network (access layer
switches and WAN or | SP demarcation points). After the trust boundary has been identified and the
switches there are configured with untrusted ports, everything else inside the perimeter can be
configured to blindly trust incoming QoS values.

Finally, you can configure switches to mark or ater the QoS values of packets when needed. For
example, at atrust boundary, aswitch can override all inbound packetsto have a certain known and
trusted DSCP value. Elsewhere, traffic belonging to a certain application (1P protocol, UDP or TCP
port) can be marked with a specific DSCP value to differentiate it from other types of traffic.

Policers
After packets have been classified, you can configure a switch to limit the bandwidth that certain
types of traffic can use. For example, peer-to-peer file sharing might be less desirable than the flow
of datafor apatient’'s MRI scans. The peer-to-peer traffic could be classified and then rate-limited
to below a specific bandwidth.

Rate limiting is performed by traffic policers, which can determineif a classified type of trafficis
being forwarded too often. If so, either those packets can be dropped to fall within the required
bandwidth, or their DSCP values can be lowered to receive alesser level of service.
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Policers come in two varieties:

m  Microflow policer s—Keep track of the bandwidth used by very granular traffic flows, such as
between a source and destination address, using specific source and destination port numbers.

m Aggregate policers—Monitor and control a cumulative flow that travels through one or more
ingress ports or VLANS.

Traffic flowsthat fall within the policer limits are called conforming or in-profile. Flows that exceed
the bandwidth limits are called exceeding, violating, or out-of-profile.

TIP The BCMSN course and thistext do not cover policersor their configuration. Be acquainted
only with the basic knowledge that policers (both microflow and aggregate) are available in the
QoStoolkit on Catalyst switches.

Scheduling
Packetsthat are ready for forwarding or delivery are placed into egress queues. The queues are then
serviced according to a predefined configurable scheduling method. Scheduling isalso called egress
queueing or congestion management because it tends to deal with network congestion on an egress
port after the congestion occurs.

Catalyst switches usually have multiple queues available to each egress switch port. One queue
isreserved asastrict priority queue and is always serviced ahead of any other queue. The strict
priority queue bufferstime-critical packets, such as the voice stream in avoice over IP (VoIP)
telephonecall. Theother egress queues are called standard queues and are serviced in aconfigurable
priority—always below that of the strict priority queue.

Packets are assigned to the egress queues according to a mapping function, based on the CoS value.
By default, packets with CoS 0 through 3 are assigned to the first standard queue, while CoS 4
through 7 go in the second standard queue.

Basically, congestion is managed in the way the queues are serviced. Catalyst switches use atech-
nique called Weighted Round Robin (WRR). The size of each queueis configured as a percentage of
thetotal queue space. Then, each queueisgiven aweight so that onewith ahigher weight is serviced
before aqueue with alower weight. Queues are serviced in around-robin fashion, one after another.
The only exception isthe priority queue, which always gets serviced until it is empty.
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Congestion Avoidance
Switch port queues function to provide space for packets waiting to be transmitted when the port
cannot transmit them immediately. If a port becomes congested, the queue beginsto fill. What
happens when the congestion is severe enough that the queue fills to capacity? New packets to
be forwarded cannot be stored in the queue and must be dropped.

Somehow, aswitch must anticipate or avoid severe congestion in advance using one of thefollowing
available methods:

m Tail drop
m Weighted Random Early Detection

Tail Drop
Tail drop is used as amost basic and drastic means to avoid congestion in port queues. Packets are
placed in aqueue where the “head” end is closest to being transmitted, and the “tail” end is farthest
back in the queue. After the queuefillsto capacity, any new packets arriving at the queue are simply
dropped at the tail end of the queue.

While tail drop is easy to implement and requires little sophistication, it can have bad effects on
existing traffic flows. With a TCP connection, when a packet is dropped, the sender perceives that
there is congestion and beginsto back off itsretransmission timer. The transmission rate is reduced
exponentially until the sender receives an acknowledgment indicating that the congestion has
improved. Rather than beginning to send at arapid rate again, the sender must go into the slow-start
state, where packets are sent incrementally faster.

Theoverall effect of tail droppingisthat all active TCP connections go into congestion back-off and
then slow-start. All the TCP connections do this simultaneously, producing acondition called global
synchronization. Bandwidth utilization on the switch port oscillates between 100 percent and alow
value, rather than smoothly transitioning as the congestion goes away.

Figure 16-3illustratestail drop where aswitch port queue is experiencing temporary congestion so
that no packets can be transmitted. As packets enter the queue on the | eft, the queue beginsto fill.
When the queue is full, newly arriving packets are simply dropped. Thisis the case for Packet E.
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Figure 16-3 Example of Tail Drop in a Snitch Port Queue
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Weighted Random Early Detection

Weighted Random Early Detection (WRED) adds some intelligence to the tail drop congestion
avoidance method. Rather than blindly dropping any packets that need to be added to afull queue,
WRED attempts to randomly drop packets that are already in the queue so that the queue cannot
become full.

Recall that each egress port has several assigned queues. Within each queue are several thresholds
that WRED can use. Each threshold marksthe queue level where WRED begins randomly dropping
packets that have specific CoS values. For example, a queue might have threshold t1 at 50 percent
for CoSvalues 0 and 1, and threshold t2 at 75 percent for CoS values 2 and 3. When the queuefills
to 50 percent, WRED randomly drop packets with CoS 0 or 1 to reduce the queue size. If the queue
fillsto 75 percent, packets with CoS 2 or 3 randomly drop, but only after some CoS 0 or 1 packets
are dropped first.

Figure 16-4 illustrates the WRED operation. A switch port queue has been configured with two
WRED thresholds—t1 at 50 percent and t2 at 75 percent capacity. This port is undergoing conges-
tion so that no packets can be transmitted. As packets arrive on the | eft, the queue beginsto fill. For
packetswith CoS 0 or 1, WRED can randomly drop them from O percent up to thetl threshold. This
has happened to packet A (CoS 0). As packets D (CoS 2) and E (CoS 3) arrive, the same thing hap-
pens to packet B (CoS 0).
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Figure 16-4 Example of WRED in a Switch Port Queue
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Packet D (CoS 2) has stayed below threshold t2. However, it too is subject to arandom drop any-
where from O percent to t2. When packet E (CoS 2) and F (CoS 1) arrive, packet F is positioned
above threshold t1. Above this threshold, any packets with CoS 0 or 1 are unconditionally
dropped—so it goes with packet F.

WRED keeps the queue size manageable, while still giving preference to packets with higher CoS
values. You can configure thisbehavior differently, however. Any queue threshold can be mapped to
any CoSvalue.

Switch Port Queues

At this point in the chapter, you should know that each switch port has multiple queues assigned to
it—both priority and standard queues. The queue sizes are configurable, as well as the QoS values
of the packetsthat are placed in them. For congestion avoi dance, each queue has multiple thresholds
that trigger various packet drop actions.

It isimportant to also understand queue terminology and how Cisco labels and differentiates the
gueues. Each queueis configured or referenced by itsqueue ID. The lowest-priority standard queue
is always Queue 1. The next-higher priority standard queues follow, beginning with Queue 2. The
strict priority queue always receives the highest queue ID number.



394 Chapter 16: Quality of Service Overview

Each Catalyst switch port has a queue type notation associated with it. The type notation is of the
form: xpyqgzt, where each letter indicates the following:

m p—The number of strict priority queues, given by x
m g—The number of standard queues, given by y
m t—Thenumber of configurable WRED thresholds per standard queue, given by z

Therefore, a switch port of queue type 1p2g2t has one strict priority queue, two standard queues,
and two WRED thresholds per standard queue. (The priority queue never has a threshold because
no packets are ever proactively dropped.) Here, the low-priority standard queue is called Queue 1,
the next-higher standard queueis called Queue 2, and the strict priority queueis called queue 3.
Figure 16-5 shows how this exampl€'s port queues are arranged and identified.

Figure 16-5 Switch Port Queues and Their Type Notation
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Congestion Avoidance

On a Catalyst 6500, you can see what type of transmit or egress queues are available on a port with
the show queueing inter face type mod/num command. This command output also shows how the
queues are arranged by queue ID order. On all 10S-based Catalyst switches, you can use the show
inter faces type mod/num capabilities command to display similar information. Example 16-1
shows sample output from these two commands on two different switches.

Example 16-1 Determining the Transmit or Egress Queue Types Available on a Switch Port

Switch-Cat6500# show queueing interface gigabitethernet 1/1
Interface GigabitEthernet1/1 queueing strategy: Weighted Round-Robin
Port QoS is enabled
Port is untrusted
Extend trust state: not trusted [COS = 0]
Default COS is 0
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Example 16-1 Determining the Transmit or Egress Queue Types Available on a Switch Port

Transmit queues [type = 1p2g2t]:

Queue Id Scheduling Num of thresholds
1 WRR low 2
2 WRR high 2
3 Priority 1

[more output deleted]

Switch-3550# show interface gigabitethernet @/1 capabilities

GigabitEthernet0/1
Model: WS -C3550-48
Type: unknown
Speed: 1000
Duplex: full
Trunk encap. type: 802.1Q,ISL
Trunk mode: on,off,desirable,nonegotiate
Channel: yes

Broadcast suppression:

percentage(0-100)

Flowcontrol: rx-(off,on,desired),tx-(off,on,desired)
Fast Start: yes

QO0S scheduling: rx-(1gq0t),tx-(492t),tx-(1p3g2t)

CoS rewrite: yes

ToS rewrite: yes

uDLD: yes

Inline power: no

SPAN: source/destination

PortSecure: yes

Dotix: yes

Switch-3550#

Noticein the shaded Catalyst 3550 output that two different queueing schemes are reported for the
GigabitEthernet port. The port itself has four queues, each with two thresholds. When the expedite
or strict priority egress queue is disabled, all four queues are standard queues (492t); whenitis

enabled, one queue becomes the strict priority queue, leaving three other standard queues (1p3g2t).
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Foundation Summary

The Foundation Summary isacollection of information that provides a convenient review of many
key conceptsin this chapter. If you are already comfortable with the topicsin this chapter, this
summary can help you recall afew details. If you just read this chapter, this review should help
solidify some key facts. If you are doing your final preparation before the exam, this summarized
information is a convenient way to review the day before the exam.

m Packet delivery can be affected by the following conditions:
— Delay
— Jitter
— Loss

m QoS can be implemented as several models:

— Best effort—Deélivery occurs on a“first-come, first-served” basiswith no special handling.

— IntServ where the necessary bandwidth and handling is reserved from sender to receiver
before the traffic flow can begin.

— DiffServ where special handling of traffic is performed by each switch or router
independently, on a per-hop basis. No reservations are necessary; each packet is examined
and handled according to local QoS policies.

m QoS can be quantified by one of the following indicators:
— C0S—A 3-hit value (0-7) that is carried along with packetsin atrunk
— | P Precedence—A 3-bit value (0-7) that is carried within each packet’s | P header
— DSCP—A 6-hit value (0-63) that is carried within each packet’s I P header
m The DSCP codepoint is made up of the following two parts:
— Class Selector—A 3-hit value that specifies a class of service

— Drop Precedence—A 3-bit value that specifieshow likely apacket isto be dropped (when
necessary)

m DSCP codepoint names specify a per-hop behavior (AF or EF), along with the Class Selector
(1-4for AF) and Drop Precedence (1-3 for AF). Codepoint name EF isthe best service available
for user traffic and has no class or drop precedence notation, although it is actually Class 5.
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The following “building blocks” can perform QoS within a Catalyst switch:

— Ingress queueing—Inbound packets are placed in specific ingress port queues and
serviced accordingly.

— Classification—Packets are identified or classified so that the proper QoS policies can be
applied to them.

— Trust—A switch can be configured to trust or not trust inbound QoS information from
another source.

— Marking—The QoS information of classified packets can be manipulated to obtain
different, desired values.

— Policer—The volume of classified traffic can be held within desired limits or can be
dropped completely.

— Scheduling—~Packets are placed into specific egress queues based on QoS information.
These queues are serviced accordingly. Weighted Round Robin (WRR) is normally used
for queue scheduling.

— Congestion avoidance—A port queue is protected from congestion proactively. Thisis
normally done by Weighted Random Early Detection (WRED), where packets are
randomly dropped to ease the demands for queue space.

Switch port queues are described by a queue type notation: xpyqzt, where x is the number of p
strict priority queues; y is the number of q standard queues; and zis the number of t WRED
thresholds.
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answers. Rather than allowing you to derive the
answers from clues hidden inside the questions themselves, the questions challenge your under-
standing and recall of the subject. Hopefully, these questions will help limit the number of exam
questions on which you narrow your choices to two options and then guess.

The answers to these questions can be found in Appendix A.

1.

N o g & w N

10.

11.

What are some of the problems that QoS can help relieve?

Which protocol reserves network resources in the IntServ QoS model ?
What protocol maintains the Diff Serv QoS model?

What range of values can the CoS field contain?

How isthe CoS information passed from LAN switch to LAN switch?
How isthe | P Precedence field related to the DSCP field?

Put the following DSCP codepoints in order of increasing service quality:

a. EF

b. AF11
c. AF23
d. AF21
e. Default

If apacket containsthe DSCP codepoint name“AF31,” what would the | P Precedence value be?

If aswitch port is configured as “untrusted,” what is the resulting CoS value of incoming
packets?

Should there be atrust boundary at every switch, where each overwrites QoS information?
Explain why or why not.

What method is used for scheduling in Catalyst switches?



12.
13.
14.
15.
16.
17.
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Name one method that is used for congestion avoidance.

When are packets dropped from the strict priority queue on an interface?
What is the disadvantage of using the tail drop method to avoid congestion?
If WRED drops packets at random, is that bad?

A switch port has a queue type 1plgdt. What does this mean?

If aswitch port has a queue type 1p2g2t, what is the strict priority queue’s queue number?



This chapter covers the
following topics that you
need to master for the CCNP
BCMISN exam:

m Applying QoSTrust—Thissectiondiscusses
how the DiffServ per-hop behavior begins, by
choosing whether to trust QoS information
from other sources.

m Defininga QoS Policy—TheDiff Serv model
isimplemented through policies that can be
defined and applied on a switch.

m Tuning Egress Scheduling—This section
explains how you can configure a switch to
correctly and efficiently buffer packetsinto
gueues before forwarding. Scheduling also
involves the manner that packets are pulled
from the queues as they are forwarded.

m Using Congestion Avoidance—This section
discusses the configuration that allows a
switch to avoid conditions that cause egress
gueuesto fill and overflow.

m Verifying and Troubleshooting QoS—This
section provides a brief summary of the com-
mands that verify the configuration and
operation of DiffServ QoS.




CHAPTER 17

DiffServ QoS Configuration

Chapter 16 covered the basic theory and functionality behind quality of service (QoS)
operations on a Catalyst switch. This chapter extends the QoS topic by explaining how you can
configure switchesto implement Diff Serv QoS. Remember that DiffServ is aper-hop behavior,
so every switch along the traffic path must be configured to support equivalent QoS policies.

Catalyst switches have arich, powerful QoS feature set. With power comesversatility, and with
versatility comes many commands and confusion. This chapter presents the many QoS features
and functionsin alogical sequence. Some of the more esoteric features and commands have
been omitted from this chapter because they are not covered in the BCM SN course and are too
specific for the most common environments.

“Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide what parts of this
chapter to use. If you already intend to read the entire chapter, you do not necessarily need to
answer these questions now.

This 12-question quiz, derived from the major sections in the “Foundation Topics’ portion of
the chapter, helps you determine how to spend your limited study time.

Table 17-1 outlines the major topics discussed in this chapter and the “Do | Know This
Already?’ quiz questions that correspond to those topics.

Table 17-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section
Applying QoS Trust 1-2

Defining a QoS Poalicy 38

Tuning Egress Scheduling 9-10

Using Congestion Avoidance 11-12
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CAUTION The goal of self-assessment is to gauge your mastery of the topics in this chapter. If
you do not know the answer to aquestion or are only partially sure of the answer, you should mark
this question wrong. Giving yourself credit for an answer you correctly guess skews your self-
assessment results and might give you a false sense of security.

1. By default, how does a switch port treat incoming QoS information?

a. Itistrusted.

b. Itisnot trusted.

c. Itisjust passed aong with the packet.

d. Itisoverridden according to the type of traffic.

2.  What command can configure an interface to trust only the inbound DSCP information?

a. mlsqostrust dscp

b. nomlsqostrust

¢. homlsqgosuntrusted dscp
d. mistrust qosdscp

3. Which of the following commands defines what traffic will be identified for a QoS policy?
a. service-policy
b. policy-map
c. classmap
d. mistrust

4. What classification method can match traffic flows that use dynamic UDP or TCP port
numbers?

a. Standard IP accesslist
b. Extended IP accesslist
c. Policer
d. NBAR

5.  Which configuration command can contain actions to take on classified traffic?
a. service-policy
b. policy-map
c. classmap
d. mistrust
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Which one of the following is an action that cannot be taken on classified traffic?

a. Mark with new QoS information.

b. Trust inbound QoS information.

¢. Assign to an outbound interface.

d. Policeit to control the bandwidth used.

What command can apply a QoS policy to an interface?

a. access-group policy-name
b. policy-group policy-name
¢. mlsqos policy policy-name
d. service-policy policy-name

How many QoS policy maps can be applied to an interface?

a. One, controlling both inbound and outbound traffic.
b. Two; onein each inbound or outbound direction.

c. Asmany as are configured.

d. None; policy maps cannot be applied to interfaces.

Which command configures WRR to service queue 2 16 times more than queue 1, for a 1p2g2t
interface?

a. wrr-queue bandwidth 1 16
b. wrr-queue bandwidth 16 255
c¢. AandB

d. Neither A nor B

Which command configures WRR to service the strict-priority queue 64 times more than
standard queue 1, for a 1p2g2t interface?

a. wrr-queue bandwidth 14 64

b. wrr-queue bandwidth 2 8 128
c. wrr-queue bandwidth 4 16 255
d. None of the above
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11.  Which command enables WRED on interface queue 2?

a.

wred 2

wrr-queue random-detect 2
wred-queue random-detect 2
wred-queue 2

12. A switch port has a minimum WRED threshold configured at 25 percent. If the queue stays
below 25 percent, what can happen to the queued packets?

a.
b.
c.

d.

They can be dropped at random.

They can never be dropped.

They will always be dropped.

The minimum threshold must always be at 0 percent.

Theanswerstothe“Do | Know ThisAlready?’ quiz arefound in Appendix A, “Answersto Chapter
‘Do | Know ThisAlready? Quizzes and Q&A Sections.” The suggested choices for your next step
areasfollows:

m 10 or lessoverall score—Read the entire chapter. This includes the “Foundation Topics,”
“Foundation Summary,” and “Q&A” sections.

m 11 or 12 overall score—If you want more review on these topics, skip to the “Foundation
Summary” section, and then go to the “Q&A” section at the end of the chapter. Otherwise,
move to Chapter 18, “IP Telephony.”
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Foundation Topics

Before any QoS features can be configured and used on a Catalyst switch, QoS itself must be
enabled. By default, QoS is disabled, so any of its features must be explicitly configured according
to the unique policies needed.

Does this mean that the switch offersno QoS at all? Not really; having QoS disabled simply means
that only “best effort” packet delivery isin use. For example, switch port queues use the tail-drop
method during times of congestion. Although this might not beideal, it does take care of the basic
packet forwarding needs.

To enable QoS on a switch, use the following global configuration command:
Switch(config)# mls qos

Also, keep in mind that Catalyst switches implement the Diff Serv per-hop behavior by basing QoS
operationson an internal Differentiated Services Code Point (DSCP) value. Refer to Figure 17-1 to
see how the internal DSCP is used as a packet moves through the switch at these locations:

1. Packets entering the switch are assigned an internal DSCP value that is derived only from the
QoS parameter that istrusted on the inbound switch port. Thetrusted parameter is mapped into
DSCP vaues.

2. Asthepacketsareinternally switched, each packet’sinternal DSCP value (aswell as other QoS
parameters) can be adjusted or acted upon.

3. Aspacketsare queued at an engress port, theinternal DSCP value is converted to a CoS (class
of service) value, whichisthen used to determine the egress queueing or scheduling. The DSCP
values are mapped into CoS values.

Although the various QoS parameter maps add to the complexity of configuring QoS on a Catalyst
switch, the maps are a simple concept to remember. They are explained in more detail at the
appropriate points in this chapter.
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Figure 17-1 Mapping QoS Parametersto and from Internal DSCP Values
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Applying QoS Trust

When inbound packets are accepted into a switch, the switch can be selective about which (if any)
of each packet’s QoS information will be trusted. If the packets originate from atrusted source, the
QoS information can be safely trusted, too. Usually, it is a best practice to configure switches at
the edge of atrusted QoS domain to verify or overwrite any QoS information that comes into the
domain. Thisway, any other switch or router within the domain can blindly trust QoS information
that is seen.

You can configure QoS trust in two ways:

m  Per-interface
m  Aspart of aQoS policy on specific types of traffic

The per-interfacetrust isdescribed in the next section. Policy trust isdescribed as part of the section,
“Defining a QoS Policy.”

Trust QoS on an Interface

On each interface where consistent QoS trust is to be defined, use the following interface
configuration command:

Switch(config-if)# mls qos trust {cos | dscp | ip-precedence}
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Here, one of thefollowing values can be trusted and used internally asthe switch makes forwarding
decisions:

m Theinbound CoS, which is taken from trunking tags
m DSCPR which istaken from the inbound I P packet headers
m [P Precedence, which is aso taken from the inbound I P packet headers

Do Not Trust any QoS Information
If you choose to not trust any QoS information (the default condition), use the following interface

configuration command:
Switch(config-if)# no mls qos trust

In this case, the inbound CoS and DSCP information are set to one of the following values:

m 0 (zero), which isthe default

m Theinterface default CoS value, which is defined using the mls gos cos cos-value interface
configuration command

Then, you can make further modificationsto the QoS information as part of a QoS class-based policy.

Mapping Inbound QoS Information
Any inbound QoS information, whether trusted or a fixed CoS value (untrusted), must be mapped
into internal DSCP values. Each packet receives this new DSCP value, which is used as the packet
travels throughout the switch. A separate map can be configured for these inbound parameters:

m CoS—Each of the eight possible CoS values is mapped into an internal DSCP value.
Table 17-2 provides the default mapping, with each DSCP value offering “ best effort” delivery.
Table 17-2 CoS-to-Internal DSCP Value Mapping

CoS |O 1 2 3 4 5 6 7
DSCP |0 8 16 24 32 40 48 56
Default AF10 AF20 AF30 AF40 EF (Internet- (Network
work Contral) | Control)

To change the mapping, use the following global configuration command, where each of the
dscp valuesis anumber 0 to 63;

Switch(config)# mls qos map cos-dscp dscp? ... dscp8
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m | P Precedence—Each of the eight possible | P Precedence values is mapped into an internal
DSCP value.

Table 17-3 provides the default mapping, with each DSCP value offering “best effort” delivery.

Table 17-3 |P Precedence-to-Internal DSCP Value Mapping

IP 0 1 2 3 4 5 6 7
Precedence
DSCP 0 8 16 24 32 40 48 56
Default AF10 AF20 AF30 AF40 EF (Internet- | (Network
work Control)
Control)

To change the mapping, use the following global configuration command, where each of the
dscp valuesis anumber from 0 to 63:

Switch(config)# mls qos map ip-prec-dscp dscp! ... dscp8

m DSCP—Inbound DSCP values can be mapped into different internal DSCP values using a
DSCP mutation map. This can be handy when the switch is at the boundary between two QoS
domains.

By default, no DSCP mutation occurs. If inbound DSCP information is trusted, it is used as-is
for theinternal DSCP.

To define a DSCP mutation map, first create a named map consisting of up to eight entries by
repeating this global configuration command:

Switch(config)# mls qos map dscp-mutation dscp-mutation-name in-dscp to out-
dscp

Each of the dscp valuesis a number from 0 to 63. Then, apply the mutation map to a specific
ingress interface with this interface configuration command:

Switch(config-if)# mls qos dscp-mutation dscp-mutation-name

NOTE The default mapping from CoS or | P Precedence to DSCP only uses DSCP values that
indicate “best effort” delivery. That isfine for a default, but you should always alter the default
mapping so that distinct drop precedences are used instead. For example, CoS 3 defaultsto AF30
(the zero means “best effort”). It is better practice to map it to something like AF31 so that
switches and routers along the way can attempt to drop other less-critical traffic in preference to
this traffic.

For example, you can use a common CoS-to-DSCP mapping with the following command:
mls qos map cos-dscp 0 10 18 26 34 46 48 56

You can use Table 16-2 as a handy reference to convert between any QoS parameter or value.
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Notice that the CoS values now map to these per-hop behaviors, each having a specific drop pre-
cedence: 0 (best effort), 10 (AF11), 18 (AF21), 26 (AF31), 34 (AF41), 46 (EF), 48 (Internetwork
Contral), and 56 (Network Control). Now, if other DSCP values occur within your network
traffic, you know exactly how your mapped values will be handled in relation to the others.
(DSCP values 48 and 56 do not usually have a class or drop precedence associated with them,
because they are reserved for routing protocol and other maintenance protocol traffic.)

Defining a QoS Policy

QoS policies are easy to define and use, thanks to the Modular QoS CLI (MQC) feature. Policies
are defined and used in this order:

1. Oneor more QoS classes are defined to classify (identify) specific traffic. Think of each class
as atemplate that matches a particular kind of traffic flow.

2. Oneor more QoS policies are defined to reference or group multiple QoS classes asasingle
entity. The classesidentify agroup of different typesof traffic. Each policy a so containsactions
that can mark, police, or shape traffic classifed by each class.

3. Eachegressinterface can beassigned one QoS policy in each direction. For example, one policy
can be assigned for inbound traffic on the interface, while another policy can be assigned for
outbound traffic. When assigned, the policy beginsto classify and act on traffic passing through
theinterface.

These steps are described in more detail in the next several sections.

Defining a QoS Class to Classify Traffic
First, define the QoS class with this global configuration command:

Switch(config)# class-map class-name [match-all | match-any]

You can configure multiple conditions into the class map to match or classify different types of
traffic. If the class should match against all the conditions (the default), use the match-all keyword.
Otherwise, use the match-any keyword to allow any of the conditions to trigger a match.

You can classify packets with traditional access lists, matching against any parameter contained in
the I P packet header. You can also use Network-Based Application Recognition (NBAR) to match
against more complex or dynamic fields.

After you configure the final match command, use the exit command to leave the class map
configuration mode.
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Classifying Traffic with an Access List
You must define the IP access list separately, as a global configuration command and not part of
the class map. After you configure the access list with the access-list access-list-number or theip
access-list extended command, you can reference the access list as amatching condition using the
following class map configuration command:

Switch(config-cmap)# match access-group name access-list

Here, you can specify the access list by name or number.

NOTE You can also easily match against CoS, | P Precedence, or DSCP values without defining
amore complex accesslist. Do thiswith one of the following class map configuration commands,
which match against up to eight values each:

Switch(config-cmap)# match ip precedence ippreci [...ipprecN]
Switch(config-cmap)# match ip dscp dscp? [...dscpN]

Classifying Traffic with NBAR
NBAR offers a more complex inspection of 1P packets. NBAR can recognize traffic from several
applications, whether the UDP or TCP ports are statically or dynamically assigned. This allowsthe
upper OSI layersto be inspected beyond simple port number matching. HTTP traffic can also be
classified according to URL or host name.

To match atraffic flow with NBAR, use the following class map configuration command:
Switch(config-cmap)# match protocol protocol-name

The NBAR featureis periodically updated to support the recognition of newly developed applica
tions. New protocol inspections can be added to an existing Cisco | OS Software version through the
use of Packet Description Language Module (PDLM) files. This allows new additions to be added
to the NBAR suite without having to upgrade the entire | OS image. You should review the most cur-
rent information on Cisco.com to determine which protocols NBAR recognizesin your version of
the |OS software.

NOTE For more information about NBAR, refer to the article “ Network-Based A pplication
Recognition,” which you can find at www.cisco.com/en/US/products/sw/iosswrel/ps1839/
products_feature guide09186a0080087cd0.html.

Thelist of protocol names is rather lengthy. Do not worry about learning any of these; just be
aware that there are many and expanding all the time. To give you an idea of the wide range of
applications that NBAR recognizes, a sample listing of protocol name keywords can include the
following:

= Non-UDP/TCP protocols: egp, eigrp, gre, icmp, ipinip, ipsec
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m Static UDP/TCP protocols: bgp, cuseeme, dhcp, dns, finger, gopher, http, secure-http,
imap, irc, kerberos, 12tp, [dap, pptp, sglserver, netbios, nfs, nntp, notes, novadigm, ntp,
pcanywhere, pop3, printer, rip, rsvp, secure-ftp, secure-imap, secure-irc, secure-ldap,
smtp, snmp, secure-nntp, socks, secure-pop3, ssh, secure-telnet, sysog, telnet,
xwindows

m Stateful (dynamic) UDP/TCP protocoals: citrix, citrix app, ftp, exchange, fasttrack,
gnutella, http, kazaa2, napster, netshow, rcmd, realaudio, rtp, sqlnet, streamwork,
sunrpc, tftp, vdolive

What Happens When NBAR Is Enabled?
As abonus, think about what happens on a Catalyst switch when NBAR is enabled. Recall from
Chapters 3 and 13 how a Layer 3 switch operates. Normally, Cisco Express Forwarding (CEF) is
used to efficiently switch packets after the CEF and ternary content addressable memory (TCAM)
tables are populated. Packets can be inspected with access lists by using the TCAM, with no
performance penalty.

If NBAR is enabled on an interface, packets must also be inspected. For protocols that use a static
port number, you can think of NBAR as using an access list for matching. Again, this might not
impact switching performance if the TCAM is used. For other “stateful” protocols, involving
dynamic port numbers or other information buried within the packet, NBAR must inspect beyond
the IP header. In this case, neither accesslists nor the TCAM can be used; instead, something must
perform the inspection by brute force.

Therefore, when NBAR is configured on an interface, the switch CPU (the MSFC2, for example)
must process all traffic passing in and out of that interface. Obviously, thisisnot as efficient as CEF-
switching in hardware, so performance through the interface could suffer.

Defining a QoS Policy
First, define the QoS policy with the following global configuration command:

Switch(config)# policy-map policy-name

Class maps must then be identified so that traffic can be classified for the policy. You can use
multiple commands to perform an action on the classified traffic. After the final policy map
command is configured, use the exit command to leave the policy map configuration mode.

Identifying the QoS Class Maps
In the policy map, you must identify each class map that will be used as part of an overall QoS
policy. Use the following policy map configuration command:

Switch(config-pmap)# class class-name
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Marking QoS Information
After you use the class maps to correctly identify or classify the traffic, you can perform one of the
following marking actions on that traffic:

m  Mark the DSCP vaue.
Switch(config-pmap)# set ip dscp dscp-value

The DSCP value can be given as adecimal number (0 to 63) or as the name of a DSCP
codepoint (ef, af11, or af12).

m  Mark the |P Precedence value.

Switch(config-pmap)# set ip precedence ip-precedence-value

The IP Precedence value can be given as a decimal number (0 to 7).

Trusting QoS Information
In some cases, only certain QoS information contained in the classified traffic should be trusted. All
other traffic is trusted according to other policies or conditions. Use the following policy map
configuration command to establish policy-based trust:

Switch(config-pmap)# trust {cos | dscp | ip-precedence}

For these packets, the specified QoS information will be accepted for use within the switch; how-
ever, thisinformation can still be overwritten or manipulated as part of the QoS policy.

Policing Classified Traffic
Although QoS policing is not covered in the BCM SN course, it is mentioned here so that you have
an understanding of its use within the QoS process.

A policer is defined according to the scope of the traffic it monitors, aswell asto the action it takes
upon that traffic flow. An aggregate policer monitorsthe cumul ative amount of data produced by one
or more individual flows between a source and destination. In a more granular case, a microflow
policer monitors only asingle flow between a source and a destination.

Policers use atoken bucket algorithm, where the lengths of matching inbound frames are added to
the bucket. Every 0.25 ms (or 1/4000 of a second), the maximum sustained committed information
rate (CIR) targeted by the policer is subtracted from the bucket. Traffic can also burst over the CIR,
up to the normal burst rate, for ashort period of time. In addition, traffic that rises above the normal
burst rate is measured against the peak information rate (PIR). Traffic that stays within the policed
limits (CIR and burst rates) is called in-profile, whereas excessive traffic is called out-of-profile.
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Policers can take action on any traffic that stays under the CIR (conform action), rises above the
burst rate (exceed action), and rises above the PIR (violate action). The action taken can be the
following:

m Forward the traffic.
m Drop thetraffic.
m  Mark down the DSCP value of the traffic before forwarding.

To define a policer, use the following policy map configuration command:

police [aggregate name] [flow] bits-per-second normal-burst-bytes [extended-burst-
bytes] [pir peak-rate-bps] [conform-action action] [exceed-action action] [violate-
action action]

Here, an action can be one of the following:

m  drop—Drop the packet.

m  set-dscp-transmit [new-dscp]—Set the DSCP value in the packet.

m set-prec-transmit [new-precedence]—Set the | P Precedence value in the packet.
m transmit—Send the packet normally.

NOTE A policer can also take other unique actions on matched traffic. For example, you can use
apolicer to identify and dispose of undesirable or unwanted traffic entering (or exiting) your
network. A policer can drop packetsthat are classified by a class map. Thisisdone by giving the
policer bogus rates and making al actions (conform, exceed, and violate) set to drop.

Apply a QoS Policy to an Interface
After a QoS policy map has been defined, it can be applied to aphysical interface on the switch. An
interface can have only one active policy applied in each direction. This meansthat two policies can
be applied to an interface:

m  Onefor inbound traffic
m  Onefor outbound traffic

Use the following interface configuration command to begin using a policy:

Switch(config-if)# service-policy [input | output] policy-name
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Tuning Egress Scheduling

After you define and apply the QoS classes and palicies, you can tune the scheduling process. Packet
scheduling involves how the switch places each packet into an egress queue and how each queueis
serviced. Catalyst switches support the Weighted Round Robin (WRR) scheduling algorithm.

Each queue associated with an interface is serviced according to its weight, relative to the other
queues. Strict-priority queues do not have aweighting value; they are always serviced aslong as
they have packets waiting.

WRR looks at the weighting valuesto determinetheratio of how many packetsto transmit from one
queue versus another. Although the actual configuration command uses the keyword bandwidth,
the values are actually relative weights used to form aratio.

By default, interfaces with two standard queues are assigned weights 4 and 255, respectively. The
second queue receives about 64 times the amount of data transmitted on its turn for every one unit
of datafrom thefirst queue.

To change the weights of the queues, use the following interface configuration command:
Switch(config-if)# wrr-queue bandwidth weight1 weight2 [weight3] [weight4]

Weight values can range from 1 to 255. The number of weight parameters that you can set depends
on the number of standard egress queues available on the interface. The number of standard queues
varies between Catalyst platforms.

Using Congestion Avoidance

With egress queues, congestion avoidance is partnered with queue scheduling, so the two are
indistinguishable. As aresult, both features are configured with the WRR configuration commands
beginning with wrr-queue.

Mapping Internal DSCP Values to CoS Values for Queueing
Recall that as packets travel within a switch, they each carry an internal DSCP value. That valueis
mapped from atrusted QoS information source when each packet entersthe switch. After the switch
determines which egress port each packet will use when exiting, some method must determine how
the packet will be queued for transmission.

Theinternal DSCP values are mapped back into CoS values, which are then used for egress
queueing and scheduling.
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Table 17-4 provides the default DSCP-to-CoS mappings, with each range of DSCP values
corresponding to asingle CoS value.

Table 17-4 Default DSCP-to-CoS Value Mappings

DSCP | 0-7 8-15 16-23 24-31 32-39 40-47 | 48-55 56-63
Default | AF10-AF13 | AF20-AF23 | AF30-AF33 | AF40-AF43 | EF Internetwork | Network
Control Control
CoS 0 1 2 3 4 5 6 7

To change the mapping, repeat the following global configuration command as many times as
necessary:

Switch(config)# mls qos map dscp-cos dscp-list to cos-value

Here, the dscp-list can be asingle DSCP value (0 to 63), a hyphenated range of values, or multiple
values and ranges separated by commas. The cos-value isasingle CoS value (0 to 7).

Mapping Packets into Egress Queues

As packets are moved toward the egress ports, they must be sorted so that each is placed in the
correct prioritized egress queue. Otherwise, all packets would be put in the same queue, with no
preference to any flow or type of traffic.

WRR places packets into egress queues according to a mapping between the CoS value and the
gueue number. Packets can also be buffered in a queue that has a desired drop threshold. Drop
thresholds are used during congestion avoidance, as discussed in the later section, “ Setting WRED
Thresholds”

To define the map that associates packet CoS values to specific egress queue drop thresholds, use
the following interface configuration command:

Switch(config-if)# wrr-queue cos-map queue-id threshold-id cos-1list

Packets with a CoS value specified in the cos-list will be placed in the queue ID given, with the
threshold ID applied. By default, the CoS values are divided in half. CoS 0 and 1 go to queue 1
threshold 1, CoS 2 and 3 go to queue 1 threshold 2, CoS 4 goes to queue 2 threshold 1, and CoS 6
and 7 go to queue 2 threshold 2. CoS 5 always gets placed in the strict-priority queue, if oneis
available.
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NOTE Packets with CoS 5 are always placed in the strict-priority or egress expedite queue, but
that queue cannot be used until it is enabled. Use the following interface configuration command
to enabl e the strict-priority queue:

Switch(config-if)# priority-queue out

Avoiding Congestion by Using Tail Drop
For standard tail-drop behavior, WRR must be disabled on an interface. After the egress queuefills,
tail drop causes newly queued packets to be dropped instead. This occurs at the 100 percent mark
of the queue. Normally, tail drop should not be used because it can adversely affect the network
performance of TCP sessions.

NOTE The strict-priority queue is never a candidate for WRR-based queue scheduling. In the
event that the queue fills to capacity, new packets will be dropped, following standard tail-drop
behavior.

To enable tail-drop operation for an egress queue, use the following interface configuration
command:

Switch(config-if)# no wrr-queue random-detect queue-id

Avoiding Congestion by Using WRED
By default, each switch interface has WRED enabled. If tail drop is being used instead, WRED has
been disabled. To revert back to WRED, it must be re-enabled. Note that WRED is used on a per-
queue basis and that it must be enabled on each of the interface’s queues individually. To enable
WRED for a specific queue number, use this interface configuration command:

Switch(config-if)# wrr-queue random-detect queue-id

Setting WRED Thresholds
WRED keeps two thresholds per queue for most types of interfaces—a minimum threshold and a
maximum threshold. If the queue level is below the minimum, WRED cannot drop any packets.
Whilethelevel isbetween the minimum and maximum values, WRED is allowed to randomly drop
packets at arate proportional to the queue level. When the queue level rises above the maximum
threshold, all new packetswill be dropped. To set the WRED threshol ds, use the following interface
configuration command:

Switch(config-if)# wrr-queue random-detect {max-threshold | min-threshold} queue-id
threshold-percent-1 ... threshold-percent-N



A QoS Configuration Example 417

By default, queue 1 (the lowest-priority standard queue) has a minimum threshold of 0 and a
maximum threshold of 40 percent. Queue 2 (the next-higher priority standard queue) has a
minimum of 0 and a maximum of 100 percent.

The low-priority standard queue will always be susceptible to random drops (minimum is 0
percent). When the low-priority standard queuefillsto 40 percent, al new packetswill be dropped.
The higher-priority queue is also susceptible to random drops (its minimum is also 0 percent);
however, this queue's level must reach 100 percent before all packets are dropped.

NOTE Thestrict-priority queueis never acandidate for WRED-based drops. Instead, all packets
queued are guaranteed to be delivered. Only when the queue fills to capacity will new packets be
dropped, following standard tail-drop behavior.

A QoS Configuration Example

QoS configuration within asingle switch can be confusing and complex. To properly implement QoS
policiesin acommon QoS domain (your entire network, for example), you must configure the
QoS policies on each and every switch. This exampleis designed to help solidify the many topics
presented in this chapter so that you can identify trust boundaries and configure QoSin alogical
fashion.

Figure 17-2 shows a simple network consisting of two Catalyst multilayer switches. Catalyst A sits
at the edge of the QoS domain, where this network joins another “public” network. Catalyst B, on
the other hand, sitsinside the QoS domain and interfaces to some end user devices. One port con-
nects to a user PC and another port connects to a Cisco IP Phone. Another user PC connects to the
| P Phone's data port.

Figure 17-2 Network Diagram for the QoS Example
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To configure QoS in this network, you must first define the QoS domain, where QoS information
will be known and trusted. The edge of this domain lies at the points where QoS information is no
longer trusted—at the trust boundaries. In Figure 17-2, atrust boundary exists where Catalyst A
connectsto the public network. Another trust boundary existswhere Catalyst B meetsthe end users.
The user PC should not be trusted because it might have applications that try to spoof or elevate the
QoS information to bogus valuesin an effort to get better service. The IP Phoneitself can be trusted
because it isjust another network device that can be configured and controlled. However, it lies at
another trust boundary where another user PC connects. (The details of QoS trust with an P Phone
are discussed in Chapter 18 “IP Telephony.”)

Configuring QoS Trust
First, you should configure Catalyst A for its trust boundary on interface GigabitEthernet 2/1. Any
QoS information coming from the public network should be untrusted because you have no control
over the values being sent or who is sending them. You can use the following configuration com-
mands to accomplish this:

mls qos
interface gigabitethernet 2/1
no mls qos trust

Notice that the first command enabled QoS on the switch. Do not forget thisimportant first step.
Theinterface is configured to consider all inbound QoS information as untrusted. As aresult, any
inbound CoS (assuming thisinterfaceis atrunk) and DSCP values are set to 0, the default.

Notice also that thisinterface configuration command is not necessary because all switch ports are
configured as untrusted by default. This also meansthat al of Catalyst A's ports that are inside the
QoS domain (the trusted side) will not trust QoS information that should be known and valid. Do
not forget to configure the trusted ports—every switch port that connects to another switch inside
your network. If you configure QoS consistently throughout your network, you can awaystrust the
QoSinformation as it moves about.

For this network, inbound DSCP information will be used as the trusted quantity. Thisis possible
because all the switches are multilayer switches and can understand and work with DSCP asan IP
or Layer 3 quantity. Catalyst A’s GigabitEthernet 2/2 interface is then configured as a trusted port
with the following configuration commands:

interface gigabitethernet 2/2
mls qos trust dscp
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NOTE Remember that only inbound QoSinformation can betrusted. Outbound QoSinformation
issimply sent on to the next-hop switch or router where it will be evaluated against another trust
relationship there. Any DSCP information that Catalyst A acceptsfrom theinternal network will
aso be forwarded out toward the public network on interface GigabitEthernet 2/1. Does the
network on the other side of the QoS boundary have to accept or trust the QoS information you
send? Only if it wantsto. It is up to the network administrators on that end to decide what sort of
trust relationship to configure on their switches.

Next, you must configure Catalyst B for its trust boundary. Interface GigabitEthernet 0/1 is on the
inside or trusted side of the QoS domain. Therefore, DSCP information can be trusted:

mls qos
interface gigabitethernet 0/1
mls qos trust dscp

Interface FastEthernet 0/2 connects to an end user’s PC and should not trust any QoS information.
The following configuration commands set the trust boundary and force any inbound CoS and
DSCP valuesto 0 (by default):

interface fastethernet 0/2
no mls qos trust

Interface FastEthernet 0/1 presents an interesting case. Here, a Cisco |P Phone is connected, trans-
porting Voice over |P (VolIP) traffic, aswell as normal datafrom the attached PC. As Chapter 18
discusses, a Catalyst switch can detect an | P Phone via Cisco Discovery Protocol (CDP) and can
instruct the phone to extend atrust boundary to its auxiliary data port. The voice traffic from the
phone should be implicitly trusted because the phone is both a Cisco device and asmall switch that
can be configured and controlled.

The PC connected to the phone, however, should normally be untrusted and have al inbound CoS
values set to 0. Thisis mentioned here to show how trust boundaries also exist at any connected 1P
Phones. The following configuration commands for the phone trust boundary are fully explained in
Chapter 18:

interface fastethernet 0/1
switchport voice vlan 200
switchport priority extend cos 0

Configuring a QoS Class to Classify Traffic
Inthisexample, suppose you need to make sure sometypes of traffic receive premium servicewithin
your network. Thesetypes of traffic are classified at the QoS domain boundary, at CatalystA. HTTP
traffic fromaserver at 10.1.1.1 is considered to contain important, time-critical market datafor your
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business. Any virtual private network (VPN) traffic using the |P Security (1PSec) protocol is also
considered to carry encrypted data to and from your business partners and remote sites.

First, you must configure a class map to match the HTTP and | PSec traffic. Use an extended access
list to identify TCP port 80 (HTTP), while using the NBAR feature to identify |PSec packets.
Configure the class map on Catalyst A with the following commands:

ip access-list extended MarketwWww
permit tcp host 10.1.1.1 any eq 80
class-map GoodTraffic match-any
match access-group name MarketWww
match protocol ipsec

Sofar, theideaisto classify the time-critical, very important, or “good” traffic so that a QoS policy
can guarantee better service. Sometimes, classifying nuisance or “bad” traffic so that it can be given
alower-level service migt also be necessary. In certain cases, you might choose to drop this type of
traffic altogether. Lowering the level of service prevents undesirable traffic from using the network
resources heeded for more important traffic.

For this example, peer-to-peer file sharing traffic generated by the KaZaA version 2 applicationsis
considered to be unrelated to your business. It is tolerated for the benefit of the employees, but it
should receive only “best effort” service. Define a class map on Catalyst A to identify this type of
traffic with the following commands:

class-map BadTraffic match-any
match protocol kazaa2

Configuring a QoS Policy to Act on Classified Traffic
Now that class maps have been configured to classify or identify specific traffic, some action should
be performed to adjust the QoS parameters. This makes up the actual QoS policy, which is defined
asapolicy map. First, traffic classified by the GoodTraffic classmap isgiven aDSCP value of AF21
so that other switches know to provide good delivery service. Anything classifed by the BadTraffic
classmap is given a DSCP value of 0, where only “best effort” or default delivery serviceis
requested.

After the policy map is configured, it is applied to an interface in the inbound direction. This
classifies and marks traffic asit is received, at the QoS boundary. The policy map is configured on
Catalyst A and applied with the following commands:

policy-map MyPolicy
class GoodTraffic
set ip dscp af21
class BadTraffic
set ip dscp 0
interface gigabitethernet 2/1
service-policy MyPolicy in
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Egress Queue Tuning

After packets have been classified and marked, you should also consider how the QoS information
will be used to queue and schedule packet delivery. In this example, DSCP valuesAF21 (18) and 0
have been used to mark traffic. In addition, Voice over |P (Vol P) packets associated with the IP
Phone on Catalyst B can be expected to have DSCP values AF31 (26) and EF (46). (Chapter 18
discusses thisin more detail.) All other applications will have their packets marked to DSCP 0, as
aresult of the trust boundaries configured throughout the network.

At aminimum, you should look at how the known DSCP values will be mapped to CoS values as
packets are sent to the egress queues. CoS is always used to decide how packets are queued and
scheduled for transmission. In the default state, before any further configuration is done, the DSCP-
to-CoS map looks like Table 17-5.

Table 17-5 Default DSCP-to-CoS Value Mappings

DSCP | 0-7 8-15 16-23 24-31 32-39 40-47 | 48-55 56-63
Default | AF10-AF13 | AF20-AF23 | AF30-AF33 | AF40-AF43 | EF Internetwork | Network
Control Control
CoS 0 1 2 3 4 5 6 7

GoodTraffic packets (DSCP 18) are mapped to CoS 2, BadTraffic packets (DSCP 0) are CoS 0, and
Vol P packets (DSCP 26 and 46) become CoS 3 and 5, respectively.

After the CoS values are mapped, they are used to determine into which egress queue each packet
will be placed. By default, all switch ports have WRED enabled. For an egress port with a 1p2g2t
gueueing strategy, the following scheduling occurs:

m CoSO0and 1: Standard queue 1, threshold 1
CoS 2 and 3: Standard queue 1, threshold 2
CoS 4: Standard queue 2, threshold 1

CoS 6 and 7: Standard queue 2, threshold 2
CoS 5: Always sent to the strict-priority queue

Assume thisis an acceptable scheduling configuration, as CoS 3 will be serviced before CoS 2,
which will be serviced before CoS 0, and so on. CoS 5, used for the Vol P voice bearer packets, will
always be sent to the strict-priority queue. That queueis, by definition, always serviced before any
other queue. Indeed, that sounds reasonable for this example network. No other configuration
should be necessary, right?
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Actually, thedefault condition for every switch port isto disablethe strict-priority or expedite egress
queue. That is not what you need at all—the voice traffic having CoS 5 will be sent to a standard
queue to contend with other lesstime-critical traffic. If you expect to use the strict-priority queues,
do not forget to enabl e them. The exampl e configuration concludes with the following configuration
commands on Catalyst A:

interface range gigabitethernet 2/1 - 2
priority-queue out

Catalyst B receives the following configuration commands:

interface gigabitethernet 0/1
priority-queue out

interface range fastethernet 0/1 - 2
priority-queue out

Verifying and Troubleshooting QoS

You can display information about many aspects of QoS on a Catalyst switch. Use the information
in Table 17-6 to determine which command is useful for a particular situation.

Table 17-6 Commands to Display I nformation About QoS on a Catalyst Switch

Task Command Syntax

Verify QoS trust settings on an show mls qosinterface type mod/num

interface.

Verify egress queueing on an show mls qosinterface type mod/num queueing
interface.

Verify QoS settings only on a show queueing interface type mod/num
Catalyst 6500 interface.

View all QoS parameter mappings. show mls qos maps

The show mls qos inter face command shows the following information about an interface:

QoS trust (if any) configured on the interface

Default CoS value (if any) used to override inbound CoS
DSCP mutation map

QoS trust extension to a connected Cisco | P Phone
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Example 17-1 provides sample output from the show mls qos inter face command.

Example 17-1 show mls qos interface Command Output

Switch# show mls qos interface gigabitethernet 0/1
GigabitEthernet0/1

trust state: trust cos

trust mode: trust cos

COS override: dis

default COS: 0

DSCP Mutation Map: Default DSCP Mutation Map
trust device: none

The show mlis qos inter face queueing command shows the following information about an
interface:

m Current state of the strict-priority (expedite) queue
m  WRR transmit queue weighting (bandwidth)

m  Egress queue ratios (gid-weights)

m  Egress queue scheduling (CoS-to-queue mapping)

Example 17-2 shows sample output from the show mls qosinterface queueing command.

Example 17-2 show mls qos interface queueing Command Output

Switch# show mls qos interface gigabitethernet 0/1 queueing
GigabitEthernet@/1

Egress expedite queue: dis

wrr bandwidth weights:

qid-weights

1 - 25
2 - 25
3 - 25
4 - 25

Dscp-threshold map:
di: d2@e 1 2 3 4 5 6 7 8 9

continues
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Example 17-2 show mls qos interface queueing Command Output (Continued)

Cos-queue map:
cos-qid
0 -1

N o o b~ 0Nn =
A A OOMNMN =

Notice from the shaded text that the strict-priority (expedite) queue is disabled. Thisis the default
statefor all interfaces, until the strict-priority queueisenabled withthepriority-queueout interface
configuration command. Example 17-3 provides the same output after the strict-priority queue has
been enabled.

Example 17-3 show mlsqosinterface queueing Command Output After Enabling the Strict-Priority Queue

Switch# config term

Enter configuration commands, one per line. End with CNTL/Z.
Switch(config)# interface gigabitethernet 0/1
Switch(config-if)# priority-queue out

Switch(config-if)#"Z

Switch#

Switch# show mls qos interface gigabitethernet 0/1 queueing
GigabitEthernet@/1

Egress expedite queue: ena

wrr bandwidth weights:

gid-weights

1 - 25
2 - 25
3 -25
4 - 25 when expedite queue is disabled

Dscp-threshold map:
dl: d206 1 2 3 4 5 6 7 8 9
0 : 01 01 01 01 01 01 01 01 01 01
[other output deleted]
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Foundation Summary

The Foundation Summary is a collection of information that provides a convenient review of many
key conceptsin this chapter. If you are already comfortable with the topicsin this chapter, this
summary can help you recall afew details. If you just read this chapter, this review should help
solidify some key facts. If you are doing your final preparation before the exam, this summarized
information is a convenient way to review the day before the exam.

You can configure a switch to trust the following inbound QoS parameters:

Table 17-7

CosS (from atrunk)
DSCP (from IP headers)
| P Precedence (from I P headers)

QoS Trust Configuration Commands

Task

Command Syntax

Enable QoS on a switch.

mlsgos

Choose inbound QoS info to trust on an interface.

misqostrust {cos| dscp | ip-precedence}

Or none at all.

no mlsgostrust

Remember the basic structure of modular QoS configuration:

1.

necessary.

Define a QoS class map to classify specific traffic for a policy; define as many class maps as

DefineaQoS policy that uses class mapsto identify traffic; the policy also containsactionswith

each class map that will be taken on classified traffic.

one to an outbound traffic flow.

Apply the QoS policy to an interface. One policy can be applied to an inbound traffic flow and
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Table 17-8 QoS Class Configuration Commands

Task Command Syntax

Define a class map. class-map class-name [match-all | match-any]
Classify with an access list.1 match access-group name access-list

Classify by IP Precedence. match ip precedenceipprecl [...ipprecN]
Classify by DSCP. match ip dscp dscpl [...dscpN]

Classify with NBAR. match protocol protocol-name

1 An access ist (either numbered or named) must be configured separately, in global configuration mode.

Table 17-9 QoS Policy Configuration Commands

Task Command Syntax

Define a policy map. policy-map policy-name

Classify with a class map. class class-name

Mark the DSCP value. set ip dscp dscp-value

Mark the | P Precedence value. set ip precedence ip-precedence-value
Trust inbound QoS information. trust {cos | dscp | ip-precedence}

Police the classified flow. police....

Apply the policy map to an interface. | service-policy [input | output] policy-name
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Table 17-10 Q0S Egress Queue Configuration Commands
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Task

Command Syntax

Set the WRR queue weighting.

wrr-queue bandwidth weight1 weight2 [weight3]

Map packetsinto egress queues.

wrr-queue cos-map queue-id threshold-id cos-list

Use tail-drop queue management.

no wrr-queue random-detect queue-id

Use WRED.

wrr-queue random-detect queue-id

Set the WRED queue thresholds.

wrr-queue random-detect { max-threshold | min-threshold}
gueue-id threshold-percent-1 ... threshold-percent-N

Table 17-11  Commands for Verifying QoS Operation

Task

Command Syntax

Verify QoS trust settings on an
interface.

show mls qosinterface type mod/num

Verify egress queueing on an
interface.

show mls qosinterface type mod/num queueing

Verify QoS settings only on a
Catalyst 6500 interface.

show queueing inter face type mod/num

View all QoS parameter mappings.

show mls qos maps
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answers. Rather than allowing you to derive the
answers from clues hidden inside the questions themselves, the questions challenge your under-
standing and recall of the subject. Hopefully, these questions will help limit the number of exam
questions on which you narrow your choices to two options and then guess.

You can find the answers to these questionsin Appendix A.

1.

o o &~ w0

N

10.
11.

12.

What two ways can QoS trust be configured on a switch?

If all QoStrust decisionswill be applied as part of a QoS policy, what command should you use
on an interface?

When a class map is configured, what types of commands must also be used?

Name two methods that you can use to identify or classify traffic.

What command can classify traffic with an extended | P access list?

What command can classify traffic with NBAR?

What does a policy map contain?

When apolicy map isapplied to an interface, doesit control both inbound and outbound traffic?
What is the first command keyword used to configure WRED congestion avoidance?

What QoS information is used to map packets into the egress queues of a switch port?

What command can set the WRED threshol ds of the strict-priority queue (1p2g2t) to 25 percent
and 75 percent?

What command can display the QoS and queue information about a switch port?






This chapter covers the
following topics that you
need to master for the CCNP
BCMISN exam:

m I nline Power—This section discusses how a
Catalyst switch can provide power to operate
aCisco | P Phone.

m Voice VLANs—This section explains how
voice traffic can be carried over the links
between an | P Phone and a Catalyst switch.

m Voice QoS—This section provides an
overview of the mechanisms that provide
premium quality of service (QoS) for voice
traffic.

m Verifying | P Telephony—This section pro-
vides abrief summary of the commands that
can verify the configuration and operation of
IP Telephony features.




CHAPTER 18

IP Telephony

Switched campus networks can carry packets that are related to telephone calls, aswell as
regular data. Voice over | P (ol P), otherwise known as | P Telephony (1PT), uses | P Phones that
are connected to switched Ethernet ports.

To properly and effectively carry the traffic for a successful phone call, a combination of many
switching features must be used. For example, the Catalyst switches can provide power to IP
Phones, form trunk links with 1P Phones, and provide the proper level of QoS for voice packet
delivery. This chapter covers all these topics as related to the Cisco |P Phone.

“Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide what parts of this
chapter to use. If you already intend to read the entire chapter, you do not necessarily need to
answer these questions now.

The quiz, derived from the major sections in the “ Foundation Topics® portion of the chapter,
helps you determine how to spend your limited study time.

Table 18-1 outlines the major topics discussed in this chapter and the “Do | Know This
Already?’ quiz questions that correspond to those topics.

Table 18-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section
Inline Power 1-2

Voice VLANSs 37

Voice QoS 8-10

Verifying IP Telephony 11-12




432 Chapter 18: IP Telephony

CAUTION The goal of self-assessment is to gauge your mastery of the topics in this chapter. If
you do not know the answer to aquestion or are only partially sure of the answer, you should mark
this question wrong. Giving yourself credit for an answer you correctly guess skews your self-
assessment results and might give you a false sense of security.

1. For aCatalyst switch to offer inline power to a device, what must occur?
a. Nothing; inline power is aways enabled on a port.
b. The switch must detect that the device needs inline power.
c. Thedevice must send a CDP message asking for power.
d. Theswitch is configured to turn on inline power to the port.

2. Which one of these commands can enable inline power to a switch interface?

a. inline power enable
b. inlinepower on
c. power inlineon

d. power inlineauto

3.  What does a Cisco |P Phone contain to alow it to pass both voice and data packets?

a. Aninterna Ethernet hub
b. Aninternal two-port switch
c. Aninternal three-port switch

d. Aninternal four-port switch

4. How can voice traffic be kept separate from any other data traffic through an |P Phone?

a. Voiceand datatravel over separate links.

b. A special-case 802.1Q trunk is used to the switch.

¢. Voice and data can’t be separated; they must intermingle on the link.
d. Voice and data packets are both encapsulated over an ISL trunk.

5. What command configures an IP Phone to use VLAN 9 for voice traffic?

a. Switchport voicevlan 9
b. switchport voice-vlian 9
c. Switchport voice 9
d. switchport voip 9
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6. What isthe default voice VLAN condition for a switch port?

a. switchport voicevlan 1

b. switchport voice vlan dotlp

¢. Switchport voice vlan untagged
d. switchport voice vlan none

7. If the switchport voice vlan 50 command has been used, what VLAN numbers will the voice
and PC data be carried over, respectively?

a. VLAN 50, native VLAN
b. VLANS0,VLAN 1
c. VLAN 1,VLAN 50
d. nativeVLAN,VLAN 50

8. When aPC is connected to the PC switch port on an IP Phone, how is QoS trust handled?

a. ThelP Phone aways trusts the class of service (CoS) information coming from the PC.
b. The P Phone never trusts the PC and always overwrites the CoS bits.

c. QoStrust for the PC dataiis handled at the Catalyst switch port and not the | P Phone.

d. The Catalyst switch instructs the IP Phone how to trust the PC QoS information.

9. An|IP Phone should mark al incoming traffic from an attached PC to have CoS 1. Complete
the following switch command to make that happen:

switchport priority extend
a. untrusted
b. 1
c. cosl

d. overwritel

10. Which switch port queue should voice bearer packets be placed in?
a. Best effort queue
b. Low-priority standard queue
c. High-priority standard queue
d. Strict-priority queue
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11. What command can verify the inline power status of each switch port?

a. show inline power
b. show power inline
c. show interface

d. show running-config

12. What command can verify the voice VLAN used by a Cisco |P Phone?

a. show cdp neighbor
b. show interface switchport
c. show vlan

d. show trunk

Theanswerstothe“Do | Know ThisAlready?’ quiz are found in Appendix A, “Answersto Chapter
‘Do | Know ThisAlready? Quizzes and Q&A Sections.” The suggested choices for your next step
are asfollows:

m 10or lessoverall score—Read the entire chapter. This includes the “Foundation Topics,”
“Foundation Summary,” and “Q&A” sections.

m 11 or 12 overall score—If you want more review on these topics, skip to the “Foundation
Summary” section and then gotothe“ Q& A” section at the end of the chapter. Otherwise, move
to Chapter 19, “ Securing Switch Access”
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Foundation Topics

IP Telephony Overview

IP Telephony here is focused on the addition of Cisco IP Phonesto the switched campus network,
centrally managed by Cisco CallManager servers.

Inline Power

A Cisco IP Phoneislike any other node on the network—it must have power to operate. Power can
come from two sources:

m  Anexternal AC adapter
m Inline power (DC) over the network data cable

The external AC adapter plugsinto anormal AC wall outlet and provides 48V DC to the phone.
These adapters, commonly called “wall warts,” are handy if no other power source is available.
However, if a power failure occursto the room or outlet where the adapter is located, the 1P Phone
will fail.

A more elegant solution is available asinline power. Here, the same 48V DC supply is provided to
an | P Phone over the same Category 5 cable that is used for Ethernet connectivity. The DC power’s
source isthe Catalyst switch itself. No other power source is needed, unless an AC adapter is
required as a redundant source.

Inline power has the benefit that it can be managed, monitored, and offered only to an IP phone. If
anormal PC is plugged into the same switch port, power is not be offered to it. The Catalyst switch
can also be connected to an uninterruptable power supply (UPS) so that it continuesto receive and
offer power even if theregular AC sourcefails. Thisallows an IP Phone to be available for use even
across a power failure.

NOTE Inline power is also defined by the |EEE 802.3af standard, “DTE Power viaMDI.” At
presstime, thiswas still in draft form. After it becomes a standard, Cisco Catalyst switches will
support it through Cisco 10S Software upgrades and updated hardware. For more information
about 802.3af, refer to the article “ | EEE P802.3af DTE Power viaMDI Task Force” at
www.ieee802.org/3/af/index.html.
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How Inline Power Works
A Catalyst switch with inline power always keeps the power disabled when a switch port is down.
When a switch port first comes up, the switch sends out a 340-kHz test tone on the transmit pair of
the twisted-pair Ethernet cable. A toneistransmitted rather than DC power because the switch must
first detect an inline power-capable device before offering it power. Otherwise, other types of
devices could be damaged.

An P Phoneloopsthetransmit and receive pairs of its Ethernet connection, even whileit is powered
off. When it is connected to an inline power switch port, the switch can “hear” its test tone looped
back. Then it safely assumesthat apowered deviceis present, and power can be applied toit. Inline
power is provided over pairs 2 and 3 (RJ-45 pins 1,2 and 3,6) at 48V DC.

Note that the switch power supply must be sized appropriately to offer continuous power to an IP
Phone on every powered switch port. Inline power is available on the Catalyst 3550-24-PWR,
Catalyst 4500, and Catalyst 6500 platforms.

A switch first offersadefault power allocation to the powered device. On a Catalyst 3550-24-PWR,
for example, an IP Phone first receives 15.0 watts (0.36 amps at 48V DC). Now, the device has a
chance to power up and bring its Ethernet link up, too. The switch then attempts a Cisco Discovery
Protocol (CDP) message exchange with the device. Thisalowsit to learn that the deviceisa Cisco
IP Phone, aswell astolearn the phone’s actual power requirements. The switch can then reducethe
inline power to the amount regquested by the phone.

To see thisin operation, look at Example 18-1. Here, the power was reduced from 15,000 to 6300
milliwatts. This output was produced by the debug ilpower controller and debug cdp packets
commands.

Example 18-1 Displaying Inline Power Adjustment

1d0dh: ilpower_get_admin_state( Fa@/1 )

1dooh: ilpower_powerchange( Fa@/1 ) power: 15000

1dooh: ILP Power apply to ( Fa@/1 ) Okay

1dooh: ILP Power Accounting REQ_PWR ( Fa@/1 ) Okay

1dooh: ilpower_pd_statechange( Fa®/1 ) pd_class: 2

1d0oh: ilpower_pd_power_statechange(Fa@/1) pd_power_state: 1

1d00h: %LINK-3-UPDOWN: Interface FastEthernet@/1, changed state to up

1d00Oh: S%LINEPROTO-5-UPDOWN: Line protocol on Interface FastEthernet@/1, changed
state to up

1dooh: CDP-PA: version 2 packet sent out on FastEthernet@/1

1d00Oh: CDP-PA: Packet received from SEP@03094C35E4D on interface FastEthernet0/1
1dooh: **Entry NOT found in cache**

1dooh: ILP CDP request received ( Fa@/1 ), processing...

1dooh: ilpower_powerchange( Fa@/1 ) power: 6300

1d0oh: ilpower_pd_name_change_via_cdp ( Fa@/1 ) pd name: Cisco IP Phone 7960
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Configuring Inline Power
Inline power configuration is simple. Each switch port can automatically detect the presence of an
inline power-capable device before applying power, or the feature can be disabled to ensure that the
port can never detect or offer inline power. By default, every switch port attempts to discover an
inline-powered device. To change this behavior, use the following interface configuration command:

Switch(config-if)# power inline {auto | never}

Voice VLANSs

A Cisco IP Phone provides a data connection for auser’s PC, in addition to its own voice data
stream. This allows a single Ethernet drop to be installed per user. The IP Phone can also control
some aspects of how the packets (both voice and user data) are presented to the switch.

Most Cisco |P Phone models contain a three-port switch, connecting to the upstream switch, the
user's PC, and the internal Vol P datastream, asillustrated in Figure 18-1. The voice and user PC
ports always function as access-mode switch ports. The port that connects to the upstream switch,
however, can operate as an 802.1Q trunk or as an access-mode (single VLAN) port.

Figure 18-1 Basic Connectionsto a Cisco |P Phone
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The link mode between the | P Phone and the switch is negotiated; you can configure the switch to
instruct the phone to use a special-case 802.1Q trunk or asingle VLAN access link. With atrunk,
the voicetraffic can beisolated from other user data, providing security and QoS capabilities. Asan
access link, both voice and data must be combined over the single VLAN. This simplifies other
aspects of the switch configuration because a separate voice VLAN is not needed, but it could
compromise the voice quality, depending on the PC application mix.

Voice VLAN Configuration
Although you can configure the IP Phone uplink as atrunk or nontrunk, the real consideration
pertains to how the voice traffic will be encapsulated. The voice packets must be carried over a
uniquevoiceVLAN (known asthevoiceVLAN ID or VVID) or over theregular dataVLAN (known
asthenativeVLAN or theport VLAN ID, PVID). The QoSinformation from the voice packets must
also be carried.

To configure the IP Phone uplink, just configure the switch port where it connects. The switch
instructs the phone to follow the mode that is selected. In addition, the switch port does not need
any special trunking configuration commands if atrunk is wanted. If an 802.1Q trunk is needed,

a special-casetrunk isnegotiated by Dynamic Trunking Protocol (DTP) and CDP. Usethefollowing
interface configuration command to select the voice VLAN mode that will be used:

Switch(config-if)# switchport voice vlan {vlan-id | dot1p | untagged | none}

Figure 18-2 showsthe four different voiceVLAN configurations. Pay particular attention to thelink
between the IP Phone and the switch.

Table 18-2 documents the four different voice VLAN configurations.

Table 18-2 Trunking Modes with a Cisco |P Phone

Representation in Native VLAN Voice QoS
Keyword Figure 18-2 (untagged) Voice VLAN (CoS bits)
vlan-id A PC data VLAN vlian-id 802.1p
dotlp B PC data VLAN O 802.1p
untagged C PC data/ voice N/A N/A
none (default) D PC data/ voice N/A N/A




Voice VLANs

Figure 18-2 Trunking Modes for Voice VLANs with a Cisco |P Phone
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The default condition for every switch port isnone, where atrunk is not used. All modes except for
none use the special-case 802.1Q trunk. The only difference between the dot1p and untagged
modes is the encapsulation of voice traffic. The dot1p mode puts the voice packets on VLAN 0,
which requiresaVLAN ID (not the native VLAN) but doesn’t require a unique voice VLAN to be
created. The untagged mode puts voice packets in the native VLAN, requiring neither aVLAN 1D
nor aunique voice VLAN.

The most versatile mode uses the vian-id, as shown in case A in Figure 18-2. Here, voice and user
data are carried over separate VLANS. VoIP packetsin the voice VLAN also carry the CoS bitsin
the 802.1p trunk encapsulation field.

Be aware that the special-case 802.1Q trunk is always enabled—even if an |P Phoneis not con-
nected to that switch port. Because the user PC datais aways carried over the native VLAN, itis
always untagged. That also meansthat if a PC is connected to the switch port without the IP Phone,
PC data continues to be carried over the untagged portion of the trunk. The PC has no idea that a
trunk isin use; it just sends and receives frames normally.

NOTE The trunk used between an |P Phone and a Catalyst switch port is dynamically created
and can contain only two VLANs—avoice VLAN (tagged VVID) and the native VLAN
(untagged). When the trunk is active, it is not shown in the trunking mode from any Cisco |0S
Software show command.

It does not matter which trunking mode (auto, desirable, on, or off) you configure on the switch
port—the special trunk will be negotiated through DTP and CDP.

Spanning Tree Protocol (STP) does run over the trunk, with two instances—one for the native
VLAN and one for the voice VLAN. STP PortFast is also enabled automatically, so be careful
that only asingle host device is connected to the phone's PC port.

Voice QoS

The most important aspect of transporting voice traffic across a switched campus network is main-
taining the proper QoS level. Voice packets must be delivered in the most timely fashion possible,
with littlejitter, littleloss, and little delay. Remember, a user expectsto receive adia tone, acall to
go through, and a good-quality audio connection with the far end when an IP Phoneis used. Above
that, any call that is made could be an emergency “911" call. It isthen very important that QoS be
properly implemented.

QoS Trust
Recall from Chapter 16, “Quality of Service Overview,” that you must define a trust boundary for
QoS information in a network. Inside this boundary, QoS information can be inherently trusted
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because every network device has similar QoS palicies configured. QoS information coming from
outside this boundary can be overwritten unconditionally or for specific conditions.

When a Cisco IP Phone is connected to a switch port, think of the phone as another switch (which
itis). If youinstall the phone as apart of your network, you can probably trust the QoSinformation
relayed by the phone.

However, remember that the phone also has two sources of data:

m TheVolP packets native to the phone—The phone can control precisely what QoS
information isincluded in the voice packets because it produces those packets.

m Theuser PC data switch port—Packetsfrom the PC data port are generated el sewhere, so the
QoS information can not necessarily be trusted to be correct or fair.

A switchinstructs an attached |P Phone through CDP messages asto how it should extend QoS trust
to its own user data switch port. To configure the trust extension, use the following interface
configuration command:

Switch(config-if)# switchport priority extend {cos value | trust}

Normally, the QoS information from a PC connected to an |P Phone should not be trusted. Thisis
because the PC’s applications might try to spoof CoS or Differentiated Services Code Point (DSCP)
settings to gain premium network service. In this case, use the cos keyword so that the CoS bits are
overwritten to value by the I P Phone as packets are forwarded to the switch. If CoS values from the
PC cannot be trusted, they should be overwritten to avalue of 0.

In some cases, the PC might be running trusted applicationsthat are all owed to request specific QoS
or levels of service. Here, the | P Phone can extend complete QoS trust to the PC, allowing the CoS
bits to be forwarded through the phone unmodified. Thisis done with the trust keyword.

By default, aswitch instructs an attached | P Phone to consider the PC port as untrusted. CoS values
are overwritten to O.

Voice Packet Classification
Cisco I P Phones use the following Skinny protocols (TCP ports 2000 through 2002) for call control
information:

m  Skinny Client Control Protocol (SCCP)—TCP port 2000
m  Skinny Station Protocol (SSP)—TCP port 2001
m  Skinny Gateway Protocol (SGP)—TCP port 2002
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The Real-time Transport Protocol (RTP) carries all the voice-bearer traffic (the actual audio
payload) using UDP ports negotiated by the call control protocols.

Switches needing to classify voice call control traffic used by Cisco IP Phones should match against
the static TCP ports 2000 through 2002. This can be done with an | P accesslist and amatch access-
group command.

To classify the voice-bearer traffic, a switch must identify the RTP packets that are on negotiated
UDP port numbers, which you can accomplish with the match protocol rtp Network-Based
Application Recognition (NBAR) command.

A Cisco IP Phone marks its own QoS information, according to the following rules:

m  SCCP voice control packets receive CoS 3, |P Precedence 3, and DSCP 26 (AF31).
m RTP voice bearer packets receive CoS 5, | P Precedence 5, and DSCP 46 (EF).
m PC data packets can be marked with a configurable CoS value or left unchanged.

Queuing for Voice Traffic
By default, most Catalyst switch ports are configured to have packets with specific CoS values
placed in specific egress queues. For exampl e, packetswith CoS 3 are usually placed into the higher-
threshold, lower-priority standard queue. Packets with CoS 5 are always placed into the strict-
priority queue for premium service.

Notice that these two CoS values correspond to the values assigned to voice traffic by an |P Phone.
Therefore, the default switch behavior gives the appropriate QoS to voice traffic—if each switch
along the path has QoS properly enabled and configured.

Voice call control packets (Skinny protocol) are always marked with CoS 3 and are scheduled into
the egress queues for better service than normal data (CoS 0, 1, or 2). Voice bearer packets (RTP)
are always marked with CoS 5 and are always scheduled into the strict-priority queue. This ensures
premium QoS treatment for the audio portion of a phone call.

Verifying Inline Power, Voice VLANSs, and Voice QoS

Although you might encounter awide variety of |P Telephony problems, this section details some
of the more common issues to check, as covered in this chapter. For more thorough information
about troubleshooting | P Telephony, consult the Cisco Presstitle, Troubleshooting | P Telephony.
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Verifying Inline Power
You can verify the inline power status for a switch port with the following EXEC command:

Switch# show power inline [type mod/num]
Example 18-2 provides some sample output from this command.

Example 18-2 Displaying Inline Power Satus for a Switch Port

Switch# show power inline

Interface Admin Oper Power Device
(Watts)

Fao/1 auto on 6.3 Cisco IP Phone 7960

Fa0/2 auto off 0 n/a

Fao/3 auto on 6.3 Cisco IP Phone 7960

CAUTION A Catalyst switch waits for 4 seconds after inline power is applied to a port to seeif
an |P Phone does indeed come alive. If not, the power is removed from the port.

Be careful if you plug an | P phone into a switch port, and then remove it and plug in a normal
Ethernet device. Theinline power could still be applied during the 4-second interval, damaging a

nonpowered device. Wait 10 seconds after unplugging an | P Phone before plugging anything back
into the same port.

Verifying Voice VLANs
Verifying the operation of the link between aswitch port and an IP Phoneisnot easy. Thisisbecause

the link can operate as a special-case, two-VLAN 802.1Q trunk, but the link never appearsto be
trunking according to any 1OS show commands.

First, you should determine if the switch and 1P Phone are actually communicating. Use the
following EXEC command to seeif the phone has advertised itself to the switch:

Switch# show cdp neighbors type mod/num detail

Next, verify the accessVLAN being used on the switch port, along with the voice VLAN (if any).
You can find these values with the following EXEC command:

Switch# show interface type mod/num switchport
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Example 18-3 demonstrates some sample output from the show cdp neighbor s detail and show
interface switchport commands. Notice that the device is a Cisco IP Phone, a*“ native” trunk is
being used, the native VLAN is 1, and the voice VLAN is 2.

Example 18-3 Determining Switch/I P Phone Communication and Switch Port/Voice VLAN

Switch# show cdp neighbors fast 0/1 detail

Device ID: SEP@03094C35E4D

Entry address(es):

Platform: Cisco IP Phone 7960, Capabilities: Host
Interface: FastEthernet@/1, Port ID (outgoing port): Port 1
Holdtime : 144 sec

Version :
P00303020215

advertisement version: 2
Duplex: full
Power drawn: 6.300 Watts

Switch#

Switch# show interface fast @0/1 switchport
Name: Fa0/1

Switchport: Enabled

Administrative Mode: dynamic desirable
Operational Mode: static access
Administrative Trunking Encapsulation: negotiate
Operational Trunking Encapsulation: native
Negotiation of Trunking: On

Access Mode VLAN: 1 (default)

Trunking Native Mode VLAN: 1 (default)
Administrative private-vlan host-association: none
Administrative private-vlan mapping: none
Operational private-vlan: none

Trunking VLANs Enabled: ALL

Pruning VLANs Enabled: 2-1001

Protected: false

Unknown unicast blocked: disabled

Unknown multicast blocked: disabled

Voice VLAN: 2 (VLANQOQO2)

Appliance trust: none

Switch#

Verifying Voice QoS
A switch port can be configured with a QoS trust state with the connected device. If that deviceis
an |P Phone, the switch can instruct the phone to extend QoS trust to an attached PC or not.
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To verify how QoS trust has been extended to the IP Phone itself, use the following EXEC
command:

Switch# show mls qos interface type mod/num

If the port istrusted, all traffic forwarded by the | P Phone is accepted with the QoS information left
intact. If the port is not trusted, even the voice packets can have their QoS information overwritten
by the switch. Example 18-4 demonstrates some sample output from the show mls qosinterface
command, where the switch port is trusting CoS information from the attached I1P Phone.

Example 18-4 \erifying QoS Trust to the IP Phone

Switch# show mls qos interface fast 0/1
FastEthernet@/1

trust state: trust cos

trust mode: trust cos

COS override: dis

default COS: 0

DSCP Mutation Map: Default DSCP Mutation Map
trust device: none

Next, you can verify how the | P Phone has been instructed to treat incoming QoS information from
its attached PC or other device. Thisis shown in thetrust device: linein Example 18-4, where the
deviceisthe IP Phone's device. You can also use the following EXEC command:

Switch# show interface type mod/num switchport

Here, the device trust is called appliance trust, as shown in Example 18-5.

Example 18-5 An Alternate Method for \Verifying QoS Trust to an |P Phone

Switch# show interface fast 0/1 switchport
Name: Fa@/1

Switchport: Enabled

[output deleted...]

Voice VLAN: 2 (VLAN0OQO2)

Appliance trust: none

To see the queuing strategies for a switch port, use the following EXEC command:
Switch# show interface type mod/num capabilities

Example 18-6 shows some sample output from this command. Notice that this switch port has an
egress queue type of 1p3q0t, hinting that there is one strict-priority queue (1p), three standard
gueues (3q), and no Weighted Random Early Detection (WRED) thresholds (Ot).
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Example 18-6 Displaying Queuing Strategies for a Switch Port

Broadcast suppression:

Switch# show int fas @/1 cap

FastEthernet@/1
Model: WS -C3550-24 -PWR
Type: 10/100BaseTX
Speed: 10,100, auto
Duplex: half,full,auto
Trunk encap. type: 802.1Q,ISL
Trunk mode: on,off,desirable,nonegotiate
Channel: yes

percentage(0-100)

Flowcontrol: rx-(off,on,desired),tx- (none)
Fast Start: yes
Q0S scheduling: rx-(1q0t),tx-(490t),tx- (1p3q0t)
CoS rewrite: yes
ToS rewrite: yes
UDLD: yes
Inline power: yes
SPAN: source/destination
PortSecure: yes
Dotix: yes
Switch#

To verify how the CoS values map packets into the egress port queues, use one of the following

EXEC commands:

Switch# show mls qos interface type mod/num queueing
Switch# show queueing interface type mod/num

The first command is used on a Catalyst 3550, while the second command is used on a Catalyst
6500.

Example 18-7 shows some sample output from the show mls qosinterface queueing command.
Notice that the strict-priority queue (also called the expedite queue) is enabled. Here, queues 1
through 3 are the standard queues, and queue 4 is the strict-priority queue. CoS value 3 (used for
voice call control packets) is mapped into the medium-priority standard queue, while CoS 5 (used
for voice bearer packets) goesinto the highest-priority standard queue. Preferably, CoS 5 should be
mapped to the strict-priority queue. The CoS-to-queue mapping can be reconfigured, if necessary.
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Determining How CoS Values Map Packets to Egress Port Queues
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Switch# show mls qos interface fast 0/1 queueing
FastEtherneto/1

Egress expedite queue: ena
wrr bandwidth weights:
gqid-weights
25

2 - 25

3 -25

4 - 25
Cos-queue map:
cos-qid

1
1

4

Switch#

when expedite queue is disabled
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Foundation Summary

The Foundation Summary isacollection of information that provides a convenient review of many
key conceptsin this chapter. If you are aready comfortable with the topics in this chapter, this
summary could help you recall afew details. If you just read this chapter, this review should help
solidify some key facts. If you are doing your final preparation before the exam, this summarized
information is a convenient way to review the day before the exam.

Table 18-3 Commands for Configuring I P Telephony on a Catalyst Switch

Task Command Syntax

Set inline power behavior. power inline{auto | never}

Define the trunking on aport to a switchport voice vlan {vlan-id | dot1p | untagged | none}
Cisco |P Phone.

Define trust relationship of the IP switchport priority extend { cos value | trust}

Phone.

You can use the commands in Table 18-4 to verify or troubleshoot |P Telephony on a Catalyst
switch.

Table 18-4 Commands for Troubleshooting |P Telephony on a Catalyst Switch

Task Command Syntax

Show inline power status. show power inline [type mod/num]

Verify the voice VLAN. show interface type mod/num switchport
Show how QoS trust is extended to show mls gos inter face type mod/num
phone.

Show queuing strategy of a port. show interface type mod/num capabilities

Seehow CoSvaluesaremappedinto | show mls qosinterface type mod/num queueing
port queues.
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answers. Rather than allowing you to derive the
answers from clues hidden inside the questions themselves, the questions challenge your under-
standing and recall of the subject. Hopefully, these questions will help limit the number of exam
guestions on which you narrow your choices to two options and then guess.

The answers to these questions can be found in Appendix A.

1.

2
3
4,
5

10.

11.

How does a Catalyst switch detect that a connected device is capable of using inline power?
What type of trunk can be used between a Catalyst switch port and a Cisco | P Phone?

When atrunk is used on an I P Phone, on which VLAN isthe datafrom an attached PC carried?
What is the difference between the VVID and the PVID?

Can the CoS information from the voi ce traffic be passed when the switchport voice vlan
untagged command is used? If so, how?

What is the advantage of using the switchport voice vian dot1p command?
By default, does a Cisco |P Phone trust QoS information from an attached PC?

The command switchport priority extend cos 5 is entered for a switch port. Is this agood
decision? Why or why not?

How can a switch classify Vol P voice bearer packets that are carried by RTP?

The show power inline command is used to check the power status on each switch port. If the
output is as shown here, what can you assume about interface fastethernet 0/17?

Interface Admin Oper Power Device
(Watts)

Fao/1 auto off 0 n/a

Fao/2 auto on 6.3 Cisco IP Phone 7960

What command can verify the QoS trust rel ationship between an IP Phone and its attached PC?
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m Switch Authentication, Authorization, and
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management access to users.
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Securing Switch Access

Traditionally, users have been able to connect a PC to a switched network and gain immediate
access to enterprise resources. As networks grow and as more confidential data or restricted
resources become available, it isimportant to limit the access that users receive.

Catalyst switches have avariety of methods that can secure or control user access. Users can be
authenticated as they connect to or through a switch, and authorized to perform certain actions
on aswitch. User access can be recorded as switch accounting information. The physical switch
port access can also be controlled based on the user’'s MAC address or authentication.

“Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide what parts of this
chapter to use. If you already intend to read the entire chapter, you do not necessarily need to

answer these questions now.

The quiz, derived from the major sections in the “ Foundation Topics® portion of the chapter,
helps you determine how to spend your limited study time.

Table 19-1 outlines the major topics discussed in this chapter and the “Do | Know This
Already?’ quiz questions that correspond to those topics.

Table 19-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section

Questions Covered in This Section

Switch AAA 1-3
Port Security 4-7
Port-based Authentication 8-12

CAUTION Thegoal of self-assessment isto gauge your mastery of the topicsin this chapter.
If you do not know the answer to a question or are only partially sure of the answer, you
should mark this question wrong. Giving yourself credit for an answer you correctly guess
skews your self-assessment results and might provide you with a false sense of security.
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1. If the username command is used in a switch configuration, what method of authenticationis
implied?
a. Remote
b. Loca
¢. RADIUS
d. TACACS+

2. Which one of the following commands should be used to configure a vty line to use the
“myservers’ authentication method list?

a. lineauthentication myservers
b. authentication myservers
c. authentication method myservers

d. login authentication myservers

3. If auser needsto bein the privileged EXEC or enable mode, which part of AAA must succeed?

a. Authentication
b. Authorization
c. Accounting

d. Administration

4. Which switch feature can grant access through a port only if the host with MAC address
0005.0004.0003 is connected?

a. SPAN

b. MAC addressACL

c. Port security

d. Port-based authentication

5. Port security is being used to control access to a switch port. Which one of these commands
will put the port into the errdisable state if an unauthorized station connects?

a. switchport port-security violation protect
b. switchport port-security violation restrict
c. Switchport port-security violation errdisable
d. switchport port-security violation shutdown
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6. If port security isleft to its default configuration, how many different MAC addresses can be
learned at one time on a switch port?

a. O

b. 1

c. 16
d. 256

7. Thefollowing commands are configured on a Catalyst switch port. What happens when the
host with MAC address 0001.0002.0003 tries to connect?

switchport port-security

switchport port-security maximum 3

switchport port-security mac-address 0002.0002.0002
switchport port-security violation shutdown

a. The port shuts down.

b. Thehost isalowed to connect.

¢. Thehost isdenied a connection.

d. The host can connect only when 0002.0002.0002 is not connected.

8. What protocol is used for port-based authentication?

a. 802.1D
b. 802.1Q
c. 802.1x
d. 802.1w

9. When 802.1x is used for a switch port, where must it be configured?
a. Switch port and client PC
b. Switch port only
c. Client PConly
d. Switch port and a RADIUS server
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10. When port-based authentication is globally enabled, what is the default behavior for all switch
ports?
a. Authenticate users before enabling the port.
b. Allow all connections without authentication.
¢. Do not allow any connections.
d. Thereisno default behavior.

11. After port-based authentication is enabled, what method is available for a user to authenticate?
a. Web browser

b. Telnet session
c. 802.1x client
d. DHCP

12. Theusersin adepartment are using avariety of host platforms, some old and some new. All of
them have been approved with auser ID in a RADIUS server database. Which one of these
features should be used to restrict access to the switch ports in the building?

a. AAA Authentication

b. AAA Authorization

c. Port security

d. Port-based authentication

Theanswerstothe“Do | Know ThisAlready?’ quiz are found in Appendix A, “Answersto Chapter
‘Dol Know ThisAlready? Quizzes and Q&A Sections.” The suggested choices for your next step
are asfollows:

m 10 or lessoverall score—Read the entire chapter. Thisincludes the “Foundation Topics,”
“Foundation Summary,” and “Q& A" sections.

m 11 or 12 overall score—If you want more review on these topics, skip to the “Foundation
Summary” section and then gotothe Q& A” section at the end of the chapter. Otherwise, move
to Chapter 20, “ Securing with VLANS."
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Foundation Topics

Switch AAA

You can manage user activity to and through a switch with authentication, authorization, and
accounting (AAA) features. AAA uses standardized methods to challenge usersfor their credentials
before accessis allowed or authorized. Accounting protocols can also record user activity on a
switch.

Authentication
Switch or network access can be granted only after a user’s identity has been validated. User
authentication is commonly used on switches and routers to limit Telnet access to the network
administration staff. In this case, when someone uses Telnet to log on to a switch, that individual is
first challenged with a username and password. Theindividual’'s credential s are then submitted to a
device that can grant the user access.

User authentication can be handled by several methods:

m  Usernames and passwords configured locally on the switch
m  Oneor more external Remote Authentication Dial-In User Service (RADIUS) servers
m  Oneor moreexterna Terminal Access Controller Access Control System+ (TACACSH) servers

Any combination of these methods can be used. In fact, authentication must be defined by grouping
the desired methods into a method list. The list contains the types or protocols that will be used, in
the sequential order that they will be tried.

To use authentication on a Catalyst switch, you must configure several thingsin the following order:

Step 1 Enable AAA on the switch.

By default, AAA isdisabled. Therefore, al user authentication is handled
locally, by configured usernames and passwords. To enable AAA, use the
following global configuration command:

Switch(config)# aaa new-model

The new-model refersto the use of method lists, where authentication
methods and sources can be grouped or organized. The new model is much
more scalable than the “old model,” where the authentication source was
explicitly configured.
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Step 2

Step 3

Define the source of authentication.

You can compare user credentials against locally configured usernames and
passwords, or against a database managed by external RADIUS or
TACACSH+ servers.

Use locally configured usernames and passwords as alast resort, when no
other authentication servers are reachable or in use on the network. To define
ausername, use the following global configuration command:

Switch(config)# username username password password

RADIUS or TACACS+ servers are defined in groups. First, define each
server along with its secret shared password. This string isknown only to the
switch and the server and provides a key for encrypting the authentication
session. Use one of the following global configuration commands:

Switch(config)# radius-server host {hostname | ip-address} [key string]
Switch(config)# tacacs-server host {hostname | ip-address} [key string]

Then, define a group name that will contain alist of servers, using the
following global configuration command:

Switch(config)# aaa group server {radius | tacacs+} group-name

Define each server of the group type with the following server-group
configuration command:

Switch(config)# server ip-address

You can define multiple RADIUS or TACACS+ servers by repeating these
commands.

Define alist of authentication methods to try.

You can list switch login authentication methods by giving the method a
descriptive name or as the unnamed “default” method. List each method or
protocol typein the order that it should betried. If none of the serversfor the
first method respond, the switch tries the serversin the next method listed.

Use the following global configuration command to define a method list:

Switch(config)# aaa authentication login {default | 1ist-name} method1
[method2 ...]

Here, the methods refer to these values:

* tacacst—Each of the TACACS+ servers configured on the switch will be
tried, in the order that it was configured.

* radius—Each of the RADIUS servers configured on the switch will be
tried, in the order that it was configured.
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* local—The user’s credentials will be compared against al of the
user name commands configured on the local switch.

¢ line—The line passwords authenticate any connected user. No usernames
can be used.

NOTE Besureto add either the local or line method at the end of thelist, asalast
resort. Thisway, if al of the RADIUS or TACACS+ servers are unavailable or the
switch is completely isolated from the rest of the network, alocally configured
authentication method will still eventually be used. Otherwise, you will never be
able to get into the switch.

Step 4 Apply amethod list to aswitch line.

First, select aline (console or vty for Telnet access) using theline line
command. Then, trigger the user authentication on that lineto use an AAA
method list. Use the following line configuration command:

Switch(line)# login authentication {default | Iist-name}

You can use the default method list if only onelist is sufficient for al
circumstances on the switch. Otherwise, if you have configured named
method lists, you can reference one of them here.

CAUTION After authentication is configured on a switch, it is agood ideato stay
logged in on one session so that the authentication can be tested. If you exit the
configuration session, you will not be able to log in again if the authentication is
misconfigured. While you stay logged in on the original session, bring up a new
Telnet session to the switch. If you can successfully authenticate, everything is
properly configured.

Authorization
After auser isauthenticated, the switch allows accessto certain services or switch commands based
on the user’s privilege level. Authenticating puts the user at the EXEC level, by default. Certain
commands, such as show interface, are available at the EXEC level. Other commands, such as
configure terminal, are accessible only if the user is able to move into the privileged EXEC or
“enable’” mode.

Authorization provides a means to grant specific users the ability to perform certain tasks. Like
authentication, authorization is performed by querying external RADIUS or TACACS+ servers. If
the authorization server has an entry for auser and a service or command, the switch allowsthe user
to perform that task.
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You configure authorization by first defining any RADIUS or TACACS+ servers that will be used.
These are normally defined as part of the authentication configuration and do not need to be
redefined for authorization.

Next, defineamethod list of authorization methodsthat will betried in sequence using thefollowing
global configuration command:

Switch(config)# aaa authorization {commands | config-commands | configuration | exec
network | reverse-access} {default | l1ist-name} method1 [method2 ...]

Here, you specify the function or service needing authorization with one of the following values:

m commands—The server must return permission to use any switch command at any privilege
level.

m config-commands—The server must return permission to use any switch configuration
command.

m configuration—The server must return permission to enter the switch configuration mode.

m  exec—Theserver must return permission for the user to run aswitch EXEC session. The server
can also return the privilege level for the user so that the user can immediately be put into the
privileged EXEC (“enable”) mode without having to type in the enable command.

m network—The server must return permission to use network-related services.

m reverse-access—The server must return permission for the user to access areverse Telnet
session on the switch.

You can identify the method with a descriptive name (list-name), if you are configuring more than
onelist. Otherwise, asingleunnamed list iscalled the default list. Each authorization method isthen
listed in the order it will be tried. The methods can be any of the following values:

group group-name—Requests are sent to the serversin a specific group.
group {radius | tacacs+} —Requests are sent to all servers of thistype.
if-authenticated—Requests are granted if the user is already authenticated.

none—No external authorization is used; every user is successfully authorized.

NOTE Only TACACS+ servers can authorize users with permission to use specific commands.
RADIUS servers offer more of an “all-or-nothing” approach.

Next, you can apply an authorization method list to a specific line on the switch. Users accessing
the switch through that line will be subject to authorization. Use the following line configuration
command:

Switch(config-line)# authorization {commands level | exec | reverse-access} {default |
list-name}
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If you do not use this command, the default group will be used for all lines.

Accounting
Catalyst switches also support the capability to use AAA for producing accounting information of
user activity. RADIUS and TACACS+ servers can also collect this accounting information from
switches, if wanted. Again, the RADIUS and TACACS+ servers must already be configured and
grouped as part of the authentication configuration.

Asusual, you must define a method list giving a sequence of accounting methods by using the
following global configuration command:

Switch(config)# aaa accounting {system | exec | commands level} {default | list-name}
{start-stop | stop-only | wait-start | none} method? [method2 ...]

The function triggering the accounting can be one of the following:

m system—Magjor switch events such as areload will be recorded.

m  exec—User authentication into an EXEC session isrecorded, along with information about the
user’s address and the time and duration of the session.

m commands level—Information about any command running at a specific privilege level is
recorded, along with the user that issued the command.

You can specify that certain types of accounting records be sent to the accounting server using the
following keywords:

m start-stop—Events are recorded when they start and stop.
m stop-only—Events are recorded only when they stop.
m none—No events are recorded.

Next, you can apply an accounting method list to a specific line on the switch. Users accessing the
switch through that line will have their activity recorded. Use the following line configuration
command to accomplish this:

Switch(config-line)# accounting {commands Ievel | connection | exec} {default | 1ist-name}

If you do not use this command, the default group will be used for all lines.
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Port Security

In some environments, a network must be secured by controlling what stations can gain access to
the network itself. Where user workstations are stationary, their MAC addresses can always be
expected to connect to the same access layer switch ports. If stations are mobile, their MAC
addresses can be dynamically learned or added to alist of addresses to expect on a switch port.

Catalyst switches offer the port security feature to control port access based on MAC addresses. To
configure port security on an access layer switch port, begin by enabling it with the following
interface configuration command:

Switch(config-if)# switchport port-security

Next, you must identify aset of allowed MAC addresses so that the port can grant them access. You
can explicitly configure addresses or they can be dynamically learned from port traffic. On each
interface that uses port security, specify the maximum number of MAC addresses that will be
allowed access using the following interface configuration command:

Switch(config-if)# switchport port-security maximum max-addr

By default, only one MAC address will be allowed access on each switch port. You can set the
maximum number of addressesin the range of 1 to 1024.

Each interface using port security dynamically learns MAC addresses by default. MAC addresses
arelearned ashoststransmit frames on aninterface. Theinterface learns up to the maximum number
of addresses allowed. L earned addresses can al so be aged out of thetableif those hostsare silent for
aperiod of time. By default, no aging occurs.

You can also statically define one or more MAC addresses on an interface. Any of these addresses
are alowed to access the network through the port. Use the following interface configuration
command to define a static address:

Switch(config-if)# switchport port-security mac-address mac-addr

The MAC addressis given in dotted-triplet format. If the number of static addresses configured is
less than the maximum number of addresses secured on a port, the remaining addresses are
dynamically learned. So, be sure to set the maximum number appropriately.

Finally, you must define how each interface using port security should react if aMAC addressisin
violation by using the following interface configuration command:

Switch(config-if)# switchport port-security violation {shutdown | restrict | protect}
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A violation occurs if more than the maximum number of MAC addresses are learned, or if an
unknown (not statically defined) MAC address attempts to transmit on the port. The switch port
takes one of the following configured actions when a violation is detected:

m shutdown—The port isimmediately put into the errdisable state, which effectively shutsit
down. It must be re-enabled manually or through errdisable recovery to be used again.

m restrict—The port isalowed to stay up, but all packets from violating MAC addresses are
dropped. The switch keeps arunning count of the number of violating packets and can send an
SNMP trap and a syslog message as an alert of the violation.

m protect—The port is allowed to stay up, asin the restrict mode. Although packets from
violating addresses are dropped, no record of the violation is kept.

Port-Based Authentication

Catalyst switches can support port-based authentication, a combination of AAA authentication and
port security. This featureis based on the |EEE 802.1x standard.

Basically, aswitch port will not pass any traffic until auser has authenticated with the switch. If the
authentication is successful, the user can use the port normally.

For port-based authentication, both the switch and the end —user’s PC must support the 802.1x stan-
dard, using the Extensible Authentication Protocol over LANs (EAPOL). The 802.1x standard isa
cooperative effort between the client and the switch offering network service. If the client PC is con-
figured to use 802.1x but the switch does not support it, the PC abandons the protocol and commu-
nicates normally. However, if the switch is configured for 802.1x but the PC does not support it, the
switch port remains in the unauthorized state so that it will not forward any traffic to the client PC.

NOTE 802.1x EAPOL isalLayer 2 protocol. At the point where a switch detects the presence of
adevice on a port, the port remains in the unauthorized state. Therefore, the client PC cannot
communicate with anything other than the switch by using EAPOL. If the PC does not already
have an |P address, it cannot request one. The PC also has no knowledge of the switch or its P
address, so any means other than aLayer 2 protocol isnot possible. Thisiswhy the PC must also
have an 802.1x-capable application or client software.

An 802.1x switch port beginsin the unauthorized state so that no data other than the 802.1x protocol
itself is allowed through the port. Either the client or the switch can initiate an 802.1x session. The
authorized state of the port ends when the user logs out, causing the 802.1x client to inform the
switch to revert back to the unauthorized state. The switch can aso time out the user’s authorized
session. In this event, the client must reauthenticate to continue using the switch port.
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802.1x Configuration
Port-based authentication uses a variety of methods to authenticate potential clients. A method list
is configured, defining the methods to be tried in sequence. Begin by configuring an 802.1x method
list with the following global configuration command:

Switch(config)# aaa authentication dotix {default | Iist-name} method1 [method2 ...]

Be sure that the aaa new-model command has already been configured. Here, amethod is defined
by one of the following keywords:

m group {group-name | radius | tacacst+}—Authentication servers are used to authenticate the
user. These are configured as the group group-name. Otherwise, al the available RADIUS or
TACACS+ servers aretried. These servers are configured exactly the same asthe AAA feature.

m enable—The enable password authenticates the user.

m line—Theline password authenticates the user. Thisappliesonly when 802.1x isbeing used on
aswitch line (console or vty).

m local—Thelocally defined usernames and passwords are used to authenticate the user.
m none—No authentication is performed.

If RADIUS or TACACS+ servers are used as a method, including one of the local methods at the
end of thelineiswise. Thisgives apredictable last-resort method if all of the authentication servers
are unavailable. Otherwise, users or support staff could be locked out of the switch.

Next, enable the use of 802.1x on the switch with the following global configuration command:
Switch(config)# dotix system-auth-control

You must configure each switch port that will use 802.1x. Use the following interface configuration
command to set the authentication state:

Switch(config-if)# dotix port-control {force-authorized | force-unauthorized | auto}

Here, the 802.1x stateis one of the following:

m force-authorized—The port is forced to aways authorize any connected client. No authenti-
cation is necessary. Thisis the default state for all switch ports when 802.1x is enabled.

m force-unauthorized—The port is forced to never authorize any connected client. As aresult,
the port cannot move to the authorized state to pass traffic to a connected client.

m auto—Theport usesan 802.1x exchangeto move from the unauthorized to the authorized state,
if successful. This requires an 802.1x-capable application on the client PC.
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It might be obvious that port-based authentication is tailored for controlling access to a single host
PC that is connected to a switch port. However, it also supports cases where multiple hosts are
attached to a single switch port through an Ethernet hub or another access layer switch.

If the switch should expect to find multiple hosts present on the switch port, use the following
interface configuration command:

Switch(config-if)# dotix multi-hosts
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Foundation Summary

The Foundation Summary is acollection of tables that provides a convenient review of many key
conceptsin thischapter. If you are aready comfortable with the topicsin this chapter, this summary
can help you recall afew details. If you just read this chapter, this review should help solidify some

key facts. If you are doing your final preparation before the exam, these tables and figuresare a
convenient way to review the day before the exam.

Table 19-2 AAA Configuration Commands

Task

Command Syntax

Enable AAA on aswitch.

aaa new-model

Use local authentication.

username username password pamord

Define individual
authentication servers.

radius-server host { hosthame | ip-address} [key string]

tacacs-server host { hostname | ip-address} [key string]

Define a group of
authentication servers.

aaa group server {radius|tacacst} group-name

server ip-address

Definealist of authentication
methods to try.

aaa authentication login {default | list-name} methodl [method? ...]

Apply an authentication
method list to aline.

login authentication { default | list-name}

Define alist of authorization
methods to try.

aaa authorization { commands | config-commands | configuration |
exec | network | rever se-access} {default | list-name} methodl
[method2 ...]

Apply an authorization
method list to aline.

authorization {commands level | exec | rever se-access} {default | list-
name}

Define alist of accounting
methods to try.

aaa accounting { system | exec | commands level} {default | list-name}
{start-stop | stop-only | wait-start | none} methodl [method? ...]

Apply an accounting method
listtoaline.

accounting { commands level | connection | exec} {default | list-name}
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Table 19-3 Port Security Configuration Commands

Task

Command Syntax

Enable port security on an
interface.

switchport port-security

Set the maximum number of
learned addresses.

switchport port-security maximum max-addr

Define a static MAC address.

switchport port-security mac-address mac-addr

Define an action to take.

switchport port-security violation { shutdown | restrict | protect}

Table 19-4

Port-based Authentication Configuration Commands

Task

Command Syntax

Define a method list for 802.1x.

aaa authentication dot1x { default | list-name} methodl1 [method? ...]

Globally enable 802.1x.

dot1x system-auth-control

Definethe 802.1x behavior ona
port.

dot1x port-control {force-authorized | force-unauthorized | auto}

Support more than one host on
aport.

dot1x multi-hosts
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Q&A

The questions and scenarios in this book are more difficult than what you should experience on the
actual exam. The questions do not attempt to cover more breadth or depth than the exam; however,
they are designed to make sure that you know the answers. Rather than allowing you to derive the
answers from clues hidden inside the questions themselves, the questions challenge your under-
standing and recall of the subject. Hopefully, these questions will help limit the number of exam
questions on which you narrow your choices to two options and then guess.

The answers to these questions can be found in Appendix A.

1.
2.

10.

What does the acronym “AAA” stand for?
What external methods of authentication does a Catalyst switch support?

A RADIUS server islocated at |P address 192.168.199.10. What command configures a
Catalyst switch to find the server?

A Catalyst switch should be configured to authenticate users against RADIUS servers first,
followed by TACACS+ servers. What command can define the authentication methods? Make
sure users can still authenticate if none of the servers are available.

What is the purpose of authorization? What happens if authorization is not used?

Isit possible to use different methods to authorize users to run switch commands instead of
making configuration changes?

When might the command switchport port-security maximum 2 be used?

After port-based authentication is configured and enabled, can any host connect as long as the
user can authenticate?

When the 802.1x for ce-authorized keyword is used, how does the switch react to users
attempting to connect?

Can morethan one host be authenticated on asingle switch port with port-based authentication?






This chapter covers the
following topics that you
need to master for the CCNP
BCMISN exam:

m VLAN AccessLists—Thissection discusses
how traffic can be controlled withinaVLAN.
You can use VLAN access control lists
(ACLys) to filter packets even asthey are
bridged or switched.

m Private VL ANs—This section explains the
mechanisms that you can use to provide
isolation within asingle VLAN. Private
VLANSs have aunidirectional nature; several
of them can be isolated, yet share acommon
subnet and gateway.

m Switch Port Monitoring—This section
presents the Catalyst features that allow
traffic on switch ports or VLANSs to be
monitored on a different switch port.
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Securing with VLANSs

Traditionally, traffic has been filtered only at router boundaries, where packets are naturally
inspected before forwarding. Thisis true within Catalyst switches because access lists can be
applied asapart of mutlilayer switching. Catalysts can alsofilter packetsevenif they stay within
the sameVLAN; and VLAN access control lists, or VACLS, provide this capabiltiy.

Catalyst switches also have the capability to logically divide asingle VLAN into multiple

partitions. Each partition can be isolated from others, with all of them sharing a common IP
subnet and a common gateway address. Private VLANs make it possible to offer up asingle
VLAN to many disparate customers or organizations without any interaction between them.

Finally, switch ports must be monitored at timesfor troubleshooting purposes. Catalyst switches
can mirror switch portsor VLANSsonto other ports so that anetwork analysis device can capture
or “listenin” on interesting traffic within the switch. The Switch Port Analysis (SPAN) feature
can mirror ports on the same switch or across a switched network to aremote switch.

“Do | Know This Already?” Quiz

The purpose of the “Do | Know ThisAlready?’ quiz isto help you decide what parts of this
chapter to use. If you already intend to read the entire chapter, you do not necessarily need to
answer these questions now.

The quiz, derived from the major sections in the “ Foundation Topics® portion of the chapter,
helps you determine how to spend your limited study time.

Table 20-1 outlines the major topics discussed in this chapter and the “Do | Know This
Already?’ quiz questions that correspond to those topics.

Table 20-1 “ Do | Know This Already?” Foundation Topics Section-to-Question Mapping

Foundation Topics Section Questions Covered in This Section
VLANACLs 14
Private VLANs 58

Monitoring Switch Ports 9-12
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CAUTION The goal of self-assessment is to gauge your mastery of the topics in this chapter. If
you do not know the answer to aquestion or are only partially sure of the answer, you should mark
this question wrong. Giving yourself credit for an answer you correctly guess skews your self-
assessment results and might give you a false sense of security.

1.  Which one of the following can filter packets even if they are not routed to another Layer 3
interface?

a. |P extended accesslists
b. MAC address access lists
c¢. VLAN accesslists

d. Port-based accesslists

2. Inwhat part of a Catalyst switch are VLAN ACLs implemented?

a. NVRAM
b. CAM

c. RAM

d. TCAM

3. Which of the following commands can implement aVLAN ACL called “test?’
a. accesslist vlan test
b. vacl test
c. switchport vacl test
d. vlan access-map test

4. After aVACL isconfigured, whereisit applied?
a. Globally onaVLAN
b. OntheVLAN interface
c. IntheVLAN configuration
d. Onall portsor interfaces mapped to aVLAN

5.  Which of the following private VLANSs is the most restrictive?
a. Community VLAN
b. Isolated VLAN
¢. Restricted VLAN
d. PromiscuousVLAN
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The vlan 100 command has just been entered. What is the next command needed to configure
VLAN 100 as a secondary isolated VLAN?

a.
b.
c.

d.

private-vlan isolated

private-vlan isolated 100

pvlan secondary isolated

No further configuration is necessary.

What type of port configuration should you use for private VLAN interfaces on arouter?

Host
Gateway
Promiscuous

Transparent

Promiscuous ports must be to primary and secondary VLANS, and

host ports must be
a.
b.
C.

d.

mapped, associated
mapped, mapped
associated, mapped
associated, associated

Which of the following allows a port to be mirrored to another port on the same switch?

VSPAN
RSPAN
SPAN

CSPAN

What must be used to connect switches used for RSPAN?

a.
b.
c.

d.

An 802.1Q trunk

Access-mode switch ports (single VLAN)
A private VLAN over atrunk

An RSPAN VLAN over atrunk
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11. What isthe most important difference between an RSPAN VLAN and aregular VLAN?

a. The RSPAN VLAN disables MAC address learning.
b. The RSPAN VLAN uses static MAC address definitions.

c¢. The RSPAN VLAN hasthe RSPAN source and destination MAC addresses defined in the
CAM table.

d. The RSPAN VLAN cannot be carried over atrunk link.

12. To configure an RSPAN session’s source switch, what is used for the session destination?

a. The switch port leading to the destination switch
b. TheRSPAN VLAN

c. Thefinal destination switch port

d. The next-hop router

Theanswerstothe“Do | Know ThisAlready?’ quiz are found in Appendix A, “Answersto Chapter
‘Do | Know ThisAlready? Quizzes and Q&A Sections.” The suggested choices for your next step
areasfollows:

m 10 or lessoverall score—Read the entire chapter. This includes the “Foundation Topics,”
“Foundation Summary,” and “Q&A” sections.

m 11 or 12 overall score—If you want more review on these topics, skip to the “Foundation
Summary” section and then go tothe“ Q& A” section at the end of the chapter. Otherwise, move
to Chapter 21, “ Scenarios for Final Preparation.”
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Foundation Topics

VLAN Access Lists

Access lists can manage or control traffic as it passes through a switch. When normal access lists
are configured on a Catalyst switch, they filter traffic through the use of the Ternary Content
Addressable Memory (TCAM). Recall from Chapter 3, “ Switch Operation,” that access lists (also
known as router access lists or RACLSs) are merged or compiled into the TCAM. Each ACL is
applied to an interface according to the direction of traffic—inbound or outbound. Packets can then
befiltered in hardware with no switching performance penalty. However, only packets that pass
between VLANS can be filtered this way.

Packets that stay in the sameVLAN do not ever crossaVLAN or interface boundary and do not
necessarily haveadirection in relation to aninterface. These packets might also be non-1P, non-1PX,
or completely bridged; therefore, they never pass through the multilayer switching mechanism.
VLAN access lists (VACL ) are filters that can directly affect how packets are handled within
aVLAN.

VACLs are somewhat different from RACLs or traditional access control lists. Although they too
are merged into the TCAM, they can permit, deny, or redirect packets as they are matched. VACLSs
are also configured in aroute map fashion, with a series of matching conditions and actions to take.

VACL Configuration
VACLs are configured asaVLAN access map, in much the same format as aroute map. A VLAN
access map consists of one or more statements, each having acommon map name. First, you define
the VACL with the following global configuration command:

Switch(config)# vlan access-map map-name [sequence-number]

Access map statements are evaluated in sequence, according to the sequence-number. Each
statement can contain one or more matching conditions, followed by an action.

Next, define the matching conditions that identify the traffic to be filtered. Matching is performed
by accesslists (IP, IPX, or MAC address ACL s), which you must configure independently. Config-
ure a matching condition with the following access map configuration command:

Switch(config-access-map)# match {ip address {acl-number | acl-name}} | {ipx address
{acl-number | acl-name}} | {mac address acl-name}
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You can repeat this command to define several matching conditions; the first match encountered
triggers an action to take. Define the action with the following access map configuration command:

Switch(config-access-map)# action {drop | forward [capture] | redirect interface type
mod/num}

A VACL can either drop a matching packet, forward it, or redirect it to another interface. The
TCAM performs the entire VACL match and action, as packets are switched or bridged within a
VLAN, or routed into or out of aVLAN.

Finally, you must apply the VACL to aVLAN interface using the following global configuration
command:

Switch(config)# vlan filter map-name vlan-list vlan-list

Noticethat the VACL isapplied globally to one or moreVLANslisted and not to aVLAN interface
(SV1). Recall that VLANS can be present in a switch as explicit interfaces or asinherent Layer 2
entities. TheVLAN interface isthe point where packets enter or leave aVLAN, so it does not make
sense to apply aVACL there. Inst