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Wireless mesh networking has emerged as a promising concept to meet
the challenges in next-generation wireless networks such as providing flex-
ible, adaptive, and reconfigurable architecture while offering cost-effective
solutions to service providers. Several architectures for wireless mesh net-
works (WMNs) have been proposed based on their applications [1]. One of
the most general forms of WMNs interconnects the stationary and mobile
clients to the Internet efficiently by the core nodes in multi-hop fashion.
The core nodes are the mesh routers which form a wireless mesh back-
bone among them. The mesh routers provide a rich radio mesh connectivity
which significantly reduces the up-front deployment cost and subsequent
maintenance cost. They have limited mobility and forward the packets re-
ceived from the clients to the gateway router which is connected to the
backhaul network/Internet. The mesh backbone formed by mesh routers
provides a high level of reliability. WMNs are being considered for a wide
variety of applications such as backhaul connectivity for cellular radio ac-
cess networks, high-speed metropolitan area mobile networks, community
networking, building automation, intelligent transport system networks, de-
fense systems, and citywide surveillance systems. Prior efforts on wireless
networks, especially multi-hop ad hoc networks, have led to significant
research contributions that range from fundamental results on theoretical
capacity bounds to development of efficient routing and transport layer
protocols. However, the recent work is on deploying sizable WMNs and
other important aspects such as network radio range, network capacity,
scalability, manageability, and security. There are a number of research is-
sues in different layers of the protocol stack and a number of standards
are coming up for the implementation of WMNs for WANs, MANs, LANs,
and PANs. The mesh networking testbeds by industries and academia fur-
ther enhanced the research in WMNs. The mesh networking products by
different vendors are making WMNs a reality.
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Figure 1.1 Architecture of a wireless mesh network.

1.1 Introduction
WMNs are multi-hop wireless networks formed by mesh routers and mesh
clients. These networks typically have a high data rate and low deployment
and maintenance overhead. Mesh routers are typically stationary and do not
have energy constraints, but the clients are mobile and energy constrained.
Some mesh routers are designated as gateway routers which are connected
to the Internet through a wired backbone. A gateway router provides ac-
cess to conventional clients and interconnects ad hoc, sensor, cellular, and
other networks to the Internet, as shown in Figure 1.1. A mesh network can
provide multi-hop communication paths between wireless clients, thereby
serving as a community network, or can provide multi-hop paths between
the client and the gateway router, thereby providing broadband Internet
access to clients. As there is no wired infrastructure to deploy in the case
of WMNs, they are considered cost-effective alternatives to WLANs (wire-
less local area networks) and backbone networks to mobile clients. The
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existing wireless networking technologies such as IEEE 802.11, IEEE 802.15,
IEEE 802.16, and IEEE 802.20 are used in the implementation of WMNs. The
IEEE 802.11 is a set of WLAN standards that define many aspects of wireless
networking. One such aspect is mesh networking, which is currently un-
der development by the IEEE 802.11 Task Group. Recently, there has been
growing research and practical interest in WMNs. There are numerous on-
going projects on wireless mesh networks in academia, research labs, and
companies. Many academic institutions developed their own testbed for
research purposes. These efforts are toward developing various applica-
tions of WMNs such as home, enterprise, and community networking. As
the WMNs use multi-hop paths between client nodes or between a client
and a gateway router, the existing protocols for multi-hop ad hoc wireless
networks are well suited for WMNs. The ongoing work in WMNs is on
increasing the throughput and developing efficient protocols by utilizing
the static nature of the mesh routers and topology.

1.1.1 Single-Hop and Multi-Hop Wireless Networks

Generally, wireless networks are classified as single-hop and multi-hop
networks. In a single-hop network, the client connects to the fixed base
station or access point directly in one hop. The well-known examples of
single-hop wireless networks are WLANs and cellular networks. WLANs
contain special nodes called access points (APs), which are connected to
existing wired networks such as Ethernet LANs. The mobile devices are
connected to the AP through a one-hop wireless link. Any communication
between mobile devices happens via AP. In the case of cellular networks,
the geographical area to be covered is divided into cells which are usually
considered to be hexagonal. A base station (BS) is located in the center of
the cell and the mobile terminals in that cell communicate with it in a single-
hop fashion. Communication between any two mobile terminals happens
through one or more BSs. These networks are called infrastructure wireless
networks because they are infrastructure (BS) dependent. The path setup
between two clients (mobile nodes), say node A and node B, is completed
through the BS, as shown in Figure 1.2.

In a multi-hop wireless network, the source and destination nodes com-
municate in a multi-hop fashion. The packets from the source node traverse
through one or more intermediate/relaying nodes to reach the destination.
Because all nodes in the network also act as routers, there is no need
for a BS or any other dedicated infrastructure. Hence, such networks are
also called infrastructure-less networks. The well-known forms of multi-hop
networks are ad hoc networks, sensor networks, and WMNs. Communica-
tion between two nodes, say node C and node F, takes place through the
relaying nodes D and E, as shown in Figure 1.3.
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Figure 1.2 Single-hop network scenario (cellular network).

In the case of single-hop networks, complete information about the
clients is available at the BS and the routing decisions are made in a cen-
tralized fashion, thus making routing and resource management simple.
But it is not the case in multi-hop networks. All the mobile nodes have to
coordinate among themselves for communication between any two nodes.
Hence, routing and resource management are done in a distributed way.

1.1.2 Ad hoc Networks and WMNs

In ad hoc networks, all the nodes are assumed to be mobile and there is
no fixed infrastructure for the network. These networks find applications
where fixed infrastructure is not possible, such as military operations in
the battlefield, emergency operations, and networks of handheld devices.
Because of lack of infrastructure the nodes have to cooperate among them-
selves to form a network. Due to mobility of the nodes in the network, the
network topology changes frequently. So the protocols for ad hoc networks
have to handle frequent changes in the topology. In most of the applica-
tions of ad hoc networks, the mobile devices are energy constrained as
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B A
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Mobile node Wireless link Communication path

Figure 1.3 Multi-hop network scenario (ad hoc network).

they are operating on battery. This requires energy-efficient networking
solutions for ad hoc networks. But in the case of WMNs, mesh routers are
assumed to be fixed (or have limited mobility) and form a fixed mesh infra-
structure. The clients are mobile or fixed and utilize the mesh routers to
communicate to the backhaul network through the gateway routers and to
other clients by using mesh routers as relaying nodes. These networks find
applications where networks of fixed wireless nodes are necessary. There
are several architectures for mesh networks, depending on their applica-
tions. In the case of infrastructure backbone networking, the edge routers
are used to connect different networks to the mesh backbone and the inter-
mediate routers are used as multi-hop relaying nodes to the gateway router,
as shown in Figure 1.1. But in the case of community networking, every
router provides access to clients and also acts as a relaying node between
mesh routers.

1.2 Architecture of WMNs
There are two types of nodes in a WMN called mesh routers and mesh
clients. Compared to conventional wireless routers that perform only
routing, mesh routers have additional functionalities to enable mesh
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networking. The mesh routers have multiple interfaces of the same or
different communications technologies based on the requirement. They
achieve more coverage with the same transmission power by using multi-
hop communication through other mesh routers. They can be built on
general-purpose computer systems such as PCs and laptops, or can be built
on dedicated hardware platforms (embedded systems). There are a vari-
ety of mesh clients such as laptop, desktop, pocket PCs, IP phones, RFID
readers, and PDAs. The mesh clients have mesh networking capabilities to
interact with mesh routers, but they are simpler in hardware and software
compared to mesh routers. Normally they have a single communication
interface built on them. The architecture of WMNs (shown in Figure 1.1)
is the most common architecture used in many mesh networking appli-
cations such as community networking and home networking. The mesh
routers shown have multiple interfaces with different networking technolo-
gies which provide connectivity to mesh clients and other networks such as
cellular and sensor networks. Normally, long-range communication tech-
niques such as directional antennas are provided for communication be-
tween mesh routers. Mesh routers form a wireless mesh topology that has
self-configuration and self-healing functions built into them. Some mesh
routers are designated as gateways which have wired connectivity to the
Internet. The integration of other networking technologies is provided by
connecting the BS of the network that connects to WMNs to the mesh
routers. Here, the clients communicate to the BS of its own network and
the BS in turn communicates to the mesh router to access the WMN.

1.3 Applications of WMNs
WMNs introduce the concept of a peer-to-peer mesh topology with wire-
less communication between mesh routers. This concept helps to overcome
many of today’s deployment challenges, such as the installation of exten-
sive Ethernet cabling, and enables new deployment models. Deployment
scenarios that are particularly well suited for WMNs include the following:

� Campus environments (enterprises and universities), manufacturing,
shopping centers, airports, sporting venues, and special events

� Military operations, disaster recovery, temporary installations, and
public safety

� Municipalities, including downtown cores, residential areas, and
parks

� Carrier-managed service in public areas or residential communities

Due to the recent research advances in WMNs, they have been used in
numerous applications. The mesh topology of the WMNs provides many
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alternative paths for any pair of source and destination nodes, resulting in
quick reconfiguration of the path when there is a path failure. WMNs pro-
vide the most economical data transfer coupled with freedom of mobility.
Mesh routers can be placed anywhere such as on the rooftop of a home
or on a lamppost to provide connectivity to mobile/static clients. Mesh
routers can be added incrementally to improve the coverage area. These
features of WMNs attract the research community to use WMNs in different
applications:

� Home Networking: Broadband home networking is a network of
home appliances (personal computer, television, video recorder,
video camera, washing machine, refrigerator) realized by WLAN
technology. The obvious problem here is the location of the access
point in the home, which may lead to dead zones without service
coverage. More coverage can be achieved by multiple access points
connected using Ethernet cabling, which leads to an increase in
deployment cost and overhead. These problems can be solved by
replacing all the access points by the mesh routers and establishing
mesh connectivity between them. This provides broadband con-
nectivity between the home networking devices and only a single
connection to the Internet is needed through the gateway router. By
changing the location and number of mesh routers, the dead zones
can be eliminated. Figure 1.4 shows a typical home network using
mesh routers.

� Community and Neighborhood Networking: The usual way of estab-
lishing community networking is connecting the home network/PC
to the Internet with a cable or DSL modem. All the traffic in commu-
nity networking goes through the Internet, which leads to inefficient
utilization of the network resources. The last mile of wireless con-
nectivity might not provide coverage outside the home. Community
networking by WMNs solves all these problems and provides a cost-
effective way to share Internet access and other network resources
among different homes. Figure 1.5 shows wireless mesh network-
ing by placing the mesh routers on the rooftop of houses. There are
many advantages to enabling such mesh connectivity to form a com-
munity mesh network. For example, when enough neighbors coop-
erate and forward each others’ packets, they do not need individual
Internet connectivity; instead they can get faster, cost-effective Inter-
net access via gateways distributed in their neighborhood. Packets
dynamically find a route, hopping from one neighbor’s node to an-
other to reach the Internet through one of these gateways. Another
advantage is that neighbors can cooperatively deploy backup tech-
nology and never have to worry about losing information due to a
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Figure 1.4 Wireless mesh network-based home networking.

catastrophic disk failure. Another advantage is that this technology
alleviates the need for routing traffic belonging to community net-
working through the Internet. For example, distributed file storage,
distributed file access, and video streaming applications in the com-
munity share network resources in the WMNs without using the
Internet, which improves the performance of these applications.
Neighborhood community networks allow faster and easier dissemi-
nation of cached information that is relevant to the local community.
Mesh routers can be easily mounted on rooftops or windows and
the client devices get connected to them in a single hop.

� Security Surveillance System: As security is turning out to be of very
high concern, security surveillance systems are becoming a necessity
for enterprise buildings and shopping malls. The security surveill-
ance system needs high bandwidth and a reliable backbone network
to communicate surveillance information, such as images, audio, and
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Wireless link between mesh routers

Wired backbone connectivity

Gateway

Figure 1.5 Wireless mesh network-based community networking.

video, and low-cost connectivity between the surveillance devices.
The recent advances of WMNs provide high bandwidth and reliable
backbone connectivity and an easy way of connecting surveillance
devices located in different places with low cost.

� Disaster Management and Rescue Operations: WMNs can be used
in places where spontaneous network connectivity is required, such
as disaster management and emergency operations. During disasters
like fire, flood, and earthquake, all the existing communication in-
frastructures might be collapsed. So during the rescue operation,
mesh routers can be placed at the rescue team vehicle and different
locations which form the high-bandwidth mesh backbone network,
as shown in Figure 1.6. This helps rescue team members to com-
municate with each other. By providing different communication
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Wireless link between mesh routers

Wireless link between mobile terminal and mesh router

Mobile terminal with rescue team

Rescue vehicle

Figure 1.6 Wireless mesh network-based rescue operation.

interfaces at the mesh routers, different mobile devices get access to
the network. This helps people to communicate with others when
they are in critical situations. These networks can be established in
less time, which makes the rescue operation more effective.

1.4 Issues in WMNs
Various research issues in WMNs are described in this section. As WMNs
are also multi-hop wireless networks like ad hoc networks, the protocols
developed for ad hoc networks work well for WMNs. Many challenging
issues in ad hoc networks have been addressed in recent years. WMNs
have inherent characteristics such as a fixed mesh backbone formed by
mesh routers, resource-rich mesh routers, and resource-constrained clients
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compared to ad hoc networks. Due to this, WMNs require considerable
work to address the problems that arise in each layer of the protocol stack
and system implementation.

1.4.1 Capacity

The primary concern of WMNs is to provide high-bandwidth connectivity to
community and enterprise users. In a single-channel wireless network, the
capacity of the network degrades as the number of hops or the diameter
of the network increases due to interference. The capacity of the WMN
is affected by many factors such as network architecture, node density,
number of channels used, node mobility, traffic pattern, and transmission
range. A clear understanding of the effect of these factors on capacity of
the WMNs provides insight to protocol design, architecture design, and
deployment of WMNs.

In [2] Gupta and Kumar analytically studied the upper and lower bounds
of the capacity of wireless ad hoc networks. They showed that the through-
put capacity of the nodes reduces significantly when node density increa-
ses. The maximum achievable throughput of randomly placed n identical
nodes each with a capacity of W bits/second is �( W√

n∗log(n)
) bits/second

under a non-interference protocol. Even under optimal circumstances the
maximum achievable throughput is only �( W√

n
) bits/second. The capacity

of the network can be increased by deploying relaying nodes and using a
multi-hop path for transmission.

The IEEE 802.11 standard [4] provides a number of channels in the
available radio spectrum, but some of them may be interfering with each
other. If the interfering channels are used simultaneously, then the data
gets corrupted at the receiving end. But the non-overlapping channels can
be used simultaneously by different nodes in the same transmission range
without any collision of the data. IEEE 802.11b [6] provides 3 such non-
overlapping channels at 2.4 GHz band and IEEE 802.11a [5] provides 13
non-overlapping channels at 5 GHz band. These orthogonal channels can
be used simultaneously at different nodes in the network to improve the
capacity of the network. In multi-channel multi-radio communication each
node is provided with more than one radio interface (say m) and each
interface is assigned one of the orthogonal channels available (say n). If
each node has n number of radio interfaces (m = n) and each orthogonal
channel is assigned to one interface, then the network can achieve n-fold
increase in capacity because the n interfaces can transmit simultaneously
without any interference with each other. But normally the number of in-
terfaces is less than the number of available channels (m < n) due to the
cost of the interfaces and the complexity of the nodes. In this case an m-
fold increase in capacity can be achieved by assigning m interfaces with m
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different orthogonal channels. Moreover, when m < n the capacity bound
of a multi-channel multi-radio wireless mesh network depends on the ratio
of n and m [7].

1.4.2 Physical Layer

The network capacity mainly depends on the physical layer technique used.
There are a number of physical layer techniques available with different
operating frequencies and they provide different transport capacity in wire-
less communications. Some existing wireless radios even provide multi-
ple transmission rates by different combinations of modulation and coding
techniques [6]. In such networks, the transmission rate is chosen by link
adaptation techniques. Normally, link signal-to-noise ratio (SNR) or carrier-
to-noise ratio (CNR) from the physical layer is considered for link adapta-
tion, but this alone does not describe the signal quality in the environment
like frequency-selective fading channel. To overcome the problems with RF
transmission, other physical layer techniques have been used for wireless
communications. Some high-speed physical layer techniques are available
which improve the capacity of the wireless networks significantly. Some of
the techniques for improving the capacity of WMNs are described in this
section.

� Orthogonal Frequency Division Multiplexing (OFDM): The OFDM
technique is based on the principle of Frequency Division Multi-
plexing (FDM) with digital modulation schemes. The bit stream to
be transmitted is split into a number of parallel low bit rate streams.
The available frequency spectrum is divided into many sub-channels
and each low bit rate stream is transmitted by modulating over a
sub-channel using a standard modulation scheme such as Phase
Shift Keying (PSK) and Quadrature Amplitude Modulation (QAM).
The primary advantage of OFDM is its ability to work under severe
channel conditions, such as multi-path and narrow-band interfer-
ence, without complex equalization filters at the transmitter and re-
ceiver. The OFDM technique has increased the transmission rate of
IEEE 802.11 networks from 11 to 54 Mbps.

� Ultra Wide Band (UWB): UWB technology provides much higher
data rate (ranges from 3 to 10 GHz) compared to other RF transmis-
sion technologies. A significant difference between traditional radio
transmission and UWB radio transmission is that traditional radio
transmission transmits information by varying the power, frequency,
or phase in distinct and controlled frequencies while UWB trans-
mission transmits information by generating radio energy at specific
times with a broad frequency range. Due to this, UWB transmission
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is immune to multi-path fading and interference,1 which are com-
mon in any radio transmission technique. UWB wireless links have
the characteristic that the bandwidth decreases rapidly as the dis-
tance increases. On the other hand UWB provides hundreds of non-
interfering channels within radio range of each other. Hence, UWB
is applicable for only short-range communications such as WPAN.
Mesh architecture combined with UWB wireless technology allows
a very easy installation of communications infrastructure in offices
or homes by deploying many repeater modules every 10 meters. As
these repeater modules require power to operate on, they have to
be placed with ceiling lights or floor power boxes. The IEEE 802.15
TG4a standard for WPAN uses a UWB physical layer technique con-
sisting of a UWB impulse radio (operating in unlicensed UWB spec-
trum) and a chirp spread spectrum (operating in unlicensed 2.4 GHz
spectrum).

� Multiple-Input Multiple-Output (MIMO): The use of multiple an-
tennas at the transmitter and receiver, popularly known as MIMO
wireless, is an emerging, cost-effective technology that makes high
bandwidth wireless links a reality. MIMO significantly increases the
throughput and range with the same bandwidth and overall trans-
mission power expenditure. This increase in throughput and range
is by exploiting the multi-path propagation phenomena in wire-
less communications. In general, the MIMO technique increases
the spectral efficiency of a wireless communications system. It has
been shown by Telatar that the channel capacity (a theoretical up-
per bound on system throughput) for a MIMO system increases as
the number of antennas increases, proportional to the minimum of
transmitter and receiver antennas [8]. MIMO can also be used in
conjunction with OFDM and is part of the IEEE 802.16 standard.

� Smart Antenna: The smart antenna technique improves the capacity
of wireless networks by adding the directionality for transmission
and reception of signals at the transmitter and receiver antenna.
This also helps in increasing energy efficiency. In cellular networks,
due to complexity and cost of smart antennas, it is implemented
in BS alone. The directional antenna system is actively researched
in ad hoc networks also. There are some directional antenna sys-
tems available that can be tuned to certain directions by electronic
beam forming. This technique improves the performance of wireless

1 In RF transmission, when the transmitted signal is reflected by mountains or buildings
the radio signal reaches the receiving antenna along two or more paths. The effect of
this multi-path reception includes constructive and destructive interference and phase
shifting of the signal.
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networks by reducing interference between the transmissions of dif-
ferent nodes in the network. But the use of a directional antenna
necessitates special MAC (Medium Access Control) protocols to sup-
port directionality in transmission and reception.

1.4.3 Medium Access Scheme

The MAC (Medium Access Control) protocols for wireless networks are lim-
ited to single-hop communication while the routing protocols use multi-hop
communication. The MAC protocols for WMNs are classified into single-
channel and multi-channel MAC. They are discussed in this section.

� Single-Channel MAC: There are several MAC schemes which use
single-channel for communication in the network. They are further
classified as (1) contention-based protocols, (2) contention-based
protocols with a reservation mechanism, and (3) contention-based
protocols with a scheduling mechanism.
� Contention-based protocols: These protocols have a contention-

based channel access policy among the nodes contending for
the channel. All the ready nodes in the network start contend-
ing for the channel simultaneously and the winning node gains
access to the channel. As the nodes cannot provide guaranteed
bandwidth, these protocols cannot be used in carrying real-time
traffic, which requires QoS (quality of service) guarantees from
the system. Some of the contention-based protocols are MACAW
(a media access protocol for Wireless LANs) [9], FAMA (Floor
Acquisition Multiple Access protocol) [10], BTMA (Busy Tone
Multiple Access protocol) [11], and MACA-BI (Multiple Access
Collision Avoidance By Invitation) [12].

� Contention-based protocols with a reservation mechanism: Be-
cause the contention-based protocols cannot provide guaran-
teed access to the channel, they cannot be used in networks
where real-time traffic has to be supported. To support real-
time traffic, some protocols reserve the bandwidth a priori. Such
protocols can provide QoS support for time-sensitive traffic.
In this type of protocol, the contention occurs during the re-
source (bandwidth) reservation phase. Once the bandwidth is
reserved, the nodes get exclusive access to the reserved band-
width. Hence, these protocols can provide QoS support for time-
sensitive traffic. Some of the examples for these type of protocols
are D-PRMA (Distributed Packet Reservation Multiple Access
protocol) [13], CATA (Collision Avoidance Time Allocation
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protocol) [14], HRMA (Hop Reservation Multiple Access proto-
col) [15], and RTMAC (Real-Time Medium Access protocol) [16].

� Contention-based protocols with scheduling mechanism: These
protocols focus on packet scheduling at nodes and also schedul-
ing nodes for access to the channel. The scheduling is done
in such a way that all nodes are treated fairly and no node
is starved of bandwidth. These protocols can provide priori-
ties among flows whose packets are queued at nodes. Some of
the existing scheduling-based protocols are DWOP (Distributed
Wireless Ordering Protocol) [17], DLPS (Distributed Laxity-based
Priority Scheduling) [18], and DPS (Distributed Priority Schedul-
ing) [19].

Contention-based protocols that use single-channel for communica-
tion cannot completely eliminate contention for the channel. In the
case of WMNs the end-to-end throughput significantly reduces due
to the accumulating effect of the contention in the multi-hop path.
Further, an ongoing transmission between a pair of nodes refrains
all the nodes which are in a two-hop neighborhood of nodes partic-
ipating in the transmission from transmitting on the channel during
the transmission period. To overcome these problems multi-channel
MAC and multi-channel multi-radio MAC protocols are proposed.

� Multi-Channel MAC (MMAC): Multi-channel MAC [20] is a link layer
protocol where each node is provided with only one interface, but
to utilize the advantage of multi-channel communication, the inter-
face switches among different channels automatically. In MMAC the
communication time is split into a number of beacon intervals. In
the beginning of each beacon interval, during an ATIM (Ad hoc
Traffic Indication Message) window period all the nodes in the net-
work tune their radio to a common control channel and negotiate
for the channel to be used for the remaining period of the beacon
interval. Each node maintains a data structure called PCL (Preferred
Channel List — usage of the channels within the transmission range
of the node). When a source node S1 wants to send data to re-
ceiver node R1, during the ATIM window node S1 sends an ATIM
packet with its PCL. Upon receiving the ATIM packet from node
S1, node R1 compares the PCL of node S1 with its PCL and de-
cides which channel is to be used during the beacon interval. Then
node R1 sends an ATIM-ACK carrying the ID of the preferred chan-
nel. Node S1, on receiving the ATIM-ACK, confirms the reservation
by sending an ATIM-RES packet to node R1. When other nodes in
the vicinity of node R1 hear the ATIM-ACK, they choose a differ-
ent channel for their communication. The throughput of MMAC is
higher than that of IEEE 802.11 when the network load is high. This
increase in throughput is due to the fact that each node uses an
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orthogonal channel, thereby increasing the number of simultaneous
transmissions in the network. Though MMAC increases the through-
put, there are some drawbacks with it. When a node has to send a
packet to multiple destinations, it can send only to one destination
in a beacon interval, because the nodes have to negotiate during
the ATIM window in the control channel. Due to this restriction the
per-packet delay increases significantly. MMAC does not have any
scheme for broadcasting.

Slotted Seeded Channel Hopping protocol (SSCH) is another multi-
channel link layer protocol using a single transceiver [21]. SSCH is
implemented in software over an IEEE 802.11-compliant wireless
Network Interface Card (NIC). SSCH uses a distributed mechanism
for coordinating the channel switching decision. By this channel
hopping at each node, packets of multiple flows in the interfering
range of each other are transmitted simultaneously in an orthogonal
channel. This improves the overall capacity of the multi-hop wire-
less network if the network traffic pattern has multiple flows in the
interfering range of each other. Each node in the network finds the
channel hopping schedule for it and schedules the packets within
each channel. Each node transmits its channel hopping schedule to
all its neighboring nodes and updates its channel hopping schedule
based on traffic pattern. SSCH yields significant capacity improve-
ment in both single-hop and multi-hop network scenarios.

� Multi-Radio Multi-Channel MAC: In the application scenarios where
the cost of the node and power consumption are not big issues,
nodes can be provided with multiple wireless interfaces which are
tuned to non-overlapping channels and can communicate simultane-
ously with multiple neighboring nodes. If nodes have multiple inter-
faces, then the MAC protocol has to handle the orthogonal channel
assignment to each interface and schedule the packets to the ap-
propriate interface. The Multi-radio Unification Protocol (MUP) [22]
is one such protocol to coordinate the operation of the multiple
wireless NICs tuned to non-overlapping channels. MUP works as a
virtual MAC which requires no changes to the higher layer proto-
cols and works with other nodes which do not have MUP. So these
type of nodes can be added incrementally even after deployment.
For the higher layer protocols the MUP looks like a single MAC run-
ning. It monitors the channel quality on each of the NICs to each of
its neighbors. When the higher layer protocol sends packets to the
MUP, it selects the right interface to forward the packets.

Kyasanur and Vaidya [23,24] proposed a link layer protocol for the
scenario of nodes having more than one interface. The interfaces of
a node are grouped into two fixed interfaces where interfaces are as-
signed a channel for long intervals of time and switchable interfaces
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where interfaces are assigned dynamically for short spans of time.
The channel assigned to fixed interfaces is called a fixed channel and
that assigned to switchable interfaces is called a switchable channel.
Each node has both a fixed channel and a switchable channel. Dur-
ing a flow initiation, each node finds the channel in the switchable
interface based on the fixed channel of the next-hop neighbor to
transmit the data to it. Once the switchable interfaces are switched
to a channel there is no need for switching the channel for the sub-
sequent packets for that flow unless another flow requires channel
switching on the switchable interface.

1.4.4 Routing

There are numerous routing protocols proposed for ad hoc networks in the
literature. Because WMNs are multi-hop networks, the protocols designed
for ad hoc networks also work well for WMNs. The main objective of those
protocols is quick adaptation to the change in a path when there is path
break due to mobility of the nodes. Current deployments of WMNs make
use of routing protocols proposed for ad hoc networks such as AODV (Ad
hoc On-Demand Distance Vector) [25], DSR (Dynamic Source Routing) [26],
and TBRPF (Topology Broadcast based on Reverse Path Forwarding) [27].
However, in WMNs the mesh routers have minimal mobility and there is no
power constraint, whereas the clients are mobile with limited power. Such
difference needs to be considered in developing efficient routing protocols
for WMNs. As the links in the WMNs are long lived, finding a reliable and
high throughput path is the main concern rather than quick adaptation to
link failure as in the case of ad hoc networks.

1.4.4.1 Routing Metrics for WMNs

Many ad hoc routing protocols such as AODV and DSR use hop count as a
routing metric. This is not well suited for WMNs for the following reasons.
The basic idea in minimizing the hop count for a path is that it reduces the
packet delay and maximizes the throughput. But the assumption here is that
links in the path either work perfectly or do not work at all and all links are
of equal bandwidth. A routing scheme that uses the hop count metric does
not take the link quality into consideration. A minimum hop count path
has higher average distance between nodes present in that path compared
to a higher hop count path. This reduces the strength of the signal received
by the nodes in that path and thereby increases the loss ratio at each link
[28]. Hence, it is always possible that a two-hop path with good link quality
provides higher throughput than a one-hop path with a poor/lossy link. A
routing scheme that uses the hop count metric always chooses a single-
hop path rather than a two-hop path with good link quality. The wireless
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links usually have asymmetric loss rate as reported in [29]. Hence, new
routing metrics based on the link quality are proposed in the literature.
They are ETX (Expected Transmission Count), per-hop RTT (Round-Trip
Time), and per-hop packet pair. Couto et al. proposed ETX to find a high
throughput path in WMNs [28]. The metric ETX is defined as the expected
number of transmissions (including retransmissions) needed to successfully
deliver a packet over a link. As per IEEE 802.11 standard, a successful
transmission requires acknowledgment back to the sender. ETX considers
transmission loss probability in both directions, which may not be equal as
stated earlier. All nodes in the network compute the loss probability to and
from its neighbors by sending probe packets. If pf and pr are respectively
the loss probability in forward and reverse direction in a link, then the
probability that a packet transmission is not successful in a link is given by
p = 1 − (1 − pf )(1 − pr ). The expected number of transmissions on that
link is computed as ETX = 1

1−p . In [30] the routing metrics based on link
quality are compared with the hop count metric. The routing metric based
on link quality performs better than hop count if nodes are stationary. The
hop count metric outperforms the link quality metric if nodes are mobile.
The main reason for this is that the ETX metric cannot quickly track the
changes in the value of the metric. If the nodes are mobile, the ETX value
changes frequently as the distance between the nodes changes.

As stated earlier, to improve the throughput the multi-radio multi-channel
architecture is used in WMNs. In this case the routing metric based on link
quality alone is not sufficient. It should also consider the channel diversity
on the path. A new routing metric WCETT (Weighted Cumulative Expected
Transmission Time) is proposed in [31], which takes both link quality and
channel diversity into account. The link quality is measured by a per-link
metric called ETT (Expected Transmission Time; expected time to transmit
a packet of a certain size over a link). If the size of the packet is S and
the bandwidth of the link is B, then ETT = ETX ∗ S

B . The channel diver-
sity in the path is measured as follows. If X j is the sum of ETTs of the
links using the channel j in the path, then channel diversity is measured
as max1≤ j≤k X j , where k is the number of orthogonal channels used. The
path metric for path p with n links and k orthogonal channels is calculated
as

WCETT (p) = (1 − β) ∗
n∑

i=1

ETTi + β ∗ max1≤ j≤k X j ,

where β is a tunable parameter subject to 0 ≤ β ≤ 1. WCETT can achieve
a good trade-off between delay and throughput as it considers both link
quality and channel diversity in a single routing metric.

The WCETT metric considers the quality of links and the intra flow
interference along the path. But it fails to take into account inter flow
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interference on the path. In [32], a new routing metric MIC (Metric of In-
terference and Channel switching) is proposed for multi-channel multi-
radio WMNs. This new metric considers the quality of links, inter flow
interference, and intra flow interference altogether. This metric is based
on Interference-Aware Resource Usage (IRU) and Channel Switching Cost
(CSC) metrics to find the MIC for a given path. IRU captures the differences
in the transmission rate and the loss ratios of the wireless link and the
inter flow interference. The IRU metric for a link k which uses channel c
is calculated as IRU k(c) = ETT k(c) ∗ Nk(c), where ETT k(c) is the expected
transmission time of the link k on the channel c, and Nk(c) is the number
of nodes interfering with the transmission of the link k on channel c. The
CSC metric captures the intra flow interference along the path. CSC for a
node i is assigned a weight w1 if links in the path connected to it have
different channels assigned, and w2 if they are the same, 0 ≤ w1 < w2. The
path metric for a given path p, MIC(p), is calculated as follows:

MIC(p) = α ∗
∑

(link l ε p)

IRU l +
∑

(node i ε p)

CSCi .

Here α is a positive factor which gives a trade-off between benefits of IRU
and CSC.

1.4.4.2 Routing Protocols for WMNs

In [30], the authors proposed an LQSR (Link Quality Source Routing) pro-
tocol. It is based on DSR and uses ETX as the routing metric. The main
difference between LQSR and DSR is getting the ETX metric of each link
to find out the path. During the route discovery phase, the source node
sends a Route Request (RREQ) packet to neighboring nodes. When a node
receives the RREQ packet, it appends its own address to the source route
and the ETX value of the link in which the packet was received. The des-
tination sends the Route Reply (RREP) packet with a complete list of links
along with the ETX value of those links. Because the link quality varies
with time, LQSR also propagates the ETX value of the links during the data
transmission phase. On receiving a data packet, an intermediate node in
the path updates the source route with the ETX value of the outgoing link.
Upon receiving the packet, the destination node sends an explicit RREP
packet back to the source to update the ETX value of links in the path.
LQSR also uses a proactive mechanism to update the ETX metric of all
links by piggybacking Link-Info messages to RREQ messages occasionally.
This Link-Info message contains the ETX value of all the links incident on
the originating node.

A new routing protocol for multi-radio multi-channel WMNs called
Multi-Radio Link Quality Source Routing (MR-LQSR) is proposed in [31],
which uses WCETT as a routing metric. The neighbor node discovery and
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propagating the link metric to other nodes in the network in MR-LQSR are
the same as that in the DSR protocol. But assigning the link weight and
finding the path weight using the link weight are different from DSR. DSR
uses equal weight to all links in the network and implements the shortest
path routing. But MR-LQSR uses a WCETT path metric to find the best path
to the destination.

In [32], the authors showed that, if a WCETT routing metric is used
in a link state routing protocol, it is not satisfying the isotonicity property
of the routing protocol and leads to formation of routing loops. To avoid
the formation of routing loops by the routing metrics, they proposed Load
and Interference Balanced Routing Algorithm (LIBRA) [32], which uses MIC
as the routing metric. In LIBRA a virtual network is formed from the real
network and decomposed the MIC metric into isotonicity link weight as-
signment on the virtual network. The objective of MIC decomposition is
to ensure that LIBRA can use efficient algorithms such as Bellman–Ford or
Dijkstra’s algorithm to find the minimum weight path on the real network
without any forwarding loops.

1.4.5 Transport Layer

There are several reliable transport protocols proposed for ad hoc networks.
Some of them are modified versions of TCP (Transmission Control Protocol)
that work well in ad hoc networks and others are designed specifically for
an ad hoc network scenario from scratch.

TCP is the de facto standard for end-to-end reliable transmission of data
on the Internet. TCP was designed to run efficiently on wireline networks.
Using the TCP protocol on a wireless network degrades the performance
of the network in terms of reduction in throughput and unfairness to the
connections. This degradation in performance is due to the following rea-
sons. The Bit Error Rate (BER) in wireless networks is very high compared
to wireline networks. Frequency of path break in wireless networks is high
due to mobility of nodes in ad hoc networks. If the packets get dropped in
the network due to these reasons, the TCP sender misinterprets this event
as congestion and triggers the congestion control mechanism to reduce
the congestion window size. This reduces the effective throughput of the
network.

� TCP Variants for Wireless Networks: To solve the problem of degra-
dation of throughput of TCP over wireless networks, various modifi-
cations to TCP protocols have been proposed. These modifications
are mainly based on differentiating the congestion loss and non-
congestion loss at the TCP sender when there is a packet loss in
the network. The proposed protocols [33] and [34] rely on coop-
eration from the network, i.e., the intermediate nodes inform the
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source regarding the status of a path. In ELFN (Explicit Link Failure
Notification) [33], the intermediate node informs the sender about
the link failure explicitly. When the sender is informed that the link
has failed, it disables its retransmission timer and enters into standby
mode. In the standby mode the sender probes the network to check
if the network connection is re-established by sending a packet from
the congestion window periodically. Upon receiving an ACK from
the receiver, i.e., after the connection is established, the sender re-
sumes its normal operation. In TCPF (TCP-Feedback) [34], when an
intermediate node detects path break, it sends an RFN (Route Fail-
ure Notification) message to the TCP sender. On receiving an RFN
message, the TCP sender goes to snooze state. In this state the TCP
sender stops sending packets and freezes all its variables such as
retransmission buffer, congestion window, and packet buffer. Once
the route is established again, the intermediate node sends an RRN
(Route Re-established Notification) message to the sender. Upon
receiving an RRN message from an intermediate node, the sender
resumes its transmission using the same variable values that were
being used prior to interruption. To avoid an infinite wait for an RRN
message, TCPF uses a route failure timer, which is the worst-case
route re-establishment time.

� Other Transport Protocols for Wireless Networks: In [35], a transport
protocol for wireless networks was proposed by not modifying the
existing TCP protocol. This is done by introducing a thin layer called
ATCP between the network layer and transport layer and it is invis-
ible to transport layer. This makes nodes with ATCP and without
ATCP interoperable with each other. ATCP gets information about
congestion in the network from the intermediate nodes through ECN
(Explicit Congestion Notification) and ICMP messages. Based on this,
the source node distinguishes congestion and non-congestion losses
and takes the appropriate action.
� When the TCP sender identifies any network partitioning, it goes

into persist state and stops all the outgoing transmissions.
� When the TCP sender notices any loss of packets in the network

due to channel error, it retransmits the packet without invoking
any congestion control.

� When the network is truly congested, it invokes the TCP con-
gestion control mechanism.

1.4.6 Gateway Load Balancing

In WMNs the gateway nodes are connected to the backhaul network, i.e.,
to the Internet, which provides Internet connectivity to all nodes in the net-
work. So the gateway may become a bottleneck for the connections to the
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Internet. As many clients in the network generate traffic to the gateway, the
available bandwidth should be utilized effectively. The traffic generated by
client nodes aggregates at gateway nodes in the WMN. If some of the gate-
way nodes are highly loaded and other gateway nodes are lightly loaded,
it creates load imbalance between gateway nodes, which leads to packet
loss and results in a degradation in network performance. Hence, load bal-
ancing across gateway nodes in WMNs improves bandwidth utilization and
also increases network throughput.

Load balancing across gateway nodes is obtained by distributing the
traffic generated by the network to the backhaul network through all gate-
way nodes in the WMNs. The load balancing across multiple gateway nodes
can be measured quantitatively by a metric called Index of Load Balance
(ILB) [36] which is calculated as follows.

Load index (LI) of a gateway i is defined as the fraction of the gateway’s

backhaul link utilized by a given node k, L I (i) =
∑

k∈N
βk(i)∗Tk

C (i) , where βk(i)
is the fraction of node k’s traffic that is sent through gateway i, Tk is the
total traffic generated by node k, and C (i) is the capacity of the backhaul
link connected to the gateway node i. The LI value ranges from 0 to 1,
with 1 representing 100 percent loaded gateway. The ILB of the network
is calculated as

ILB = max{LI(i)} − min{LI(i)}
max{LI(i)}

Therefore a perfectly balanced network has ILB equal to zero and a highly
imbalanced network has ILB equal to one. The objective of all load bal-
ancing techniques is to obtain ILB values as small as possible. Several tech-
niques for load balancing across gateways were proposed in the literature.
Some of them are discussed in this section.

� Moving Boundary-Based Load Balancing: A flexible boundary is de-
fined for each gateway and the nodes which fall in the boundary are
directed to communicate through that gateway. To adopt to varia-
tions in the traffic, the region of boundary is periodically redefined.
The boundary can be defined in two different ways: (1) in a shortest
path-based moving boundary approach, the boundary region for a
gateway node is defined by distance of the node from the gateway,
and (2) in a load index-based moving boundary approach, the gate-
ways announce their load Index and the nodes join lightly loaded
gateways. In this scheme the lightly loaded gateway serves more
nodes and the heavily loaded gateway serves fewer nodes.

� Partitioned Host-Based Load Balancing: Here, the nodes in the net-
work are grouped, and each group is assigned to a particular gate-
way. The main difference compared to the moving boundary-based
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load balancing is that no clear boundary is defined. This can be
done in both a centralized and distributed way. In the centralized
method, a central server assumes the responsibility of assigning the
gateway to the nodes. The central server collects the complete infor-
mation about the gateway nodes and traffic requirements of all the
nodes and then allocates nodes to the gateways. In the distributed
method, a logical network is formed by the gateway nodes. Each
node is associated with a gateway node known as a dominating gate-
way through which traffic generated by this node reaches the Inter-
net. The nodes in the network periodically update their dominating
gateway about their traffic demand. The gateway nodes exchange
information about their load and capacity information through the
logical network. When a gateway is highly loaded, hand-over takes
place, i.e., the gateway delegates some nodes to other gateways
which are lightly loaded.

� Probabilistic Stripping-Based Load Balancing: In the techniques dis-
cussed above, each node in the network utilizes only one gateway,
which may not lead to perfect load balancing among the gateways.
In a probabilistic stripping-based load balancing scheme, each node
utilizes multiple gateways simultaneously, which gives perfect load
balancing theoretically. In this technique each node identifies all the
gateway nodes in the network and attempts to send a fraction of its
traffic through every gateway. Hence, the total traffic is split among
multiple gateways. This technique is applicable in the case where
the load can be split for sending through multiple gateways.

1.4.7 Security

As mentioned earlier, due to the unique characteristics of WMNs, they are
highly vulnerable to security attacks compared to wired networks. Design-
ing a foolproof security mechanism for WMNs is a challenging task. The
security can be provided in various layers of the protocol stack. Current
security approaches may be effective against a particular attack in a spe-
cific protocol layer, but they lack a comprehensive mechanism to prevent
or counter attacks in different protocol layers. The following issues pose
difficulty in providing security in WMNs:

� Shared Broadcast Radio Channel: In a wired network, a dedicated
transmission line is provided between the nodes. But the wireless
links between the nodes in WMNs are broadcast in nature, i.e., when
a node transmits, all the nodes within its direct transmission range
receive the data. Hence, a malicious node could easily obtain data
being transmitted in the network if it is placed in the transmission
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range of mesh routers or a mesh client. For example, if you have a
WMN and so does your neighbor, then there is a scope for either
snooping into private data or simply hogging the available band-
width of a neighboring, but alien node.

� Lack of Association: In WMNs, the mesh routers form a fixed mesh
topology which forms a backbone network for the mobile clients.
Hence, the clients can join or leave the network at any time through
the mesh routers. If no proper authentication mechanism is provided
for association of nodes with WMNs, an intruder would be able to
join the network quite easily and carry out attacks.

� Physical Vulnerability: Depending on the application of WMNs, the
mesh routers are placed on lampposts and rooftops, which are vul-
nerable to theft and physical damage.

� Limited Resource Availability: Normally, the mesh clients are limited
in resources such as bandwidth, battery power, and computational
power. Hence, it is difficult to implement complex cryptography-
based mechanisms at the client nodes. As mesh routers are resource
rich in terms of battery power and computational power, security
mechanisms can be implemented at mesh routers. Due to wireless
connectivity between mesh routers, they also have bandwidth con-
straints. Hence, the communication overhead incurred by the secu-
rity mechanism should be minimal.

1.4.8 Power Management

The energy efficiency of a node in the network is defined as the ratio of
the amount of data delivered by the node to the total energy expended.
Higher energy efficiency implies that a greater number of packets can be
transmitted by the node with a given amount of energy resource. The main
reasons for power management in WMNs are listed below.

� Power Limited Clients: In WMNs, though the mesh routers do not
have limitations on power, clients such as PDAs and IP phones
have limited power as they are operated on batteries. In the case of
Hybrid WMNs, clients of the other networks that are connected to
them, such as sensor networks, can be power limited. Hence, power
efficiency is of major concern in WMNs.

� Selection of Optimal Transmission Power: In multi-hop wireless net-
works, the transmission power level of wireless nodes affects con-
nectivity, interference, spectrum spatial reuse, and topology of the
network. Reducing the transmission power level decreases the in-
terference and increases the spectrum spatial reuse efficiency and
the number of hidden terminals. An optimal value for transmission
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power decreases the interference among nodes, which in turn in-
creases the number of simultaneous transmissions in the network.

� Channel Utilization: In multi-channel WMNs, the reduction in trans-
mission power increases the channel reuse, which increases the
number of simultaneous transmissions that improves the overall ca-
pacity of the network. Power control becomes very important for
CDMA-based systems in which the available bandwidth is shared
by all the users. Hence, power control is essential to maintain the
required signal-to-interference ratio (SIR) at the receiver and to
increase the channel reusability.

Several power efficient MAC protocols and power-aware routing proto-
cols are proposed for ad hoc networks to efficiently utilize limited energy
resource available in mobile nodes. These protocols consider all the nodes
in the network power limited. In WMNs, some nodes are power limited
and others have no limitation on power. So, when a power-efficient pro-
tocol is used in WMNs, it would not utilize the resource-rich mesh routers
to reduce power consumption on power-limited mesh clients. Hence, new
protocols are required which consider both types of nodes and efficiently
utilize the power of the client nodes.

1.4.9 Mobility Management

In WMNs the mobile clients get network access by connecting to one of
the mesh routers in the network. When a mobile client moves around the
network, it switches its connectivity from one mesh router to another. This is
called hand-off or hand-over. In WMNs the clients should have capability to
transfer connectivity from one mesh router to another to implement hand-
off technique efficiently. Some of the issues in handling hand-offs in WMNs
are discussed below.

� Optimal Mesh Router Selection: Each mesh client connects to one of
the mesh routers in the WMN. Normally, each mesh client chooses
the mesh router based on the signal strength it receives from the
mesh routers. When a mobile client is in the transmission range of
multiple mesh routers, it is very difficult to clearly decide to which
mesh router the mobile client must be assigned.

� Detection of Hand-off: Hand-off may be client initiated or network
initiated. In the case of client initiated, the client monitors the signal
strength received from the current mesh router and requests a hand-
off when the signal strength drops below a threshold. In the case of
network initiated, the mesh router forces a hand-off if the signal from
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the client weakens. Here the mesh router requires information from
other mesh routers about the signal strength they receive from the
particular client and deduces to which mesh router the connection
should be handed over.

� Hand-Off Delay: During hand-off, the existing connections between
clients and network get interrupted. Though the hand-off gives con-
tinuous connectivity to the roaming clients, the period of interrup-
tion may be several seconds. All ongoing transmissions of the client
are transferred from the current mesh router to a new mesh router.
The time taken for this transfer is called hand-off delay. The delay of
a few seconds may be acceptable for applications like file transfer,
but for applications that require real-time transport such as interac-
tive VoIP (Voice-over-IP) or videoconferencing, it is unacceptable.

� Quality of Hand-Off: During hand-off some number of packets may
be dropped due to hand-off delay or interruption on the ongoing
transmission. The quality can be measured by the number of packets
lost per hand-off. A good quality hand-off provides a low packet loss
per hand-off. The acceptable amount of packet loss per hand-off
differs between applications.

The hand-off mechanisms in cellular networks are studied in [37] and
[38]. When a user moves from the coverage area of one BS to the adjacent
one, it finds an uplink–downlink channel pair from the new cell and drops
the link from the current BS. In WLANs, whenever a client moves from one
AP to another, the link has to be reconfigured manually. In this case, all
ongoing connections are terminated abruptly. It may be applicable in LAN
environments as the clients have limited mobility around a limited area. But
in the case of WMNs, the mesh clients may constantly roam around different
mesh routers. Here, manual reconfiguration of mesh clients, whenever the
client moves from one mesh router to another, is a difficult task. So the
hand-off has to be done automatically and transparently. The users should
not feel that the existing connections are transferred from one mesh router
to another. For applications such as VoIP and IPTV in WMNs, sophisticated
and transparent hand-off techniques are required.

1.4.10 Adaptive Support for Mesh Routers and Mesh Clients

Compared to other networking technologies where all the nodes in the net-
work are considered to have similar characteristics, WMNs have different
characteristics between mesh routers and mesh clients. The main differ-
ences between them which make the need for new networking protocols
for WMNs are
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� Mobility: In many applications of WMNs, the mesh routers form a
fixed backbone network by placing the mesh routers at fixed loca-
tions such as rooftops and lampposts. So the mesh routers are con-
sidered immobile, but the clients in the mesh network are highly
mobile and can be connected to any mesh router based on signal
strength received from different mesh routers.

� Resource Availability: Normally, mesh routers are operated with
electric power rather than battery power. They are placed in loca-
tions where the powerline is available, so the mesh routers do not
have energy constraints. But the clients are operating with battery
power and are considered energy constrained.

The existing protocols for ad hoc networks consider the characteristics of
all nodes in the same way. The energy-aware protocols consider all nodes
in the network battery operated. The protocols that take into account the
mobility of nodes in the network consider all nodes in the network mobile.
For example, a routing protocol designed for networks with high mobility
and limited power when used in WMNs does not utilize the limited mobility
and rich energy resource nature of mesh routers. Hence, it fails to improve
the performance of WMNs. But due to the characteristics of mesh routers,
the routing protocols become simple and efficient. So WMNs need efficient
protocols that consider the differences between the mesh routers and mesh
clients to improve the performance of WMNs.

1.4.11 Integration with Other Network Technologies

The integration of WMNs with other existing network technologies such
as cellular, WiFi, WiMAX, WiMedia, and sensor networks can be achieved
by bridging functions at the mesh routers. These bridging functions can be
provided by adding network interfaces corresponding to the networking
technology that the mesh router has to support. There are several issues to
be addressed in integrating multiple networking technologies with WMNs:

� Complexity of Mesh Router: The integration of multiple networking
technologies with the mesh network increases the complexity of the
mesh routers. For each networking technology to be supported by a
mesh router, a network interface should be provided. This increases
the hardware and software complexity of the mesh routers.

� Cost of Mesh Router: The networking hardware or network inter-
face for different networking technologies are not the same. Each
networking technology needs specially designed hardware to oper-
ate on. Mesh routers have to be provided with the same number of
interfaces as the number of networking technologies supported by
them. This increases the cost of mesh routers.
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� Services Provided by Integrated WMNs: The services provided by
different networking technologies are different. Services not pro-
vided by IEEE 802.11 can be provided by cellular networks. Simi-
larly the services provided by sensor networks cannot be provided
by cellular networks. The integration of other networking technolo-
gies with WMNs provides many services to the users that are not
provided by WMNs alone. Depending on the service requirement,
the required networking technologies can be integrated with WMNs.

� Inter-Operability of Network Technologies: The protocols for differ-
ent network technologies are independent and operating them to-
gether is a difficult task. For example, the routing protocols used by a
cellular network and an IEEE 802.11 network are not the same. Fur-
ther, the MAC protocols used by different networking technologies
are not inter-operable. So the inter-operability of different network-
ing technologies necessitates new software architectures or middle-
ware implementations over the mesh networking platform.

Though the integration of multiple networking technologies with WMNs
is a difficult job, the services rendered by this necessitate the researchers
to come up with a feasible solution. The development of new network
architectures and middleware solutions may solve some of these problems.
The problem of implementation of many network interfaces in a single
mesh router can be solved by using software-defined radios. The software-
defined radio system is a software-based communication system for mod-
ulation and demodulation of radio signal. This is done by advanced signal
processing techniques implemented in a digital computer or in a reconfig-
urable digital electronic system. This technique produces different radios
that can receive and transmit a new form of radio protocol just by run-
ning different software rather than designing new hardware. This helps in
reducing the number of networking interfaces in mesh routers.

1.4.12 Deployment Considerations
� Scenario of Deployment: The capability required for deployments of

different WMNs is not the same. For example, WMN deployment for
community networking to share network resources among people
is not the same as for rescue operations. Some of the deployment
scenarios in which the deployment issues vary are
� Emergency Operation Deployment: This kind of application

scenario demands a quick deployment of a communication
backbone network through which the mobile devices can com-
municate. For example, during disasters like flood, fire, and
earthquake all the existing communication network infra-
structure might be destroyed. Hence, a quick deployment of
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a backbone communication network is essential. Most impor-
tantly, the network should provide support for time-sensitive
traffic such as voice and video. The network should also provide
support for different networking technologies to communicate
using this network. Hence, the mesh routers should provide in-
terfaces for other existing technologies which allow people to
communicate using any communication equipment they have.

� Commercial Broadband Access Deployment: The aim of this
deployment is to provide an alternate network infrastructure for
wireless communications in urban areas and areas where a tradi-
tional cellular BS cannot handle the traffic volume. This scenario
assumes significance as it provides very low cost per bit trans-
ferred compared to the cellular network infrastructure. Another
major advantage of this application is the resilience to failure of
a certain number of nodes. Addressing, configuration, position-
ing of relaying nodes, redundancy of nodes, and power sources
are the major issues in deployment. Billing, provisioning of QoS,
security, and handling mobility are major issues that the service
provider needs to address.

� Home Network Deployment: The deployment of a home area
network needs to consider the limited range of the devices that
are to be connected by the network. Given the short transmis-
sion ranges of a few meters, it is essential to avoid network
partitions. Positioning of mesh routers at certain key locations
of a home area network can solve this problem; also network
topology should be decided so that every mesh router is con-
nected through multiple neighbors for availability.

� Cost of Deployment: The commercial deployment of a communi-
cations infrastructure using a WMN essentially eliminates the re-
quirement of laying cables and maintaining them. Hence, the cost
of deployment is much less than that of the wired infrastructure.
Only the mesh routers have to be placed in appropriate locations
for efficient coverage. The mesh router manufacturers are providing
mesh routers for outdoor placements. Mesh routers can be placed on
poles on the street, which reduces the cost of deployment of mesh
networks.

� Incremental Deployment: In any WMN deployment, the coverage of
a geographical area can be extended by adding mesh routers incre-
mentally. With minimum configuration, the network starts function-
ing and mesh routers can be added incrementally for expanding the
size of the network. For example, during the community networking
deployment process whenever a mesh router is installed, it can be
commissioned.
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� Short Deployment Time: Compared to any wired communication
infrastructure, WMNs have less deployment time due to absence of
laying cables. Wiring the dense urban region is extremely difficult
and time consuming, in addition to the inconvenience caused. Mesh
routers can be placed based on the area of coverage and number
of active users in the area. They can be deployed even on rooftops,
provided that electrical power is available.

� Auto-Configurability: The incremental deployment of mesh networks
to increase the coverage area or number of users leads to changes in
topology of the network at later stages. The lossy nature of the wire-
less medium changes due to environmental changes, which leads
the routing protocols to change the path very often. Due to this, the
network needs re-configuration very often.

� Operational Integration with Other Infrastructure: Operational inte-
gration with other networking technologies such as satellite, cellular,
and sensor networks can be considered to improve the performance
or provide additional services to the end users. In the commercial
world, the WMNs that service a given urban region can interoperate
with the cellular infrastructure to provide better QoS and smooth
hand-offs across the networks. Hand-offs to a different network can
be done to avoid call drops when a mobile node with an active call
moves into a region where service is not provided by the current
network.

� Area of Coverage: In most of the cases, the area of coverage of
WMNs is determined by the nature of application for which the net-
work is set up. For example, for home networks the coverage of
the mesh routers is within the home or within the room in which
the router is placed. But in the case of wireless service providers,
mesh routers should be covering a number of homes on a street.
Long-range communication by fixed mesh routers can be achieved
by means of directional antennas. The mesh routers’ and mobile
clients’ capabilities such as transmission range and associated hard-
ware, software, and power source should match the area of coverage
required.

� Service Availability: Service availability is defined as the ability of
a network to provide service even with failure of certain nodes. In
WMNs the mesh routers form a fixed mesh backbone to provide
multiple services to the mobile clients. These mesh routers may be
placed in outdoor areas such as lampposts and rooftops. They are
subject to failure due to power failure, environmental damage, phys-
ical damage, or theft. Due to this, the services provided by a WMN
to mobile clients may not be available in certain areas. Hence, the
mesh routers need to be placed in such a way that failure of some
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of them does not lead to lack of service in that area. In such cases,
redundant inactive mesh routers can be placed in such a way that,
in the event of failure of active mesh routers, the redundant mesh
routers can take over their responsibilities.

� Choice of Protocols: The choice of protocols at different layers of
the protocol stack is to be done by taking into consideration the de-
ployment scenario. The MAC protocol should ensure provisioning
of security at link level for military applications. The routing pro-
tocol also should be selected with care. In the case of integration
of different networking technologies, end-to-end paths may have
different types of nodes with different capabilities. It requires rout-
ing protocols that consider the resource limitations of the nodes.
At the transport layer, depending upon the environment in which
the WMN is deployed, the connection-oriented or connectionless
protocols should be chosen. If the clients connected to the WMN
are highly mobile, a frequent hand-off of the clients with the mesh
routers takes place. This causes the higher-layer protocols to take
necessary action appropriately; also, packet loss arising due to con-
gestion, channel error, link break, and network partition is to be
handled differently in different applications. The timer values at dif-
ferent layers of the protocol stack should be adapted to the deploy-
ment scenario.

1.5 WMN Deployments/Testbeds
For the deployment of WMNs to be viable, they must be easy to install. This
is particularly important for home applications where people are unwill-
ing to install highly technical networks. A number of IEEE standards such
as 802.11, 802.15, 802.16, and 802.20 have emerged recently for wireless
networks. Many task groups have been working on standardization of the
protocols for WMNs, which leads to the development and interoperability
of mesh networking products from different vendors. Many testbeds have
been established to carry out research and development work in WMNs.

1.5.1 IEEE 802.11 WMNs

IEEE 802.11 [4] is the most popular WLAN standard that defines the spec-
ifications for the physical and MAC layer and has been adopted by many
vendors of WLAN products. A later version of this standard is the IEEE
802.11b [6], commercially known as WiFi. The original standards for IEEE
802.11 promised a data rate of 1 to 2 Mbps in the license-free 2.4 GHz ISM
(Industrial, Scientific, Medical) band. IEEE 802.11b defines operation in the
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2.4 GHz ISM band at data rates of 5.5 and 11 Mbps. IEEE 802.11a [5] operates
in the 5 GHz band (unlicensed national information infrastructure band).
It supports data rates up to 54 Mbps. IEEE 802.11e deals with the require-
ments of time-sensitive applications such as voice and video. IEEE 802.11g
aims at providing the high data rate of IEEE 802.11a in the ISM band. Under
the 802.11 standard, mobile clients can operate in infrastructure mode and
ad hoc mode. In infrastructure mode a mobile client communicates with
others through one or more APs. In ad hoc mode mobile clients can com-
municate directly with each other without using an AP. The set of mobile
clients associated with a given AP is called a Basic Service Set (BSS). A BSS
is the basic building block of the network. BSSs are connected by means of
a Distribution System (DS) to form an extended network. Any logical point
through which non-IEEE 802.11 packets enter the system is called a portal.
Portals are also used for integrating wireless networks with the existing
wired network. The BSS, DS, and portals together with the mobile clients
they connect constitute the Extended Service Set (ESS). Another working
group in IEEE 802.11 [3], called 802.11s, has been formed recently to stan-
dardize the ESS for mesh networking. It defines architecture and protocols
based on IEEE 802.11 MAC to create an 802.11-based Wireless Distribution
System (WDS). This WDS supports both broadcast, multicast, and unicast
delivery using radio-aware metrics over self-configuring multi-hop topolo-
gies. There are two main proposals for 802.11s by SEEMesh and Wi-Mesh.
The main features of these proposals are as follows:

� Supports single and multiple radios.
� With authentication and key management procedures, it provides

secure key distribution and secure exchange of routing information,
supporting centralized and distributed models.

� Supports QoS and power-efficiency-aware routing with a WDS four-
addressing extension that supports dynamic auto-configuration of
MAC-layer data delivery.

� Enables multiple routing algorithms for MAC address-based forward-
ing with a simple Hello message for mesh discovery and association
and supporting extended mesh discovery.

1.5.2 IEEE 802.15 WMNs

The 802.15 WPAN Task Group [39] focuses on the development of consen-
sus standards for Personal Area Networks or short-distance wireless net-
works. These WPANs address wireless networking of portable and mobile
computing devices such as PCs, PDAs, peripherals, cell phones, pagers,
and consumer electronics and allow these devices to communicate and
interoperate.
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The IEEE 802.15 Task Group 5 is chartered to determine the mechanisms
that must be present in the PHY and MAC layers of WPANs to enable
mesh networking. A mesh network is a PAN that employs one of the two
connection arrangements, full mesh topology or partial mesh topology. In
the full mesh topology, all nodes are in the transmission range of one
another, i.e., each node can communicate with other nodes in one hop. In
partial mesh topology, nodes in the network have one-hop communication
with a few nodes only. The 802.15 mesh networks have the following
capabilities:

� Extension of network coverage without increasing transmit power
or receiver sensitivity

� Enhanced reliability via route redundancy
� Easier network configuration
� Better battery life of device due to fewer retransmissions

1.5.3 IEEE 802.16 WMNs

The Worldwide Interoperability for Microwave Access (WiMAX) forum de-
scribes WiMAX as “a standards-based technology enabling the delivery of
last mile wireless broadband access as an alternative to cable and DSL.” The
802.16 [40] standard requires line-of-sight towers and operates in the 10 to
66 GHz frequency band. But the 802.16a [41] extension does not require
line-of-sight and operates in the 2 to 11 GHz frequency band. To allow the
consumers to connect to the Internet while moving at vehicular speeds,
the 802.16e [42] extension was developed. The main advantage of 802.16-
based mesh networks compared to 802.11 is higher coverage range and
bandwidth. As 802.16 uses TDMA-based scheduling of channel access, it
provides efficient resource utilization. These advantages make 802.16 best
suited for WMNs. The recent draft on 802.16 [43] integrated the mesh mode
specification into the standard. This mesh mode supports Time Division
Duplex (TDD), which separates downlink and uplink in time. The MAC
frame has two sub-frames called control sub-frame and data sub-frame. Ev-
ery control sub-frame consists of 16 transmission opportunities and each
transmission opportunity equals seven OFDM symbols. The data sub-frame
consists of mini slots, which are basic units for resource allocation. The
scheduling algorithm in 802.16 allocates the time slots in the data frame.
This is done by control message exchange in the control sub-frame so that
there is no contention in the data sub-frame. In a transmission opportunity
each node contends for channel and runs an election algorithm to compute
whether or not it can win a slot, because other nodes may also try to trans-
mit in the selected time slot. If it wins in the election algorithm, the node
broadcasts its schedule to all the neighbors and repeats the procedures in
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the next transmission time. If it fails, the node selects the next transmis-
sion slot and continues contention until it wins. For a connection setup, a
request/grant/confirm three-way handshake procedure is used.

1.5.4 Academic Research Testbeds

Many academic research institutes established testbeds to study realistic
behavior of WMNs. Some of them are discussed in this section.

� MIT Roofnet [44–46]: MIT Roofnet is an 802.11b multi-hop network
designed to provide broadband Internet connectivity to users in
apartments of Cambridge, MA. It has about 50 nodes connected
through 802.11b interfaces in multi-hop fashion and connected to
the Internet through an Ethernet interface available in the apart-
ments. Research on Roofnet includes link-level measurements of
802.11 interfaces, finding high-throughput routes in the face of lossy
links, adaptive bit-rate selection, and developing new protocols
which take advantage of radio’s unique properties. The main feature
of Roofnet is that it is an unplanned network, i.e., no configuration
or planning is required.

� CalRadio-I [47]: California Institute for Telecommunications and
Information Technology developed CalRadio-I, which is a radio/
networking test platform for wireless research and development.
This is a single integrated, wireless networking test platform which
provides a simple, low-cost platform development from the MAC
layer to a higher layer. All the MAC functionalities are coded in C
language that runs on the DSP processor. Any modification to the
MAC protocol can be done and tested in it. CalRadio-I functions as
a test instrument, an AP, and as a WiFi client.

� BWN-Mesh Testbed at Georgia Tech [48]: The WMN tested by the
Broadband and Wireless Network (BWN) Lab at Georgia Institute of
Technology consists of 15 IEEE 802.11b/g-based mesh routers. Using
this mesh network testbed, various experiments to investigate the ef-
fects of inter-router distance, backhaul placement, and clustering are
performed by varying the mobility of the nodes. Other testbeds in
the lab such as next-generation Internet testbed as backhaul access
to the Internet are connected to a mesh testbed. The measurements
using this testbed reveal that existing protocols for wireless ad hoc
networks such as TCP for transport layer, AODV for network layer,
and IEEE 802.11g for MAC do not perform well in terms of end-
to-end delay and throughput in WMNs. So the research at BWN is
focused on adaptive protocols for transport, routing, and MAC layers
and their cross-layer design. Integration of other network technol-
ogy testbeds such as WSNs (Wireless Sensor Networks), WSANs
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(Wireless Sensor and Actor Networks), next-generation Internet, and
WiMAX with WMNs testbed leads to design and evaluation of pro-
tocols for heterogeneous wireless networks.

� UCSB MeshNet [49]: The University of California, Santa Barbara, de-
ployed an experimental testbed on their campus. It consists of 25
nodes equipped with multiple IEEE 802.11a/b/g wireless radios. The
main objective of the testbed is to design protocols for the robust
operation of multi-hop wireless networks. Specifically, the testbed
is being used to conduct research on scalable routing protocols,
efficient network management, multimedia streaming, and QoS for
multi-hop wireless networks.

1.5.5 Industrial Research in WMNs

Many companies started research in WMNs on their own and in collab-
oration with academic research institutions. Some of them recently came
up with mesh networking products for implementing mesh network-based
applications. In this section some of the industries working toward research
aspects of WMNs and some of the industries providing mesh networking
products are discussed.

� Microsoft Research [50]: Microsoft researchers at Redmond, Cam-
bridge, and Silicon Valley are working to create wireless technolo-
gies that allow neighbors to connect their home networks together
(community networking). They deployed their own mesh network
testbed in their office building and local apartment complex. They
developed a software module called the Mesh Connectivity Layer
(MCL) which implements ad hoc routing and link quality measure-
ment. Architecturally, MCL is a loadable Windows driver. It imple-
ments a virtual network adapter, so that the ad hoc network appears
as an additional (virtual) network link to the rest of the system.
The routing protocol used by MCL is LQSR, which improves net-
work performance by supporting link-quality metrics for routing.
The MCL driver implements an interposition layer between the link
layer and the network layer. To higher-layer software, MCL appears
to be just another Ethernet link, albeit a virtual link. To lower-layer
software, MCL appears to be just another protocol running over the
physical link. This design has several significant advantages. First,
higher-layer software runs unmodified over the ad hoc network.
The testbed runs both IPv4 and IPv6 over the ad hoc network with-
out requiring any modifications to the network layer. All network
layer functionalities such as ARP, DHCP, and Neighbor Discovery
work well. Second, the ad hoc routing runs over heterogeneous link
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layers as well. This implementation supports Ethernet-like physical
link layers (e.g., 802.11 and 802.3), but the architecture accommo-
dates link layers with arbitrary addressing and framing conventions.
The virtual MCL network adapter can multiplex several physical net-
work adapters, so the ad hoc network can be extended across het-
erogeneous physical links. Third, the design can support other ad
hoc routing protocols as well.

� Intel [51]: A wide variety of research and development efforts at Intel
are geared toward understanding and addressing the technical chal-
lenges for realizing multi-hop mesh networks. Intel’s Network Archi-
tecture Lab is aimed at overcoming many of the challenges faced by
WMNs. They developed low-cost and low-power AP prototypes or
nodes to enable further research on security, traffic characterization,
dynamic routing and configuration, and QoS problems. Intel is also
working with other industries to develop standards and protocols
that support WMNs and enable interoperability between products
from multiple vendors. Intel is working to simplify the entire instal-
lation process, including network node placement and configuration
so that end users and businesses can easily realize the full benefits
of multi-hop mesh networking.

1.5.6 Mesh Networking Products

� Strix Systems [52]: The mesh networking products from Strix Systems
are RF-independent supporting existing wireless standards 802.11a/
b/g and 802.16 (WiMAX), designed to easily add in any future wire-
less technologies. The Strix Access/One® family of products delivers
high-performance WMN systems by employing modular future-proof
architecture supporting multi-radio, multi-channel, and multi-RF
mesh networking technologies. The Access/One architecture deliv-
ers the industry’s most scalable and flexible wireless networking
platform by which the largest citywide and countrywide communica-
tion services can be built. Unlike competing single and other multi-
radio products, the Access/One design makes secure full-duplex
transmission, instant path switching, and application classification a
reality. Strix Access/One networks are deployed in many different
environments and used for many different applications around the
world, enabling users to access wireless broadband applications at
any place, anywhere, any time even while moving at 200 miles per
hour. Strix Access/One is a scalable self-configuring and self-healing
system designed to meet the needs of service providers, government
agencies, and outdoor mobile enterprises.

� Nortel [53]: Nortel’s WMN solution addresses the market require-
ments for networks that are highly scalable and cost-effective,
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offering end user security, seamless roaming beyond traditional
WLAN boundaries, and provides easy deployment in areas that do
not (or cannot) support a wired backhaul. Nortel’s WMN solution
is well-suited for providing broadband wireless access in areas that
traditional WLAN systems are unable to cover. Nortel provides a
number of products for WMN solutions, which include wireless AP,
wireless bridge, WLAN security switches, and enterprise network
management system. These products provide a number of applica-
tions for the mobile users such as secure mobile networking and
voice connectivity featuring flexible seamless mobility across cam-
pus environments, IP telephony and converged multimedia applica-
tions, and low-cost, high-capacity point-to-point broadband trans-
mission.

� Kiyon Mesh Network [54]: Kiyon also provides mesh networking
products for realizing WMNs. The KAN254B wireless BACNet router
provides a WMN solution to industry and converts all standard field
controllers or supervisory controllers using BACnet MSTP, BACnet
IP, or Ethernet IP to a WMN. It can also be used for security sys-
tems, video cameras, lighting systems, fire, and Internet applications.
People have applied them in offices and warehouses and even to
connect buildings together when running wires was prohibitive.

� FireTide® [55]: FireTide mesh networking provides solutions to ed-
ucation, health care, hospitality, municipal government, and ware-
housing. The mesh networking products from FireTide such as
Hotspot indoor and outdoor mesh nodes provide a high-capacity
wireless mesh backbone for outdoor and indoor networks. These
products are designed for maximum performance, scalability, and
ease of use. They can operate in 2.4- and 5-GHz frequency spectrum.
The public safety mesh nodes are ideal for public safety agencies.
This operates in 4.940- to 4.990-GHz spectrum, which has been al-
located for public safety agencies in the United States.

1.6 Summary
WMNs have emerged as a promising technology for next-generation net-
working. In WMNs, no cabling is required to connect the mesh routers.
All mesh routers self-configure wirelessly to form a rich radio mesh back-
bone network. The wireless connectivity between routers significantly re-
duces the deployment and maintenance cost when compared with wired
networks. Due to these attractive features of WMNs, they are considered
for a wide variety of applications such as community networking, emer-
gency operations, home networking, and hybrid wireless architectures. In
this chapter, the major issues and applications of WMNs were described.
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The design issues and deployment scenarios were also discussed. Provid-
ing high throughput is the major design goal of WMNs, which has been
addressed in multiple layers. To improve the performance of WMNs, the
multi-channel, multi-radio architecture has been suggested. The related pro-
tocols for this architecture in MAC and routing layer were discussed. Some
routing metrics were described to find high-throughput paths by taking
into account the channel quality and inter flow and intra flow interference.
Security and standardization are the main concerns for the wide deploy-
ment of WMNs. Some of the security issues and standards such as IEEE
802.11s and IEEE 802.16 mesh were also discussed. Finally, to provide in-
sight on real implementations of WMNs, some WMN testbeds and mesh
networking products were also discussed.
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Wireless mobile mesh networks are made up by several mobile nodes,
fully wirelessly interconnected, which adopt multi-hop communication for
data transmission. This chapter intends to argue why mesh networking
technology represents a new issue to address for wireless networks by pre-
senting the mesh networking fundamentals in wireless PANs, LANs, MANs,
and WANs. For this purpose, we will first study the mesh networking charac-
teristics while stressing the targeted applications, the network architecture,
and the particularities of the routing, quality of service (QoS) provision, and
management protocols. Then, details of the IEEE standardization efforts tar-
geting the network coverage ranging from PANs to WANs are presented.
We conclude by presenting some of the deployed solutions and discussing
advanced design issues aiming at providing scalable, low-cost, and easily
deployable Wireless Mobile Mesh Networks.

2.1 Introduction
The mobile ad hoc networks (or MANET) have gained researchers’ atten-
tion for 30 years [1]. MANET nodes share wireless links and can play the
role of client and router at the same time without relying on any infras-
tructure; thus accomplishing large deployment ease and investments cost
decrease. Besides, the ephemeral nature of MANETs particularly copes with
critical applications such as disaster recovery and battlefield communica-
tions. Many research works have addressed the multi-hop communication
issue in wireless networks, but the practical impact was not very impor-
tant because users rarely operate in ad hoc mode. For instance, the targeted
applications were limited to specialized missions inducing an unreasonable
cost, while users searched mostly for cheap information sharing and Inter-
net access. Client satisfaction has created a new research topic that aims at
revising the MANET concept by considering the MANET network as a flex-
ible and low-cost extension of wired infrastructure networks that integrates
them. As a result, the wireless mesh networking paradigm, which inherits
some MANET characteristics and targets civilian applications, was born.
It is worth noticing that both the wired Internet and the public switched
telephone network may be classed as mesh networks [2]; however, future
wireless mesh networks should rely on a wireless infrastructure to inter-
connect mobile devices in a multi-hop fashion. Wireless mesh networks
(WMNs) support home and enterprise networking applications; they also
provide ubiquitous Internet access and enable the implementation of intelli-
gent transportation systems and public safety applications. Besides, their
deployment does not require important investments comparable to the
deployment of wired solutions. In fact, wireless mesh routers can rapidly
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and easily integrate the wireless infrastructure as soon as the coverage
needs to be extended. As a result, a growing number of cities have adopted
this paradigm to attract visitors and citizens and start a long-lasting devel-
opment process. Users can temporarily join the mesh network and act as
clients and routers for other nodes, thus enhancing the network capacity,
throughput, and reliability. Currently, one can find off-the-shelf and propri-
etary mesh networks solutions while IEEE standardization efforts are target-
ing network coverage ranging from PANs to WANs. The goal of this chapter
is to present the mesh networking fundamentals in wireless PANs, LANs,
MANs, and WANs. To this end, a general overview of the mesh networks
architecture and characteristics is given while addressing general concepts
such as the supported applications, the routing and management protocols,
the QoS provision, and the security considerations. Then, the detail of the
IEEE standardization efforts targeting the network coverage ranging from
PANs to WANs is presented. We particularly address the physical layer and
the MAC layer design issues for the mesh communication mode support
while presenting the challenges that are particular to each network (PAN,
LAN, MAN or WAN). An overview of the available commercial systems and
deployed solutions is also given. We conclude by discussing some of the re-
search issues aiming at designing scalable, low-cost, and easily deployable
wireless mobile mesh networks.

2.2 Wireless Mesh Networking Fundamentals

2.2.1 Network Architecture

A wireless mesh network is a hierarchical network formed by fully wire-
lessly interconnected nodes, as illustrated in Figure 2.1. A fully meshed
network is a network where every node directly connects to every other
node; a partial mesh network is a network where each node is connected
to a set of other nodes [47]. We distinguish routers nodes that act as layer 3
gateways and support meshing functions. Such nodes are usually equipped
with multiple network interfaces for different access technologies; they can
guarantee wider coverage with less power consumption thanks to the sup-
port of multi-hop communications. The network resulting from the mesh
routers interconnection is called a wireless backbone; it guarantees the con-
nectivity between nomadic users and wired gateways. The wireless mesh
network includes also Access Points (APs), which can be viewed as special
mesh routers provided with a high-bandwidth wired connection to the
Internet. The wireless network formed by the interconnection of the AP
and the mesh routers is called a backhaul. The latter enables the access to
external networks while providing high-bandwidth and seamless multi-hop
communication at a low cost.
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Figure 2.1 The wireless mesh network architecture.

Finally, mesh clients are generally equipped with a radio interface sup-
porting mesh networking functions; that is why they can act as routers
for other mesh nodes. However, they do not provide the bridge/gateway
functionalities needed for Internet access and interoperability with other
networking technologies. Mesh clients can be laptops, pocket PCs, PDAs,
IP phones, etc.

2.2.2 Characteristics

Mesh networks are gaining a growing interest thanks to their special char-
acteristics that enable the deployment of new applications at lower cost.
The most important characteristics are as follows:

� Multi-Hop Communication: The multi-hop communication scheme
guarantees larger coverage zones and an enhancement of the net-
work capacity. In fact, line-of-sight constraint no longer matters
because the intermediate nodes relay the information to their neigh-
bors on short wireless links using a reduced power transmission.
As a result, the interferences are decreased and the throughput is
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augmented [3]. Besides, the multi-hop connectivity allows several
devices to access the network at once by relying on other mesh
nodes without affecting the overall network performance. Finally,
mesh networks gain more capacity as the number of internal nodes
increases and the data traffic can reach larger areas by crossing mul-
tiple hops until the final destination.

� Wide Coverage and Cost Reduction: The wireless infrastructure sup-
ported by the mesh networks eliminates the deployment costs of
a new wired backhaul through cities and rural areas. Moreover,
the flexible infrastructure can easily be enforced by adding new
wireless mesh routers anywhere, anytime the coverage needs to be
enhanced. Only some APs need to be connected with the wired
infrastructure to allow Internet access.

� Self-Configuration and Self-Management: New mesh nodes that
enter the network are transparently supported because meshing
functions such as neighbors discovery and automatic topology learn-
ing are implemented. Wireless routers rapidly detect the presence of
new paths, thus enhancing the overall performance and coverage.

� Network Access and Interoperability: Backhaul devices are equipped
with multiple network interfaces that support both Internet and peer-
to-peer communications while guaranteeing access to existing wire-
less networks technologies such as traditional IEEE 802.11, WiMAX,
ZigBeeTM, and cellular networks.

� Mobility and Power Consumption: The mobility and power consum-
ption vary with the nature of the mesh node. For example, mesh
routers and APs have minimal mobility and reduced power con-
straints. However, mesh clients are mostly small mobile devices
with reduced battery autonomy. Therefore, MAC and routing proto-
cols supported by the backbone/backhaul do not need to be power
efficient, but they cannot be implemented on simple mesh clients.

� Reliability: Mesh networks rely on multi-hop communication and
can use every internal node to route traffic to the destination. There-
fore, multiple paths exist between two communicating endpoints
and temporary path failures can be easily tolerated. Besides, mesh
clients that need to communicate with external destinations (e.g.,
Internet) can choose between multiple egress points toward the
wired network, thus tolerating router failures and reducing potential
congestions.

2.2.3 Supported Applications

The mesh networks support a large number of applications dedicated to
personal, local, metropolitan, and wide areas networks.
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� Home Networking: Mesh networks can be deployed at home
because they support bandwidth-greedy applications such as multi-
media traffic transmission [5]. Mesh nodes can be desktop PCs, lap-
tops, high-definition TV, and DVD players. Wireless APs or mesh
routers can easily be added to cover dead zones without requiring
wiring or complex configurations.

� Enterprise Networking: Traditional wireless LANs have been widely
used in enterprises, but they have not succeeded in effectively reduc-
ing the deployment cost because the presence of a wired infrastruc-
ture is a must. Adopting mesh networks in enterprises enables the
share of resources and an overall performance enhancement thanks
to the multi-hop communication and the wireless infrastructure de-
ployment. In fact, bottleneck congestion resulting from the one-hop
access to the traditional APs is eliminated. Besides, the infrastructure
can easily scale according to the network’s needs without requiring
complex configurations and wiring.

� Public Applications: Mesh networks support public applications at
the metropolitan and wide area scale mainly because the line-of-
sight constraint can be overcome. Wireless Internet access on the
road, public safety, and implementation of intelligent transportation
systems are highly appreciated by cities’ inhabitants and visitors, and
have already been deployed in many countries such as the United
States, Taiwan, and Bangladesh.

The supported applications will be further detailed later in the chapter.

2.2.4 Routing Protocols

Wireless mesh networks are characterized by multi-hop communications
and rely on a wireless backhauling system to access other external net-
works such as the Internet. Consequently, they need to address special
constraints such as enhanced scalability, varying power constraints, and
cross-layer design. These specificities require special routing capabilities
that may be partially inherited from the ad hoc context, but that surely differ
from those implemented in the wired and cellular networks. We believe that
the specification of a wireless mesh routing protocol should provide new
performance metrics that take into consideration the quality of the inter-
mediate links while trying to minimize the path length. Meanwhile, the
mesh routers and the mesh clients presenting different mobility and power
constraints should implement an efficient hybrid routing protocol able to
address those specificities. For instance, the Link Quality Source Routing
(LQSR) based on the DSR protocol [49] selects the routes with respect to
the expected transmission count (or ETX, [52]), the per-hop round-trip tune
(RTT), and the per-hop packet pair. Results showed that adopting the ETX
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for stationary nodes guarantees a good performance although adopting
the minimum hop count as route selection criteria for mobile nodes gives
better results. New performance metrics that achieve good performances
in the mesh context present a research issue that needs to be investigated.

In addition, fault-tolerance mechanisms that guarantee the rapid selec-
tion of a new path in case of link failure should be defined. Besides, the
route selection should be based on the congestion status of the network to
efficiently use the available resources. In fact, the mesh network presents
multiple routes between communicating nodes so that alternative paths
which offer the required QoS may be selected in case of mobility or link
quality decrease. However, it is worth noticing that the route-establishment
complexity increases as the network size grows. Meanwhile, the rout-
ing protocol should address the ephemeral nature of mesh nodes while
guaranteeing the end-to-end QoS requirements, especially in the case of
metropolitan and wide area mesh networks. When considering the ad hoc
context, hierarchical routing protocols as presented in [53–55] adopt a self-
organization scheme that groups the network nodes into clusters with a
certain size. Each cluster is then managed by one or more clusterheads and
nodes belonging to different clusters may communicate using other nodes
as gateways. The routing mechanisms implemented inside a cluster may
be proactive while intra-cluster routing may be on-demand. Such protocols
achieve good performances especially when the node’s density is high;
however, they cannot be applied to the mesh context without adding some
modifications. For instance, a mesh node selected as a clusterhead may
not present sufficient power and processing capabilities, thus becoming
a bottleneck. Geographic routing which is topology-based resists mobility
better, but requires important processing resources. In addition, delivery is
not always guaranteed even if a path exists between the communicating
nodes. Open research issues need to be addressed if this routing principle
is applied to the mesh networking context.

2.2.5 Network Management

Mesh networks management needs to address nodes’ specificities in terms
of mobility, location, and power to provide an up-to-date vision of the net-
work status. The resulting accurate management data will serve especially
for enhancing the overall performances and making the wise decisions to
overcome the encountered problems.

� Mobility Management: Mobility management addresses the
location management and the hand-over. Location management ad-
dresses the location registration and the call delivery; it guarantees
that active nodes remain always reachable despite their mobility. The
hand-over process, also known as hand-off, consists in transferring
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a communication; therefore, it requires a new connection genera-
tion and implements the control of the data flow. Advanced mobility
management mechanisms have been proposed for cellular and IP
networks; however, the adopted schemes are centralized because
they rely on the base stations. As mesh networks present an ad
hoc architecture, distributed or hierarchical location and hand-over
management functions should be adopted while taking into con-
sideration the nodes’ nature (routers or clients) and their different
mobility schemes. In fact, backbone nodes present reduced mobility
while mesh clients frequently roam across different mesh routers.
Proposing a multi-layer mobility management framework that
addresses mesh specificities is a hot research topic that needs to be
investigated. More specifically, location management functions may
be used at MAC and routing layers to provide better performances
and permit the development of new location-based applications for
the mesh scenarios.

� Power Management: Mesh networks are made up of mesh routers
and mesh clients. While the routers present reduced mobility and
power constraints, the clients are tiny pieces of equipment, such
as IP phones and sensors, which are battery-dependent. Besides, it
is always preferable to reduce the transmission power to save the
resources and reduce the interferences while increasing the spec-
trum spatial-reuse efficiency. Consequently, power-efficient proto-
cols need to be developed while paying particular attention to some
constraints as the hidden nodes scenario to avoid the performance
degradations at the MAC level.

� Network Monitoring: Mesh routers need to calculate their own
statistics to report them for monitoring servers. Servers should then
analyze the data and process anomaly detection. They can then
trigger alarms or reactively respond, depending on the scenario. Few
networking management protocols have been proposed for the ad
hoc context [56]; however, they do not address the scalability issue
of the mesh networks. Besides, new data processing algorithms that
address the mesh network’s specificity need to be developed.

2.2.6 QoS Provision

A service in a communication network is defined by the International
Telecommunication Union (ITU) as a service provided by the service plane
to an end user (e.g., a host [end system] or a network element) and which
utilizes the IP transfer capabilities and associated control and management
functions for delivery of the user information specified by the service level
agreement (SLA) [69]. In the telecommunications area, the quality of service
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is intrinsic, perceived, or assessed. Intrinsic QoS is a technical measure con-
sidered by engineers and network service providers; it is always objectively
compared to the expected performance not affected by customers’ percep-
tions. Perceived QoS reflects the end user’s view about a service while
assessed QoS is a factor that the customer decides whether or not to con-
tinue using the service [69]. It is clear that the most challenging issue in
providing QoS is to specify the requirements and then quantify them based
on a set of measurable QoS parameters such as the delay, the jitter, and the
bandwidth.

Today, most Internet protocols provide best-effort IP forwarding while
QoS support is required to satisfy multimedia applications needs. To add-
ress this issue, two major QoS models have been proposed: the Integrated
Service (IntServ) [73] and the Differentiated Service (DiffServ) [74]. IntServ
is a QoS model which adopts virtual circuit connection mechanisms and
offers per-flow end-to-end reservations. The Resource ReSerVation Protocol
(RSVP) is used as a signaling protocol to set up and maintain virtual con-
nections and reserve resources along a route. IntServ provides hard QoS
guarantees; however, the adopted per-flow granularity leads to a scalability
problem because the amount of state information increases with the num-
ber of flows and nodes. DiffServ was designed to overcome the difficulty of
implementing and deploying IntServ and RSVP. In fact, the DiffServ scalable
solution provides QoS on the wired Internet by defining a set of QoS classes
and then classifying packets into them according to an SLA negotiated with
the Internet Service Provider (ISP). Edge routers perform the complicated
flows classification while the core routers do not keep per-flow informa-
tion, but aggregate different packets that were assigned to different classes
on a per-hop behavior (PHB). DiffServ aims to provide service differentia-
tion among traffic aggregates over a long timescale, but it does not fit to a
fast topology-changing context.

QoS routing algorithms deployed in the mesh networks adopt either an
IntServ or a DiffServ approach according to the network size (coverage area
and nodes numbers) and the mobility scheme. For instance, MeshDynamics
proposes a technique for wireless mesh PANs called heartbeats [7], which
relies on the information provided by each intermediate node to establish
paths satisfying the QoS requirements from source to destination. Besides,
[21] proposes a QoS routing protocol called WMR (Wireless Mesh Routing)
[21] for a wireless mesh LAN infrastructure. WMR supports multimedia
applications by guaranteeing minimum bandwidth and maximum end-to-
end delay for all intra-BSS and inter-BSS communications; it also guarantees
a per-flow granularity and processes a full, on-demand hop-by-hop rout-
ing with no route caching [21]. To fulfill the broadband wireless access
QoS requirements in MAN networks and address the scalability issues, the
IEEE 802.16 standard defines four classes of service while [68] presents a
Wireless DiffServ architecture for the wireless mesh backbone.
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2.2.7 Security Considerations

Mesh networks need to provide advanced security mechanisms to encour-
age client subscribing to reliable services. More specifically, the mesh traffic
travels through multiple intermediate nodes on the particularly vulnerable
wireless channels, thus increasing the hacking probability. Currently, mesh
networks provide the same security services deployed in the WLANs and
encrypt the backhaul communications which represent the important part
of the whole traffic [4]. However, they have some characteristics that render
them particularly vulnerable [6]. In fact, the adopted multi-hop communi-
cation which relies on the cooperation of the network nodes suffers from
selfish behaviors. For instance, some selfish nodes may obtain free ser-
vices while refusing to participate in routing and affecting the system avail-
ability. Besides, the lack of authentication provides attacking nodes with
free-of-charge services. Consequently, hackers may cause denial of service
by sending arbitrary traffic or advertise high rates, thus affecting network
performance. Moreover, the routing service which adapts to the topology
changes and the environment conditions can be attacked in several ways.
In fact, malicious nodes can mislead targeted actors by pretending higher
or reduced utility values to create an inaccurate representation of the net-
work status, thus leading to serious denial of service attacks. To address
this issue, each node should locally verify the consistency of the collected
information and base its routing decision on the deduced conclusion.

2.2.8 Scheduling and Multimedia Support

Mesh networks adopt broadcast scheduling to coordinate transmissions
between the communicating nodes. We mainly distinguish two types of
scheduling which vary according to the scheduling-messages contention
resolution procedure [30]. For instance, in the distributed scheduling
adopted by the IEEE 802.16 standard, the nodes share their scheduling
data within the two-hop range and cooperate to avoid contention while
resources are granted, thanks to a connection establishment procedure.
However, mesh BS collects resource requests from the nodes within a cer-
tain range and then allocates the resources in a centralized manner [38].
Such resource reservation procedures are implemented in the MAC layer to
establish high-speed broadband mesh connections needed by multimedia
applications. In fact, scheduling supplies guaranteed bandwidth and delay
based on the flow priority requirements in both metropolitan and wide area
networks [72]. In PAN context, beacons are used to allow isochronous trans-
mission by reserving Channel Time Allocation (CTA) slots. We may state
that the QoS provision mechanisms proposed for mesh networks differ
from one network to another. In the following sections, we further detail
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the implementations of MAC and routing aware QoS that intend to support
multimedia applications.

2.3 Wireless Mesh PANs

2.3.1 Background and Objectives

Wireless mesh PANs aim to provide short-range communications between
small groups of fixed and mobile computing devices such as PCs, PDAs,
peripherals, cell phones, pagers, and consumer electronics. As the network
nodes have power constraints, the multi-hop communication is adopted to
increase the coverage area while reducing transmission power and increas-
ing the throughput. Besides, the nodes do not rely on an infrastructure as
in wireless LANs; they have to play the role of clients and routers at the
same time. Therefore, the network reliability and stability need to be guar-
anteed despite routers’ mobility. In addition, wireless mesh PANs intend
to provide multimedia applications that require the design of appropriate
QoS routing protocols [7]. More specifically, multimedia home networking
with high-speed streaming media and streaming content download, envi-
ronmental monitoring, automatic meter reading, and plenty of commercial-
and industrial-type applications monitoring need to be supported [9].

2.3.2 Challenges

The reliability of the QoS routing service is a major concern for wireless
mesh PANs. In fact, in the ad hoc networks context, each node maintains
a connectivity graph defining a path for every other node in the network.
However, the node’s mobility leads to a constant change in the routing
tables and result in an important overhead as the number of the network
members increases. To address these issues, mesh routings protocols se-
lect the next relay based on the local information stating which node has
the strongest signal and is closest to the sender. Unfortunately, this local
approach is efficient only in the case of small networks; besides, it is not
able to guarantee QoS for mission-critical applications. A global approach
based on the exchange of compact control messages for the routing tables
updates needs to be found. On the other hand, the routing service needs
to proactively adapt to the power constraints of the nodes to avoid paths
breakage and QoS violations. The third wireless mesh PANs challenge is
related to beacon alignment issues. In fact, traditional PANs use beacons
to provide isochronous transmissions. A beacon is formed by CTA and
Contention Access Period (CAP) time slots, as depicted in Figure 2.2.

CTA time slots are reserved slots for regular transmissions of traffic with
hard QoS constraints such as video streaming over a multi-hop network.
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Figure 2.2 Two beacons experiencing interferences.

The Pico Net Controllers (PNCs) send the beacon synchronization pulses
to coordinate the transmissions between the managed nodes. However,
a node may not receive this pulse due to radio interference from other
devices in other pico nets. Consequently, the PNCs should coordinate their
transmissions with their managed nodes despite the fact that interference
may occur at anytime (during the beaconing period [B], the CAP, or the
CTA period).

2.3.3 Architecture

A mesh PAN can either be organized in a full mesh topology or a partial
mesh topology. When each node is directly connected to all others, we
obtain a fully meshed network [9]. In a partial mesh topology, only some
nodes are directly connected to all others; the remaining ones are con-
nected only to nodes with which they frequently communicate. A mesh
PAN topology is made up of a PAN Coordinator (PAN-C) that is partially or
fully connected with other Full Function Devices (FDDs). Each FDD is then
interconnected with a set of Reduced Function Devices (RFDs). FDDs sup-
port enhanced functionalities such as routing and link coordination; RFDs
are simple send/receive devices. This mesh topology allows better network
coverage extension and provides enhanced reliability via route redundancy
because nodes may act as routers and relay data in case of link breakage.
In fact, data which has not reached its destination is forwarded to one or
more neighbors by nodes that act as repeaters. Each node keeps a routing
table that indicates which neighbor to contact when a packet with a par-
ticular address is forwarded. Moreover, an easier network configuration is
fulfilled and the battery lives are extended due to short links usage.

2.3.4 The IEEE 802.15.5 Standard

The IEEE 802.15.5 Working Group was created in May 2004 to define a
complete framework that provides a reliable and scalable wireless connec-
tivity for mesh nodes based on the specification of the low-rate wireless
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PANs specified in IEEE 802.15.4 standard and the high-rate wireless PANs
specified in IEEE 802.1.5.3 [11,13].

2.3.4.1 Meshing and the Ultra Wide Band

The Ultra Wide Band (UWB) is a high-speed physical technique that partic-
ularly fits short-range communications. In fact, UWB enhances the meshing
capabilities by having low power and cost constraints while guaranteeing
precise location information and important throughput. This radio technol-
ogy transmits signals with extremely wide spectrum (e.g., the bandwidth of
the transmission can be several GHz wide [18]) at a very low transmission
power so that the resulting Power Spectrum Density (PSD) is very low, thus
allowing a massive frequency reuse [10]. For example, 1 W of total power
spread across 1 GHz of frequency spectrum puts only 1n W of power into
each hertz band of frequency. The resulting reduction of the consumed
power allows tiny devices to save their battery life while resisting fading
and interference. However, UWB applies only to short-range communica-
tions because the bandwidth decreases rapidly as distance increases [3,10].
Consequently, if the same throughput offered by the UWB needs to be
provided for wireless mesh LANs or MANs, new physical layer transmis-
sion techniques need to be developed. UWB allows the coexistence of tens
and even hundreds of simultaneous non-interfering channels within radio
distance of each other. Using a mesh topology enables us to trade some
channels to increase the overall performance, as illustrated by Figure 2.3.

In fact, nodes A and B are direct neighbors distant by 10 m and having
100 Mbps as available bandwidth. Besides, node C is a common neighbor
distant by 5 m from A and B. This shorter distance implies 250 Mbps of
available bandwidth between both A and C and B and C. If A wishes to
communicate with B, it will be wise to choose the path A -> C -> B with
an available bandwidth of 250 Mbps, which is two times faster than the
direct one. Meshing also increases the coverage because nodes which are
not in direct range can communicate by using other network members as
relays. Using large UWB increases the available bandwidth as the number
of nodes increases. To conclude, the combination of the UWB technology

C

BA

5 m/250 Mbps

10 m/100 Mbps

5 m/250 Mbps

Figure 2.3 Meshing increases the throughput.
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and a mesh topology guarantees a very easy and cheap deployment of
communication networks for homes and offices.

2.3.4.2 Overview of the ZigBee IEEE 802.15.4 Standard

The ZigBee IEEE 802.15.4 standard specifies the PHY and MAC layers imple-
mentation which intend to support low-rate wireless communications in a
PAN, which can be either a star, a mesh, or a cluster tree [70]. ZigBee also
addresses the third layer functionalities and combines tree routing with
on-demand non-tree routing while eliminating single point of failure.

Routes forming a tree branch are optimally traced based on the hop
count, link quality, and power. Meanwhile, optimal on-demand paths are
orthogonal and connect different tree branches. As a consequence, the
tree routes and the on-demand ones interconnect all the nodes within the
network and result in a mesh.

Besides, the network defines three logical devices depending on their
functionalities. In fact, we distinguish the ZigBee coordinator, which is an
FDD; the ZigBee router that can act as a coordinator within its operating
area, and the ZigBee end device, which can be either an FDD or an RFD.

The mesh topology defined by ZigBee is also known as the peer-to-peer
topology. It defines one PAN coordinator, allows any device to communi-
cate with any other neighboring device, and enables multi-hop transmis-
sions [70], thus forming an ad hoc self-healing and self-forming network.

2.3.4.3 IEEE 802.15.4 Physical Layer

The physical layer defines two services: the physical data and the phys-
ical management service. It manages the activation and deactivation of
the radio transceiver, the energy detection (ED), the link quality indica-
tion (LQI), the channel selection, the clear channel assessment (CCA), and
the transmitting and reception of packets across the physical medium [70].
The adopted modulation technique is the direct sequence spread spectrum
(DSSS), which offers data rates of 250 kbps at 2.4 GHz, 40 kbps at 915 MHz
and 20 kbps at 868 MHz. The low frequencies offer an extended range
while the high frequency provides a high throughput. Besides, a single
channel is defined between 868 and 868.6 MHz, ten channels are defined
between 902.0 and 928.0 MHz, and 16 channels lie between 2.4 and 2.4835
GHz, thus enabling channel reallocation within the spectrum. Receiver sen-
sitivities are −85 dBm for 2.4 GHz and −92 dBm for 868/915 MHz while
the maximum transmit confirms with local regulations.

2.3.4.4 IEEE 802.15.4 MAC Layer

The ZigBee MAC layer provides two services: the MAC data service and the
MAC management service interfacing to the MAC sub-layer management
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entity service access point (MLMESAP). The coordinator devises the super-
frame into 16 equally sized slots and bounds it by network beacons. In fact,
the beacon frame is sent in the first slot of each superframe to synchro-
nize the attached devices, identify the PAN, and describe the superframe
structure [70]. Besides, the superframe may have an inactive portion during
which the coordinator enters in a low-power mode and an active portion
consisting of the CAP and the contention free period (CFP). Devices that
wish to communicate during the CAP period need to compete to gain access
using a slotted (CSMA/CA) approach. On the other hand, the CFP presents
guaranteed time slots, which may occupy more than one slot period [70].
The beacon is transmitted at the start of slot 0 without the use of CSMA while
all frames except acknowledgment frames or any data frames that immedi-
ately follow the acknowledgment of a data request command transmitted
in the CAP shall use slotted CSMA-CA to access the channel. A transmission
in the CAP shall be complete one IFS period before the end of the CAP,
where an IFS (Inter Frame Space) period is the amount of time necessary to
process the received packet by the physical layer. If the transmission is im-
possible, it will be deferred until the CAP of the following superframe. The
CFP starts on a slot boundary immediately following the CAP and extends
to the end of the active portion of the superframe. Its length is determined
by the length of the combined guaranteed time slots [70].

2.3.4.5 Overview of the IEEE 802.15.5 Standard

A wireless mesh PAN should guarantee isochronous and asynchronous data
transmissions and provide high throughput and low latency while sup-
porting a high spatial frequency reuse and a decentralized monitoring. To
address these issues, [71] proposes the adoption of a superframe with a slot-
ted structure at the MAC layer, as depicted in Figure 2.4. This superframe

Mesh-trafficMesh-traffic
t

BPBP

Superframe

Superframe

t

Medium Access Slot (MAS)

Figure 2.4 A 802.15 MAC superframe structure.
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is made up of multiple Medium Access Slots (MASs) and divided into a
beacon period and a mesh traffic period, as shown in Figure 2.4.

The beacon period is used to exchange network and topology manage-
ment information while data is transmitted during the mesh traffic period.
In fact, each device should transmit a beacon which provides the device
ID and the neighborhood and synchronization information along with the
neighbors and the medium access information. The beacon size may vary
and the number of transmitted beacon slots during MAS is determined using
the Adaptive Beacon protocol. Several empty beacon slots may be used by
the joining devices. In fact, a new device joining the beacon period should
indicate its presence within the announcement period, as in the case of the
device 38 in Figure 2.5 [71].

Thereafter, the joining node selects one of the available beacon slots,
as depicted in Figure 2.6. It is worth noticing that the neighbors provide
information about the empty slots and the beacon period duration.

During the beacon period, devices continually listen to the stated infor-
mation to store the power indication for each beacon and then combine
the power and beacon device ID, thus deducing the neighborhood and
interference graph.
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Data transmission is scheduled during the data transmission period in
a distributed fashion. Data may be VoIP flows and multimedia streaming
transmitted with QoS guarantees. The distributed QoS support is guaran-
teed by the Distributed Reservation Protocol (DRP), which acts as follows:
communicating devices announce the desired transmissions, the receiver
and transmitter may negotiate using the beacons, which carry information
on the other reservations. In fact, the transmitter announces its desired
transmission with its beacon and the receiver may accept or refuse to com-
municate. High-priority traffic may replace low-priority traffic and data is
transmitted in a unidirectional fashion while the interference awareness
allows parallel transmissions. Small frames are aggregated into larger Proto-
col Data Units (PDUs) and may be transmitted to multiple receivers.

2.3.4.6 Routing and QoS Support

This section presents two different proposals related to routing in wireless
mesh PANs that have been submitted to the IEEE 802.15.5 Working Group.

� MeshDynamics Proposal: MeshDynamics has submitted a proposal
for the IEEE 802.15.5 Work Group that addresses the QoS routing
issue in wireless mesh PANs. In fact, wireless mesh PANs are char-
acterized by the mobility of nodes which play the role of routers,
thus affecting the routing performance and the QoS provision. To
adapt to the changing topology and the environment conditions, a
distributed control layer (Figure 2.7) has been proposed.

Based on the application requirements in terms of latency and
throughput and the nodes’ status and setting in terms of mobility

MAC level routingState of the network

Control sampling Mesh routing

Adaptive latency/Throughput control

Distributed control layerApplication software

Mesh control layer

MAC-mesh inerface

MAC

PHY

1. Application requirements
2. Device status & settings

Figure 2.7 Proposal of a distributed control layer.
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and power constraints, a QoS mesh routing is performed. For this
purpose, the distributed control layer coordinates the mesh routing
and adapts it to the power status of the nodes. For example, a relay
node which needs to enter the sleep mode has just to change its
mode to a low power setting and send a sleep mode message so
that other entities will communicate with it only if it is their final
destination. Another path that provides the same QoS but does not
include the sleeping node is then proactively elected.

To guarantee a QoS routing service, MeshDynamics proposes a
technique called Heartbeats [7]. For instance, each node within the
network should send a heartbeat including toll-cost and hop-cost
information, beacon alignment data, link state, and distance vector
information. Each node that has to route a packet should enlist the
intermediate entities that need to cooperate to guarantee delivery
while providing the required QoS. As intermediate nodes need some-
times to reduce the traffic load when they need to provide better
service for the traffic they are generating, they will raise their toll
cost, which is the cost of using them as relay. Consequently, nodes
with higher priorities will pay a higher hop cost for a shorter path
(lower delay path) with increasing toll cost. Meanwhile, traffic with
softer QoS constraints will be routed on longer routes and may
experience congestion at popular nodes.

In addition, MeshDynamics proposes a software layer on the
MAC layer that addresses isochronous transmission in Simultaneous
Operating Piconets by managing the beacon alignment issues with-
out modifying the MAC IEEE specifications. The principle consists
of applying a theory to determine if there are common reachable
nodes that may experience interference. That is, two PNCs that share
a common reachable list of neighbors are not allowed to transmit
beacons simultaneously; they should stagger their transmission. A
PNC that cannot hear any of the other PNCs should hear neighbor-
ing intermediate devices that act as repeaters on behalf of their PNCs
by sending the heartbeats periodically or as a request response (e.g.,
a node that hears a request asking for location and neighbors’ iden-
tities sends the last beacon transmitted by its PNC). A more detailed
description of the protocol can be found in [7].

� Samsung Proposal: This sub-section intends to present the Samsung
proposal for the 802.15.5 wireless mesh PAN targeting the low-rate
mesh architecture based on the Meshed-Tree approach and address-
ing Meshed Tree routing, multicasting, and key pre-distribution. The
proposal defines the Adaptive Robust Tree (ART) paradigm, which is
based on an adaptive assignment of logical addresses reflecting the
network topology during the tree definition. The ART defines three
phases: the initialization (or configuration) phase, the operation
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phase, and the recovery phase. The initialization phase is triggered
when new nodes join the network and reorganize themselves to
form the ART. The tree formation requires the execution of two
sub-phases: the association and the address assigning. Then, each
node keeps track of the ART branches in the ART table (ARTT).
Those branches are assigned one or more blocks of consecutive
logical addresses. Communication between nodes starts during the
operation phase. However, new nodes may integrate the network
and lead to changes in the topology during this phase; hence many
reconfigurations may take place to provide an up-to-date status. The
recovery phase is triggered when nodes leave the network and cause
link breakage. In this case, only the affected tree part is recovered
without changing any assigned address; the other nodes still in the
operation phase may continue their communications.

The ART formation begins by the association stage during which
new nodes gradually join the network beginning from the tree root.
After the bottom is reached, a reverse procedure is used to calculate
the number of nodes along each branch. After the number of enti-
ties is calculated from the bottom to the tree root, each node may
indicate its number of addresses. The end of the address assignment
procedure is marked by the definition of the ARTT at each node.
A meshed tree can then be built on the top of an ART. This can
be done by adding additional links so that the network looks like
a mesh while each individual link perceives a tree as depicted in
Figure 2.8.

The Meshed Adaptive Robust Tree (MART) allows routing a packet
through a shorter path; single points of failure can be avoided. For
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Figure 2.8 A Meshed Adaptive Robust Tree (MART).
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instance, if the link between H and B is broken, packets from H to
C or to E can still be routed. However, paths are still non-optimal in
most cases.

Samsung also proposes a key distribution scheme called KEYDS
to provide security services. The mesh nodes that form the backbone
should provide security services to the rest of the network entities.
Every pair of backbone members shares a secret key that is used to
secure the communication between them. Besides, a group key is
shared among all backbone members to allow backbone message
broadcasts. All mesh points should participate in the key pre-distri-
bution scheme and should be able to perform common pair-wise
keys computations. The initial setup of the distribution key manage-
ment begins when each node within the mesh network obtains its
ID. Then, every mesh point obtains the key block from KEYDS with
a corresponding column of the incidence matrix. A member of the
backbone, as any other mesh point, also obtains the key block from
KEYDS.

In addition, every member of the backbone obtains the corre-
sponding key block from the trivial key pre-distribution scheme.
Then, every mesh point (except members of the backbone) obtains
the final hash-value of the hash-chain and the lengths of the chain
with respect to that final value. Finally, every member of the back-
bone obtains the start hash-value (the seed) of the hash-chain and
the current length of the chain with respect to the final value given
to the mesh points. Key refresh decisions are then taken by the back-
bone members when needed. When the network topology changes,
the key pre-distribution scheme executes the mesh point exclusion,
the mesh point association, and the lost mesh points’ recovery to
adapt to the new network needs.

2.4 Wireless Mesh LAN
Wireless mesh LANs have an extended coverage area compared to mesh
PANs; they always adopt an infrastructure-based architecture and rely on
reduced-mobility APs. Therefore, the PANs router mobility is no longer a
challenging issue. Nevertheless, mesh LANs need to provide QoS guaran-
tees and address hand-off and roaming issues.

2.4.1 Introduction and Advantages

A wireless mesh LAN may be seen as a wireless LAN where all the APs
are wirelessly interconnected. Traditional mobility management function-
alities such as hand-over and roaming are supported; however, inter-AP
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communication within the same Extended Service Set (ESS) is done in a
hop-by-hop fashion. The transmission scenario in a wireless mesh LAN is
done as follows: the AP managing the source forwards the traffic to its
neighboring AP instead of sending it to all the APs in the ESS. Then, the
neighboring APs sends the same packet to the next hop in the same way
until the AP managing the destination is reached. At this time, the traffic is
forwarded to the destination end node.

If we compare traditional wireless LANs to wireless mesh LANs, we
notice that the latter offers particular advantages related with the deploy-
ment costs, offered services, and nature of the supported applications. For
instance, deploying a mesh node needs no special wiring and configuration.
With little investment and easy configuration process, the network is more
reliable because we can simply add as many wireless nodes as needed to
increase the performances and cover new zones. Mesh LANs also guaran-
tee load-balancing and optimal resources utilization because wireless nodes
may act as routers or APs when the nearest AP is congested and route data
to the closest low-traffic node. Fault tolerance is also provided because the
clients communicate in a multi-hop fashion, exploiting the redundancy of
paths in case of failures. The traffic is automatically rerouted while the failed
routers are rapidly detected and recovered or replaced. Furthermore, de-
ploying wireless mesh LANs addresses line-of-sight constraints, especially
in outdoor environments. The provided applications in the mesh context
fit particularly to the multi-hop architecture as explained as follows [16,17]:

� Warehousing: Warehousing or broadband home networking appli-
cations can be supported by traditional wireless LANs. However,
the APs are mainly installed on the roofs to provide good coverage;
besides, an expensive deployment of a wired backhaul is needed.
Adopting wireless mesh LANs optimally addresses the pre-described
deployment issues. In fact, APs are wirelessly interconnected and
can be added anytime and anywhere to improve the scalability, the
reliability, and the network performance. Moreover, fault-tolerant
paths can be used to route the traffic between the mesh nodes until
the final destination while congestion resulting from the traditional
access to the hub is eliminated.

� Enterprise networking: An enterprise local area network aims at
sharing the enterprise resources while guaranteeing high transmis-
sion rates and supporting advanced applications. It can be deployed
in a small office, or it can interconnect multiple offices in the same
building or multiple offices in separate sites. Traditional wireless
LANs have been widely adopted to reduce the internetworking costs
while improving the scalability. Nevertheless, the need of deploying
a wired infrastructure has been always present. Moreover, adding
new APs to the backhaul locally enhances the WLAN capacity, but
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does not guarantee the fault tolerance and the congestion reduc-
tion. Adopting wireless mesh LAN architecture enables the share of
resources and an overall performance enhancement, thanks to the
multi-hop communication and the wireless infrastructure deploy-
ment. In fact, bottleneck congestion resulting from the one-hop
access to the traditional APs is eliminated. Besides, the infrastructure
can easily scale according to the network’s needs without requiring
complex configurations and wiring.

� Healthcare: The hospitals are always built to prevent the propagation
of electromagnetic waves because any disruption can have catas-
trophic consequences. However, exchanging voluminous monitoring
and diagnosis data such as high-resolution radiographs at real-time
and sharing information between the hospital crew is becoming a
pressing need. The deployment of a wired network only intercon-
nects some fixed medical devices while the adoption of a traditional
wireless LAN induces high backhaul-wiring costs and many dead
zones. The optimal solution consists of deploying a wireless mesh
LAN where the mesh nodes and routers are placed according to
propagation characteristics and capacity needs.

2.4.2 Architecture Technologies

The mesh wireless LAN has two possible architectures. The infrastructure
architecture is formed by different APs interconnected wirelessly within
an ad hoc network. The resulting wireless backhaul reacts to any topology
changes by processing automatic topology learning and dynamic path con-
figuration. The IEEE 802.11s standard defines the physical and MAC func-
tions needed by the interconnected APs to manage the mesh clients such
as the reliable unicast or multicast/broadcast delivery. The infrastructure
architecture aims at reducing deployment costs while enhancing network
coverage and reliability. More specifically, it becomes easy to add new APs
to enforce the existing backhaul network and cover dead zones without any
need of wire deployment and complex configurations. The infrastructure
meshing is the most used because it allows good scalability and supports
gateway functions such as bridging, thus enabling the connection to the
Internet and the integration with other network technologies.

The client meshing architecture does not require the backhaul; in fact,
mesh nodes can play the role of APs and be clients and routers at the
same time forming a dynamic ad hoc network. To do so, the mesh nodes
communicate in a peer-to-peer fashion and perform layer 3 routing while
supporting auto-configuration and providing end user services. Packets are
transmitted within flat network architecture from one hop to another until
the final destination; however, congestion occurs more frequently and the
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network performance rapidly decreases when the number of mobile nodes
grows. The hybrid architecture combines the infrastructure and the client
meshing to achieve enhanced performances. Mesh clients can be managed
by APs, but may also directly communicate with other peers. This mode is
still not used very often in case of WiFi meshes.

2.4.3 Challenges

A wireless LAN implementing the IEEE 802.11 standards is formed by one or
more APs responsible for central management and a set of mobile stations
equipped with a 802.11-compliant interface. An AP and the stations situated
in its coverage zone form a cell or Basic Service Set (BSS). The mobile
stations may also form an Independent Basic Service Set (IBSS) when they
directly communicate in an ad hoc fashion without requiring a central AP.
A set of APs may be interconnected by a wired distribution system, thus
forming an ESS which can be viewed as a single 802.11 network segment.

In the mesh context, the meshing APs have to form a wireless infra-
structure; therefore, they need to implement auto-configuring mechanisms
to automatically integrate the ad hoc network formed by the neighbor-
ing APs. Besides, the mesh traffic originated by a node is handled by the
managing AP which is responsible for its delivery to the destination. This
traffic may cross multiple intermediate nodes before reaching the recipient
and each crossed node will introduce some latency, thus hardening the
QoS provision in terms of minimum delay and jitter. Meanwhile, APs need
to exchange data on wireless channels; therefore, mesh networks should
guarantee the coexistence of intra-BSS and inter-BSS communication by
eliminating possible interference while guaranteeing the required QoS [16].
Hidden and exposed terminals problems should also be addressed. Last
but not least, APs forward the arriving packets to their MAC layer, which
adopts a drop-tail queue management without taking into consideration the
number of crossed hops. This management strategy may lead to a severe
unfairness problem because neighboring or smaller hop length flows arrive
more frequently at APs and fill up the link layer buffer. Consequently,
packets coming from far away nodes face a full buffer and will systemati-
cally be dropped.

2.4.4 The IEEE 802.11s Standard

As described so far, the IEEE 802.11 standards define physical and MAC
mechanisms for one-hop communications, rely on a wired infrastructure,
and are subject to throughput degradation and unfairness when applied to
multi-hop communication scenarios. Being aware of the tremendous advan-
tages offered by mesh networks, industrial actors and researchers formed
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a separate task group in May 2004 under the 802.11 Working Group called
IEEE 802.11s ESS Mesh that aims at specifying the physical and MAC exten-
sions needed for the multi-channel support. Two main proposals, denoted
by SEEMesh and Wi-Mesh, merged in January 2006 and were confirmed
unanimously in March 2006. This fusion has resulted in the embryo of the
802.11s standard that will probably be approved in 2008.

The 802.11s standard aims at specifying the architecture and protocols
required for the implementation of a Wireless Distribution System (WDS).
The mesh mobile nodes will process an automatic self-configuration as
soon as they enter the mesh network while the routing protocol will be
integrated in the MAC layer to allow a dynamic path configuration for
broadcast/multicast and unicast traffic. When the mesh traffic should reach
a destination which is not associated with the AP of the sender, the AP
will not send the packets to all APs within its ESS as in IEEE 802.11; it
will rather send them to the next AP on the path. The mobile devices
will support the multi-channel communications and can be equipped with
multiple radios using the same mode while the targeted frequency band
will be the unlicensed 2.4 to 5 GHz to guarantee the interoperability with
other 802.11 standards.

2.4.4.1 IEEE 802.11s Device Classes

The 802.11s architecture is based on different classes of devices, as illus-
trated in Figure 2.9. A Mesh Point (MP) may be an AP or a mobile station
which provides a partial or full mesh relaying function. An MP processes
neighbor discovery and selects the channel to communicate and forward

MAP

Legacy 802.11s links

MP

MP

MPP

802.11s mesh links

STAs

MP

Figure 2.9 The proposed 802.11s architecture.
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the traffic for other MPs using bidirectional channels. Mobile stations or end-
user devices or stations are traditional stations with no mesh capabilities.
Such devices will be wirelessly interconnected to a mesh AP (MAP) which
is a particular MP able to operate in one of the legacy 802.11 modes. The
802.11s standard defines the mesh portal (MPP) that interconnects multi-
ple WLAN meshes. The MPP can also play the role of an entry or exit
to a wired network and support advanced functions such as transparent
bridging, address learning, layer 3 routing, and bridge-to-bridge commu-
nications. Finally, an MPP may be configured for topology building and
elected to become the root of the default forwarding tree, thus becoming
a root portal. Each mesh network is identified by a mesh ID which is the
equivalent of a service set identifier (SSID) representing an ESS in legacy
802.11 networks.

2.4.4.2 Medium Access Control: The Medium Access
Coordination Function

The Medium-access Coordination Function (MCF) is a MAC sub-layer which
is built on the top of the physical layer to provide the mesh services. As de-
picted in Figure 2.10, the MCF is responsible for guaranteeing the mesh con-
figuration and management, the mesh security services based on the 802.11i
standard, the topology discovery and association, the topology learning,

Mesh security
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association

Medium access

coordination

Mesh topology

learning routing and

forwarding

Mesh interworking with other 802 networks
Mesh

measurement

PHY5

802.11 service

integration
Mesh configuration and management

Figure 2.10 The 802.11s MCF function.
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the routing and forwarding functions, the medium access coordination,
the mesh measurement, and the mesh internetworking with other IEEE 802
networks.

� Mesh Topology Learning, Routing, and Forwarding: The mesh topol-
ogy learning and forwarding function is processed by the MP to
discover its neighbors. It allows automatic topology learning and
enables the link establishments and the dynamic paths discovery
for data delivery purposes.

When a new MP enters the mesh network, it begins by collecting
information from neighboring MPs either by sending a probe request
or passively listening to the periodic beacons. The candidate MP
can then choose to associate with another peer to form the mesh
topology. This association highly depends on the peer’s capability,
its power, its security information, and its link quality.

� Path Selection Protocol: The MCF sub-layer implements the rout-
ing function at the MAC. In fact a hybrid routing protocol sup-
porting both fixed and mobile MPs and including proactive and
reactive schemes should be defined to handle unicast and multi-
cast/broadcast traffic delivery. The 802.11s Standard Committee has
chosen to mix the Ad-hoc On-demand Distance Vector (AODV, [51])
and the Optimized Link State Routing (OLSR) protocols while defin-
ing a set of radio-aware metrics reflecting the link status to enhance
the routing reliability. For instance, an airtime metric reflecting of
channel, path, and packet error rate has been proposed in [57] while
the WRALA metric (Weighted Radio and Load Aware [19]) reflects the
protocol overhead at the MAC and PHY layers, size of the frame, bit
rate, link load, and error rate.

� Forwarding Scheme: The wireless LAN mesh network uses four-
address data frames with two extensions for QoS support and mesh
control, as depicted in Figure 2.11. Each MP which receives a data
frame begins by checking its authenticity and destination MAC and
then forwards it if everything is OK. As STAs transmit three-address
frames, the correspondent MPA needs to convert them to the four-
address format before forwarding them toward the destination. Multi-
cast and broadcast traffic is also forwarded if it uses the four-address
format; moreover, the time to live (TTL) sub-field is decremented by
each intermediate MP to monitor the broadcast data in the WLAN
mesh.

� Medium Access Coordination: The Medium Access Coordination
sub-layer that has been proposed in [57,58] implements the enhan-
ced distributed channel access (EDCA) mechanism used in 802.11e
[20]. This sub-layer also provides congestion control, power saving,
synchronization, and beacon collision avoidance. Multiple channel
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Figure 2.11 The 802.11s mesh data frame.

operations which are based on the common channel framework
(CCF) [21] are also supported in multiradio, single radio, or hybrid
environments.

� Mesh Configuration and Management: Mesh networks rely on node
self-configuration to accelerate and facilitate the deployment. There-
fore, mesh nodes need to implement automatic management mod-
ules and association protocols that enable the MPs associating with
other MPs neighbors and even external nodes. Management func-
tions should be able to detect the failed nodes to replace them
although the mesh network is to a certain extent failure-tolerant.
The format of a management frame is shown by Figure 2.12; it
includes the DA (destination address) or receiving MP MAC address,
the SA (source address) or transmitting MP MAC address, and the
BSSID (basic service set ID) field stating for the wildcard value.

It is worth noticing that the interfaces need to implement the
802.11h to enable compliance with dynamic frequency selection
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Figure 2.12 The 802.11s mesh management frame.
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(DFS) requirements and enhance the efficiency of the multi-hop
transmissions, the power saving, and the total capacity.

2.4.5 Routing and QoS Support

Using the mesh network architecture allows a wide coverage, thanks to
multi-hop ad hoc communication, but requires a particular QoS manage-
ment, especially because the mesh nodes act as routers and clients at the
same time and do not rely necessarily on a centralized management point. A
QoS routing protocol has been proposed for a wireless mesh LAN infrastruc-
ture called WMR [21] that supports multimedia applications by guaranteeing
minimum bandwidth and maximum end-to-end delay for all intra-BSS and
inter-BSS communications.

2.4.5.1 WMR Protocol Overview

The WMR protocol is based on the Ad hoc QoS Routing (AQOR) protocol
that has been developed for the MANET context by the authors in [60].
It is based on the following phases: topology discovery, route discovery,
admission control with QoS constraints, and route recovery.

� Topology Discovery: The topology discovery phase consists of
exchanging local information with the mesh nodes neighbors to get
an updated view of the current topology and estimate the distance
to the backhaul. Each mesh node maintains a distance Tag D(I) that
indicates the number of hops to the nearest AP; it is set to 0 for APs
and to 16 for each newcomer. Moreover, each mesh client and AP
within the network should periodically send a Hello message with
TTL field set to 1 and a tag field indicating the distance to the nearest
AP. This control message is then used to update a list of neighbors
N[I] and determine the distance from the nearby AP.

� Route Discovery: The route discovery is processed on-demand by
sending a Route Request for route exploration and then waiting for
the correspondent Route Reply enabling the route registration. The
traffic addressed to nodes that do not belong to the mesh network
is sent to the nearest AP as if it was the final destination.
� Route Exploration: Each node wishing to communicate has to

send a Route Request while indicating its QoS requirements in
terms of minimal bandwidth and end-to-end delays. The route
exploration algorithm differs according to the nature of the des-
tination node. In fact, if the destination is internal to the mesh
network, the Route Request is assigned a TTL value and then
flooded. However, if the traffic is addressed to an external node
(e.g., a node that does not belong to the mesh network such
as an Internet destination), the chosen multi-hop wireless path
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to the AP should be as short as possible to guarantee good
route stability and channel efficiency. Therefore, a distance-
constrained discovery algorithm based on the distance tag infor-
mation stored at every crossed node is proposed. In fact, the
source includes its distance tag in the request, and then only the
nodes having a smaller value should receive the control packet,
update it by setting their own distance tag, and forward it. An
initial sequence number equal to zero is set for each Route Re-
quest and updated so that only the first accepted packet of a flow
is relayed during one round of the control packet propagation,
thus minimizing the overhead and reducing the traffic aggre-
gation induced by the multi-hop flow. When a node receives
the Route Request, it checks whether its available bandwidth is
equal or superior to the required one. If it is the case, the flow
is accepted, a new entry is added to the routing table with the
status explored, and the packet is forwarded.

� Route Registration: The destination node should send a Route
Reply on the reverse path to the source for every received Route
Request. When receiving the reply, intermediate nodes re-
estimate their available bandwidth and update the routing table
entry by setting the status registered, but the effective bandwidth
reservation is only done after receiving the first data packet. All
intermediate nodes of all established paths will still be in the
registered status for a period of 2 * Tmax, where Tmax is the
maximum end-to-end delay of the requesting flow. If no data
packet of the correspondent flow arrives within the threshold
period, the route will be released.

� Admission Control: The admission control decision is performed at
every node during the exploration phase to discover paths. There-
after, the route offering the shortest end-to-end delay will be chosen
among the paths providing the minimal requested bandwidth.
� Bandwidth Control: To estimate whether a flow can be trans-

mitted over a path while providing the bandwidth-specified re-
quirements, a correct estimation of the available link capacity
and the truly consumed bandwidth is required. As wireless links
are shared among all neighboring nodes, the available band-
width at a node I is determined by the raw data rate of that
node and the neighboring transmissions. This available band-
width value is continuously changing due to the node’s mobility.
Besides, the bandwidth consumed by a flow (j) is different from
the minimal bandwidth required by that flow due to the inter-
ference caused by neighbors. To estimate bandwidth values, a
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half duplex channel and identical data rates and transmission
range for all nodes have been assumed [21]. The available band-
width at a node I is estimated by computing the existing total
channel traffic load, which includes the traffic generated by I
and its neighbors, I’s neighboring traffic, and finally the bound-
ary traffic crossing the boundaries of I’s range and exchanged
by I’s neighbors and nodes that are outside I’s range. Finally,
to estimate the bandwidth that should be reserved for a flow
(j), both the new self traffic and boundary traffic introduced by
the requesting flow were considered [21]. After computing the
available bandwidth and the required minimum bandwidth, the
admission control compares these results to determine whether
to accept the flow.

� End-to-End Delay Control: A proposal was put forth in [21] to
estimate the delay from the source to the destination denoted by
Tup and the delay back to the source Tdown and verify whether
Tup + Tdown < 2Tmax, where Tmax is the maximum tolerated
delay. Because many paths may be found, the route on which
the route reply arrives first is chosen. If no reply arrives within
2 T max, the source may later retry the route discovery or turn
down the flow.

� Route Recovery: Discovered routes may be broken due to node
mobility or channel deterioration, thus leading to QoS violations.
To address this issue, the destination node estimates the end-to-
end delay experienced by the arriving data packets and triggers the
QoS recovery mechanism when needed. With a traditional ad hoc
routing algorithm, an intermediate node that does not receive the
hello packet from its neighbor after a time-out notifies the source by
sending an error packet. Consequently, the path problems cannot
be detected at real-time and resolved quickly. WMR detects a QoS
violation using the bandwidth reservation information at the destina-
tion node. In fact, the destination triggers the recovery mechanism
when it does not receive the data packets before the reservation
time-out. Besides, an intermediate node may send an error notifica-
tion back to the source if the next hop cannot be reached to release
the reserved resources.

� Simulation Results: The WMR [21] protocol simulation has been done
using OPNET Modeler 7.0, which was modified to support multi-
hop communications. The MAC layer module was the default IEEE
802.11 DCF and the WMR was inserted on top of it. The authors have
also supposed that all nodes had a transmission range of 200 meters
and a raw bandwidth of 2 Mbps. The maximum packet size used
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in temporary bandwidth reservation was set to 1024 bytes while the
sender buffer was set to 64 packets. A source node might retry the
route discovery three successive times. Hello messages were sent
every second and the neighbor time-out was set to three seconds.
Forty nodes were randomly deployed in a 800 m * 800 m range and
ten flows were randomly spread among these nodes; the network
also included two APs located at diagonal corners of the field. The
simulation period was set to 300 seconds. Stream media applications
used Constant Bit Rate (CBR) flows with ten packets per second and
fixed data packet size of 1024 bytes. All flows tolerated a maximum
delay Tmax equal to 0.1 second and required a minimum bandwidth
of 80 kbps. The performance metrics that have been considered
were (1) the traffic admission ratio, (2) the end-to-end delivery ratio,
(3) the average end-to-end delay, (4) the ratio of late packets, and
(5) the normalized routing overhead.

The traffic admission ratio is the ratio between the number of
data packets sent to the network from the sources and the number
of data packets generated at the sources up to time T. The end-to-
end delivery ratio is the ratio between the number of data packets
that arrive at the destination and the number of data packets sent
from the source up to time T. The average end-to-end delay is the
average end-to-end delay of data packets received at the destina-
tion up to time T, including all possible delays caused by buffering
during route discovery, queuing delay at the transmission queue,
retransmission delays at the MAC, and propagation delay. The ratio
of late packets is the ratio between the number of data packets that
exceed the delay bound and the number of data packets that arrive
at the destination up to time T. Finally, the normalized routing over-
head is the number of control packets transmitted per data packet
arrived at the destination up to time T.

The simulation results showed that WMR has succeeded in pro-
viding the required QoS while adapting to the network changes and
minimizing the control overhead [21]. Nevertheless, we believe that
WMR provides QoS within the mesh network; that is, when mesh
nodes communicate with external ones (e.g., Internet nodes), the
QoS is only provided on the sub-path between the source and the
AP. We think that the AP needs to perform a re-estimation of the
required QoS in terms of minimum delay by taking into consider-
ation the time already spent when crossing the intermediate mesh
nodes Tcross until the AP. It is clear that if the minimum delay is
close to Tcross, it will be difficult to provide the required end-to-end
QoS. Finally, the WMR did not provide an optimal mechanism for
effectively achieving routes recovery in case of paths breakage.
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2.4.6 Overview of Available Commercial Systems

� Strix Systems: The Access/One® Network powered by Strix Sys-
tems provides a wireless LAN system that supports multiple radio
frequency technology within a scalable network [14]. Access/One
Network wireless APs deployed within a mesh architecture can auto-
matically discover their neighbors and route traffic choosing optimal
paths according to environment conditions changes. For this pur-
pose, each node identifies the optimal route to the closest and least-
congested network server (an Access/One Network module used for
control signaling and data registry) and a path to the wired links via
mesh nodes. When new nodes integrate the network or congestion
occurs on the wireless links, the established routes are automatically
re-evaluated to guarantee the maximum performances. Moreover,
the network modules scan all available channels in real-time to
define a list of potential reachable client modules. Particular radios
may be dedicated for particular functionalities (either send or
receive) and the least-congested channels are selected to build the
mesh. Furthermore, Access/One Network nodes guarantee the au-
thentication by supporting encapsulated RADIUS exchanges, includ-
ing the MD5, TLS, TTLS, and PEAP mechanisms. Besides, privacy is
provided using the supported WEP, including TKIP/MIC enhance-
ments, and AES cipher suites, with either static or dynamic keys.
Finally, Access/One Network nodes support the IEEE 802.1q VLAN
tagging of wireless frames and assign priorities to them so that they
can be processed by a VLAN-aware switch.

� Tropos® Networks: Tropos Networks propose the MetroMeshTM

Networks architecture that provides WiFi clients with a secure access
to network services in a coverage area ranging from local to metro-
politan [15]. For instance, the Tropos 3210 indoor MetroMesh router
implements the proprietary Predictive Wireless Routing Protocol
(PWRP) to create a self-organizing and self-healing wireless mesh by
searching for the optimal data path to the wired network. The Tro-
pos 3210 indoor MetroMesh router guarantees wireless connectivity
to standard 802.11b/g clients. Moreover, it seamlessly meshes with
the Tropos 5210 outdoor MetroMesh router to extend the coverage
area of the metro-scale WiFi network. The supported MetroMesh OS
provides the VLAN technology and implements the auto-discovery
and auto-configuration on power-up with a real-time adjustment of
the established paths to guarantee optimal performances. Secure
management features include AES encryption of wireless routing,
MAC address access control lists definition, and a full VPN compat-
ibility. Thanks to such mechanisms, individual users with different
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privileges and security needs may operate independently while max-
imizing network economics and performance.

2.5 Wireless Mesh MAN

2.5.1 Purpose

Complex multimedia applications are becoming very popular, leading cus-
tomers to request the marriage of mobility support with a high bandwidth
and an enhanced availability, reliability, and flexibility. As cellular-based
technologies have not been satisfactory in many aspects, broadband wire-
less access is gaining the interest of researchers and network operators
while multi-hop communication is expected to become the leading technol-
ogy. The aim of the mesh metropolitan networks is to provide broadband
access everywhere and anytime by increasing reach and coverage through
multiple hops, without compromising performance or reliability. Some of
the IEEE 802.16 standards have provided the mesh network support and
tried to minimize the impact of multipath interference while providing con-
nectivity between network endpoints without direct line-of-sight.

2.5.2 Targeted Services

Compared to wired or cellular networks, wireless mesh MANs are an eco-
nomic alternative to enable ubiquitous broadband networking with high
throughput and multimedia-applications support even for underdeveloped
regions. Targeted services are mainly wireless Internet access, public safety,
and implementation of intelligent transportation systems.

� ISP: Internet service providers are searching for integrated solutions
that provide public Internet access for residents, enterprises, and
travelers with consistent levels of service and pricing, guaranteed
scalability, and minimal investments. On the other hand, countries
and cities are encouraging the deployment of information technolo-
gies to improve government services which will attract business and
citizens and boost the economic development. A growing number
of ISPs have found in the wireless mesh networks an ideal solution
to provide both indoor and outdoor broadband wireless connectiv-
ity in urban and rural environments without the need for costly
network infrastructure. With a Wireless Internet Service Provider
(WISP), users are able to connect to the Internet when they travel
outside their home or business, or go to another city that also has
a WISP. As examples, the city of Chaska, Minnesota, has formed
chaska.net, a WISP that provides low-cost, high-speed Internet
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connections to more than 7,500 homes and 18,000 residents [22].
The city of Moorhead, Minnesota, has also succeeded in installing a
metro-scale broadband WiFi network from Tropos Networks, which
provides lower-cost Internet access anywhere in the city [23].

� Public Safety: Municipal police, fire, and emergency departments
have a pressing need for adopting metro-scale mesh networks and
the resulting mobile broadband data access. In fact, public safety
agents have used mobile data radio systems for years, but the im-
plemented cellular networks offered near-ubiquitous coverage and
low data rates (9.6 kbps), thus prohibiting in-field access to multi-
media data and applications. Adopting metro-scale mesh networks
for mobile broadband data access will improve the effectiveness and
efficiency of public safety officers by getting critical information in
their hands on the street in a totally secure manner. Furthermore,
deploying metro-scale video surveillance (e.g., in high crime areas
and strategic targets) will enhance public safety and bring appli-
cations such as virtual lineups, fingerprint analysis, and access to
detailed mug shots or floor plans out of the station house and into
the field where they are needed. Besides, equipping firemen with
locator chips and helmet-mounted wireless video cameras can help
incident commanders and field crews share knowledge during emer-
gencies.

� Intelligent Transportation Systems: Mesh networking technology can
be adopted by transportation companies to provide intelligent trans-
port systems, if a high-speed mobile backhaul from a vehicle to the
Internet is supported. Buses, ferries, and trains equipped with wire-
less mesh access can provide real-time travel information, allow re-
mote monitoring of in-vehicle security video, permit the addressing
of transportation congestion, and help control the pollution.

2.5.3 Architecture

Broadband wireless MAN standards detail two modes of communication:
the Point-to-Multipoint (PMP) mode and the mesh mode. With the PMP
mode, the subscriber station (SS) can only communicate with a base station
(BS) using separate downlink and uplink sub-frames [28]. Consequently, the
BS always has to route data between two communicating SSs [29]. The mesh
mode adopts a multi-hop communication by allowing every station (sub-
scriber or base station) to directly communicate with other stations in the
network, independently of their nature. Thus, traffic can be routed through
other SSs and occur directly between SSs while the mesh BS connects the
wireless network to the backhaul links. An adaptive scheduling mechanism
is used to allocate mini slots and associated channels within the data sub-
frame. The assignment of transmission opportunities in the direct links can
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be controlled by either a centralized or distributed algorithm; furthermore,
a three-way handshake is always used to request, grant, and confirm those
transmission opportunities.

� Centralized Scheduling: In centralized scheduling, the BS has to pro-
vide the schedule configuration for the SSs within a threshold num-
ber of hops after analyzing the transmission requests. Consequently,
the BS has the same functionality as in the PMP mode. However, not
all the SSs have to be directly connected to the BS because some
of them can determine the actual schedule for their direct neigh-
bors from these flow assignments [61]. The centralized scheduling is
coordinated because the scheduling packets are transmitted within
scheduling control sub-frames without risks of collision. It is partic-
ularly adapted for the transmission of persistent traffic streams.

� Distributed Scheduling: In distributed scheduling, the mesh BS does
not coordinate the process in a centralized manner. In fact, all sta-
tions (BS and SS) have to coordinate their transmissions with their
two-hop neighbors and broadcast their schedules to all their direct
neighbors. Each request is analyzed by the granter using a given
slot allocation algorithm; then the granter returns a grant message
in case of success. In this case, the requester sends back the received
message to acknowledge its reception. The distributed scheduling
may be coordinated or uncoordinated. The coordinated distributed
scheduling uses the scheduling packets transmitted within the con-
trol sub-frame. The uncoordinated distributed scheduling fits to oc-
casional or brief traffic over links which have not been considered
by the current centralized or coordinated distributed schedule. It is
performed in a contention-based manner where scheduling control
messages are sent during the data sub-frame while avoiding con-
flict with the schedules already established using the coordinated
procedures [40].

2.5.4 Standards

The IEEE 802.16 standards, also known as WiMAX (Worldwide Interoper-
ability for Microwave Access), is currently viewed as the future technology
that will be adopted for the deployment of broadband wireless metropolitan
area networks [28]. The physical layer detailed by the IEEE 802.16 standards
uses the frequency ranges 2 to 11 GHz and 10 to 66 GHz and supports
single carrier (SC), Orthogonal Frequency Division Multiplexing (OFDM)
and Orthogonal Frequency Division Multiple Access (OFDMA). The 2 to
11 GHz has no line-of-sight requirements; however, it induces multi-path
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Figure 2.13 802.16 MAC frame in mesh mode.

and requires additional functionalities such as power management, error
recovery, and interference mitigation. The MAC layer which manages the
share of the common channel resources adopts the Time Division Multiple
Access (TDMA) and supports both PMP mode and mesh mode. In the fol-
lowing section, we detail the PHY and MAC extensions needed to support
mesh mode.

2.5.4.1 MAC Layer Overview in WiMAX Mesh Mode

The mesh mode defined by the IEEE 802.16 standard supports only Time
Division Duplex (TDD), which separates uplink and downlink in time. A
MAC frame in mesh mode is made up of two sub-frames fixed in length,
the control sub-frame and the data sub-frame, as illustrated by Figure 2.13.

The data sub-frame illustrated by Figure 2.14 is used for data transmis-
sion in a link connection-oriented basis (there is no end-to-end connection
[42]). One link is used for bidirectional data transfers between two SSs
without distinction between uplink and downlink sub-frames (per-analysis
mesh mode).

Physical bursts vary in length; they are made up of a preamble followed
by MAC PDUs. The latter includes a fixed-length MAC header, a fixed-length
mesh sub-header, a variable length payload, and an optional CRC field. The
control sub-frame is only used for the signaling message transmission trans-
fers. It serves the cohesion, creation, and maintenance between all SSs and
to the data scheduling [41]. The parameter MSH CTRL LEN determines the
number of transmission opportunities that can be carried by one control
sub-frame, and ranges between 0 and 15. Besides, each transmission op-
portunity has the length of 7 OFDM symbols. Consequently, the total length
of a control sub-frame is computed by Lcs = 7 ∗ MSH CTRL LEN. A con-
trol sub-frame can be a network-control sub-frame or a schedule-control
sub-frame, as illustrated by Figure 2.15.

The network control sub-frame is useful for new terminals that want to
access the network because it is used to advertise network information and
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synchronization elements [34]. In fact, active nodes periodically broadcast
the MSH-NCFG message containing basic configuration information such
as the BS identifier and the base channel in current use [35]. A new node
that wants to access the mesh starts listening to the MSH-NCFG to pinpoint
active networks. Based on the advertised information, it establishes a coarse
synchronization and starts the network entry process.

The network entry process begins when a joining node, also called a
candidate node, selects one sponsoring node and sends the network entry

M MSH−DSCH scheduling 

control transmit opportunities 

MSH−NENT 

transmit opportunity 

N−1 MSH−NCFG 

transmit opportunities 

Centralized scheduling 

control (MSH−CSCH & 

MSH−CSCF) minislots 

Data sub-frame Scheduling

control sub-frame

Frame, addressed by a

12−bit frame number

divided into (up to) 256 minislots

Network

control sub-frame

Figure 2.15 The MAC control sub-frame in mesh mode.
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message MSH-NENT:Request, including provider configuration data and
optional authentication code. The sponsoring node responds by the MSH-
NCFG:NetEntryOpen message advertising the candidate’s MAC address as
being sponsored and including initial schedule. The new node acknowl-
edges by sending a MSH-NENT:Ack; then higher-layer DHCP configuration
and authentication are processed. Finally, the new node sends the MSH-
NENT:Close and the sponsor responds with the MSH-NCFG:Ack [40]. If the
selected sponsor does not advertise the new node’s MAC address, then the
procedure is repeated MSH-SPONSOR-ATTEMPTS times using a random
back-off between attempts. A new sponsor is selected when all attempts
fail.

To request bandwidth, SSs send connection-based requests in stand-
alone or piggyback messages, including required numbers of bytes. Band-
width is then allocated on an SS basis. The schedule control sub-frame
carries the scheduling information of the data sub-frame transmission op-
portunities. It is also divided into two parts: the centralized scheduling
mechanism (CSCH) and the distributed scheduling mechanism (DSCH),
as detailed in Figure 2.16. When centralized scheduling is adopted, the
mesh BS periodically collects network information and resources reserva-
tion demands while the SS sends its resource allocation request to the BS
encapsulated in a CSCH:Request message. The corresponding CSCH:Grant
is created by the BS and broadcasted to the SSs within a threshold hop
range; then those SSs shall forward the received message to their neigh-
bors that are further away from the BS (i.e., more hops to the BS). The
CSCH includes the following parameters [31]:

� Flow Scale: Determines scale of the granted bandwidth
� NumAssignments: Number of 8-bit assignment fields followed
� UpstreamAssignment: Base of the granted bandwidth as bits per

second for the ingress traffic of the node in the BS routing tree
� DownstreamAssignment: Base of the granted bandwidth as bits per

second for the egress traffic of the node in the BS routing tree
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When distributed scheduling is adopted, request and grant of channel
resource are delivered by an MSH-DSCH message among nodes.

In coordinated distributed scheduling, all the stations (BS and SS) peri-
odically transmit the MSH-DSCH in a collision-free fashion to inform neigh-
bors with the schedule of transmissions. The mesh distributed election-
based scheduling used for scheduling the MSH-NCFG and the coordinated
MSH-DSCH control messages guarantees collision-free scheduling within
each node’s extended neighborhood. The algorithm is run when the local
node should transmit (NextXmtTime = now); its inputs are as follows:

� The frame number and the transmit opportunity number within that
frame for the type of message being scheduled

� All the node’s identifiers within the two or three hops neighborhood
� The XmtHoldoff Time of the local node, which is the node transmit

hold-off delay
� As many couples of {node ID, NextXmtTime, XmtHoldoffTime} of

nodes within the two or three hops neighborhood as have been re-
cently received, where NextXmtTime is the node’s next transmission
time of MSH-NCFG

The algorithm processes a pseudo-random mixing function to deduce
the NextXmtTime of the current node. In fact if the pseudo-random mix of
the local node is superior to all the mixes of eligible competing nodes, the
NextXmtTime for the local node is set to CandXmtOpportunityNum and the
algorithm returns a success. It is worth noticing that the proposed algorithm
is fair and robust because all nodes are treated equally and scheduling seeds
are varying pseudo-randomly for each frame leading to non-persistent
collisions.

However, in uncoordinated distributed scheduling, the MSH-DSCH mes-
sage is transmitted to the intended neighbor in the free slots of the data
sub-frame without paying attention to possible collusions [10,11,28]. The
MSH-DSCH message always includes the following fields [31]:

� Scheduling IE includes the next MSH-DSCH transmission time and
hold-off exponent of the node and its neighbor nodes.

� Request IE conveys the resource request of the node.
� Availability IE implies the available channel resource of the node.
� Grants IE conveys grant or confirm information of the channel

resource.

Both centralized scheduling and distributed scheduling use the three-
way handshake, which principle is given by Figure 2.17. If no MSH-DSCH
is received for an uncoordinated distributed scheduling request, the second
requestee sends an MSH-DSCH:Grant packet.
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Transmission errors are corrected interactively, thanks to the Automatic
Repeat Request (ARQ) protocol. The ARQ principle states that when a re-
ceiver detects corruptions in a message, it automatically requests a retrans-
mission; then, after getting the correspondent ARQ message, the sender
retransmits the message until it is correctly received or until the number of
attempts exceeds a configured threshold. The ARQ mechanism is defined
at the MAC layer; its implementation is optional and may be per-connection
based [47]. However, a connection cannot support ARQ and non-ARQ at
once.

2.5.4.2 Hand-Over

An Access Service Network (ASN) includes at least one ASN gateway (GW)
and a BS associated with one or more ASN gateway. The BS or ASN GW are
called a serving BS or a serving ASN GW, respectively, when they manage
the MS before the hand-over and a target BS or a target ASN GW, respec-
tively, if they are associated to the MS after the hand-over. Furthermore,
an ASN GW can be an anchoring ASN GW when it used to relay MS data
to the serving ASN GW. In this case, the CSN does not carry information
about the MS location and the IP address changes become less frequent.

Mobility management needs the implementation of hand-over proce-
dures combined with the SS’s context management and data transmissions.
For instance, the data path function establishes the correspondent paths and
guarantees the data transfers while the SS’s context and its exchange in the
backbone are handled by the context function. The hand-off functions are
responsible for the hand-over signaling and decisions. In fact, the hand-
over procedure is first initiated by a request emitted by a serving hand-off
function; then the involved targets reply and wait for the correspondent
confirmation. Only the entity which receives the confirmation becomes the
serving one.
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Intra ASN hand-overs which take place between BSs belonging to the
same ASN do not result in important delays and data loss; moreover, they
do not induce changes in IP addresses because the movement of the SS is
transparent outside. However, inter-ASN hand-overs which occur between
BSs belonging to different ASNs require a special coordination between
the involved ASN GWs where anchoring and re-anchoring are adopted. SSs
collect the channel information of the neighboring BSs either by performing
ranging or by listening to the current BS’s broadcast messages.

2.5.4.3 Physical Layer Overview in WiMAX Mesh Mode

The IEEE 802.16a standard extends the physical layer defined for the 10 to
66 GHz range to support mesh mode operations in the 2 to 11 GHz band
of licensed and unlicensed spectrum [36]. In fact, the standard has enabled
non-line-of-sight (NLOS) operations while addressing the resulting multi-
path constraint by adopting the OFDM modulation. Data bits enter the
channel coding block to be treated by the Forward Error Correction (FEC)
and then interleaved [34]. They are then passed to the constellation map
of the modulator. An Inverse Discrete Fourier Transform (IDFT) of length
N is then applied to the data sequence, resulting in a frequency domain
representation bn composed of N carriers. A digital/analogical conversion
is then applied and the resulting signal is low-pass filtered and modulated
up to the carrier frequency of choice. The time domain impulse response
of a multipath transmission channel approximates that of the Rayleigh
distribution [36].

Using the OFDM modulation allows a good average signal-to-noise ratio
(SNR), but the SNR of each carrier varies widely. To address this issue,
forward error correction codes are used. However, it is important to notice
that using OFDM in a noisy environment such as an NLOS air-link simplifies
the equalizer design and allows the demodulator estimating the SNR for
each carrier and feeds this information to the FEC stage to squeeze the
most out of the channel [33].

The IEEE 802.16-2005, also known as IEEE 802.16e or Mobile WiMAX,
which was approved in December 2005, is an improvement of the mod-
ulation schemes adopted by the original fixed WiMAX standard. In fact, it
uses a new modulation method called Scalable OFDMA, which improves
NLOS coverage by using advanced antenna diversity schemes and hybrid
automatic retransmission request. Moreover, the standard improves indoor
penetration and introduces high-performance coding such as Turbo Coding
to enhance security and NLOS performance.

2.5.4.4 QoS Support

� QoS Support in WiMAX Mesh Mode: The IEEE 802.16 standard pro-
vides QoS for the PMP mode by defining four classes of service:
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unsolicited grant, real-time polling, non-real-time polling, and best
effort. When examining the MAC header, we find a 16-bits field
called CID, which is in charge of distinguishing between unicast
and broadcast frames, defining service parameters, and identifying
link IDs. Figure 2.18 illustrates the CID of a unicast packet containing
the fields Reliability, Priority/Class, and Drop Precedence.

The Reliability field is set to zero when there is no retransmis-
sion. It is set to one to indicate retransmit more than four times. The
Priority/Class value indicates the priority of the packet and Drop
Precedence refers to the probability of the packet when conges-
tion occurs. These three QoS parameters are defined in the protocol
despite the lack of a slot allocation algorithm that uses them. To
achieve QoS features in the mesh mode, a simple slot allocation
algorithm has been proposed in [30]. The principle is to determine
a reasonable transmission time by looking up the channel resource
table after receiving a request and returning the detail of slot occu-
pation information. For this purpose, the node first computes the
number of mini slots (R) requested for transmitting within a frame,
according to its Demand Level and Demand Persistence. Then, it
deduces the value of the next MSH-DSCH transmission time (T) by
consulting the neighbor table, which is stored locally. After that, the
node looks up R continuous available mini slots at the same posi-
tion of the continuous frames (the number is Demand Persistence)
starting from time T. In case of success, it returns a grant to the
requester; otherwise, failure information is forwarded.

Unfortunately, this simple algorithm is not sufficient for guaran-
teeing the QoS. To improve it, the authors of [30] have set a check-
point along the first available time slots and a threshold in the chan-
nel resource table. The number of allocated mini slots reflects the
utilization of the data sub-frame in a certain degree and the thresh-
old varies between 0 and 256. When the utilization level of the data
sub-frame at checkpoint is lower than the threshold, the network
state is assumed good and the transmission requests will be treated
with the same priority. A utilization level higher than the threshold

Type Reliability
Priority

class
Drop precedence Xmt link ID

16 bits8

16 bits

0 2 3 6

Figure 2.18 The CID field of a unicast packet.
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reflects a congested state. In this case, low-priority requests will be
answered by failure information.

The drawback of the improved algorithm is that one checkpoint is
not enough and may cause mistakes under some circumstances. To
address this issue, a second checkpoint is added. When the utiliza-
tion level at checkpoint 1 is lower than the threshold, the algorithm
turns to check the utilization level at checkpoint 2; if exceeded, it
searches a frame from checkpoint 2 whose utilization level is below
the threshold and allocates mini slots for the frame.

� QoS Provision on the Backbone: Mesh routers forming the back-
bone relay traffic between the client nodes and the wireline gate-
ways to communicate with external networks such as the Internet.
To increase the coverage area, new wireless routers may be eas-
ily added; however, an efficient QoS routing should be provided
while addressing scalability issues and taking advantage of the low
mobility and power consumption of the nodes. To address these
issues, authors in [68] have presented a wireless DiffServ architec-
ture for the wireless mesh backbone. In fact, the DiffServ approach
may interconnect heterogeneous wireless/wireline networks; how-
ever, its wireless version, which is proposed over the wireless mesh
backbone, needs to address the following challenges [68]:
� Routers need to support both edge and core functionalities as

they may collect service requirements from different clients and
aggregate them to a unique service level agreement (SLA)
requirement or relay traffic to and from the gateways.

� The centralized bandwidth broker (BB), which collects traffic
status at the edge/core router and monitors resource alloca-
tion and QoS provision, cannot be defined in the mesh context;
therefore, a distributed protocol should be defined to guarantee
the BB services in a distributed manner.

� The wireless DiffServ should handle a large number of gate-
ways. Therefore, the service requirement from a wireless mesh
backbone represents the summation of all the aggregating SLAs
through all the involved gateways. SLA configuration on each
gateway should take into account the wireless mesh backbone
topology and the traffic density generated by each router.

� Wireless links capacity changes constantly. Therefore, the phys-
ical and link layers should be taken into account when perform-
ing QoS provisioning.

Multi-hop networks generally adopt distributed control and
resource allocation protocols. Therefore, the routing protocols
are QoS-aware; they search for paths satisfying multiple QoS
constraints such as delay and bandwidth. The mesh backbone
is a multi-hop network characterized by a low mobility scheme.
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The involved routers provide a broadband wireless connectivity
and perform the differentiation and classification of the flows
generated by their associated networks while optimizing the re-
sources utilization. As a router may monitor multiple ad hoc
networks or WLANs within its coverage area, it aggregates flows
into classes and routes, the flows of the same class in a sin-
gle path satisfying that class QoS requirements. Authors in [68]
propose a cross-layer routing protocol based on four compo-
nents: the load classifier, the path selector, the call admission
control routine, and the route repair routine. The load classi-
fier determines whether the traffic load of a certain class is low,
medium, or high, then triggers the path selector to select the
less-congested gateway and select a suitable path to that gate-
way based on the Greedy Perimeter Stateless Routing protocol
[69]. Thereafter, the destination gateway triggers a call admis-
sion control procedure which has MAC contention awareness.
The route repair routine is started when the route to the desti-
nation gateway breaks or when it can no longer meet the QoS
requirements. In this case, the path selector should select a new
path from the breaking point in order to minimize the overhead.

The wireless mesh backbone can adopt either a CSMA/CA
or a reservation-based MAC [68]. The CSMA/CA approach is
widely deployed in the WLAN context; however, it suffers from
poor throughput and unfairness problems when applied in a
multi-hop environment. The reservation-based MAC approach
is gaining increasing interest as it guarantees contention-free
transmissions, thanks to reservations. Nevertheless the channel
reservation is a challenging issue, as it needs to be monitored
in a distributed manner [3]. To optimize the MAC resource uti-
lization, resources which are not used by the high-priority traffic
class should be assigned to the low-priority traffic class. When
reservation-based MAC is used, additional control mechanisms
need to be defined to exploit the resources originally reserved
for other classes. Controversially, the CSMA/CA MAC approach,
which is completely distributed, may become suitable for the
wireless DiffServ after addressing the hidden terminal problem,
as stated in [68]. To serve the most prior traffic first, the black
burst contention scheme is adopted to modify the traditional
Enhanced Distributed Control Function (EDCF) proposed by the
IEEE 802.11e standard. In fact, each node that wants to transmit
should first wait for the channel to be idle for an arbitration inter-
frame period (AIFS) proper to its traffic class. Then, instead of
traditionally waiting for the back-off duration, the node should
send a black burst, the length of which (in the unit of slot time)
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equals the back-off timer in order to jam the channel. The node
will then wait for the channel to become idle. If it is the case,
the node may monitor the channel; otherwise, it will quit the
current contention, change the back-off duration, and wait for
the channel to be in an idle state for the AIFS again. The node
which has high-priority traffic will have a long back-off timer
so that the low-priority nodes will sense the black burst of the
high-priority node and find the channel busy, thus being obliged
to differ the transmissions.

2.5.5 Deployed Solutions

Constructors such as Tropos Networks, Strix, and Nortel have already de-
ployed metropolitan mesh networks in the United States and Taiwan. This
section is an overview of the proposed coverage solutions.

2.5.5.1 Tropos® Networks

Tropos Networks tries to offer data communications anywhere, anytime, to
anyone that needs it. To achieve this goal, the Tropos MetroMesh architec-
ture combines the ubiquitous coverage of cellular with the ease and speed
of WiFi. Thanks to this marriage, effects of interference and multi-path
fading across the mesh are overcome while throughput in the range of > 1
Mbps (symmetric) is consistently delivered to standard WiFi client devices.

Many cities in the United States have adopted the MetroMesh architec-
ture to deliver ubiquitous broadband access to their residents. The pioneer
case studies of Chaska and Corpus Christi deserve to be investigated.

� The Chaska Wireless Internet Service Provider: Chaska, Minnesota,
has always tried to offer attractive services to its residents. First, the
city started its own electricity utility so that its habitants have escaped
the pricing demands of a private utility. In 1998, the incumbent
telecommunications providers were ignoring the broadband data
needs of the schools in the community. To face the problem, the
city formed chaska.net, a WISP owned and operated by the city. The
WISP implemented wireless point-to-multi point (PMP) technology
to replace the traditional T-1 line required by the city’s educational
institutions.

But the spring of 2004 was the real turning point in Chaska’s
history. While more and more residents were asking for lower-priced
broadband and Internet connectivity that did not tie up phone lines,
the city government was struggling to attract new residents and
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business to Chaska, and to keep them in town rather than going
to neighboring Minneapolis. After carefully considering the situa-
tion, chaska.net decided to adopt the metro-scale WiFi from Tropos
Networks. The city’s wireless metropolitan network made use of the
city’s existing fiber network and was constructed using a combina-
tion of Tropos Networks’ MetroMeshTM architecture, KarlNet PMP
wireless backhaul connections, and an Operations Support System
(OSS) from Pronto Networks. The deployment of wireless broad-
band needed a capital investment of $535,000 and occurred in less
than eight weeks, although traditional wireline broadband networks
and incumbent wireless (3G) networks can take years and require
tremendous investments.

As it uses the 802.11 standard (WiFi) for backhaul and client
access, the network requires no proprietary radio frequency (RF)
equipment for access devices. Besides, mobile users pay only $15.99
per month with no time-term contracts required and have the abil-
ity to freely roam throughout the entire 16 square miles of the city
because the 230 deployed Tropos 5110 MetroMesh routers allow
transparent roaming. Backhaul was injected at 36 locations around
the city using a combination of KarlNet PMP wireless links and
connections to the city’s fiber network. Scalability was guaranteed
because the Tropos 5110 MetroMesh routers automatically reorga-
nize to take advantage of the increased capacity and the additional
backhaul.

By using Tropos Networks’ metro-scale WiFi technology and exist-
ing infrastructure, chaska.net provides broadband access to all 7500
homes in the city as well as city employees, public safety officials,
and small businesses at rates up to 60 percent less than competing
broadband services, and in many cases at or below the cost of dial-
up services. The subscriber management is done using the Tropos
Control element manager, which allows chaska.net staff to monitor
the WiFi network from a centralized location. When subscribers ac-
cess the network, the Pronto OSS redirects them to a Web page on
the chaska.net Web server. In fact, the Pronto OSS platform and Com-
munity Broadband Gateway are in charge of provisioning, authenti-
cation, customer billing, administration, customer relationship man-
agement (CRM), and roaming agreements. In addition, a global MAC
address white list is defined to provide additional security
support.

� The Multi-Use Metro-Scale WiFi, City of Corpus Christi, Texas:
Corpus Christi is rated as the largest city on the Texas coast and
the nation’s sixth largest port. The city always relied on its technol-
ogy infrastructure to enhance the productivity and efficiency of its
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municipal services, attract more business, and better serve its res-
idents. However, Corpus Christi was facing permanent problems
with meter reading. “Meter readers often have difficulty accessing a
property because of fences or dogs,” explained Leonard Scott, MIS
unit manager and program manager for the WiFi project. “We av-
erage several complaints per day, every day, from customers who
believe their utility statements are incorrect. If someone wants to
buy a house, there is no easy way to check gas and water usage
history.” To address this issue, Corpus Christi has decided to auto-
mate meter reading for municipal gas and water services that supply
a 147-square-mile area.

Although a fiber-optic network backbone was covering two-thirds
of the city, it did not extend to the third of the area that the Auto-
mated Meter Reading (AMR) system would need to cover. To allow
coverage of the totality of the zone, Corpus Christi selected Tropos
Networks for relaying gas and water meter data from AMR concen-
trators to the city’s utilities business office system. With automated
data collection, gas and water customers were able to check daily
meter data online and view a property’s gas and water consumption
history while the municipality was better able to monitor gas usage
and water flow.

After living the success story of the AMR application which used
a limited portion of the available bandwidth, the city departments
soon predicted the potential for hosting new services such as vehi-
cles equipped with laptops for police, fire, and other public safety
officers; mobile desktops for field supervisors and managers; and
anywhere, anytime access for residents and visitors to city resources
such as the library, City Hall, and museums. The only critical ques-
tion was how to allow broad use of the wireless network while
restricting the municipal system to some authenticated users and
guarantee the security services for the public safety system. To over-
come this problem, the mesh metro-mesh architecture powered by
Tropos Networks was combined with the Pronto’s OSS, which pro-
vides an SSL-encrypted registration and authentication process and
supports VPN, which allows secure and encrypted access. Besides,
the 300 Tropos 5110 outdoor MetroMesh routers allowed the deliv-
ery of multimedia data with automated roaming over the coverage
area.

Thanks to the combination of the metro-mesh architecture pow-
ered by Tropos Networks with the OSS for subscriber management,
Corpus Christi’s residents, municipality officers, public safety agents,
public works department employees, and building inspectors have
been able to get broadband ubiquitous access to vital online infor-
mation while they are in the field [27].
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2.5.5.2 Strix Systems

The Access/One Network Outdoor Wireless System (OWS) of Strix Systems
is designed for the deployment of 802.11 networks across large urban ar-
eas, rural counties, and entire regions. OWS solutions have been deployed
in hundreds of networks worldwide, outdoor and indoor, for the metro,
public safety, government, energy, transportation, hospitality, education,
enterprise, residential, and carrier access markets. The resulting structured
wireless mesh networks provide intelligence, scalability, security, and un-
rivaled performance. Using Access/One, public safety markets can deploy
secure and manageable wireless networks in unlicensed spectrums that
support voice, video, and data applications. Furthermore, high-speed Inter-
net access can be provided even in underserved rural areas.

� The Tempe Case Study: The City of Tempe, Arizona, selected the
Access/One Network OWS for its citywide WiFi deployment [32].
Tempe will offer secure WiFi access for its residents, businesses, and
visitors. Moreover, public safety agents will be provided with WiFi
access to their secure private network within all 40 square miles of
the city limits. Strix was chosen in partnership with MobilePro for the
high throughput and low latency the system offers across large net-
works. When complete, the citywide network will provide anytime,
anywhere access to residents, businesses, and municipal workers,
enhancing the way people connect to the Internet, do business, and
serve the community.

The City of Tempe was considered validation of Strix’s technol-
ogy because it was hand-selected from a group of 113 possible pro-
posals. This also speaks very highly of the combined systems and
services that the solution is capable of deploying. Some experts af-
firm that the Access/One Network OWS is an efficient solution that
enables customers to dedicate radios for both ingress and egress in
the mesh backhaul as well as separate radios for client access.

� The Chittagong Case Study: Strix Wireless Mesh will enable new-
generation wireless voice/data/video services for 3.5 million people
in Chittagong, the commercial capital of Bangladesh. The deployed
mesh network will be based on Strix’s Access/One Network OWS
and will provide broadband phone and Internet service for residents,
businesses, and visitors. Accatel Inc. has partnered with Nextel Tele-
com to deploy the citywide wireless mesh infrastructure; it is now
installing 90 Strix OWS nodes for the initial network deployment,
which will support 10,000 voice subscriber lines in an eight-square-
mile area. The second phase of the project will add 15 to 20,000
voice subscribers in 12 months. Within three years, the Strix wireless
mesh network is expected to include hundreds of OWS nodes and
serve 200,000 voice subscriber lines. In the near future, the wireless
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mesh network will be deployed over the whole area of Chittagong
and other cities within the licensing area.

� Nortel’s Case Study: Marshalltown, Iowa, is a rural community with
a small population. To encourage economic development and at-
tract businesses and residents, Marshalltown has decided to adopt
the wireless technology and launch the first WiFi city network in
the state of Iowa. The Marshalltown Economic Development Impact
Committee, in conjunction with critical communications system
integrator RACOM, has chosen Nortel’s wireless mesh solution to
initially provide end-user WiFi services to a 20-square-block area in
the downtown core. The network infrastructure is based on seven
Nortel 7220 WLAN APs supported by a Nortel Wireless Gateway
7250, giving free public WiFi services to local residents and busi-
nesses. The new broadband network delivers mobile Internet access
at 800 kbps for roaming users within the downtown core. Public
safety workers are also supported by the network. Besides, the mesh
solution allows the network to differentiate high-priority emergency
response traffic from low-priority public Internet access. Marshall-
town plans to support the delivery of data communications for emer-
gency response teams, including video surveillance, as well as ac-
cess to local, state, and national databases for relevant information.
In the near future, the wireless mesh network will cover the entire
county and support WLAN IP telephony and VPN capabilities [39].

2.6 Wireless Mesh WAN
Mesh WANs intend to provide ubiquitous mobile broadband wireless
access in a cellular architecture while supporting mesh networking in
indoor and outdoor scenarios. For instance, mobile travelers can enjoy
Internet access while passengers information services, remote monitoring
of in-vehicle security video, and driver communications may be supported
within a complete transportation system. Besides, the guarantee of an NLOS
communication enables users to extend the coverage area and to build
a wide mesh network that provides Internet-based applications such as
streaming and VoIP with enhanced throughput, reliable services, and QoS
support.

The Mobile Wireless Broadband Access (MWBA) is a transmission tech-
nology that allows important throughput for last-mile wireless connections
[43], which is why it has been adopted by both IEEE 802.20 and IEEE
802.16e standards. Broadband services are provided to potential customers
with support of multimedia applications. Besides, MBWA systems are resis-
tant to rapid channel variation and address the implications of mobility on
the IP layer by maintaining the routability of packets during IP hand-off.
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The IEEE 802.20 standard intends to provide wireless access systems
with mesh networking support for high-speed mobile subscriber stations
within a medium-to-extended metropolitan area. In fact, IEEE 802.20 oper-
ates in licensed bands below 3.5 GHz and specifies the MAC and physical
layers extensions that offer ubiquitous mobile broadband access for cellular
and mesh architectures for mobile users traveling at up to 155 mph with
NLOS communications support. In the following sub-sections, what little
information is currently available about the 802.20 PHY and MAC layers
will be presented and the similarity and differences with respect to 802.16e
will be discussed.

2.6.1 IEEE 802.16 Mobility Management

The IEEE 802.16e standard is an amendment of the IEEE 802.16d standard,
also known as IEEE 802.16-2004, which supports the mesh mode. IEEE
802.16e adapts the scalable OFDMA (SOFDMA) technique at the physical
layer to improve multi-access capabilities while enhancing the MAC layer by
addressing mobility issues and particularly hand-over. IEEE 802.16e over-
laps with the mandate of IEEE 802.20 and introduces nomadic capabilities
allowing mobile users to connect to wireless Internet services providers
while moving at a speed of 75 to 93 mph. To manage client mobility, dif-
ferent types of hand-over have been addressed [48]. Following is a brief
description of each type.

� MS-Initiated Hand-Over: This hand-over occurs when a node detects
degradations in the signal with its serving BS or when it deduces
that it can get a higher QoS at another BS. The hand-over deci-
sion is taken after collecting gain information from the neighboring
nodes which periodically broadcast the mobile neighbor advertise-
ment message specifying frequency of the BS they belong to, its
identifier, the types of services it supports, and its available radio re-
sources. The mobile station may also precede a neighbor scanning
by synchronizing with some targeted BS’s downlink transmissions
and estimating the quality of the physical channel. After defining a
list of candidate BSs, the MS sends a notification to its serving BS. The
serving BS coordinates with the candidates to get a hand-over pre-
notification response and define a list of targets. The MS may then
choose one target and should inform its serving BS that it is leaving.

� BS-Initiated Hand-Over: A serving BS may decide to exclude some
MSs when it detects that the managed nodes are leaving the cov-
erage zone or when it estimates that it can no longer provide the
required QoS.

� Soft Hand-Over: Soft hand-over is performed when an MS is able to
receive the same MAC/PHY protocol data units from one or more
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BSs, thanks to diversity combining at the antenna. Soft hand-over
permits the MS to continue receiving real-time data despite the hand-
over procedure; however, it requires multiple antennas and it is more
complex.

2.6.2 IEEE 802.20

The IEEE 802.20 standard intends to provide a downlink rate of 1 Mbps and
an uplink one of 300 kbps for high-speed mobile users while guarantee-
ing efficient packet-based data services with real-time traffic support [44].
It supports the mesh networking paradigm and the NLOS communications.
The architecture of an IEEE 802.20 network guarantees seamless integration
of different user domains. In fact, targeted applications are VoIP, financial
transactions, online gaming, audio and video streaming, videoconference,
WAP, file download, Web browsing, etc. The supported devices (laptops,
PDAs, and smart phones), which have different mobility, battery, and stor-
age constraints, will generate different traffic and application models, de-
pending on their characteristics. However, they will benefit from a seamless
ubiquitous access.

The IEEE 802.20 standard gives the specifications of the physical and
MAC layers that provide enhanced services to the third layer of the OSI
model to achieve reliable IP packets routing between external terminals
and mobile users or between mobile users. The IEEE 802.20 MWBA system
architecture addresses resource allocation, rate management, and authen-
tication issues, and pays specific attention to location management and
hand-over.

Table 2.1 summarizes the principal characteristics of the air interface as
specified by the IEEE 802.20 standard. In addition to its support for the
multimedia applications and QoS requirements, IEEE 802.20 guarantees a
seamless hand-over between other network technologies, thanks to the
adaptation layer (virtual interface). In fact, the hand-off is implemented at
the MAC layer while the virtual interface manages multiple wireless network
interfaces on a single host by providing a virtual MAC address to the station.
As a result, each mobile node is assigned a unique IP address although it
may move between different wireless networks; the station’s mobility will
be reflected by the changes in the virtual MAC values.

2.6.2.1 802.20 PHY Layer

The PHY layer of the 802.20 standard is typically based on the technolo-
gies developed in the 802.16 working groups. The standard for the PHY
layer, however, is more heavily angled toward use in a mobile setting and
seems to be inclining toward using OFDMA (Orthogonal Frequency Divi-
sion Multiple Access) in a similar way to 802.16e. This mainly can reduce the
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Table 2.1 The IEEE 802.20 Air Interface Specifications

Characteristic Target Value

Mobility Vehicular mobility classes up to 250 kmph
(as defined in ITU-RM.1034-1)

Peak user data rate (downlink [DL]) > 1 Mbps
Peak user data rate (uplink [UL]) > 300 kbps
Peak aggregate data rate per cell (DL) > 4 Mbps
Peak aggregate data rate per cell (UL) > 800 kbps
Airlink MAC frame RTT < 10 ms
Bandwidth e.g., 1.25 MHz, 5 MHz
Cell sizes Appropriate for ubiquitious MANs and

capable of reusing existing
infrastructure

Maximum operating frequency < 3.5 GHz
Spectrum (frequency arrangements) Supports FDD and TDD frequency

arrangements
Spectrum allocations Licensed spectrum allocated

to the mobile service
Security Support AES

development time of products. However, the possibility of using OFDMA
(Orthogonal Frequency Division Multiple Access) on the downlink connec-
tion and CDMA (Code Division Multiple Access) on the uplink has been
mentioned. The reason for using CDMA on the uplink is that using OFMDA
somewhat limits the benefits that antenna technologies like spatial multi-
plexing can provide. CDMA can help to reduce this limitation by assigning
the same bandwidth resources to all users in a sector and using spatial
processing at base station to recover the signal [26].

Modulation and coding in 802.20 is essentially identical to that of
802.16a/d. Besides, to allow flexible high-speed mobility, the 802.20 stan-
dard is expected to support basically all of the advanced transmission op-
tions that the 802.16 standards define. These standards include, but are
not limited to space–time block code and various forms of spatial multi-
plexing/MIMO (Multiple-Input Multiple-Output). A wide variety of channel
bandwidths from 1.25 to 40 MHz are also expected to be supported with
both TDD and FDD multiplexing. Using 1.25 MHz channel speeds (similar
to ADSL), while providing 1 Mbps downstream and 300 kbps upstream, are
expected to scale with wider channels. This will allow the support of up
to 100 users per cell.

2.6.2.2 802.20 MAC Layer

The MAC layer of the 802.20 standard is also loosely based on technolo-
gies developed in the 802.16 working groups. Similar to 802.16, the 802.20



P1: Binod

July 28, 2008 12:17 AU8250 AU8250˙C002

98 � Security in Wireless Mesh Networks

802.3

Physical

802.4

Physical

802.11

Physical

802.12

Physical

802.3

MAC

802.11

MAC

802.12

MAC

802.4

MAC

Physical

layer

Data

link

layer
802.1 Bridging

802.2 Logical link control
8

0
2

.1
 M

an
ag

em
en

t

8
0

2
 O

ve
rv

ie
w

 &

ar
ch

it
ec

tu
re

 

8
0

2
.1

0
 S

ec
u

ri
ty

Figure 2.19 LLC functionalities.

MAC is divided into convergence-specific and common-part sub-layers. Fur-
thermore, mobility techniques developed in 802.16e such as hand-off and
power management are also implemented in the 802.20 standard. Figure
2.19 details the logical link control (LLC) services that intend to guaran-
tee reliable data transmissions. It also shows that the IEEE 802.20 may
support common and specific parts of the physical layer to support vari-
ous PHY technologies [45]. The connection establishment mechanism to be
provided by 802.20 is not yet fully defined, but due to the standard’s resem-
blance to 802.16e, it is expected that the mechanisms will be largely similar.
One difference between the two, however, is that CDMA (with respect to
OFDM/OFDMA) could be utilized on uplink connections.

Because 802.20 is a fully mobile standard, it will provide support for all
types of hand-off mechanisms to enable users to freely roam between cells
without interruption. Soft hand-off provision will be entirely integrated.
802.20 also will fully integrate higher-level hand-offs over Mobile IPv4 and
Mobile IPv6. Because different forward and reverse-link connection mech-
anisms may be used, hand-off will need to occur in both directions [26].

The level of QoS support that 802.20 will offer is to some extent unde-
cided at this moment. The common requirements document agrees, how-
ever, on the fact that DiffServ and RSVP will be supported for end-to-end
compatibility with traditional networks. Finally, note that the 802.20 stan-
dard offers performance similar to that provided by usual 2.5G and 3G
cellular technologies. 802.20, however, presents the clear advantage of be-
ing a fully IP-based, packetized network standard. Consequently, network
throughput is enhanced versus a circuit-switched standard, because mes-
sages do not have to be encoded from pre-allocated circuits into packets
(and back) each time a request is sent or received. Additionally, the 802.20
offers a higher spectral efficiency than any current cellular standard. Thus,
the 802.20 is expected do more with less channel bandwidth and would
handle a higher number of users per cell.
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2.7 Advanced Issues
Factors such as network topology and architecture, traffic nature, and node
mobility highly mark the mesh network’s capacity and performance, thus
affecting protocols development and implementation. All protocols need
to be improved or reinvented while considering a cross-layer design. This
section gives an overview of the hottest research issues aimed at designing
scalable, low-cost, and easily deployable wireless mesh networks.

2.7.1 Physical Layer

WMNs physical layer should be revised to provide important rates and wide
coverage while enhancing reliability by solving the fading, multipath, and
interference constraints. Traditional modulation techniques such as OFDM
and UWB should be replaced by new schemes that allow better data rates
in larger areas. For instance, the MIMO technique, which intends to im-
prove the wireless network capacity by adopting antenna diversity and
spatial multiplexing, can be exploited. In fact, using multiple antennas for
reception provides the receiver with replicas of the transmitted signal, thus
reducing fading and interferences. Moreover, adopting spatial multiplexing
permits the simultaneous transmission of different data streams by breaking
the channel into multiple spatial channels and then using each of them to
transmit a differently encoded traffic.

As diversity techniques are inefficient in case of strong interference,
smart antennas with beam-forming capability may also be adopted to pro-
vide the receiver with high gain in the direction of the desired signal and
low gain in all other directions. Cheap directional-antenna implementation
and frequency-agile techniques should be further investigated to build a
high-capacity wireless backhaul system [62]. The MAC layer design should
also be done according to the added values of the physical layer to achieve
the expected improvements. Many MAC protocols as stated in [63–66] have
been developed to support directional and smart antennas in the ad hoc
network context, but an additional effort is required to implement a MAC
protocol with multi-antenna-systems support. Moreover, cognitive radios
technologies represent a new research field that needs to be investigated.

2.7.2 MAC Layer

Mesh nodes mobility and nature (router or client) combined with power
constraints add complexity to the design of a MAC scalable protocol. In
fact, existing medium access-control protocols (such as CSMA/CA), which
apply to the ad hoc context, suffer from poor performance and frequent
collisions when the number of nodes increases; therefore, they should be
replaced by TDMA and CDMA schemes while overcoming the induced
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difficulties. Advanced techniques such as MIMO and cognitive radios, which
can be implemented at the physical layer, need a particular MAC design to
effectively enhance the throughput and coverage.

The scheduling is also a critical issue because it should address multi-
user diversity according to the cross-layer design. In fact, transmission op-
portunities allocation should be coordinated among all wireless routers
to grant transmission to users experiencing peak in their channel quality
[67]. Moreover, open research issues related to scheduling should deter-
mine how to profit from other diversity techniques implemented at the
physical layer, such as spatial diversity and frequency diversity, to en-
hance the throughput. Besides, interoperability of various wireless tech-
nologies requires the definition of particular bridging functions at the MAC
level. Furthermore, a multi-channel multi-transceiver MAC can be a promis-
ing solution to guarantee reliability and enhance the provided data rates.
Finally, a better QoS has to be offered at the MAC level to support multi-
media traffic transmissions that are particularly affected by delays, packet
loss, and jitter.

2.7.3 Network Layer

Multi-hop communication protocols rapidly lose their performance when
the network size increases. Routing schemes designed for WMNs should
ensure scalability and enhance network performance without adding com-
plexity and management difficulties. In fact, the destination of mesh traffic
may be multiple mobile nodes; furthermore, the same traffic may simultane-
ously follow multiple paths to reach the same AP. Thus, the routing proto-
cols need to rely on correct link status information provided by the physical
and MAC layers to discover high-quality routes. New routing metrics that
reflect the loss rate and the available bandwidth of intermediate links need
to be developed. Multicast traffic routing can also be a hot research topic.
Cross-layer design, which intends to enhance routing performances by con-
sidering MAC parameters and feedback, is a promising research issue that
needs to be further investigated. Routing protocols should also take into
consideration the mesh nodes’ nature (which can be routers or clients) to
correctly respond to different mobility and power constraints.

2.7.4 Transport Layer

Transport protocols that are used in the ad hoc context are also adopted
by the WMNs. These protocols can be classified as reliable TCP variants,
entirely new reliable protocols, or protocols designed for real-time delivery.
TCP variant protocols aim at overcoming the performance degradations
experienced by TCP when it is applied to the ad hoc context. In fact,
non-congestion packet losses caused by the transmission over unreliable
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wireless links are considered by TCP as congestion losses and induce severe
throughput decreases. To address this issue, the protocol designed in [50]
adopts a feedback mechanism that allows a differentiation between losses
caused by congestion and those caused by wireless channels; however, a
future study is needed to correctly design a loss differentiation approach
and to accordingly modify the TCP protocol for WMNs.

Besides, the connection-oriented TCP protocol which relies on ACK
reception is highly affected by mesh network asymmetry in terms of band-
width, loss rates, and latency [37]. In fact, TCP data and the correspondent
ACK may take different routes in the mesh network, thus leading to perfor-
mance degradations. Some ACK processing schemes have been proposed
and a different network architecture has been presented in [15] to solve
the asymmetry-related problem, but their effectiveness for WMNs should
be further investigated. A cross-layer optimization can also be adopted to
enhance the TCP performance because the network asymmetry is closely
related to lower-layer protocols. Moreover, the high variation of the RTT
caused by node mobility and dynamic path changes has severe conse-
quences on the TCP performance. Adapting TCP to RTT variation in the
WMNs is still an open research topic.

To address TCP shortcomings, new protocols have been developed. To
this end, the ATP protocol, [12], which is rate-based, differentiates between
congestion and non-congestion losses by examining the resulting delays
and does not set transmission time-outs while addressing congestion con-
trol and reliability separately. However, adopting a brand new transport
protocol for the WMNs will result in non-interoperability with existing tech-
nologies. More specifically, WMNs should be able to permit network access
for conventional and mesh clients and wireless mesh nodes which need to
access the Internet and also to be integrated with heterogeneous wireless
networks such as IEEE 802.11, 802.16, and 802.15. One solution will be
the development of a special adaptive TCP variant for WMNs which ad-
dresses traditional TCP performance degradations while being compatible
with the traditional TCP protocol. Furthermore, end-to-end real-time trans-
mission guarantees have been addressed by both RTP (Real Time Protocol)
and RTCP (Real-Time Transport Protocol) in compliance with an RCP (Rate
Control Protocol). However, there has been no RCP proposition specifically
designed for the WMNs.

2.7.5 Application Layer

New application layer algorithms need to be developed so that real-time
Internet applications can be supported by multi-hop wireless mesh net-
works. Furthermore, distributed information sharing over WMNs has
specific characteristics that need to be addressed by new applications
protocols. Finally, new applications that take advantage of the WMN’s
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particularities need to be invented to effectively provide an added value.
For example, new tools may be developed for a home networking envi-
ronment to achieve home automation by allowing the remote monitoring,
configuration, and control of all electronic devices.

2.7.6 Network Management

A centralized control of node location and hand-over is not applicable in the
mesh context where an LOS with the BS is not required and where the client
nodes may constantly roam while mesh routers have restricted mobility.
Developing a distributed location management scheme for WMNs is an
interesting research topic that needs to be investigated. In the same way,
power management procedures vary according to the nature of the mesh
nodes. On one hand, mesh routers which do not have power constraints
need to manage their transmission power to control the connectivity and
reduce interference while increasing the spectrum spatial-reuse efficiency.
On the other hand, mesh clients which may be IP phones or sensors require
particular power efficiency.

Consequently, power management for the WMNs is an open research
topic that needs to be further investigated. Finally, network monitoring
protocols need to be developed to effectively manage mesh routers and
enhance network performance. In fact, mesh routers have to report statisti-
cal data to one or more servers to detect network anomalies and correctly
respond to them. Special data processing algorithms need to be developed
and network management procedures designed for the ad hoc networks
need to be further enhanced to support large-scale mesh networks.

2.7.7 Security

Security schemes designed for WLANs provide authentication, authoriza-
tion, and accounting services by implementing them at the AP or at special
gateways. Besides, VPN techniques are provided over WLANs using stan-
dard key encryption algorithms for tunneling, such as IPSEC. Unfortunately,
such schemes are not completely suitable for WMNs because the WMNs
do not provide a trusted centralized party that ensures a secure key and
certificates management. Besides, attackers may easily benefit from the lack
of infrastructure to target routing and MAC protocols, leading to congestion
and denial of service.

All these security breaches need to be addressed to convince wireless
mesh networks customers to subscribe to reliable services. Security mech-
anisms need to be embedded into the communications protocols of the
different layers so that intrusions are detected and tolerated. Designing
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a cross-layer framework that monitors the security of the communication
protocols is a challenging research topic that needs to be investigated.

2.8 Conclusion
The goal of this chapter has been to present the wireless mesh networking
fundamentals aimed at designing scalable, low-cost, and easily deployable
mesh networks with coverage ranges from PAN to WAN. We may state that,
although they inherit from the MANETs characteristics, mesh networks have
their own specificities. In fact, scalability issues need to be addressed as the
network may integrate a large number of nodes and provide a wide cov-
erage. Besides, distributed protocols need to be implemented to guarantee
an efficient network management and control. As multimedia applications
support is a must, mesh networks need to rely on QoS-aware routing pro-
tocols able to establish the most suitable path while providing the QoS
requirements in terms of bandwidth, delay, and jitter. Nodes mobility man-
agement and hand-off should also be addressed because clients need to
move at different speeds without losing access to the applications they
are using (e.g., Internet access, access to a public-safety private network,
etc.). Last but not least, mesh networks need to provide advanced security
mechanisms to encourage client subscribing to reliable services.

We can state that mesh PANs, LANs, MANs, and WANs share common
characteristics and face common communication challenges although their
requirements may differ. For instance, when addressing transmission issues,
we can conclude that the UWB technique enhances the meshing capabil-
ities, but is only applicable in the short-range communications context.
Therefore, different transmission techniques may be used in the MAN and
WAN context to support node mobility at medium and high speeds while
resisting multipath and fading. To provide QoS, it is possible to adopt
the IntServ approach for PANs and LANs because the node number is not
very important. However, a DiffServ approach fits the MANs and WANs
contexts because it provides a scalable solution and guarantees soft QoS
requirements. In addition, mobility constraints highly differ according to
the network size. In fact, in the mesh PAN context, it is difficult to maintain
QoS-aware paths because both routers and mesh nodes are mobile; how-
ever, the average speed is about 5 kmph. Mesh LANs always rely on a fixed
infrastructure; nevertheless, they need to address hand-over and roaming
issues as the served mobile nodes may move from one ESS to another.
Mesh MANs and WANs include a fixed backhaul and a large number of
mobile nodes moving at medium or high speed; therefore, guaranteeing
QoS and addressing hand-over and roaming becomes a challenging issue,
especially when propagation conditions induce multipath and fading.
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Many works are currently being conducted on designing robust mesh
networks ranging from PAN to WAN, but the finalized standards versions
have not yet been released.
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The true potential of any network cannot be exploited without consider-
ing and adequately addressing the security issues. Wireless mesh networks
(WMNs), being multi-hop wireless networks, are prone to most of the secu-
rity attacks on multi-hop wireless networks. In this chapter, we will discuss
the security vulnerabilities in multi-hop wireless networks that are relevant
to WMNs. We will consider the attacks in WMNs and the possible solution
mechanisms to prevent and counteract these attacks.

3.1 Introduction
In recent years, WiFi (802.11) networks have become pervasive with nu-
merous hotspots being deployed in urban city centers. However, to be
connected, the mobile clients need to be within the radio range of the ac-
cess point. To ensure that the target area is sufficiently covered, ISPs would
need to install additional hotspots in strategically placed locations to extend
existing coverage. This may not always be possible due to constraints on
the terrain, social issues, etc. Further, deploying additional hotspots adds to
the installation cost and more importantly to the running costs (subscription
cost for Internet connectivity for each access point). A promising, low-cost
alternative for providing last-mile wireless connectivity is the concept of
WMNs, which are multi-hop wireless networks consisting of mesh routers
and mesh clients. Generally, mesh routers have limited mobility and act
as access points for the mobile clients to provide the connectivity over
multiple hops as well as route the traffic for neighboring mesh routers.
Some of the routers are equipped with wired interface and serve the pur-
pose of gateway to provide the connectivity with the Internet. The clients’
nodes may also act as intermediate hops for neighboring nodes to extend
the connectivity. A typical WMN architecture is shown in Figure 3.1. By en-
abling multi-hop communication between the mesh nodes, it is possible for
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Figure 3.1 Wireless mesh network architecture.

several mobile clients to share a single broadband connection to the Inter-
net. Several WMN deployments have been planned for major cities across
the globe (Taipei, Moscow, Philadelphia, etc.) in the near future. However,
very little attention has been devoted by the research community to address
the security issues in WMNs.

The broadcast nature of transmission and the dependency on the inter-
mediate nodes for routing the user traffic leads to security vulnerabilities
making WMNs prone to various attacks. The attacks can be external as well
as internal in nature. External attacks are launched by intruders who are not
part of the WMN and gain illegitimate access to the network. For example,
an intruding node may eavesdrop on the packets and replay those packets
at a later stage of time to gain access to the network resources. Attacks from
external nodes can be prevented by resorting to cryptographic techniques
such as encryption and authentication. On the other hand, the internal at-
tacks are launched by the nodes that are part of the WMN. One example of
such an attack is an intermediate node dropping the packets, which it was
supposed to forward, leading to a denial-of-service (DoS) attack. Similarly,
the intermediate node may keep the copy of all the data that it forwards
(internal eavesdropping) for offline processing and meaningful informa-
tion retrieval without the knowledge of any other node in the network.
Such attacks are typically launched either by selfish nodes or by malicious
nodes, which may have been possibly compromised by attackers. There is
a subtle difference in their motives. The selfish node is seeking to greedily
acquire greater than its fair share of the network resources at the expense



P1: Binod

July 28, 2008 12:21 AU8250 AU8250˙C003

114 � Security in Wireless Mesh Networks

of other users. On the contrary a malicious attacker’s sole aim is to un-
dermine the performance of the entire network. Note that in an internal
attack, the misbehaving node is part of the WMN and hence has access to
all the keying and authentication information. Consequently, cooperative
mechanisms, which enable other nodes within the network to detect and
possibly isolate these misbehaving nodes, need to be employed.

It is evident that the true potential of WMN cannot be exploited without
considering and adequately addressing the internal as well as the external
security issues. In this chapter, we identify the security issues in WMNs,
followed by descriptions of attacks on WMNs. The primary focus will be
the attacks that affect the MAC layer and the network layer of WMNs.
The characteristics of the security solution for WMNs are identified and
different solution mechanisms are discussed. The standardization efforts
for the security in WMNs are discussed. The chapter is concluded with
some open issues yet to be considered in relation to security of WMNs.

3.2 Security Issues in Wireless Mesh Networks
Several vulnerabilities exist in the protocols for WMNs that can be exploited
by the attackers to degrade the performance of the network. The WMN
nodes depend on the intermediate nodes for connectivity with other nodes
in the network and the Internet. Consequently, the MAC layer protocols
as well as the routing protocols for WMNs assume that the participating
nodes are well behaved with no malicious intentions. Therefore, all the
nodes are assumed to follow the MAC protocol and perform the routing
and packet forwarding operations as specified by the respective protocols.
Based on this assumed trust, the nodes make independent decisions for
their transmission, depending on the wireless channel availability. Similarly,
the routing protocols require the WMN nodes to exchange their routing
information within the neighborhood to make efficient routing decisions.
Because the nodes are assumed to be well behaved, each node makes
an independent decision based on the routing protocol specifications. The
node then informs its neighbors about the decision. The neighbor nodes
neither verify the decision nor the information transmitted by the node.
In practice, however, some WMN nodes may behave in a selfish manner
and other nodes may be compromised by malicious users. The assumed
trust and the lack of accountability make the MAC layer protocols and the
routing protocols vulnerable to various active attacks, such as black hole
attacks, wormhole attacks, and rushing attacks [11–13].

The malicious or selfish nodes can drop data packets selectively or
may choose to drop all the packets without forwarding any traffic. Further,
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because the participating nodes may not be owned by one administrator,
specifically in case of community deployment of WMNs, data confidentiality
and data integrity can be compromised if the intermediate node keeps the
copy of all the data for offline cryptanalysis and information retrieval. The
malicious nodes may also inject bad packets in the network, which may
lead to a DoS attack. Similarly, passively sniffed packets can be replayed at
a later time to gain access to the network resources. All these vulnerabilities
render WMNs prone to security attacks. We consider the attacks on WMNs
that exploit these vulnerabilities in the next section.

3.3 Attacks in Wireless Mesh Networks
In this section, the details of various attacks on WMNs are given. We con-
sider the attacks affecting the physical layer, MAC layer, and the network
layer because these layers form the core of the network. We do not consider
the attacks on the transport layer and the application layers because these
layers are primarily implemented in the end-user devices, hence the attacks
on these layers are independent of the underlying network. Therefore, the
attacks and the counter-measures on these layers (application and trans-
port) for WMNs, other wireless networks, or even wired networks would
be the same rather than being specific to WMNs.

3.3.1 Physical Layer Attacks

All wireless networks, including WMNs, are vulnerable to radio jamming
attacks at the physical layer. The radio jamming attack [14] is a potentially
damaging attack which can be launched with relative ease by simply allow-
ing a wireless device to transmit a strong signal, which can cause sufficient
interference to prevent packets in the victim network from being received.
In its simplest form, the attacker may continuously transmit the jamming
signal (constant jammer). Alternately, the attacker may resort to slightly so-
phisticated strategies whereby the attacker only transmits the radio signal
when it senses some activity on the channel and remains quiet otherwise
(reactive jammer). However, these types of jamming attacks, where the
transmission is an arbitrary signal, can be regarded as noise in the channel
and MAC protocols like BMAC [15] can successfully counteract these attacks
to a certain degree by adjusting the signal-to-noise ratio (SNR) threshold
at the receiving node. More complex forms of radio jamming attacks have
been studied in [14], where the attacking devices do not obey the MAC layer
protocol. We discuss these attacks in Section 3.3.2 as link layer jamming
attacks.
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3.3.2 MAC Layer Attacks

3.3.2.1 Passive Eavesdropping

The broadcast nature of transmission of the wireless networks makes these
networks prone to passive eavesdropping by the external attackers within
the transmission range of the communicating nodes. Multi-hop wireless
networks like WMNs are also prone to internal eavesdropping by the inter-
mediate hops, whereby a malicious intermediate node may keep the copy
of all the data that it forwards, without knowledge of any other node in
the network. Although passive eavesdropping does not affect the network
functionality directly, it leads to the compromise in data confidentiality and
data integrity. Data encryption is generally employed using strong encryp-
tion keys to protect the confidentiality and integrity of data.

3.3.2.2 Link Layer Jamming Attack

Link layer jamming attacks are more complex compared to blind physi-
cal layer radio jamming attacks. Rather than transmitting random bits con-
stantly, the attacker may transmit regular MAC frame headers (no payload)
on the transmission channel which conform to the MAC protocol being
used in the victim network [16]. Consequently, the legitimate nodes always
find the channel busy and back off for a random period of time before sens-
ing the channel again. This leads to the denial of service for the legitimate
nodes and also enables the jamming node to conserve its energy resources.
In addition to the MAC layer, jamming can also be used to exploit the net-
work and transport layer protocols [17]. Intelligent jamming is not a purely
transmit activity. Sophisticated sensors can be deployed, which detect and
identify victim network activity, with a particular focus on the semantics of
higher-layer protocols (e.g., AODV [Ad-hoc On-demand Distance Vector]
and TCP). Based on the observations of the sensor, the attacker can exploit
the predictable timing behavior exhibited by higher-layer protocols and use
offline analysis of packet sequences to maximize the potential gain for the
jammer. These attacks can be effective even if encryption techniques such
as Wired Equivalent Privacy (WEP) and WiFi Protected Access (WPA) have
been employed. This is because the sensor that assists the jammer can
still monitor the packet size, timing, and sequence to guide the jammer.
Because these attacks are based on carefully exploiting protocol patterns
and consistencies across size, timing, and sequence, preventing them will
require modifications to the protocol semantics so that these consistencies
are removed wherever possible.

3.3.2.3 MAC Spoofing Attack

MAC addresses have long been used as the singularly unique layer-2 net-
work identifiers in both wired and wireless LANs. MAC addresses which
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are globally unique have often been used as an authentication factor or as
a unique identifier for granting varying levels of network privileges to a
user. This is particularly common in 802.11 WiFi networks. However, to-
day’s MAC protocols (802.11) and network interface cards do not provide
for any safeguards that would prevent a potential attacker from modifying
the source MAC address in its transmitted frames. On the contrary, there is
often full support in the form of drivers from manufacturers, which makes
this particularly easy. Modifying the MAC address in transmitted frames is
referred to as MAC spoofing, and can be used by attackers in a variety
of ways. MAC spoofing enables the attacker to evade Intrusion Detection
Systems (IDSs) that are in place. Further, today’s network administrators of-
ten use MAC addresses in access control lists. For example, only registered
MAC addresses are allowed to connect to the access points. An attacker
can easily eavesdrop on the network to determine the MAC addresses of
legitimate devices. This enables the attacker to masquerade as a legitimate
user and gain access to the network. An attacker can even inject a large
number of bogus frames into the network to deplete the resources (in par-
ticular, bandwidth and energy), which may lead to denial of service for the
legitimate nodes.

3.3.2.4 Replay Attack

The replay attack, often known as the man-in-the-middle attack [18], can
be launched by external as well as internal nodes. An external malicious
node (not part of WMN) can eavesdrop on the broadcast communication
between two nodes (A and B) in the network, as shown in Figure 3.2. It

Node A Node BAdversary

Data−1

Data−2

Data−3

Data−4

Data−3

Replayed/MAC spoofed

May grant adversary

with unauthorized

access

Figure 3.2 Robustness against MAC spoofing and replay attacks.
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can then transmit these legitimate messages at a later stage of time to gain
access to the network resources. Generally, the authentication information
is replayed where the attacker deceives a node (node B in Figure 3.2) to
believe that the attacker is a legitimate node (node A in Figure 3.2). On
a similar note, an internal malicious node, which is an intermediate hop
between two communicating nodes, can keep a copy of all relayed data.
It can then retransmit this data at a later point in time to gain the unau-
thorized access to the network resources. The replay attack, exploiting the
IEEE 802.1X [33] authentication mechanism, is discussed in Section 3.6.

3.3.2.5 Pre-Computation and Partial Matching Attacks

In this section we discuss a different form of security attacks. Unlike the
above-mentioned attacks where MAC protocol vulnerabilities are exploited,
these attacks exploit the vulnerabilities in the security mechanisms that are
employed to secure the MAC layer of the network. Pre-computation and
partial matching attacks exploit the cryptographic primitives that are used
at MAC layer to secure the communication. In a pre-computation attack
or Time Memory Trade-Off attack (TMTO), the attacker computes a large
amount of information (key, plaintext, and respective cipher text) and stores
that information before launching the attack. When the actual transmission
starts, the attacker uses the pre-computed information to speed up the
cryptanalysis process. TMTO attacks are highly effective against a large
number of cryptographic solutions. On the other hand, in a partial matching
attack, the attacker has access to some (cipher text, plaintext) pairs, which
in turn decreases the encryption key strength and improves the chances of
success of the brute force mechanisms. Partial matching attacks exploit the
weak implementations of encryption algorithms. For example, in the IEEE
802.11i standard for MAC layer security in wireless networks [30], the MAC
address fields in the MAC header are used in the message integrity code
(MIC). The MAC header is transmitted as plaintext while the MIC field is
transmitted in the encrypted form. Partial knowledge of the plaintext (MAC
address) and the cipher text (MIC) makes IEEE 802.11i vulnerable to partial
matching attacks.

DoS attacks may also be launched by exploiting the security mecha-
nisms. For example, the IEEE 802.11i standard for MAC layer security in
wireless networks is prone to the session hijacking attack and the man-
in-the-middle attack, exploiting vulnerabilities in IEEE 802.1X, and DoS
attack, exploiting vulnerabilities in the four-way handshake procedure in
IEEE 802.11i. Although these attacks are also considered as MAC layer at-
tacks, we pend the discussion on IEEE 802.11i, its vulnerabilities, attacks
exploiting these vulnerabilities, and the proposed prevention mechanisms
till Section 3.6.
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3.3.3 Network Layer Attacks

The attacks on the network layer can be divided into control plane attacks
and data plane attacks and can be active or passive in nature. Control plane
attacks generally target the routing functionality of the network layer. The
objective of the attacker is to make routes unavailable or force the network
to choose sub-optimum routes. On the other hand, the data plane attacks
affect the packet forwarding functionality of the network. The objective
of the attacker is to cause the denial of service for the legitimate user by
making user data undeliverable or injecting malicious data into the network.
We first consider the network layer control plane attacks, followed by a
discussion on network layer data plane attacks.

3.3.3.1 Control Plane Attacks

Rushing attacks [11] targeting the on-demand routing protocols (e.g., AODV)
were among the first exposed attacks on the network layer of multi-hop
wireless networks. Rushing attacks exploit the route discovery mechanism
of on-demand routing protocols. In these protocols, the node requiring the
route to the destination floods the Route Request message, which is identi-
fied by a sequence number. To limit the flooding, each node only forwards
the first message that it receives and drops remaining messages with the
same sequence number. The protocols specify a specific amount of delay
between receiving the Route Request message by a particular node and
forwarding it, to avoid collusion of these messages. The malicious node
launching the rushing attack forwards the Route Request message to the
target node before any other intermediate node from source to destination.
This can easily be achieved by ignoring the specified delay. Consequently,
the route from source to destination includes the malicious node as an in-
termediate hop, which can then drop the packets of the flow resulting in
data plane DoS attack.

A wormhole attack has a similar objective albeit it uses a different tech-
nique [12]. During a wormhole attack, two or more malicious nodes col-
lude together by establishing a tunnel using an efficient communication
medium (i.e., wired connection or high-speed wireless connection, etc.),
as shown in Figure 3.3. During the route discovery phase of on-demand
routing protocols, the Route Request messages are forwarded between the
malicious nodes using the established tunnel. Therefore, the first Route Re-
quest message that reaches the destination node is the one forwarded by
the malicious nodes. Consequently, the malicious nodes are added in the
path from source to destination. Once the malicious nodes are included in
the routing path, the malicious nodes either drop all the packets, result-
ing in complete denial of service, or drop the packets selectively to avoid
detection.
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Figure 3.3 Wormhole attack launched by nodes M1 and M2. Nodes use high-speed
tunnel to forward routing protocol control messages while data is dropped.

A black hole attack (or sink hole attack) [19] is another attack that leads
to denial of service in wireless mesh networks. It also exploits the route dis-
covery mechanism of on-demand routing protocols. In a black hole attack,
the malicious node always replies positively to a Route Request although it
may not have a valid route to the destination. Because the malicious node
does not check its routing entries, it will always be the first to reply to the
Route Request message. Therefore, almost all the traffic within the neigh-
borhood of the malicious node will be directed toward the malicious node,
which may drop all the packets, resulting in denial of service. Figure 3.4
shows the effect of a black hole attack in the neighborhood of the mali-
cious node where all the traffic is directed toward the malicious node. A
more complex form of the attack is the cooperative black hole attack where
multiple malicious nodes collude together, resulting in complete disruption

M

M replies positively to every route request

Data dropped

Data

Figure 3.4 Black hole attack. Node M replies positively to every Route Request.
Consequently all data is forwarded to the node, which then drops the data.
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of routing and packet forwarding functionality of the network. The coopera-
tive black hole attack and the prevention mechanisms have been studied
in [13].

A grey hole attack is a variant of the black hole attack. In a black
hole attack, the malicious node drops all the traffic that it is supposed to
forward. This may lead to possible detection of the malicious node. In a
grey hole attack, the adversary avoids the detection by dropping the packets
selectively. A grey hole attack does not lead to complete denial of service,
but it may go undetected for a longer duration of time. This is because the
malicious packet dropping may be considered congestion in the network,
which also leads to selective packet loss.

A Sybil attack is the form of attack where a malicious node creates mul-
tiple identities in the network, each appearing as a legitimate node [20]. A
Sybil attack was first exposed in distributed computing applications where
the redundancy in the system was exploited by creating multiple identi-
ties and controlling the considerable system resources. In the networking
scenario, a number of services like packet forwarding, routing, and col-
laborative security mechanisms can be disrupted by the adversary using
a Sybil attack. Following form of the attack affects the network layer of
WMNs, which are supposed to take advantage of the path diversity in the
network to increase the available bandwidth and reliability. If the mali-
cious node creates multiple identities in the network, the legitimate nodes,
assuming these identities to be distinct network nodes, will add these iden-
tities in the list of distinct paths available to a particular destination. When
the packets are forwarded to these fake nodes, the malicious node that cre-
ated the identities processes these packets. Consequently, all the distinct
routing paths will pass through the malicious node. The malicious node
may then launch any of the above-mentioned attacks. Even if no other at-
tack is launched, the advantage of path diversity is diminished, resulting in
degraded performance.

In addition to the above-mentioned attacks, the wireless mesh networks
are also prone to network partitioning attacks and routing loop attacks.
In a network partitioning attack, the malicious nodes collude together to
disrupt the routing tables in such a way that the network is divided into
non-connected partitions, resulting in denial of service for a certain network
portion. Routing loop attacks affect the packet-forwarding capability of the
network where the packets keep circulating in loop until they reach the
maximum hop count, at which stage the packets are simply discarded.

3.3.3.2 Data Plane Attacks

Data plane attacks are primarily launched by the selfish and malicious (com-
promised) nodes in the network and lead to performance degradation or
denial of service for the legitimate user data traffic. The simplest of the



P1: Binod

July 28, 2008 12:21 AU8250 AU8250˙C003

122 � Security in Wireless Mesh Networks

data plane attacks is passive eavesdropping. Eavesdropping has already
been discussed in Section 3.3.2 as a MAC layer attack and we do not dis-
cuss it further. Selfish behavior of the participating WMN nodes is a major
security issue because the WMN nodes are dependent on each other for
data forwarding. The intermediate-hop selfish nodes may not perform the
packet-forwarding functionality as per the protocol. The selfish node may
drop all the data packets, resulting in complete denial of service, or it
may drop the data packets selectively or randomly. It is hard to distinguish
between such a selfish behavior and the link failure or network conges-
tion. On the other hand, malicious intermediate-hop nodes may inject junk
packets into the network. Considerable network resources (bandwidth and
packet processing time) may be consumed to forward the junk packets,
which may lead to denial of service for the legitimate user traffic. The mali-
cious nodes may also inject the maliciously crafted control packets, which
may lead to the disruption of routing functionality. The control plane attacks
are dependent on such maliciously crafted control packets. The malicious
and selfish behavior has been studied in [22,23].

3.3.4 Multi-Radio Multi-Channel Wireless Mesh
Network Attacks

In this section, we consider the attacks that affect the network layer as
well as the MAC layer of WMNs. These attacks exploit the channel assign-
ment and routing algorithms in multi-radio multi-channel wireless mesh
networks (MR-MC WMN). Bandwidth capacity is a major limitation for wire-
less mesh networks. In MR-MC WMN, each WMN node is equipped with
multiple radios to increase the available bandwidth. Orthogonal channels
are used for each interface of the node, which ensures simultaneous com-
munication using all the wireless interfaces without interference. Dynamic
channel assignment is required to assign the channels to the network links.
The objective of the channel assignment algorithms is to ensure the mini-
mum interference within a WMN. Various joint routing and channel assign-
ment algorithms have been proposed for MR-MC WMN [1–5]. Readers are
encouraged to review the dynamic routing and channel assignment algo-
rithms proposed in [2] for better understanding of the attacks discussed in
this section. Note that channel assignment is done at the MAC layer while
the routing is a network layer functionality. All the joint routing and chan-
nel assignment algorithms assume that the mesh nodes are well-behaved.
Hence the nodes make independent decisions about their channel assign-
ment based on the neigbhor channel assignment information and inform
neighboring nodes about the decision, which is not verified. The assumed
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Figure 3.5 Network endo-parasite attack (NEPA). Assuming the node F is within
interference domain of node G.

trust among the WMN nodes and the independent decision of the nodes
make these algorithms vulnerable to security attacks.

A network endo-parasite attack (NEPA) [21] is launched by the com-
promised malicious node when it changes the channel assignment of its
interfaces in such a way that the interference on heavily loaded high prior-
ity channels increases (each interface is switched to a different high-priority
channel). This is contrary to the normal operation of the channel assign-
ment algorithm where the node assigns the least loaded channels to its
interfaces. Figure 3.5 shows the attack. The malicious node F has switched
the channel on link FH to the same channel as the link GC and link FI
to the channel used by link GD. The malicious switching by node F will
increase the interference on links GC and GD. The malicious node does
not inform its neighbors about the change in channel assignment; there-
fore, the neighboring nodes are unable to adjust their channel assignment
to mitigate the effect of increased interference. The increase in interference
results in serious performance degradation.

A channel ecto-parasite attack (CEPA) [21] is a special type of NEPA. Dur-
ing CEPA, the malicious node switches all its interfaces to the most heavily
loaded highest priority channel. Like NEPA, the malicious node does not
inform its interference domain neighbors about the change in channel as-
signment. The effect of the attack is the hidden usage of the most heavily
loaded channel, which increases the interference considerably, resulting in
a decrease in performance. The attack is shown in Figure 3.6 where the
malicious node has switched both its child links FH and FI to the channel
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Figure 3.6 Channel ecto-parasite attack (CEPA) (assuming the node F is within
interference domain of node G).

that is being used by the high-priority link GC. As the links FH and FI are
within the interference range of the link GC, the link GC will experience
high interference. However, the malicious node has not informed its neigh-
bors about the change in channel assignment; therefore, the node G will
continue to use the same channel on link GC, assuming the external noise
or other factors to be the reason for degraded performance.

A low cost ripple effect attack (LORA) [21] is launched when the compro-
mised malicious node transmits misleading channel assignment information
about its interfaces to the neighboring nodes without actually changing the
channel assignment. The information is calculated in such a way that the
neighboring nodes are forced to adjust their channel assignments to mini-
mize the interference, which may generate a series of changes even in the
channel assignment of the nodes that are not direct neighbors of the mali-
cious node. The effect of the attack is shown in Figure 3.7 using the arrow.
Although most of the dynamic channel assignment algorithms prevent the
ripple effect to propagate within the network from the parent nodes (closer
to the wired gateway) to the child nodes, the effect can still propagate in
the reverse direction. The objective of the attack is to force the network in
the quasi-stable state by imposing premature channel adjustment on other
nodes repeatedly. Considerable network resources are consumed for chan-
nel adjustment and the user data forwarding capability is severely affected.
The attack is relatively more severe than NEPA and CEPA because the effect
is propagated to a large portion of the network even beyond the neighbors
of the compromised node, disrupting the traffic forwarding capability of
various nodes for considerable time duration.
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Figure 3.7 Example WMN with routers physically arranged in grid topology. G1
and G2 are gateways connected to wired network. Edges show routing topology
and labels along edges are bandwidth in kbps (channel). For simplicity, (k+ 1 )-hop
neighbors include immediate physical neighbors only. Arrows show propagation of
ripple effect attack from compromised node M.

3.4 Characteristics of Security Solutions for Wireless
Mesh Networks

In the previous section, we discussed the security attacks that exploit the
vulnerabilities in the MAC layer and the network layer protocols for WMN.
We now list the essential characteristics that a security mechanism for WMN
should have to successfully prevent, detect, and counter these attacks. We
only list the characteristics that differentiate WMN security mechanisms from
existing security mechanisms for wired and wireless networks.

� In wired networks, the security services of data confidentiality and
data integrity are generally provided on a per-link basis (between
two devices). This is based on the assumption that the end devices
are secure. However, as discussed in previous sections, the WMN
nodes may resort to the selfish and malicious behavior. To coun-
teract the selfish and malicious behavior of the intermediate-hop
nodes, the WMN must provide the end-to-end services of data con-
fidentiality and data integrity, in addition to the security services on
a per-link basis.
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� The trust establishment mechanism should be robust against inter-
nal selfish and malicious behavior. Note that the internal selfish and
malicious nodes are part of WMNs, therefore the conventional au-
thentication mechanisms based on cryptographic primitives may not
be effective against the internal misbehavior.

� Section 3.3.3 and Section 3.3.4 indicate that the accountability should
be a necessary characteristic for WMNs to ensure that the WMN
nodes behave according to the protocol specification even if the
nodes make independent decisions about routing and channel
assignment.

� Wireless mesh networks are self-administered networks and lack the
centralized administration authority which can respond to the net-
work issues. Therefore, the attack and anomaly detection mecha-
nisms for wireless mesh networks should be self-sufficient and must
not be dependent on the administrator to verify the possible attack
and anomaly alerts.

� An important characteristic of wireless mesh networks is the self-
healing nature. Therefore, the detection mechanisms must be cou-
pled with adequate automated response to the security attacks and
identified anomalies.

Having identified the essential characteristics of the security mechanisms for
wireless mesh networks, we now consider different security mechanisms
that are employed to counter the attacks identified in Section 3.3.

3.5 Security Mechanisms for Wireless
Mesh Networks

ITU-T Recommendation X.800 [29]—Security Architecture for OSI—defines
the required security services for communication networks. The security
services have been broadly categorized into five groups: authentication, ac-
cess control or authorization, confidentiality, integrity, and non-repudiation.
Security management services have also been defined aimed at ensuring
availability, accountability, and event management. The security services
can be categorized into two broad categories: intrusion prevention and in-
trusion detection. In case of intrusion prevention, measures are taken to
stop the attacker from intruding into the network and launching the attack
on the network. The protection can be from external as well as internal
intruders. Security services of authentication, access control, data confi-
dentiality, data integrity, and non-repudiation lead to intrusion prevention.
However, intrusion prevention is insufficient to protect the network from all
attacks because no prevention technique can ensure complete protection.



P1: Binod

July 28, 2008 12:21 AU8250 AU8250˙C003

Attacks and Security Mechanisms � 127

Availability,

accountability

Intrusion

detection system

Automated

response

Intrusion detection and

automated response

Secure routing &

channel assignment

Authentication

Data integrity

Data confidentiality

Authorization

N
et

w
o

rk
 l

ay
er

Intrusion prevention

N
et

w
o

rk
 l

ay
er

M
A

C
 l

ay
er

M
A

C
 l

ay
er

Figure 3.8 Security model for wireless mesh networks.

Therefore, the intrusion prevention mechanisms are complemented by in-
trusion detection and response mechanisms. The role of intrusion detection
is to identify the illegitimate activities which may be the consequence of the
attacks or may lead to the attacks. Early detection and timely response can
limit the effect of the attack on the network. The intrusion detection and
response mechanisms aim at ensuring the accountability and availability of
the network services. Figure 3.8 shows how different security services fit
together in the security model for wireless mesh networks. We now con-
sider the intrusion prevention mechanisms as well as intrusion detection
mechanisms both at the MAC layer and the network layer of wireless mesh
networks.

3.5.1 MAC Layer Security Mechanisms

3.5.1.1 Intrusion Prevention Mechanisms

Various security frameworks [30–32] have been proposed for multi-hop
wireless networks that are applicable to wireless mesh networks with slight
modification. These security frameworks provide the security services of
authentication, data confidentiality, and data integrity at the MAC layer of
the network on a per-link basis. Most of the security frameworks employ
the cryptographic primitives. For example, Soliman and Omari [31] have
proposed the security framework based on stream cipher for encryption to
provide the services of data confidentiality, data integrity, and authentica-
tion. The objective of using stream cipher is to allow the online processing
of the data. Consequently, minimum delay is introduced because of the
security provisioning. Two secret security keys, Secret Authentication Key
(SAK) and Secret Session Key (SSK), are used for authentication of the
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supplicant and authenticator. SAK is exchanged between the supplicant
and the authenticator after initial mutual authentication from the authenti-
cation server, whereas the SSK is used for a given communication session
between the two nodes. The SAK and SSK pair is used by the communicat-
ing nodes to generate the permutation vector (PV), which is used for the
encryption and decryption of data. In the strongest mode of security, the
data is also involved in the PV generation. The synchronization of the gen-
erated permutation vector between the sender and the receiver of the data
results in origin authentication of every MAC Protocol Data Unit (MPDU).
To minimize the security overhead, plaintext MPDU is XORed with the PV
generated for that MPDU. The authors have proved that the encryption of
data using PV provides strong security services of data confidentiality, data
integrity, and origin authentication.

IEEE 802.11i was ratified in June 2004 as the standard for the security
of the MAC layer of the wireless networks. The standard is based on the
cryptographic primitives and provides the services of data confidentiality,
data integrity, and authentication. The standard is discussed in detail in
Section 3.6.

One of the major security requirements in case of multi-hop wireless net-
works like WMN is the trust establishment between communicating nodes.
As mentioned in Section 3.4, conventional cryptography-based mechanisms
are generally non-applicable to multi-hop networks like WMN. Conse-
quently, a number of distributed neighbor-collaboration authentication pro-
tocols have been proposed by researchers for this purpose [38,39,42]. A
comprehensive analysis of the authentication protocols for wireless net-
works can be found in [41]. Deng et al. [42] have proposed the threshold
and identity-based authentication and key management for multi-hop wire-
less networks. A threshold cryptography-based solution is proposed for the
distribution of the master key <public key, private key> and the authen-
tication of the nodes based on the private key. In the proposed scheme,
all nodes possess the public key while every node has got a share of the
private key. (k,n) Threshold secret sharing is employed to generate the pri-
vate key for the node which states that “k” out of “n” shares of private key
are required to construct the complete private key and less than k shares
of the secret key cannot construct the complete private key. Based on this
mechanism, whenever a node needs to refresh its private key, it needs k
neighbors to send their secret share to the node to reconstruct the private
key and no node can construct the private key based on its own informa-
tion. The process of private key generation is shown in Figure 3.9, where
the requesting node broadcasts the request message along with its own
share for verification. The neighboring nodes reply to the request message
by sending their own share of the secret key to the requesting node. The
requesting node is able to generate the private key on receiving k shares
of the key. Using this mechanism, the intruding node cannot generate the
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Figure 3.9 Neighbor collaboration for private key generation in wireless mesh
networks.

private key unless its own share of private key is verified by k neighboring
nodes. Similarly, the private key of the misbehaving node is not refreshed
by the neighbors. Therefore, the threshold secret sharing serves as the
strong authentication and key management solution.

The security mechanisms discussed above prevent the network from
MAC layer attacks as follows. The security service of data confidentiality
leads to the protection against passive eavesdropping attack. Although the
nodes within the transmission range of the communicating nodes can still
overhear the communication, the data is protected using encryption mecha-
nisms provided by the data confidentiality service. Therefore, the received
information is useless, unless it is decrypted using brute force methods,
which are impractical, keeping in view the value of information retrieved
versus the cost of attack. Data and header integrity service provides the
protection against MAC spoofing attacks. The message with spoofed MAC
address (IP address for IP spoofing) will fail the integrity check at the re-
ceiving node and will be discarded. Per-packet authentication and integrity
provided by the solutions [30,31] protect the data against replay attacks.
These solutions use a fresh key for each message which is synchronously
computed by the sender and the receiver. Therefore, a replayed packet,
encrypted using an outdated key, will fail the integrity check and will be
discarded. Use of a fresh key for each message also protects the data from
pre-computation and partial matching attacks because the pre-computed
information needs to be applied on every message to decrypt that mes-
sage. This renders the attack extremely costly compared to the information
retrieved.
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3.5.1.2 Intrusion Detection Mechanisms

Very few intrusion detection systems have been proposed at the MAC layer
of wireless networks. Lim et al. [43] have proposed an intrusion detection
system to secure wireless access points coupled with automated active re-
sponse. The authors have proposed the deployment of specific detection
devices closer to wireless access points and the detection is done at the MAC
layer. RTS/CTS (Ready To Send/Clear To Send) messages from the black-
listed MAC addresses are proposed as detection metrics. As a response to
the intrusion, the authors propose the use of the intruder’s tactics back onto
the intruder by crafting and transmitting the malformed packets back. The
proposed idea of deploying dedicated detection devices may not be cost
effective. Similarly, the response mechanism may be computation resource
extensive. Further, the legitimate nodes may get punished if the detected
information is not accurate.

One of the most recent works in this context is from Liu et al. [24]. The
authors have proposed the game theoretic approach for selecting the opti-
mum intrusion detection strategy at a given instance from a set of deployed
weak intrusion detection mechanisms. The basic idea is that different in-
trusion detection techniques are very good at detecting certain types of
attacks, but do not perform optimally in other cases. The combination of
these strategies and the use of optimum strategy in a given scenario can
increase the detection accuracy of the resulting system. However, while the
idea of selecting the optimum technique at a given instance has strength,
basically at a given instance of time, only one weak intrusion detection
technique will be used. Consequently, the performance of intrusion detec-
tion may not significantly improve as compared to the increase in overhead
because of the IDS selection mechanism.

The intrusion detection mechanisms at the MAC layer are used to detect
the attacks launched by misbehaving nodes that do not obey the MAC
layer protocol. These attacks include the link layer jamming attacks and
DoS attacks.

3.5.2 Network Layer Security Mechanisms

3.5.2.1 Intrusion Prevention Mechanisms

Intrusion prevention techniques have been proposed to secure the rout-
ing protocols for multi-hop wireless networks. These protocols include Se-
cure Routing Protocol (SRP) [6], Secure AODV (SAODV) [7], Authenticated
Routing for Ad hoc Network (ARAN) [8] and Ariadne, a secure on-demand
routing protocol [9], to list a few. The most recent work in this domain is
described in [10]. All these protocols use cryptographic primitives to estab-
lish some form of trust between the network nodes through the process of
mutual authentication. For example, SRP [6] is aimed at securing the route
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discovery process and safeguards the routing functionality from attacks ex-
ploiting the routing protocol itself. The Route Request and Route Reply
messages are protected by message authentication code (MAC) for authen-
tication of the originating node. The IP address of the intermediate nodes
is also added in the Route Request message for cross validation to prevent
the network from black hole and wormhole attacks. The authors prove that
the protection of Route Request and Route Reply messages ensures prote-
ction against multiple attacks except for the case where multiple nodes
collude together and launch the attack. SAODV [7] uses digital signatures
to authenticate all the fields of Route Request and Route Reply messages
except from the hop count field. Digital signatures are used on end-to-end
basis between source and destination. The hop count field is secured using
hash-chains on per-link basis.

The intrusion prevention mechanisms are primarily used to establish the
trust between the participating nodes and providing the control message
integrity and confidentiality. These services can provide some protection
against wormhole and black hole attacks. However, the problem of mali-
cious and misbehaving nodes cannot be addressed completely using the
intrusion prevention mechanisms at the network layer and the support from
intrusion detection mechanisms becomes mandatory.

3.5.2.2 Intrusion Detection Mechanisms

Numerous intrusion detection techniques have been proposed at the net-
work layer for wired as well as wireless networks. In this section we briefly
discuss some of the recent research efforts in this domain; however, the
survey by no means is exhaustive. Most of the intrusion detection systems
rely on the knowledge-based systems and data mining techniques [25–28].
For example, Huang et al. [26] have proposed IDS for multi-hop mobile
wireless networks based on the cross-feature analysis. The nodes monitor
different parameters in the network and, based on values of (i − 1) param-
eters, predict the value of ith parameter and compare it with monitored
value of that parameter to detect routing anomalies in the networks. The
authors have also proposed the distributed cluster-based approach as an
extension to this work [27], where they propose the division of networks
into clusters and only few elected nodes within each cluster perform the
monitoring with the intrusion detection probability almost the same as with
all the nodes actively monitoring. This scheme is resource efficient, which
is the primary design goal for wireless networks.

Yang et al. [28] have proposed the self-organized network layer se-
curity solution for mobile ad hoc networks. This is one of the very few
solutions which ensure self-healing and self-organized networks. The solu-
tion is based on distributed neighbor collaboration and information cross-
validation, resulting in self-organized, self-healing networks. The scheme
is based on the threshold secret sharing discussed in Section 3.5.1 which is
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used to refresh the token of the nodes. The authors have proposed a novel
token-based crediting scheme. The token of the node expires after a specific
time duration. The token expiry time of the node depends upon the credit
of the node. The credit of the well-behaving nodes gets accumulated over
the period of time. Therefore, the token expiry time of these nodes is longer
and is linearly incremented every time the node refreshes its token. The
token of malicious or selfish nodes is revoked by neighbor collaboration
refraining them to participate in the network. The detection metrics used
to differentiate between well-behaving and malicious nodes are based on
the routing protocols and consist of hop count distance, packet forwarding
ratio, etc.

The intrusion detection mechanisms at the network layer primarily ad-
dress the issues of malicious, selfish, and misbehaving nodes that are at
the heart of almost all the attacks at the network layer. The solutions de-
scribed in [26–28] identify the anomalies in the control messages to detect
the control plane attacks like rushing, wormhole, black hole, grey hole,
network partitioning, and routing loop attacks. On the other hand, neigh-
bor monitoring techniques [26,27] are employed to detect the data plane
attacks.

3.6 Toward Standardization
IEEE 802.11i [30] is the defined standard for the MAC layer security of the
wireless networks. The draft standard for wireless mesh networks, IEEE
802.11s, has proposed the use of IEEE 802.11i for the MAC layer security in
wireless mesh networks. Therefore, we dedicate this section to discuss the
IEEE 802.11i standard. We first explain the security methods used and the
security services provided in the IEEE 802.11i standard, and later we will
expose the vulnerabilities in IEEE 802.11i that render the standard prone
to security attacks. These attacks include the pre-computation and partial
matching, session hijacking, and the man-in-the-middle attacks exploiting
vulnerabilities in IEEE 802.1X, and DoS attacks exploiting vulnerabilities in
the four-way handshake. We also discuss the proposed prevention mech-
anisms for these attacks briefly.

IEEE 802.11i provides the security services of data confidentiality, data
integrity, authentication, and protection against replay attacks. The stan-
dard consists of three components: key distribution, mutual authentication,
and data confidentiality integrity and origin authentication. In the following
paragraphs, we briefly discuss these components.

IEEE 802.1X [33] is used for key distribution and authentication, entailing
the use of Extensible Authentication Protocol (EAP) [34] and an authenti-
cation, authorization, and accounting server (AAA server) like RADIUS or
DIAMETER [35,36]. IEEE 802.1X is a port-based access control protocol
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which operates in client–server architecture. When the router/access point
(authenticator) detects a new client (supplicant), the port on the authenti-
cator is enabled and set to the “unauthorized” state for that client. In this
state, only 802.1X traffic (EAP messages) is allowed and all other traffic is
blocked from that client. The authenticator sends out the EAP-Request mes-
sage to the supplicant, and the supplicant replies with the EAP-Response
message. The authenticator forwards this message to the AAA server. If
the server authenticates the client and accepts the request, it generates a
Pairwise Master Key (PMK), which is distributed to the authenticator and
the supplicant using EAP messages. After authentication from the server,
the authenticator sets the port for the client to the “authorized” state and
normal traffic is allowed. Note that the same protocol can be used to au-
thenticate and distribute keys between two peer routers or two peer clients
in case of wireless mesh networks.

Encryption key distribution and authentication using 802.1X is followed
by mutual authentication of supplicant (client or peer router) and authen-
ticator (router/AP or peer router), which is based on the four-way hand-
shake. The four-way handshake is initiated when the two nodes intend to
exchange data. The encryption key distribution makes the shared secret
key PMK available to the supplicant as well as the authenticator. However,
this key is designed to last the entire session and should be exposed as lit-
tle as possible. Therefore the four-way handshake is used to establish two
more keys called the Pairwise Transient Key (PTK) and Group Temporal
Key (GTK). PTK is generated by the supplicant by concatenating the PMK,
Authenticator nonce (ANonce), Supplicant nonce (SNonce), Authenticator
MAC address, and Supplicant MAC address. The product is then put through
a cryptographic hash function. GTK is generated by the authenticator and
transmitted to the supplicant during the four-way handshake. PTK is used
to generate a Temporal Key (TK), which is used to encrypt unicast mes-
sages while the GTK is used to encrypt broadcast and multicast messages.
The four-way handshake (shown in Figure 3.10) involves generation and
distribution of these keys between supplicant and authenticator, resulting in
mutual authentication. The first message of the four-way handshake is trans-
mitted by the authenticator to the supplicant, which consists of ANonce. The
supplicant uses this ANonce and readily available fields with itself to gen-
erate the PTK. The second message of the handshake is transmitted by the
supplicant to the authenticator consisting of SNonce and Message Integrity
Code (MIC), which is encrypted using PTK. The authenticator is then able
to generate the PTK and GTK. The attached MIC is decrypted using the gen-
erated PTK. If the MIC is successfully decrypted, then the authenticator and
the supplicant have successfully authenticated each other (Mutual Authenti-
cation). This is because the authenticator’s generated PTK will only match
the PTK transmitted by the supplicant if the two share the same PMK. A third
message is transmitted by the authenticator consisting of GTK and MIC.



P1: Binod

July 28, 2008 12:21 AU8250 AU8250˙C003

134 � Security in Wireless Mesh Networks

Authenticator Supplicant

SNonce, MIC

GTK, MIC

ACK

ANonce

Construct PTK

Construct GTK

Figure 3.10 Four-way handshake.

The last message of the four-way handshake is the acknowledgment trans-
mitted by the supplicant. The two nodes can exchange the data after a
successful four-way handshake.

IEEE 802.11i provides two methods for the security services of data
confidentiality, data integrity, origin authentication, and protection against
replay attacks. The first method, Temporal Key Integrity Protocol (TKIP), is
the enhanced version of WEP and has been provided for backward com-
patibility with the hardware that was designed to use WEP. RC4 encryption
has been used as the encryption algorithm; however, the implementation
of the algorithm is weak, rendering the protocol vulnerable to numerous
security attacks. We do not discuss this method in detail. Interested readers
are referred to Section 8.3.2 of the standard [30] for further details of the
method.

The second method is the Counter mode (CTR) with CBC-MAC Protocol
(CCMP). CCMP is based on the Counter mode with CBC-MAC (CCM) [37] of
the AES encryption algorithm. CCM combines Counter (CTR) for confiden-
tiality and the Cipher Block Chaining (CBC) Message Authentication Code
(MAC) for origin authentication and integrity. As shown in Figure 3.11, CCM
encryption takes four inputs: the encryption key, Additional Authentication
Data (AAD), a unique Nonce for every frame, and the plaintext. CCM re-
quires a fresh TK (generated from PTK) for every session which is used
as the encryption key. AAD is constructed from the MAC header, and con-
sists of the following fields: Frame Control field FC (certain bits masked),
Address A1, Address A2, Address A3, Sequence Control field SC (certain
bits masked), Address A4 (if present in the MAC header), and quality-of-
service Control field QC (if present). CCMP uses the A2 and the priority
fields of the MAC header along with a 48-bit packet number (PN) to gener-
ate the unique nonce value for each frame protected by a given TK. PN is
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Figure 3.11 CCMP encryption process and encrypted frame generation [30].

incremented for each MPDU, resulting in a fresh value of nonce for each
MPDU. The output of the encryption is the cipher text and the MIC. The
frame to be transmitted is constructed by concatenating the MPDU header,
CCMP header, cipher text, and MIC. CCM encryption is explained in
RFC 3610.

3.6.1 Vulnerabilities in IEEE 802.11i and Security Attacks

The IEEE 802.11i standard successfully provides a number of security ser-
vices; however, a number of security vulnerabilities have been identified in
recent years. We discuss these vulnerabilities, the attacks exploiting these
vulnerabilities, and the available prevention mechanisms in this sub-section.

3.6.1.1 IEEE 802.1X Vulnerabilities

IEEE 802.1X [33] is used by IEEE 802.11i standard for key distribution and
authentication. Three entities, Authenticator, Supplicant, and the Authen-
tication server, participate in the process. The basic assumption underly-
ing the protocol is that the authenticator is always trusted. Therefore, the
supplicant does not verify the messages received from the authenticator
and unconditionally responds to these messages. However, in practice the
adversary can also act as authenticator, which renders the protocol vul-
nerable to session hijacking and man-in-the-middle attacks as exposed in
[45]. Figure 3.12 shows how an adversary can exploit the above-mentioned
vulnerability to launch a session hijacking attack. The adversary waits un-
til the authenticator and the supplicant complete the authentication pro-
cess and the authenticator sends the EAP success message to the suppli-
cant. Following this, the adversary sends a disassociate message to the
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Figure 3.12 Session hijacking attack on 802.1X authentication mechanism.

supplicant with the spoofed IP of the authenticator. The supplicant as-
sumes its session has been terminated by the authenticator as the message
is not verified for integrity. The adversary gains access to the network by
spoofing the MAC address of the supplicant and proceeds with a mutual
authentication procedure using the four-way handshake.

Figure 3.13 shows a man-in-the-middle attack launched by the adver-
sary exploiting the vulnerability in IEEE 802.1X. After the initial exchange
of EAP request and response messages between the supplicant and the au-
thenticator, the adversary sends an EAP success message to the supplicant
using its own MAC address. Because the IEEE 802.1X protocol suggests
unconditional transition upon receiving the EAP success message by the
supplicant, the supplicant assumes it is authenticated by the authenticator

Authenticator

Supplicant authenticated

Adversary Supplicant

EAP response

EAP request

EAP success Supplicant

state moves

ahead

Network traffic

EAP success

No action

Figure 3.13 Man-in-the-middle attack on 802.1X authentication mechanism.
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and changes the state. When the authenticator sends the EAP success mes-
sage, the supplicant has already passed the stage where it was waiting for
the success message, and hence no action is taken for this message. The
supplicant assumes the adversary as the legitimate authenticator while the
adversary can easily spoof the MAC address of the supplicant to commu-
nicate with the actual authenticator. Therefore, the adversary will become
the intermediatory between the supplicant and the authenticator. The pro-
posed solutions to prevent these attacks [45] recommend the authentication
and integrity check for the EAP messages between the authenticator and
the supplicant. The solution also proposes that the peer-to-peer based au-
thentication model be adopted where the authenticator and the supplicant
should be treated as peers and the supplicant should verify the messages
from the authenticator during the process of trust establishment. The peer-
to-peer model is suitable for WMNs where both the authenticator and the
supplicant are WMN routers.

3.6.1.2 Four-Way Handshake Vulnerabilities

Four-way handshake is the mechanism used for the mutual authentication
of the supplicant and the authenticator in IEEE 802.11i. Vulnerabilities in
the four-way handshake have been identified and the DoS attack exploit-
ing these vulnerabilities proposed in [44]. The handshake starts after PMK is
distributed to the supplicant and the authenticator. The supplicant waits for
a specific interval of time for message 1 of the handshake from the authenti-
cator. If the message is not received, the supplicant disassociates itself from
the authenticator. Note that this is the only timer used by the supplicant.
If message 1 is received by the supplicant, it is then bound to respond to
every message from the authenticator and wait for the response until it is re-
ceived. On the other hand, the authenticator will time-out for every message
if it does not receive the expected response within a specific time interval.
Further, the supplicant is de-authenticated if the response is not received
after several retries. Also note that both the authenticator and the supplicant
drop the message silently if the MIC of the message cannot be verified.

This mechanism of four-way handshake is vulnerable to the DoS at-
tack by the adversary. Consider Figure 3.14 where the authenticator sends
message 1 to the supplicant. Note that message 1 is not encrypted. Suppli-
cant generates a new SNonce and then generates PTK using the ANonce,
SNonce, and other relevant fields and responds with the message 2, which
is encrypted using PTK. At this point, the adversary sends the malicious
message 1 with the spoofed MAC address of the authenticator. The suppli-
cant is bound to respond to the message. It assumes that the message 2
that it sent to the authenticator is lost so the authenticator has retransmit-
ted the message 1. Therefore, it calculates PTK’ (different from PTK and
overwriting PTK) based on the ANonce sent by the adversary and sends
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Figure 3.14 DoS attack on four-way handshake. Attacker sends messages with
spoofed MAC address of authenticator.

message 2 again which is encrypted using PTK’. Meanwhile, the authen-
ticator responds to the first message 2 of the supplicant by sending the
message 3 which is encrypted using PTK. The integrity check performed
by the supplicant on message 3 fails because the supplicant is now using
PTK’ while the authenticator encrypted the message using PTK. Conse-
quently the four-way handshake process is blocked until the authenticator
de-authenticates the supplicant after several retries, denying the supplicant
of the service.

Three solutions have been proposed in [44] to prevent the above attack.
We only discuss the most effective solution here. Note that every time
the supplicant receives message 1, it generates a new SNonce which is
concatenated with ANonce (transmitted by authenticator in message 1) and
other relevant information to generate new PTK. The proposed solution
suggests that the supplicant should store the SNonce created in response
to the first message 1 that it receives from authenticator. The same SNonce
should be used for all subsequent message 1s until the supplicant receives
message 3 from the authenticator. Upon receiving the message 3, supplicant
should use the newly transmitted ANonce in message 3 and the stored
SNonce to generate PTK again, which should be used to decrypt message 3.
Use of the same SNonce and ANonce will generate the same PTK if other
information remains unchanged. Therefore, the supplicant will be able to
respond to the legitimate message 3 even if it receives multiple message
1s from the adversary. Note that the adversary cannot send a malicious
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message 3 because message 3 is encrypted using PTK, which is dependent
on PMK (only known to the supplicant and the authenticator).

3.6.1.3 CCMP Encryption Vulnerabilities

Although CCMP (employed by IEEE 802.11i) uses the CCM encryption, the
strength of which is time tested, the protocol is vulnerable to the partial
matching and pre-computation attacks. The vulnerabilities of the protocol
implementation and the resulting attacks have been exposed in [40]. The
research shows that the address field A2 and the priority field of the MAC
header and the PN field in the CCMP header are transmitted as plaintext
in the headers as well as in the encrypted form as part of the MIC. This
leads to the partial matching attack and the researchers have shown that
the key strength of the 128-bit encryption key used in CCMP decreases. The
decrease in the key strength exposes the protocol to pre-computation at-
tack, resulting in the compromise of data confidentiality and data integrity.
Further, the CCM encryption is a two-phase process. During the first phase,
the MIC is calculated, and in the second phase, the encryption of the frame
takes place. Similarly, the decryption is done in two phases where first the
message integrity is verified from MIC and then the decryption takes place.
The two-phase processing of the frame at each wireless link may lead to
considerable delay in case of multi-hop wireless networks like wireless
mesh networks where the data traverses a number of intermediate wireless
hops before reaching the wired Internet. The delay introduced by the se-
curity services leads to the impracticability of the CCMP protocol for large
wireless mesh networks consisting of several intermediate hops.

3.7 Open Issues
A number of security solutions have been discussed aimed at solving dif-
ferent security issues, preventing, detecting, and countering the security at-
tacks; however, a number of open issues still require considerable
attention.

� Quite a few intrusion detection systems exist for multi-hop wire-
less networks; however, very few solutions actually comply with
the characteristics of the security solution for WMN (listed in
Section 3.4). For example, very few solutions lead to the self-healing
and self-organized WMN, primarily because of the lack of appropri-
ate response mechanism to the detected anomalies and possible
attacks in the network.

� A number of authentication mechanisms have been proposed for
multi-hop wireless networks. However, either the solutions incur
unacceptable overheads to cater for mobility or the solutions are
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non-robust in an effort to accommodate the trade-off between avail-
able resources and the achievable security level. Neither high mobil-
ity nor the resource limitation is a major design constraint for WMN.
Therefore, the authentication mechanisms for WMN can be more
robust with limited overhead and need to be redefined keeping in
view the characteristics of WMN.

� Although efforts have been made to address the security issues orig-
inating from colluding malicious nodes that can launch the attacks
like wormhole and black hole, no solution has successfully ad-
dressed the issue of colluding malicious nodes. The malicious and
misbehaving nodes pose serious threats to WMN, specifically if the
network has to be self-healing and self-organized.

� No security mechanism has so far been proposed to address the
security vulnerabilities in the joint channel assignment and routing
algorithms for multi-radio multi-channel WMN. These algorithms are
crucial for the performance of multi-radio multi-channel WMN and a
security loophole in these algorithms can lead to severely degraded
performance and, in some cases, the complete DoS.

� IEEE 802.11i, the standard for security in wireless networks, needs
to address the issues identified in Section 3.6 before it can be inte-
grated into IEEE 802.11s (draft standard for WMN) as the security
component.

3.8 Conclusion
In this chapter, we considered the security issues in wireless mesh net-
works that render these networks vulnerable to security attacks. Different
security attacks on the MAC layer and network layer of wireless mesh net-
works have been considered in detail. Security mechanisms used to detect,
prevent, and counteract these attacks have been discussed briefly. The in-
trusion prevention and detection mechanisms used in various multi-hop
wireless networks and applicable to wireless mesh networks have been
considered. The IEEE 802.11i standard for security in wireless networks
has been discussed in detail along with a note on the vulnerabilities ren-
dering the protocol impractical for use in wireless mesh networks.
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Wireless mesh networks are potentially vulnerable to a broad variety of
attacks. Hence security is an important consideration for the practical oper-
ation of wireless mesh networks. Within security, intrusion detection is the
second line of defense in wireless networks as well as wired networks. Un-
fortunately, wireless mesh networks present additional challenges due to
their decentralized nature, dynamic network topology, and easy access to
the radio medium. Due to these unique challenges, intrusion detection
techniques cannot be borrowed straightforwardly from wired networks.
New distributed intrusion detection schemes must be designed for wireless
mesh networks. This chapter describes the basics of intrusion detection
and gives a survey of intrusion detection schemes proposed for wireless
mesh networks. The schemes share some common concepts, but differ in
the details which are compared. This chapter describes the difficulties with
each scheme and ongoing challenges. Due to the difficult challenges pre-
sented by the wireless environment, intrusion detection in wireless mesh
networks is still an open research problem.

4.1 Introduction
The main goal of networks is to relay data between their users. Usabil-
ity in terms of quality of service, availability, and reliability is a typical
design objective. The value of a network is perceived by the services it
provides to its users. Unfortunately, security is often a secondary consider-
ation and somewhat contradictory to usability because it usually imposes
access restrictions and usage policies. Consequently, many networks are
inadequately safeguarded against a variety of attacks. Attackers may use
the network to direct attacks at hosts (e.g., to access or control a host), or
attackers may aim to damage the network itself.

Attacks are commonplace and readily seen on the Internet today [1]. The
average PC user must be aware of good security practices, such as keeping
up with operating system patches, running anti-virus software, turning on
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a personal firewall, and avoiding suspicious e-mail attachments. Many of
these attacks will eventually cross over to wireless networks as well. For
example, many attacks exploit vulnerabilities (weaknesses) in operating
systems and applications; these are effective in wired or wireless networks.
Also, new types of attacks are evolving constantly.

Typical examples of attacks against hosts include:

� Probing for vulnerabilities
� Exploiting vulnerabilities to gain unauthorized access
� Eavesdropping on communications
� Theft or alteration of data
� Installation of malicious software (e.g., viruses, worms, Trojan horses,

spyware)
� Denial of service
� Social engineering
� Session hijacking

Some common attacks against the network include:

� Denial of service against a router or server
� Interception or modification of packets
� Interference with routing protocols
� Unauthorized tampering of Web, DNS (Domain Name System), or

other servers.

Wireless networks are more vulnerable than wired networks because
the wireless medium is shared and accessible through the air. In a wired
network, an attacker needs to physically access the network to sniff or inject
traffic. In a wireless network, an attacker can listen to or transmit packets
on a radio link at a distance (and possibly not in visible sight). Thus, the
radio medium makes wireless networks both more attractive as targets and
harder to defend.

In addition, the mobility afforded by wireless networks is great for users
but has certain implications for security. First, mobile devices tend to travel
to different, perhaps unfriendly locations. A mobile device is harder to
physically secure than a stationary device in a controlled environment.
Without adequate physical protection, mobile devices could be physically
compromised. Second, mobile users are more difficult to authenticate. A
stationary user will always access the network at a known location, so
authentication can be based at least in part on location (e.g., a landline
phone is identified by its location). A mobile user may access the network
at unpredictable locations at different times.

A mobile ad hoc network (MANET) without any fixed infrastructure
presents even more challenges for security. With a fixed infrastructure,
mobile users could be authenticated with an authentication server that is
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always accessible regardless of the user’s location. However, in a MANET
with a dynamic network topology, nodes may be disconnected from other
nodes for periods of time. A centralized authentication server would not
work because it may not be always reachable from a mobile user’s location.

Without the capability for authentication, impersonation attacks are a
major concern in wireless mesh networks. By impersonation, a malicious
attacker could participate in the dynamic routing protocol and affect the
choice of routes. Wireless mesh networks depend on the cooperation of all
nodes to relay packets across the network, so the integrity of the routing
protocol is paramount. The effect of an attack on routing could be degrada-
tion of network performance, denial of service, or funneling traffic through
malicious nodes. Not surprisingly, a great deal of attention has been given
to secure routing protocols [2–8].

A unique type of attack called a wormhole has been identified [9]. In
physics, a wormhole is theoretically a direct shortcut between two distant
points in the space–time continuum. The idea of a wormhole attack is that
packets at one location in the network could be tunneled and quickly re-
played at another location. A wormhole could be exploited in various ways.
For example, it has been hypothesized that routing update packets could go
through a wormhole and cause a routing protocol to avoid certain routes [9].

Despite the popular stereotype of a misfit teenage “hacker,” there is
no “typical” attacker or single motive for malicious attacks. An attacker
could be almost anyone — a youth looking for fame, a criminal looking for
profit, an acquaintance seeking revenge, a competitor attempting industrial
espionage, or a hostile foreign military agency. One of the difficulties in
network security (both wired and wireless) is the wide range of types of
attackers and attack methods.

On the defense side, network security consists of a variety of protec-
tive measures usually deployed in a defense-in-depth strategy. Defense-in-
depth refers to multiple lines of defense, such as encryption, firewalls, in-
trusion detection systems, access controls, anti-virus and anti-spyware pro-
grams, combined together to increase the barriers and costs for attackers.
The common belief is that a single perfect defense is not feasible. Instead,
an effective deterrent can be constructed from multiple lines of defense,
even though each individual element of defense is imperfect. Intrusion
detection is one of the most fundamental elements in a defense-in-depth
strategy.

4.2 Intrusion Detection
Intrusion detection can be viewed as a passive defense, similar to a burglar
alarm in a building. Unlike firewalls or access controls, intrusion detection
systems (IDSs) are not intended to deter or prevent attacks. Instead, their
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purpose is to alert system administrators about possible attacks, ideally
in time to stop the attack or mitigate the damage [10]. Because wireless
networks are easier to attack than wired networks, intrusion detection is
more critical in wireless networks as a second line of defense.

4.2.1 Goals of Intrusion Detection

Intrusion detection is generally a difficult problem [11]. An IDS attempts
to differentiate abnormal activities from normal ones, and identify truly
malicious activities (attacks) from the abnormal but non-malicious activities.
Unfortunately, normal activities have a wide range, and attacks may appear
similar to normal activities. For example, a ping is a common utility to
discover if a host is operating and online, but a ping can also be used for
attack reconnaissance to learn information about potential targets. Even if
unusual activities can be distinguished from normal activities, an unusual
activity may not be truly malicious in intent.

The accuracy of intrusion detection is generally measured in terms of
false positives (false alarms) and false negatives (attacks not detected). IDSs
attempt to minimize both false positives and false negatives. However, this
goal is complicated by the likelihood that a skillful attacker will try to evade
detection. Thus, detection must be done in adversarial conditions where
the attacker may be intelligent and resourceful.

IDSs also attempt to raise alarms while an attack is in progress, so that
the attack can be stopped to minimize damage or the attacker can be
identified “in the act.” This goal is difficult considering that attacks may
consist of a sequence of inconspicuous steps; many events (e.g., packets)
must be analyzed in real-time, and an attack may be new and different
from past experiences.

4.2.2 Host-Based and Network-Based Monitoring

An IDS essentially consists of three functions, as shown in Figure 4.1 [12].
First, an IDS must collect data by monitoring some type of events. IDSs can
be classified into two types depending on the monitored events: host-based
or network-based IDSs. Host-based IDSs are installed on hosts and monitor
their internal events, usually at the operating system level. These internal
events are the type recorded in the host’s audit trails and system logs.

In contrast, network-based IDSs monitor packets in the network [13–16].
This is usually done by setting the network interface on a host to promis-
cuous mode (so all network traffic is captured, regardless of packet add-
resses). Alternatively, there are also specialized protocol analyzers designed
to capture and decode packets at full link speed.

A popular network-based IDS is the open-source Snort [17]. In its sim-
plest mode, Snort can function as a packet sniffer to view packets traversing
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Response

Analysis engine

Monitor events

Figure 4.1 Functions of IDS.

a transmission link. In packet logging mode, Snort is able to sniff and dump
complete packets into a log for later analysis. Alternatively, Snort config-
ured with a ruleset can function as a real-time IDS. A Snort ruleset is a
file of attack signatures that are matched to captured packets. A match to
a signature means that an attack is recognized. It is essentially a pattern
matching technique. Other popular network-based IDSs are Tcpdump and
Ethereal®.

The second functional part of an IDS is an analysis engine that processes
the collected data. It is programmed with certain intelligence to detect un-
usual or malicious signs in the data (elaborated below).

The third functional part of an IDS is a response, which is typically
an alert to system administrators. A system administrator is responsible for
follow-up investigation of an event after receiving an alert.

4.2.3 Misuse Detection and Anomaly Detection

As mentioned above, the second functional part of an IDS is an analysis
engine. Analysis can be done manually by a security expert, but automated
analysis is much faster and efficient. The problem with automated analysis
is programming the analysis engine with a level of intelligence equivalent
to the knowledge and experience of a security expert.

Currently, there are two basic approaches to analysis: misuse detection
and anomaly detection. Misuse detection is also called signature-based de-
tection because the idea is to represent every attack by a signature (pattern
or rule of behavior). Rules can be divided into single part (atomic) sig-
natures or multi-part (composite) signatures. It is essentially a problem of
matching the observed traffic to signatures. If a matching signature is found,
that attack is detected.

A common implementation of misuse detection is an expert system.
An expert system consists of a knowledge base containing descriptions of
attack behavior based on past experiences and rules that allow matching
of packets against the knowledge base. These rules are often structured as
“if-then-else” statements.
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An advantage of misuse detection is its accuracy. If a signature matches,
that signature identifies the specific attack. Knowledge of the specific type
of attack means that an appropriate response can be determined immedi-
ately. For its accuracy, misuse detection is widely preferred in commercial
systems.

There are two major drawbacks to misuse detection. First, new sig-
natures must be developed whenever a new attack is discovered. Cur-
rently, new attacks are evolving constantly. This means that signatures for
IDSs must be updated frequently. Second, an attack is recognized only if a
matching signature exists. A signature will not exist for new attacks that are
significantly different from known attacks. Thus, misuse detection could
have a high rate of false negatives (missed attacks).

Anomaly detection, sometimes called behavior-based detection, is the
opposite of misuse detection, as shown in Figure 4.2. Although they are op-
posite approaches, they can be used together to realize the advantages of
both approaches. Misuse detection tries to characterize attacks, and every-
thing else is assumed to be normal. In contrast, anomaly detection tries to
characterize normal behavior, and everything else is assumed to be anoma-
lous (although not necessarily malicious). The underlying premise is that
malicious activities will deviate significantly from normal behavior.

The characterization of normal behavior is called a normal profile. A
normal profile is usually constructed by statistical analysis of training data.
Training data is typically obtained from observations of past normal behav-
ior. Thus, a normal profile is a statistical picture of past normal behavior. Sig-
nificant deviations from the normal behavior are deemed to be anomalous.

An underlying assumption is that normal behavior will remain the same
or at least not change quickly. Because real behavior does change over
time, practical anomaly detection systems should adapt the normal profile
to track normal behavior changes. This means practical systems should
have a capability for automated learning.

A major advantage of anomaly detection is the potential to detect new
attacks without prior experience. That is, a signature for a new attack is not
required; a new attack will be recognized if it significantly deviates from
normal behavior.

Anomaly detectionMisuse detection

Normal
Attack

signatures Anomalous
Normal

profile

Figure 4.2 Misuse detection and anomaly detection.
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There are at least three drawbacks to anomaly detection. First, it has
proven to be extremely difficult in practice to accurately characterize normal
behavior because normal activities can have wide deviations. The choices
of statistical metrics for an accurate profile is still an open research problem.
Second, anomalous behavior is not necessarily malicious. In fact, a small
fraction of anomalous activities may turn out to be an attack. Thus, anomaly
detection often shows a high rate of false negatives. These false alarms must
be investigated by system administrators, which is time consuming. Third, a
detected anomaly does not identify a specific attack, unlike a signature. The
lack of specific information means that system administrators must perform
a follow-up investigation to determine whether an actual attack is occurring.

4.2.4 IDS Response

As mentioned above, the third functional component of an IDS is the
response. Detection of an intrusion must lead to some type of output.
Generally, responses can be passive or active. An example of a passive
response is to log the intrusion information and raise an alert to system
administrators. The IDS does not attempt to impede or stop the intrusion.
An IDS response is usually passive because it is widely believed that hu-
man judgment (by a trained administrator) is required to formulate the most
appropriate course of action. Also, a system administrator often needs to
perform further investigation to identify the root cause of an IDS alert.

Active responses attempt to limit the damage of an attack or stop an
attack in progress. Damage can be mitigated by protecting the valuable
assets or the specific target of the attack. Another active response could be
to track the source of the attack, which might be difficult if the attack is
being carried out through intermediaries. For example, a distributed denial-
of-service (DDoS) attack is essentially a flooding attack. The flooding traffic
usually comes from innocent computers that were surreptitiously compro-
mised by the real attacker. A DDoS attack might be traced to the flooding
computers, but it is difficult to trace the attack further back.

There is a risk in tying active responses to intrusion detection, an
approach called intrusion prevention. In the event of false positives, nor-
mal traffic is mistakenly identified as malicious. This would trigger an active
response which could cause damage to an innocent user.

4.3 Unique Challenges of Wireless Mesh Networks
Intrusion detection is a common practice in wired networks. Deployment of
IDS is well understood and relatively straightforward because the network
environment is static. Traffic is relayed by stationary routers. Normally,
there are natural points of traffic concentration which are logical candidates
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for monitoring. For example, private organizations usually connect to the
public Internet through a gateway and firewall. All incoming and outgoing
traffic go through this point. An IDS just outside of the firewall will be able
to see attacks coming from the untrusted Internet. This is informative for
understanding the external threats that the firewall is intended to block.
Another IDS inside the firewall would monitor the traffic in the private
network. If the firewall is effective, no attacks from the outside should be
detected. Obviously any detected intrusion means either an insider attack
or an external attack penetrated the firewall.

In comparison with wired networks, wireless mesh networks present
difficulties for intrusion detection. As a review, wireless mesh networks
have sprung from MANETs. MANETs have no fixed infrastructure. All nodes
are mobile and the network topology is dynamic. Nodes are simultaneously
user devices and routers. The requirements for MANETs have been driven
largely by military or specialized civilian applications [18].

Wireless mesh networks relax the requirement of no fixed infrastruc-
ture, and can have a mix of fixed and mobile nodes interconnected by
wireless links. As in MANETs, mesh nodes can be simultaneously user de-
vices and routers. Nodes might also be fixed wireless routers, e.g., IEEE
802.11 access points or 802.16 subscriber stations [19]. These nodes could
constitute a backbone infrastructure [20,21]. A principal characteristic is
multi-hop routing, where packets traverse the network by opportunistic
relaying from node to node. Multi-hop routes through a wireless mesh
network are computed by MANET dynamic routing protocols.

4.3.1 Wireless Medium

The wireless medium is one of the major factors affecting intrusion detec-
tion. In wired networks, traffic is forced to travel along links, and there
are natural points of traffic concentration which are convenient locations
for intrusion detection. This is not as valid in a wireless mesh network,
particularly if it is entirely ad hoc. However, there might be a backbone of
fixed wireless routers. In that case, the traffic through access points should
be monitored. In practice, this is difficult because access points typically
do not have “SPAN ports” that mirror the traffic.

Monitoring traffic by promiscuously eavesdropping on the radio medium
is not ideal. Nodes in a wireless mesh network may have relatively short
radio ranges (just long enough to reach the next node), so sensors are able
to see only limited amounts of traffic. Multiple sensors need to be deployed
around the entire network for a comprehensive view of traffic.

Another difficulty presented by the wireless medium is the mobility
afforded to nodes. As mentioned earlier, mobile devices might travel to
hostile environments. A mobile device without adequate protection could
be physically compromised. Therefore, nodes in a wireless mesh network
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are more vulnerable to compromise and cannot be entirely trusted even if
their identity is authenticated.

4.3.2 Dynamic Network Topology

Again, the dynamic topology of wireless mesh networks means that there
are no natural fixed points of traffic concentration which would be good
choices for monitoring.

A possile approach is to run an IDS on certain hosts to monitor their
local neighborhoods. However, a node cannot be expected to monitor the
same area for a long time due to its mobility. A node may be unable to
obtain a large sample of data for accurate intrusion detection.

4.4 Intrusion Detection for Wireless Mesh Networks
Not surprisingly, most of the research in intrusion detection pertains to
MANETs because wireless mesh networks are a relatively recent develop-
ment. However, virtually all of the intrusion detection schemes for MANETs
are relevant to wireless mesh networks.

This section reviews intrusion detection schemes in chronological order
to show the evolution of ideas over time; also, see the survey [22].

4.4.1 WATCHERS

Nodes in a wireless mesh network relay data in a cooperative way simi-
lar to the way that Internet routers relay IP packets. Therefore, intrusion
detection in the Internet environment has direct relevance to intrusion de-
tection in wireless mesh and ad hoc networks. One of the earliest intrusion
detection schemes proposed for the Internet environment was WATCHERS
(Watching for Anomalies in Transit Conservation: a Heuristic for Ensuring
Router Security) [23]. Although WATCHERS was not specifically intended
for ad hoc networks, all nodes in ad hoc networks function as routers,
so the WATCHERS approach is easily applicable. Later intrusion detection
schemes for ad hoc networks have followed similar ideas from WATCHERS.

WATCHERS assumes a wired mesh network of routers where individual
routers may be compromised by an attacker or malfunctioning due to a
fault or misconfiguration. In either case, it is assumed that an intrusion
or malfunction will be manifested in the router’s misbehavior (selectively
dropping or misrouting packets) that can be observed by other routers.

One of the important ideas of WATCHERS is a totally distributed intru-
sion detection scheme running concurrently and independently in every
router. Each router checks incoming packets to detect any routing anoma-
lies. Also, each router keeps track of the amount of data going through
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neighboring routers. The objective is to detect misbehaving routers in a
distributed way.

A link-state routing protocol is assumed. This assumption is necessary
so that each router is aware of other routers and the overall network topol-
ogy. Each router counts any packets that are misrouted by neighboring
routers, based on knowledge of their neighbors’ routing tables from the
link-state routing protocol. Each router also keeps count of the amount of
data received and transmitted on all interfaces.

Routers periodically share their respective data by a flooding proto-
col, and then start a diagnostic phase. Flooding is necessary to overcome
any malicious nodes that might try to interfere in the information sharing
by blocking packets. In the diagnostic phase, the counts collected from
all routers are compared to determine if any routers (1) have misrouted
too many packets, (2) have not participated correctly in the WATCHERS
scheme, (3) broadcasted counts that have discrepancies with the counts
from their neighbors, and (4) have appeared to drop more packets than a
given threshold. If a router is found to exhibit any of these misbehaviors,
it is deemed to be a bad router (but it is impossible to determine if the
cause is an intrusion or malfunction, based solely on the router’s external
behavior). In response to any routers deemed to be misbehaving, routing
tables at good routers are changed to avoid forwarding packets through
those misbehaving routers.

The counts are compared to thresholds. In an ideal world, the thresholds
would be zero, but in practice, the thresholds should be chosen to be more
than zero. For example, even good routers may drop a significant number
of packets if the router is congested. Therefore, the threshold for number
of dropped packets could be high. The choice of proper thresholds can
be difficult. If the thresholds are too high, misbehaving routers could be
undetectable. On the other hand, if thresholds are too low, the rate of false
alarms could be significant.

There are costs involved in the WATCHERS scheme. Each router must
use memory to keep counts and a routing table for each neighboring router.
Also, all routers are involved in a flooding protocol to share information
before each diagnostic phase. Moreover, the scheme requires certain con-
ditions to work: (1) each good or bad router must be directly connected
to at least one good router, (2) each good router must be able to send a
packet to each other good router through a path of good routers, and (3)
the majority of routers must be good.

4.4.2 Cooperative Anomaly Detection

One of the earliest intrusion detection schemes for ad hoc networks was
proposed by Zhang and Lee [24,25]. One of the basic ideas is distributed
monitoring and cooperation among all nodes, similar to the basic idea in
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WATCHERS. Each node independently observes its neighborhood (within
its radio range) looking for signs of intrusion. Each node runs an IDS agent
which keeps track of internal activities on that node and packet communi-
cations within its local neighborhood.

A second idea in the scheme is to rely mainly on anomaly detection
because of perceived difficulties with misuse detection. Misuse detection
is limited to the set of known attacks with existing signatures. Also, signa-
tures must be constantly updated, which would be a difficult process in a
wireless ad hoc network. Because anamaly detection does not require the
distribution of signatures, it is easier to implement in independent nodes.
Each node develops a normal profile during a training period, and looks
for significant deviations from the normal profile to detect anomalies.

A third idea in the scheme is cooperation among nodes to cover a
broader area. If a node has strong evidence of an anomaly, it can raise
an alert itself. However, if a node has weak or inconclusive evidence of
an anomaly, it can request a global investigation. The requesting node
shares its data about the suspected intrusion with its neighboring nodes.
The neighboring nodes share their relevant data, and each participating
node follows a consensus algorithm to determine whether to raise an alarm.
Any node that comes to the conclusion that an intrusion exists can raise an
alarm.

The response to an alarm might be recomputation of routing tables
to avoid compromised nodes, or communication links between nodes are
forced to re-initialize (re-authenticate each other). The latter would not be
effective if an attack has compromised a node and captured its authentica-
tion credentials.

4.4.3 Watchdogs and Pathraters

The idea of nodes monitoring the packet forwarding behavior of neighbor-
ing nodes was also proposed by Marti et al. [26]. Dynamic source routing
is assumed. When a packet is ready to be sent, a path to the destination
is discovered on demand, and the addresses of the nodes along the path
are encapsulated in the packet header. Two new ideas are introduced:
watchdogs and pathraters.

A watchdog is a process running on a node to monitor the behavior of
neighboring nodes. After a node forwards a packet, the watchdog monitors
the next node to see that the packet is forwarded again. With source routing
assumed, the watchdog has knowledge of the proper route for a tracked
packet. If a neighboring node is observed to drop more packets than a
given threshold, that node is deemed to be misbehaving.

The pathrater works to avoid routing packets through misbehaving
nodes. Each node maintains a rating for every other node in the range
from 0 to 1. It calculates a path metric by averaging the node ratings in the
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path. Node ratings are initialized to a neutral value of 0.5. Actively used
paths are incremented periodically, but nodes suspected of misbehaving
will have their rating lowered severely.

Because the watchdog is a rather simple monitoring process, several
limitations were noted. First, the scheme is limited to source routing be-
cause the watchdog needs knowledge of the proper route for each packet.
Second, it is vulnerable to interference by a malicious node falsely reporting
other nodes as misbehaving. Third, multiple misbehaving nodes could col-
lectively interfere with the watchdog process. Lastly, a misbehaving node
could escape detection by dropping packets just below the threshold level.

4.4.4 TIARA

TIARA (Techniques for Intrusion-resistant Ad hoc Routing Algorithms) was
actually a set of mechanisms to ensure an ad hoc network could continue
to operate under hostile adversarial conditions, rather than an intrusion
detection scheme [27]. However, a flow monitoring mechanism in TIARA
is designed to detect path failures from misbehaving nodes.

The basic idea is for source nodes to periodically send special “flow
status” messages to destination nodes. Flow status messages contain infor-
mation about the number of packets that have been sent from the source
to destination since the previous flow status message. To prevent interfer-
ence with flow status messages, each message is numbered sequentially
(to detect loss) and encrypted with a digital signature (for authentication).

Upon receiving a flow status message, the destination node compares
the carried number to the actual number of packets received since the last
flow status message. A path failure is notified to the source node if (1)
a flow status message has been lost or not received by a specified time
interval, (2) the actual number of received packets is less than a threshold
fraction of the number indicated by the source, or (3) the actual number of
received packets is much more than the number indicated by the source.

There are two obvious disadvantages of this scheme for intrusion de-
tection. First, a path failure does not identify which specific nodes could be
compromised. Second, the flow status messages incur a cost in additional
traffic that is proportional to the number of source-destination pairs in the
network.

4.4.5 Malcounts

Another distributed intrusion detection system proposed by Bhargava and
Agrawal [28] is essentially an enhancement of Zhang and Lee’s approach. As
before, it is assumed that each node is independently and concurrently
monitoring its local neighborhood (nodes within its radio range). AODV
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(Ad hoc On-demand Distance Vector) routing is assumed. When a packet is
ready to be sent, the source node will flood a request through the network;
a request successfully reaching the destination will be acknowledged back
to the source.

The central idea in the intrusion detection scheme is that each node
maintains a “malcount” for neighboring nodes, which is the number of ob-
served occurrences of misbehavior. When the malcount for a node exceeds
a given threshold, an alert is sent out to other nodes. The other nodes then
check their malcounts for the suspected node and may support the initial
alert with secondary alerts. If a suspected node triggers two or more alerts,
it is deemed to be malicious and a “purge” message is broadcasted. In
response, the suspected node is avoided by the other nodes.

A problem with the proposed scheme is that it is not clear if malcounts
are only cumulative, so they can increase but not decrease. The ability to
decrease malcounts would be useful for nodes with unusual but not mali-
cious behavior that might be falsely identified as malicious. Their unusual
behavior might cause their malcount to increase, but then a period of good
behavior would result in their malcount returning to a normal value. This
could avoid false alerts.

Naturally, this scheme works only if at least two trustworthy nodes are
observing a suspected node, and can be defeated by malicious nodes send-
ing out false alerts. Also, the scheme depends on a threshold for malcounts.
A compromised node could avoid detection by keeping its misbehavior
under the threshold.

4.4.6 CONFIDANT

The CONFIDANT (Cooperation of Nodes: Fairness in Dynamic Ad hoc
Networks) scheme was proposed by Buchegger and Le Boudec [29]. Like
previous schemes, it is highly distributed with each node monitoring its lo-
cal neighborhood and cooperatively sharing information with other nodes.
Source routing is assumed so that nodes have knowledge of the correct
route for tracked packets. In each node, the CONFIDANT system includes
four components: the monitor, reputation system, trust manager, and path
manager.

Similar to Zhang and Lee’s approach, the monitor in each node observes
the activities of neighboring nodes (within radio range) to look for misbe-
havior. With source routing assumed, the monitor has knowledge of the
next hop for each packet. When the node forwards a packet to a neighbor,
it watches the neighbor to see whether the packet is forwarded correctly to
the next hop. A copy of the entire packet is also stored temporarily to de-
tect any suspicious modifications to the forwarded packet. If a misbehavior
is observed, the reputation system is called.
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The reputation system is similar in concept to Bhargava and Agrawal’s
malcount and Marti et al.’s node ratings. The reputation system consists of
a table listing all observed nodes and their reputation ratings. If a node is
observed to be misbehaving (deviating from expected routing behavior),
the node’s rating is changed by a weighting function, depending on the
confidence in the accuracy of the new observation. To reduce the chance
of false alarms, a node’s rating can be improved after a specified period of
good behavior. If a node’s rating falls below a threshold, the path manager
is called.

The path manager has a number of responsibilities. It keeps track of
a security rating for paths, depending on the reputations of nodes in the
path. Paths containing a malicious node are deleted. If a received packet
is going on a path containing a malicious node, the packet is ignored and
the source is alerted. If a received packet comes from a malicious node,
the packet is ignored.

The last component, the trust manager, is responsible for receiving
and sending “alarm” messages. Alarm messages contain information about
observed misbehaviors to warn about suspected nodes. Alarm messages
are sent to other nodes on a “friends” list, although the maintenance of the
friends list has not been described. When a node receives an alarm mes-
sage, the trust manager looks up the source of the message. If the source is
trusted, the alarm message is added to a table of alarms. If there is enough
evidence that a reported node is indeed malicious, the information is passed
to the reputation manager.

A number of details in the CONFIDANT scheme remain to be developed.
For example, misbehaviors besides incorrect packet forwarding are not
yet specified. Other missing details are the values for thresholds, time-out
for improving reputations, and who qualifies for the friends list. Also, the
scheme is currently limited to source routing.

4.4.7 MobIDS

MobIDS (Mobile Intrusion Detection System) proposed by Kargl et al. [30] is
generally similar to the previous distributed IDS schemes. Multiple sensors
in the network keep track of observed instances of cooperative and non-
cooperative behavior of nodes. Cooperative instances are given positive
values whereas non-cooperative instances are given negative values. All
instances observed for a suspected node are combined to calculate a sensor
rating for that node, where older instances are given less weight. Then all
sensor ratings for a suspected node are averaged, with a weight reflecting
the credibility of each sensor, into a “local rating” for that node.

The local ratings are distributed periodically by broadcasting them to
neighboring nodes within a given range. Each node averages the local
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ratings that it receives (including its own rating) into global ratings for
other nodes. But global ratings are accepted only when at least a prespec-
ified minimum number of nodes have contributed to the rating. Nodes are
deemed to be misbehaving if their ratings drop below a given threshold.
Routes are changed to avoid misbehaving nodes, and packets related to
those nodes are dropped.

4.4.8 Mobile Agents

Puttini et al. [31] propose a distributed IDS scheme that is similar archi-
tecturally to previous proposals except that mobile agents are used for
interactions between nodes (instead of data). Mobile agents are software
programs that can autonomously suspend execution at one node, transfer
their code and state to another node, and resume execution at the sec-
ond node. Mobile agents are usually implemented in JavaTM because the
Java Virtual Machine is widely supported on a broad variety of operating
systems.

Each node independently runs a process called local IDS (LIDS). The
LIDS includes a sensor that is essentially an SNMP (Simple Network Man-
agement Protocol) agent to retrieve data from the node’s MIB (management
information base). The LIDS includes a file of signatures and performs mis-
use detection to detect attacks.

Information is shared among nodes by dispatching mobile agents, al-
though implementation details about this procedure are lacking. Also, the
performance and costs of the mobile agents have not been evaluated. Mo-
bile agents have been studied for many years and proposed for fields such
as network management and electronic commerce. However, the theoreti-
cal advantages of mobile agents have been elusive.

Mobile agents have never seen much commercial success. Part of the
reason is the need for universal adoption of a mobile agent platform (e.g.,
Java Virtual Machine) which supports the execution and migration of mo-
bile agents. Another reason is that mobile agents do not seem to perform
any applications that static agents cannot. Finally, mobile agents introduce
additional security concerns because they involve the installation of new
(possibly untrusted) code on a host. Special security mechanisms must be
installed on hosts to ensure that mobile agents do not cause damage. Be-
cause they require higher security, mobile agents are probably poor choices
as a solution to security problems such as intrusion detection.

4.4.9 AODVSTAT

AODVSTAT is an extension of STAT (state transition analysis technique) to
intrusion detection in wireless networks that use AODV routing [32]. STAT
is a stateful signature-based detection technique proposed earlier for wired
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networks [33]. The premise is that computer attacks can be characterized
as sequences of actions taken by an intruder. States represent a snapshot
of a host’s volative, semi-permanent, and permanent memory.

A complete representation of a successful attack starts from a safe ini-
tial state, proceeds through a number of intermediate states, and ends in a
compromised state. States are characterized by assertions, which are func-
tions with arguments returning Boolean values. These assertions describe
aspects of the security state of the system. Transitions between states are
associated with signature actions, which are actions by the intruder neces-
sary for a successful attack. Omission of a signature action would prevent
successful completion of the attack.

AODVSTAT applies the ideas of STAT to AODV-routed wireless net-
works. As mentioned earlier, AODV discovers routes on demand when a
packet is ready to be sent. The source node floods a request through the
network, and a reply is returned by the destination or an intermediate node
that has a route to the destination. A malicious node could interfere with
the control packets of the routing protocol, or interfere with the forwarding
of data packets.

AODVSTAT sensors are placed on a subset of nodes for promiscuous
sensing of radio channels. A sensor has two modes of operation. In stand-
alone mode, a sensor looks for signs of attack only within its local neighbor-
hood. In distributed mode, sensors periodically exchange “update” packets
containing information about the neighboring nodes of each sensor. The
purpose for sharing information is to detect attacks in a distributed way.

As in STAT, AODVSTAT works by stateful signature-based analysis of
the observed traffic. Each sensor has a file of attack signatures and looks
for a signature match with the traffic. A match triggers a response, usually
an alert.

AODVSTAT would have largely the same strengths and weaknesses as
STAT. As a misuse detection technique, AODVSTAT could accurately detect
types of attacks that consist of sequential actions. A practical issue of how
to update the attack signature files at all sensors in an ad hoc network
has not been addressed. Also, AODVSTAT has the same limitations as all
misuse detection techniques, i.e., the inability to detect attacks without an
existing signature. However, in a real implementation, it should be straight-
forward to combine AODVSTAT with anomaly detection for the best of both
techniques.

4.4.10 Trust Model

Pirzada and McDonald [34] described an approach to building trust relation-
ships between nodes in an ad hoc network, but the method is essentially
intrusion detection. It is assumed that nodes in the network passively mon-
itor the packets received and forwarded by other nodes, called events.
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Events are observed and given a weight, depending on the type of applica-
tion requiring a trust relationship with other nodes. The weights reflect the
significance of the observed event to the application. The trust values for all
events from a node are combined using weights to compute an aggregate
trust level for another node.

Trust values could be viewed as link weights for the computation of
routes. Links with smaller weights would be links to more trusted nodes. A
shortest-path routing algorithm would compute the most trustworthy paths.

The similarities between this scheme and previous IDS schemes are
clear. Both approaches involve nodes observing the behavior of other
nodes and making independent judgments about them. The only differ-
ence is that intrusion detection attempts to decide whether a node has been
compromised (misbehaving) or not, whereas Pirzada and McDonald’s trust
model decides on the trustworthiness of a node.

4.4.11 RESANE

RESANE (REputation-based Security in Ad hoc NEtworks) [35] takes a view
similar to Pirzada and McDonald’s trust model. RESANE is not an IDS
scheme per se, but uses intrusion detection techniques for a trust model.
It assumes that nodes are running an IDS scheme to identify nodes that
are misbehaving. The problem addressed is how to make use of the IDS
information.

The goal of RESANE is to calculate reputations for nodes and leverage
reputations to motivate cooperation between nodes and good behavior
throughout the network. The idea is that a bad reputation will motivate a
node toward good behavior. If the node continues misbehavior, its repu-
tation will continue to suffer and the node will become isolated from the
rest of the network.

A node calculates a reputation rating for a suspected neighbor from
the neighbor’s misbehaviors observed by the node. The node can also
gather reputation ratings for that suspected neighbor from other neigh-
boring nodes that have observed it. If a node detects a misbehavior by a
suspected neighbor, the node can proactively broadcast its information to
other neighbors to help them protect themselves. Thus, the overall network
is protected by cooperative information sharing.

4.4.12 Critical Nodes

Karygiannis et al. advocated the concept of critical nodes [36]. These critical
nodes are worth monitoring at the expense of more resources because
they have considerable effect on network performance. In other words, if
a critical node is malicious or misbehaving or fails, it would significantly
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degrade network performance. Non-critical nodes are not as important to
monitor when resources are limited (the usual case in ad hoc networks).

The notion of critical nodes may aid the problem of intrusion detection,
but the work does not address specifically how intrusions may be detected.

4.4.13 SCAN

SCAN attempts to address two problems simultaneously: routing misbehav-
ior (control plane) and packet forwarding misbehavior (data plane) [37].
Routing misbehavior is exhibited by a node that does not participate prop-
erly in the routing protocol, e.g., false route advertisements. Packet for-
warding misbehavior refers to any intentional interference with the proper
relaying of packets, e.g., packet dropping and packet misrouting.

SCAN is based on two central ideas that are similar to previous IDS
schemes. First, each node monitors its neighbors independently. Different
from a watchdog, which looks only for packet forwarding misbehavior,
nodes in SCAN observe their neighbors for both routing misbehavior and
packet forwarding misbehavior. The second idea is information cross vali-
dation. Each node monitors its neighbors by cross-checking the overhead
transmissions with other nodes. Nodes in a neighborhood collaborate with
each other through a distributed consensus protocol. A suspected node can
be eventually convicted of being malicious only after multiple neighbors
have reached that consensus. This assumes that the network density is suf-
ficiently high that a node can promiscuously overhear the packets sent and
received by its neighbors, and nodes have multiple neighbors within range.

For routing misbehavior, SCAN requires two modifications to the usual
AODV routing protocol. The usual routing update messages do not contain
enough information for nodes to make judgments about routing misbehav-
ior. First, an additional field for “previous hop” is needed in route request
messages. Second, an additional field for “next hop” is needed in route re-
ply messages. This additional information in routing messages allows nodes
to maintain part of the routing tables of its neighbors. The redundant rout-
ing information enables a node to examine the trustworthiness of future
routing updates from its neighbors.

The distributed consensus protocol is based on an “m out of N ” algo-
rithm, where N neighbors have been independently observing a suspected
node. The suspected node is convicted as malicious if at least m out of
the N nodes votes for that decision (based on observed misbehaviors).
Various strategies for choosing the value of m as a function of N are pro-
posed: a fixed fraction of N , a constant value k, or a value depending on
a probability of correct detection and probability of false alarm.

If a node is convicted of being malicious, it is blocked from access to the
network. In SCAN, each node must present a valid token to interact with
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other nodes. Tokens for convicted nodes are revoked, and revoked tokens
are tracked by each node by means of a token revocation list. Asymmetric
cryptography is used to prevent forged tokens. Each token is signed by the
same secret key so it can be verified by a systemwide public key known
to all nodes. Tokens are issued and renewed by a distributed algorithm. A
token can be signed by a group of collaborating nodes, but not by a single
node. A token possessed by a node can be renewed by its neighbors if it
expires.

SCAN has limitations and involves some overhead in terms of com-
munications and memory. The current SCAN scheme is limited to AODV,
but may be extended to other routing protocols if they are appropriately
modified (just as AODV messages must be modified with additional fields).
Another limitation of SCAN is a requirement for a dense ad hoc network
because multiple neighbors must collaborate to form a consensual judg-
ment about a suspected node. Lastly, there is a requirement that collusion
among attackers is limited.

4.4.14 Dempster–Shafer

Chen and Venkataramanan [38] addressed the specific problem of combin-
ing the observations of multiple neighbors to form a consensual judgment
about a suspected node. Dempster–Shafer evidence theory [39] is proposed
to be better than simple majority voting or a Bayesian approach. Essentially,
Dempster-Shafer theory allows observers to specify a level of uncertainty
in their observation. In the context of intrusion detection, if each node has
a reputation or trustworthiness rating, that will be reflected by weighting
their vote with a corresponding level of uncertainty. In other words, the
votes from untrusted nodes will be discounted, in comparison with votes
from trusted nodes, in forming a consensual judgment.

4.4.15 Optimization of Limited Resources

In wireless networks, nodes may have limited resources to spend on in-
trusion monitoring and detection. On the other hand, intrusion detection
is more effective when more traffic is monitored. The selection of nodes
to operate IDS should consider the trade-off between detection efficiency
and usage of limited resources. This trade-off was formulated as an integer
linear problem, where detection efficiency is maximized subject to a set of
resource constraints [40].

The authors also considered a related problem where sensors could
be unreliable due to faults, power savings, or compromise [41]. Again,
the problem was formulated as an integer linear problem to minimize re-
source consumption subject to keeping a desired detection probability and
the possibility that sensors could be inactive.
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4.5 Open Research Issues
For reasons mentioned earlier, intrusion detection is more difficult in wire-
less mesh networks than wired networks. Intrusion detection continues to
be a difficult and open problem even in wired networks. In wired networks,
it is relatively easy to collect traffic data, but the main challenge is detection
accuracy. Neither of the two current analysis approaches, misuse detection
or anomaly detection, is perfect. Fundamentally, misuse detection needs
an attack signature to recognize an attack. New attacks without an existing
signature will be missed, resulting in a high rate of false negatives. Also, it
takes significant time to develop and distribute a new signature for a new
attack. A new attack has a window of opportunity after its first detection
where IDSs have not received a new signature yet. A new attack will not
be recognizable in the window of opportunity. Anomaly detection has a
different challenge: how to construct a normal behavior profile that will
yield a low rate of false positives. Detection accuracy will continue to be
the main research issue in wireless mesh networks.

4.5.1 Lack of Experience with Wireless Mesh Networks

Another open issue is the lack of experience with incidents in wireless
mesh networks. In contrast, security incidents have been occurring in the
Internet over the past 30 years. Although no comprehensive database of
attacks exists, 30 years of experience have yielded a wealth of information
about Internet-based attacks. This wealth of information has helped the
Internet security industry grow to considerable size, and a broad range of
security products are available.

On the other hand, wireless mesh networks are a recent development,
and there is little real experience with security incidents. Attacks are mostly
conjectured and theoretical at this point in time. Hence, it is really unknown
how to measure the progress or success of research. More real experience
is needed, but will not be obtainable until wireless mesh networks are
deployed more widely in the field.

4.5.2 Evaluation Difficulties

Different IDSs will detect and miss different attacks. A long-standing prob-
lem has been how to fairly evaluate and compare different IDS. In the past,
experiments for wired networks have used test sets of various attacks and
measured the detection rate. However, the results will obviously depend on
the types of attacks in the test set because different IDS methods will have
different strengths and weaknesses. Experimental comparisons of IDSs may
always be controversial. Also, considering the lack of experience with real
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wireless mesh networks, it is difficult to know what types of attacks will
be important or realistic.

4.5.3 Intrusion Tolerance

An indirectly related issue is the concept of intrusion tolerance. Intrusion
detection attempts to discover the occurrence of attacks and mostly leaves
the response to system administrators. Intrusion tolerance recognizes that
attacks are inevitable and some attacks will be successful. The idea is to
design networks from the beginning to maintain robust operation even in
the face of adversarial actions. For example, redundant paths can guarantee
that packets will still be delivered if an attacker brings down nodes. Clearly,
intrusion tolerance is related to fault tolerance, except that fault tolerance
assumes that faults are random and caused by equipment failures. Intru-
sion tolerance assumes an intelligent attacker capable of strategic actions.
Intrusion tolerance for wireless mesh networks is virtually unexplored.

4.6 Conclusion
This chapter has reviewed the basic concepts of intrusion detection and
surveyed a number of proposals for intrusion detection in wireless mesh
networks. The proposals are mostly for MANETs because wireless mesh
networks are a relatively recent development, but the intrusion detection
schemes are directly relevant to wireless mesh networks.

A common theme in the research is the notion that nodes should in-
dependently and concurrently monitor their local neighborhoods. This is
a necessity due to the decentralized nature of wireless mesh networks. A
second common theme is the combination of observations from multiple
nodes to form a consensual judgment about a suspected node. With these
common themes, the various proposed intrusion detection schemes differ
mainly in their details and not in their ideas.

At this point, a number of things are clear about the future of intrusion
detection. First, there is much room for improvement. The primary mea-
sure of effective intrusion detection is low false positives and false nega-
tives. This “proof” has not been convincingly offered by any scheme so far.
Second, the challenges imposed by wireless mesh networks imply that the
intrusion detection problem will continue to be open for the foreseeable
future. Finally, breakthrough progress may not be expected until wireless
mesh networks are deployed more widely in the field. At this time, attacks
and therefore intrusion detection are largely speculative and theoretical.
More real experience with wireless mesh networks will certainly help to
catalyze research progress.
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Most routing protocols for client wireless mesh networks (WMNs) were
designed without having security in mind. In most of their specifications it
is assumed that all the nodes in the network are friendly. The security issue
was postponed and there used to be the common feeling that it would be
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possible to make those routing protocols secure by retrofitting pre-existing
cryptosystems.

Nevertheless, securing network transmissions without securing the rout-
ing protocols is not sufficient. Unless fixed networks (where one might
assume that routers are trusted nodes) in a wireless network (where all
the nodes are also routing nodes) are secure, malicious nodes might attack
routing protocols to impersonate other nodes and inject forged routing in-
formation. Moreover, by retrofitting cryptosystems (like IPSec [19]) security
is not necessarily achieved.

Therefore, in client WMNs with security needs, there must be two secu-
rity systems: one to protect the data transmission and one to make the rout-
ing protocol secure. There are already well-studied, point-to-point security
systems that can be used for protecting network transmissions. But there
was not much work to make wireless routing protocols discover routes in
a secure manner [18,31,37] until recently.

5.1 Introduction
Some aspects of wireless and ad hoc networks have interesting security
problems [2,33,37]. Routing is one such aspect. Several routing protocols
for these kind of networks have been developed, particularly in the MANET
Working Group of the Internet Engineering Task Force (IETF). Surveys of
routing protocols for ad hoc wireless networks are presented in [29,30] and,
more recently, in [15] and [34].

5.2 Related Work
By the year 2000 there was very little published work on the security issues
in ad hoc and wireless network routing protocols. Neither the survey by
Ramanathan and Steenstrup [29] in 1996, nor the survey by Royer and
Toh [30] in 1999 mention security. None of the draft proposals in the
IETF MANET Working Group had a non-trivial “security considerations”
section. Actually, most of them assumed that all the nodes in the network
are friendly, and a few declare the problem out-of-scope by assuming some
canned solution like IPSec may be applicable.

Security issues with routing in general have been addressed by sev-
eral researchers (e.g., [13,32]) at the end of the 20th century. And, later,
some work has been done to secure ad hoc networks by using misbehav-
ior detection schemes (e.g., [23]). This approach has two main problems:
first, it is quite likely that it will not be feasible to detect several kinds of
misbehavior (especially because it is very hard to distinguish misbehaving
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from transmission failures and other kind of failures); and second, it has
no real means to guarantee the integrity and authentication of the routing
messages.

Hash chains had being used as an efficient way to obtain authentication
in several approaches that tried to secure routing protocols. In [5,13,28]
they use them to provide delayed key disclosure. In [36], hash chains
are used to create one-time signatures that can be verified immediately.
The main drawback of all the above approaches is that they require clock
synchronization.

In their paper on securing ad hoc networks [37] in 1999, Zhou and Haas
primarily discuss key management. They devote a section to secure routing,
but essentially conclude that “nodes can protect routing information in
the same way they protect data traffic.” They also observe that denial-
of-service attacks against routing will be treated as damage and routed
around.

Dahill et al. [7] proposed ARAN in 2001, a routing protocol for ad hoc
networks that uses authentication and requires the use of a trusted cer-
tificate server. In ARAN, every node that forwards a route discovery or a
route reply message must also sign it (which is very computing-power-
consuming and causes the size of the routing messages to increase at each
hop). In addition, it is prone to reply attacks using error messages unless
the nodes have time synchronization.

In October 2001, the first draft of SAODV [10] was sent to the MANET
mailing list. SAODV [11,12] is an extension of the AODV routing proto-
col that can be used to protect the route discovery mechanism providing
security features like integrity and authentication, and it only requires orig-
inators of routing messages to sign the routing messages (as opposed to
ARAN, in which all the forwarding nodes sign the messages).

In 2002, Papadimitratos and Haas [27] proposed a protocol (SRP) that
can be applied to several existing routing protocols (in particular DSR [17]).
SRP requires that, for every route discovery, source and destination must
have a security association between them. Furthermore, the paper does
not even mention route error messages. Therefore, they are not protected,
and any malicious node can just forge error messages with other nodes as
source.

In SEAD [16], hash chains are also used in combination with DSDV-
SQ [3] (this time to authenticate hop counts and sequence numbers). At
every given time each node has its own hash chain. The hash chain is
divided into segments; elements in a segment are used to secure hop counts
in a way similar to SAODV. The size of the hash chain is determined when
it is generated. After using all the elements of the hash chain, a new one
must be computed.

SEAD can be used with any suitable authentication and key distribution
scheme. But finding such a scheme is not straightforward.
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Ariadne [16] is based on DSR [17] and TESLA [27] (on which its authen-
tication mechanism is based). It also requires clock synchronization, which
is, arguably, an unrealistic requirement for ad hoc networks.

In principle, the same approach that SAODV takes to protect AODV
could be used to create a “secure version” of other routing protocols: sign-
ing the non-mutable routing information by the node to which the route
will be processed, and securing the hop count by hash chains. In case
there are some other mutable fields, how to protect each of them should
be studied.

Nevertheless, if the routing protocol has some other mutable informa-
tion than the hop count (and it does not mutate in a predictable way),
protecting this information might end up being quite complex. It will prob-
ably require that the intermediate nodes that mutate part of the message
also have to sign it. This will, typically, imply a reduction of performance
(due to all the additional cryptographic computations) and also a possible
decrease of the overall security.

If the routing protocol to be secured is DSR for mobile ad hoc networks
[17], then the main problem will be that DSR includes in its routing messages
the IP addresses of all the intermediate nodes that have forwarded the
packet.

Intermediate nodes could sign the routing message after adding its own
IP address, and verify all the signatures in every routing message. But this
would greatly decrease the performance of the routing discovery, and it is
not really worthwhile, taking into account that the routes to the intermediate
nodes are going to be used very seldom. Anyway, hash chains should be
used to avoid that a malicious node would eliminate intermediate nodes
and their signatures from the routing message (a very similar technique is
also used in [16]).

Another solution would be that intermediate nodes would sign the rout-
ing message, but that a node would only verify the signature of an interme-
diate node when it needs to send a packet to this route. But it still requires
all intermediate nodes to sign the message (which is not good when the
message is a route request).

Therefore, maybe a better solution would be that intermediate nodes do
not sign the message. Later on, if a node that received that routing message
wants to use a route to one of those intermediate nodes, it should request
a signature from the intermediate node with a unicast message.

Obviously, a much more detailed analysis should be made to study
the different attacks that can be performed against DSR and against this
“secure DSR” to see if there are new attacks as a consequence of differences
between AODV and DSR.

SRP [24] and Ariadne [16] also attempt to secure DSR. Nevertheless, SRP
requires that, for every route discovery, source and destination must have
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a security association between them, and does not protect error messages.
Ariadne requires clock synchronization, which can be considered unreal-
istic for ad hoc networks.

More recently and more focused on mesh networks, a paper by
Asherson and Hutchison [1] has as a starting point the concern that routing
algorithms designed for ad hoc networks might not be applied straight-
forward to WMNs. Nevertheless, it concludes giving as a solution to use
different routing protocols for the infrastructure part and for the ad hoc
part (which would use a routing protocol for ad hoc networks), therefore
adopting the same approach as the one used in the Internet.

In the area of routing metrics for mesh networks, Yang, Wang, and
Kravets [35] have studied how the use of different routing metrics affects
the performance of the routing protocol in mesh networks. Nevertheless,
they leave as future work the problem of how to transmit routing metrics
in a secure manner.

Finally, the recent standardization efforts of the IEEE 802.11s (the IEEE
standard for mesh networking) are considering MANET routing protocols
like AODV [25,26] and OLSR [6] as their mesh routing protocols, as noted
in the performance comparison paper by Chen, Lee, Maniezzo, and
Gerla [4].

5.3 Designing a Secure Routing Protocol
When designing a secure routing protocol, as with any secure protocol,
things need to be kept as simple and neat as possible, so they can be
properly analyzed.

Ferguson and Schneier, in their paper “A Cryptographic Evaluation of
IPsec” [8], conclude that the complexity of IPsec results in inefficiencies
and weaknesses which make it weaker and very hard to analyze how
secure it is. The bottom line is that creating a too-complex solution makes
it unfeasible to verify if it is a good solution.

To keep the design of a secure routing protocol as neat as possible, it
is convenient to make a clear distinction of the following items:

� The scenario (or scenarios) it is going to protect
� The security features that this scenario requires
� The security mechanisms that will fulfill those security features

Once the design of the secure routing protocol is done, it is time to
analyze whether it indeed works, and, because the three items listed above
are clearly separated in the design, it is much easier to perform such analysis
because it can be split into the following parts:
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� The analysis of requirements: Whether the security features are
enough for the targeted scenario.

� The analysis of mechanisms: Whether the security mechanisms are
indeed fulfilling all the security requirements. When doing this, it
will be found that there are still some attacks that can be performed
against your system. Some of them typically will not be completely
avoided because of a trade-off between security and feasibility.

� The analysis of feasibility: Whether the security mechanisms have
requirements that are not feasible in the targeted scenario.

5.4 Security Requirements
In most domains, the primary security service is authorization. Routing is
no exception. Typically, a router needs to make two types of authorization
decisions. First, when a routing update is received from the outside, the
router needs to decide whether to modify its local routing information base
accordingly. This is import authorization. Second, a router may carry out
export authorization whenever it receives a request for routing information.
Import authorization is the critical service.

In traditional routing systems, authorization is a matter of policy. For ex-
ample, gated, a commonly used routing program,1 allows the administrator
of a router to set policies about whether and how much to trust routing
updates from other routers, e.g., statements like “trust router X about routes
to networks A and B.” In mobile wireless networks, such static policies are
not sufficient (and unlikely to be relevant).

Authorization requires other security services such as authentication
and integrity. Techniques like digital signatures and message authentica-
tion codes are used to provide these services.

In the context of routing, confidentiality and non-repudiation are not
necessarily critical services [13]. Zhou and Haas [37] argue that non-
repudiation is useful in an ad hoc network for isolating misbehaving routers:
a router A which received an “erroneous message” from another router B
may use this message to convince other routers that B is misbehaving. This
would indeed be useful if there is a reliable way of detecting erroneous
messages. This does not appear to be an easy task.

The problem of compromised nodes is not addressed here because
it would probably require some sort of mechanism to allow the owner
to confirm its presence. Availability is considered to be outside of scope.
Although of course it would be desirable, it does not seem to be feasible to
prevent denial-of-service attacks in a network that uses wireless technology

1 http://www.gated.org
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(where an attacker can focus on the physical layer without bothering to
study the routing protocol).

Therefore, in this research work the following requirements were con-
sidered:

� Import authorization: It is important to note that this is not referring
to the traditional meaning of authorization. What it means is that
the ultimate authority about routing messages regarding a certain
destination node is that node itself. Therefore, route information
will only be authorized in a routing table if that route information
concerns the node that is sending the information. In this way, if a
malicious node lies about it, the only thing it will cause is that others
will not be able to route packets to the malicious node.

� Source authentication: Nodes need to be able to verify that the node
is the one it claims to be.

� Integrity: In addition, nodes need to be able to verify that the routing
information has arrived unaltered.

� The two last security services combined build data authentication,
and they are requirements derived from the import authorization
requirement.

Finally, it is quite likely that, for a small team of nodes that trust each
other and that want to create an ad hoc network where the messages are
only routed by members of the team, the simplest way to keep secret their
communications is to encrypt all messages (routing and data) with a “team
key.” Every member of the team would know the key and, therefore, it
would be able to encrypt and decrypt every single packet. Nevertheless, this
does not scale well and the members of the team have to trust each other.
So it can be used only for a very small subset of the possible scenarios.
That renders asymmetric cryptography as the most suitable option for most
wireless scenarios.

5.5 Securing Wireless Mesh Network
Routing Protocols

If we agree with the idea reflected in the paper by Asherson and Hutchison
[1], that the best approach is to use different routing protocols for the
infrastructure part and for the ad hoc part (which would use a routing
protocol for ad hoc networks), then the problem of securing WMN routing
protocols becomes a much simpler one. The mesh network is composed
by the infrastructure part and by the ad hoc networks that are connected
to the infrastructure network through the access points.
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The infrastructure part can use a routing protocol suitable for fixed
networks, the ad hoc networks can use a secure routing protocol suitable
for MANET networks, and the access points play as gateways of both the
infrastructure and the ad hoc networks.

Because the access points act as gateways between two networks that
use different routing protocols, they will use “administrative distances” to
prioritize the use of routes of the infrastructure part. Remember that, in case
there is a route to the same destination provided by two different routing
protocols, the one with lowest “administrative distance” is used.

Routing protocols for fixed networks are relatively easy to secure. There-
fore, the real challenge is to secure the routing protocol of the ad hoc part
of the mesh network.

5.6 Securing Ad hoc Network Routing Protocols
In an ad hoc network, from the point of view of a routing protocol, there
are two kinds of messages: the routing messages and the data messages.
The routing protocol uses routing messages to establish the routes that are
needed to transmit data messages, and, in the case of a reactive routing
protocol, it sees the data messages and refreshes the lifetimes of the routes
that those data messages use.

The two kinds of messages are different in nature and security needs.
Data messages are end-to-end and can be protected with any end-to-end
security system (like IPSec). On the other hand, routing messages are sent
to neighbors, processed, possibly modified, and re-sent. Moreover, as a
result of the processing of the routing message, a node might modify its
routing table. This creates the need for the intermediate nodes to be able
to authenticate the information contained in the routing messages (a need
that does not exist in end-to-end communications) to be able to apply their
import authorization policy.

Another consequence of the nature of the transmission of routing mes-
sages is that, in many cases, there will be some parts of those messages
that will change during their propagation. This is very common in distance-
vector routing protocols, where the routing messages usually contain a hop
count of the route they are requesting or providing. Therefore, in a routing
message, two types of information could be distinguished: mutable and
non-mutable. It is desired that the mutable information in a routing mes-
sage is secured in such a way that no trust in intermediate nodes is needed.
Otherwise, securing the mutable information will be much more expensive
in computation, plus the overall security of the system will greatly decrease.

If the security system being used to secure the data messages in a wire-
less network is IPSec, it is necessary that the IPSec implementation can use
as a selector the TCP and UDP port numbers. This is because it is necessary
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that the IPSec policy will be able to apply certain security mechanisms to
the data packets and just bypass the routing packets (that can be identified
because they use a reserved Transport layer port number).

5.7 Ad hoc On-Demand Vector Routing
The Ad hoc On-Demand Vector Routing (AODV) protocol [25,26] is a reac-
tive routing protocol for ad hoc and mobile networks that maintains routes
only between nodes which need to communicate. The routing messages
do not contain information about the whole route path, but only about the
source and the destination. Therefore, routing messages do not have an
increasing size. It uses destination sequence numbers to specify how fresh
a route is (in relation to another), which is used to grant loop freedom.

Whenever a node needs to send a packet to a destination for which
it has no “fresh enough” route (i.e., a valid route entry for the destination
whose associated sequence number is at least as great as the ones contained
in any RREQ that the node has received for that destination), it broadcasts
a route request (RREQ) message to its neighbors. Each node that receives
the broadcast sets up a reverse route toward the originator of the RREQ,
unless it has a “fresher” one (Figure 5.1).

When the intended destination (or an intermediate node that has a
“fresh enough” route to the destination) receives the RREQ, it replies by

Route request broadcast (S      D)

Reverse routes after the broadcast

S A B C D

F
E

G
H

F
E

S A B C D

HG

Figure 5.1 Route Request. After the RREQ broadcast, D has in its routing table that
the next hop to S is D. The rest of the nodes also have in their routing table which is
the next hop to S.
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Routes after the route reply

S A B C D

F
E

G H

F
E

S A B C D

HG

Route replies

Figure 5.2 Route Reply. After S receives the RREP, all the nodes between S and D
know which are the next hops to S and D. The rest of the nodes (E, F, G, and H) also
have in their routing table which is the next hop to S. If they do not use that route,
it will expire.

sending a Route Reply (RREP). It is important to note that the only mutable
information in an RREQ and in an RREP is the hop count (which is being
monotonically increased at each hop). The RREP is unicast back to the
originator of the RREQ (Figure 5.2). At each intermediate node, a route to
the destination is set (again, unless the node has a “fresher” route than the
one specified in the RREP). In the case that the RREQ is replied to by an
intermediate node (and if the RREQ had set this option), the intermediate
node also sends an RREP to the destination. In this way, it can be granted
that the route path is being set up bidirectionally. In the case that a node
receives a new route (by an RREQ or by an RREP) and the node already
has a route “as fresh” as the received one, the shortest one will be updated.

If there is a subnet (a collection of nodes identified by a common net-
work prefix) that does not use AODV as its routing protocol and wants to
be able to exchange information with an AODV network, one of the nodes
of the subnet can be selected as the “network leader.” The network leader
is the only node of the subnet that sends, forwards, and processes AODV
routing messages. In every RREP that the leader issues, it sets the prefix
size of the subnet.

Optionally, a Route Reply Acknowledgment (RREP-ACK) message may
be sent by the originator of the RREQ to acknowledge the receipt of the
RREP. An RREP-ACK message has no mutable information.

In addition to these routing messages, a Route Error (RERR) message is
used to notify the other nodes that certain nodes are not reachable anymore
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Routes after the failure

S A B C D
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E

G H

F
E

S A B C D

HG

Routes before the failure

Link failure

Figure 5.3 Route Error. When a link failure is detected, all the nodes between S and
D get notified about it by a Route Error (RERR) message and erase their routes to
S and D.

due to a link breakage (Figure 5.3). When a node rebroadcasts an RERR,
it only adds the unreachable destinations to which the node might forward
messages. Therefore, the mutable information in an RERR is the list of
unreachable destinations and the counter of unreachable destinations in-
cluded in the message. It is predictable that, at each hop, the unreachable
destination list may not change or become a subset of the original one.

5.8 Security Flaws of AODV
Because AODV has no security mechanisms, malicious nodes can perform
many attacks just by not behaving according to the AODV rules. A malicious
node M can carry out the following attacks (among many others) against
AODV:

1. Impersonate a node S by forging an RREQ with its address as the
originator address.

2. When forwarding an RREQ generated by S to discover a route to D,
reduce the hop count field to increase the chances of being in the
route path between S and D so it can analyze the communica-
tion between them. A variant of this is to increment the destination
sequence number to make the other nodes believe that this is a
“fresher” route.
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3. Impersonate a node D by forging an RREP with its address as a
destination address.

4. Impersonate a node by forging an RREP that claims that the node is
the destination and, to increase the impact of the attack, claims to
be a network leader of the subnet S N with a big sequence number
and send it to its neighbors. In this way it will become (at least
locally) a black hole for the whole subnet S N .

5. Selectively, not forward certain RREQs and RREPs, not reply to cer-
tain RREPs, and not forward certain data messages. This kind of
attack is especially hard even to detect because transmission errors
have the same effect.

6. Forge an RERR message pretending it is the node S and send it
to its neighbor D. The RERR message has a very high destination
sequence number dsn for one of the unreachable destinations (U ).
This might cause D to update the destination sequence number
corresponding to U with the value dsn and, therefore, future route
discoveries performed by D to obtain a route to U will fail (because
U ’s destination sequence number will be much smaller than the one
stored in D’s routing table).

7. According to the AODV specification [25], the originator of an RREQ
can put a much bigger destination sequence number than the real
one. In addition, sequence numbers wrap around when they reach
the maximum value allowed by the field size. This allows a very
easy attack, where an attacker is able to set the sequence number
of a node to any desired value by just sending two RREQ messages
to the node.

5.9 Secure Ad hoc On-Demand Distance Vector
Assume that there is a key management sub-system that makes it possible
for each ad hoc node to obtain public keys from the other nodes of the
network. Further, each ad hoc node is capable of securely verifying the
association between the identity of a given ad hoc node and the public
key of that node. How this is achieved depends on the key management
scheme. Do not worry about how key management is achieved at this
point.

SAODV uses two mechanisms to secure the AODV messages: digital
signatures (why we need the key management sub-system) to authenticate
the non-mutable fields of the messages, and hash chains to secure the
hop count information (the only mutable information in the messages).
For the non-mutable information, authentication is performed in an end-
to-end manner, but the same kind of techniques cannot be applied to the
mutable information.
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The information relative to the hash chains and the signatures is transmit-
ted with the AODV message as an extension message that will be referred
to as Signature Extension.

5.9.1 SAODV Hash Chains

SAODV uses hash chains to authenticate the hop count of RREQ and RREP
messages in such a way that allows every node that receives the message
(either an intermediate node or the final destination) to verify that the hop
count has not been decremented by an attacker. This prevents an attack
of type 2. A hash chain is formed by applying a one-way hash function
repeatedly to a seed.

Every time a node originates an RREQ or RREP message, it performs the
following operations:

� Generates a random number (seed).
� Sets the Max Hop Count field to the TimeToLive value (from the IP

header).

Max Hop Count = TimeToLive

� Sets the Hash field to the seed value.

Hash = seed

� Sets the Hash Function field to the identifier of the hash function
that it is going to use. The possible values are shown in Table 5.1.

Hash Function = h

� Calculates Top Hash by hashing seed Max Hop Count times.

Top Hash = hMax Hop Count(seed)

where h is a hash function, and hi(x) is the result of applying the
function h to x i times.

In addition, every time a node receives an RREQ or RREP message, it
performs the following operations to verify the hop count:

� Applies the hash function h Maximum Hop Count minus Hop Count
times to the value in the Hash field, and verifies that the resultant
value is equal to the value contained in the Top Hash field.

Top Hash = hMax Hop Count−Hop Count(Hash)

where a = b reads: to verify that a and b are equal.
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Table 5.1 Possible Values of the Hash
Function Field

Value Hash Function

0 Reserved
1 MD5HMAC96 [21]
2 SHA1HMAC96 [22]
3–127 Reserved
128–255 Implementation dependent

� Before rebroadcasting an RREQ or forwarding an RREP, a node
applies the hash function to the Hash value in the Signature
Extension to account for the new hop.

Hash = h (Hash)

The Hash Function field indicates which hash function has to be used
to compute the hash. Trying to use a different hash function will just
create a wrong hash without giving any advantage to a malicious node.
Hash Function, Max Hop Count, Top Hash, and Hash fields are transmit-
ted with the AODV message in the Signature Extension, and as it will be
explained later, all of them but the Hash field are signed to protect its
integrity.

Figure 5.4 shows the mechanisms to do the hash chain initialization,
hop count verification, and hop count incrementation.

5.9.2 SAODV Digital Signatures

Digital signatures are used to protect the integrity of the non-mutable data
in RREQ and RREP messages. That means that they sign everything but
the Hop Count of the AODV message and the Hash from the SAODV
extension.

The main problem in applying digital signatures is that AODV allows in-
termediate nodes to reply to RREQ messages if they have a “fresh enough”
route to the destination. While this makes the protocol more efficient, it
also makes it more complicated to secure. The problem is that an RREP
message generated by an intermediate node should be able to sign it on
behalf of the final destination; in addition, it is possible that the route stored
in the intermediate node would be created as a reverse route after receiv-
ing an RREQ message (which means that it does not have the signature for
the RREP).

To solve this problem, SAODV offers two alternatives. The first one (and
also the obvious one) is that, if an intermediate node cannot reply to an
RREQ message because it cannot properly sign its RREP message, it just



P1: Binod

July 28, 2008 12:25 AU8250 AU8250˙C005

Secure Routing in Wireless Mesh Networks � 185

Hash = h(Hash)

Hop count incrementation

Hop_Count = Hop_Count + 1

Top_Hash = hMax_Hop_Count(seed)

 hMax_Hop_Count(hash)

= Top_Hash?

Hash = seed

Max_Hop_Count = TimeToLive

Generate seed

Hash chain initialization Hop count verification

Verification

failed

No

Yes

Hop count

verified

Figure 5.4 Protection of the hop count through hash chains.

behaves as if it did not have the route and forwards the RREQ message.
The second is that, every time a node generates an RREQ message, it also
includes the RREP flags, the prefix size, and the signature that can be used
(by any intermediate node that creates a reverse route to the originator of
the RREQ) to reply to an RREQ that asks for the node that originated the first
RREQ. Moreover, when an intermediate node generates an RREP message,
the lifetime of the route has changed from the original one. Therefore, the
intermediate node should include both lifetimes (the old one is needed
to verify the signature of the route destination) and sign the new lifetime.
In this way, the original information of the route is signed by the final
destination and the lifetime is signed by the intermediate node.

To distinguish the different SAODV extension messages, the ones that
have two signatures are called RREQ and RREP Double Signature
Extensions.

When a node receives an RREQ, it first verifies the signature before cre-
ating or updating a reverse route to that host. Only if the signature is verified
will it store the route. If the RREQ was received with a Double Signature
Extension, then the node will also store the signature for the RREP and the
lifetime (which is the “reverse route lifetime” value) in the route entry. An
intermediate node will reply to an RREQ with an RREP only if it fulfills the
AODV’s requirements to do so and the node has the corresponding signa-
ture and old lifetime to put into the Signature and Old Lifetime fields of the
RREP Double Signature Extension. Otherwise, it will rebroadcast the RREQ.
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When an RREQ is received by the destination itself, it will reply with an
RREP only if it fulfills the AODV’s requirements to do so. This RREP will
be sent with an RREP Single Signature Extension.

When a node receives an RREP, it first verifies the signature before
creating or updating a route (also called direct route) to that host. Only
if the signature is verified, will it store the route with the signature of the
RREP and the lifetime.

Both in the case of reverse and direct routes, routes are stored because
they meet the import authorization requirement. That is, the route infor-
mation that is being authorized in the routing table is about the node that
is sending the information. In the case of reverse routes, it is about the
originator of the RREQ (which is the node toward which the reverse route
points). In the case of direct routes, it is about the originator of the RREP
(which is the node towards which the direct route points).

In this way, if either the originator of the RREQ or the originator of the
RREP messages gives fake information in those messages, the only thing
that they might cause is that others will not be able to route packets to
them.

Using digital signatures prevents attack scenarios 1 and 3.

5.9.3 Securing Error Messages

Concerning RERR messages, someone could think that the right approach
to secure them should be similar to the way the other AODV messages are
(signing the non-mutable information and finding out a way to secure the
mutable information). Nevertheless, RERR messages have a large amount of
mutable information. In addition, it is not relevant which node started the
RERR and which nodes are just forwarding it. The only relevant information
is that a neighbor node is informing another node that it is not going to be
able to route messages to certain destinations anymore.

SAODV’s proposal is that every node (generating or forwarding an RERR
message) will use digital signatures to sign the whole message and that any
neighbor that receives it will verify the signature. In this way it can verify
that the sender of the RERR message is really the one that it claims to be.
Because destination sequence numbers are not signed by the correspond-
ing node, a node should never update any destination sequence number
of its routing table based on an RERR message (this prevents a malicious
node from performing attack type 6). Implementing a mechanism that will
allow the destination sequence numbers of an RERR message to be signed
by their corresponding nodes would add too much overhead compared
with the advantage of the use of that information.

Although nodes will not trust destination sequence numbers in an RERR
message, they will use them to decide whether or not they should invalidate
a route. This does not give any extra advantage to a malicious node.
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5.9.4 Persistence of Sequence Numbers

The attack type 7 was based on the fact that the originator of the RREQ
can set the sequence number of the destination. This should have not been
specified in AODV because it is not needed. In the case where everybody
behaves according to the protocol, the situation in which the originator of
a RREQ will put a destination sequence number bigger than the real one
will never happen, not even in the case that the destination of the RREQ
has rebooted. After rebooting, the node does not remember its sequence
number anymore, but it waits long enough before being active, so that
when it wakes up, nobody has stored its old sequence number anymore.

To avoid this attack, in the case that the destination sequence number in
the RREQ is bigger than the destination sequence number of the destination
node, the destination node will not take into account the value in the RREQ.
Instead, it will realize that the originator of the RREQ is misbehaving and
will send the RREP with the right sequence number.

In addition, if one of the nodes has a way to store its sequence number
every time it modifies it, it might do so. Therefore, when it reboots it, will
not need to wait long enough so that everybody deletes routes toward it.

5.10 Open Issues
The digital signature Digital signatureX (routing message) can be created
only by X. Thus, it serves as proof of validity of the information contained
in the routing message. This prevents attack scenarios 1, 3, 4, and 6.

The hop authenticator reduces the ability of a malicious intermediate
hop to mount the attack type 2 by arbitrarily modifying the hop count
without detection. A node that is n hops away from T will know the nth
element in the hash chain (hn(x)), but it will not know any element that
comes before this because of the one-way property of h ( ). However, the
malicious node could still pass on the received authenticator and hop count
without modifying it. Thus, the effectiveness of this approach is limited.

In addition, there is another type of attack that cannot be detected
by SAODV: tunneling attacks. In that type of attack, two malicious nodes
simulate that they have a link between them (that is, they can send and
receive messages directly to each other). They achieve this by tunneling
AODV messages between them (probably in an encrypted way). In this
way they could achieve having certain traffic through them.

No security scheme has been able, so far, to detect this attack. Misbe-
having detection schemes could, in principle, detect the so-called tunnel
attacks. If the monitor sees a routing message with Hop Count = X + 1
being sent by a node, but does not see a routing message with Hop Count
= X being sent to the same node, then the node is either fabricating the
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routing message or there is a tunnel. In either case, it is cause for raising
the alarm. Nevertheless, this kind of scheme has as main problems that
there is no way for any node to validate the authenticity of the misbehavior
reports and there is the possibility of falsely detecting misbehavior nodes.
Therefore, it is not a feasible solution so far.

The way the hop count is authenticated could be changed to a more
secure one. For instance, intermediate nodes forwarding the routing mes-
sages could include the address of the next hop to which the message is
forwarded and sign it [32]. Another possibility would be to use forward-
secure signature schemes [20]. A forward-secure signature scheme is like a
hash chain, except that to prove that you are n hops away from the tar-
get, you should sign the routing message with the key corresponding to
the nth link. Unlike in the hash chain case, the same signing key is not
given to the next hop. Only the next signing key is given. This prevents
the attack based on the possibility that a malicious node does not increase
the hop count when it forwards a routing message. With this scheme, at
any time the routing message has only one signature. The problem is, of
course, efficiency. There are schemes where the message sizes are reason-
ably small, but signing and verification are quite expensive. Then there are
other schemes where RSA signing could be used, but the public key needed
to verify the signatures is size O(m), where m is the diameter of the network.
All those approaches would be very expensive (probably not even feasi-
ble), and still, they would not prevent tunneling attacks at all. Therefore,
the use of hash chains might be, so far, the option that deals best with the
trade-off between security and performance.

The use of sequence numbers should prevent most of the possible reply
attacks. A node will discard a replied message if it has received an origi-
nal message because the replied message will not be “fresh enough.” To
make the prevention of reply attacks stronger, a node could increase its
sequence number in more situations than what AODV mandates (or even
periodically).

Papadimitratos and Haas suggest in [27] that it is possible to mount an
attack by maliciously modifying the IP header of the SAODV messages. This
is not true because SAODV does not trust the contents of the IP header,
and all the information that needs to operate is inside the AODV message
and the SAODV extension.

5.11 AODV Message Formats
Figures 5.5 through 5.8 show the structure of the AODV messages and
indicate what the mutable fields of the messages are.
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Figure 5.5 Route request (RREQ) message format. Mutable fields: Hop count.
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Figure 5.6 Route reply (RREP) message format. Mutable fields: Hop count.
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Figure 5.7 Route error (RERR) message format. Mutable fields: None.
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Figure 5.8 Route reply acknowledgment (RREP-ACK) message format. Mutable
fields: None.
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5.12 Secure AODV Extensions
Figure 5.9 and Figure 5.10 and Table 5.2 show the format of the SAODV
signature extensions.
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Figure 5.9 RREQ (single) signature extension.
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Figure 5.10 RREP (single) signature extension.

Table 5.2 RREQ and RREP Signature Extension Fields

Field Value

Type 64 in RREQ-SSE and 65 in RREP-SSE
Length The length of the type-specific data, not including the Type and

Length fields of the extension.
Hash Function The hash function used to compute the Hash and Top Hash fields.
Max Hop Count The Maximum Hop Count supported by the hop count

authentication.
Top Hash The top hash for the hop count authentication. This field has

variable length, but it must be 32-bits aligned.
Signature The signature of all the fields in the AODV packet that are

before this field but the Hop Count field. This field has variable
length, but it must be 32-bits aligned.

Hash The hash corresponding to the actual hop count. This field has
variable length, but it must be 32-bits aligned.
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Figure 5.11 and Table 5.3 show the format of the RREQ double signature
extension.
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Figure 5.11 RREQ double signature extension.

Table 5.3 RREQ Double Signature Extension Fields

Field Value

Type 66
Length The length of the type-specific data, not including the Type

and Length fields of the extension.
Hash Function The hash function used to compute the Hash and Top Hash

fields.
Max Hop Count The Maximum Hop Count supported by the hop count

authentication.
R Repair flag for the RREP.
A Acknowledgment required flag for the RREP.
Reserved Sent as 0; ignored on reception.
Prefix Size The prefix size field for the RREP.
Top Hash The top hash for the hop count authentication. This field

has variable length, but it must be 32-bits aligned.
Signature The signature of all the fields in the AODV packet that

are before this field but the Hop Count field. This field has
variable length, but it must be 32-bits aligned.

Signature The signature that should be put into the Signature field of
for the RREP the RREP Double Signature Extension when an intermediate

node (that has previously received this RREQ and created a
reverse route) wants to generate an RREP for a route to the
source of this RREQ. This field has variable length, but it
must be 32-bits aligned. Both signatures are generated by
the requesting node.

Hash The hash corresponding to the actual hop count. This field
has variable length, but it must be 32-bits aligned.
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Figure 5.12 RREP double signature extension.

Table 5.4 RREP Double Signature Extension Fields

Field Value

Type 67
Length The length of the type-specific data, not including

the Type and Length fields of the extension.
Hash Function The hash function used to compute the Hash and

Top Hash fields.
Max Hop Count The Maximum Hop Count supported by the hop

count authentication.
Top Hash The top hash for the hop count authentication. This

field has variable length, but it must be 32-bits
aligned.

Signature The signature of all the fields of the AODV packet
that are before this field but the Hop Count field,
and with the Old Lifetime value instead of the
Lifetime. This signature is the one that was generated
by the final destination. This field has variable
length, but it must be 32-bits aligned.

Old Lifetime The lifetime that was in the RREP generated by the
final destination.

Signature of the The signature of the RREP with the actual lifetime
New Lifetime (the lifetime of the route in the intermediate node).

This signature is generated by the intermediate node.
This field has variable length, but it must be 32-bits
aligned.

Hash The hash corresponding to the actual hop count.
This field has variable length, but it must be 32-bits
aligned.
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Figure 5.12 and Table 5.4 show the format of the RREP double signature
extension.

Finally, Figure 5.13 and Figure 5.14 and Table 5.5 show the format of
the RERR and RREP-ACK signature extensions.
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Figure 5.13 RERR signature extension.
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Figure 5.14 RREP-ACK signature extension.

Table 5.5 RERR and RREP-ACK Signature Extension Fields

Field Value

Type 68 in RERR-SE and 69 in RREP-ACK-SE
Length The length of the type-specific data, not including the Type and Length

fields of the extension.
Reserved (Only in RERR-SE). Sent as 0; ignored on reception.
Signature The signature of all the fields in the AODV packet that are before

this field. This field has variable length, but it must be 32-bits aligned.
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Message manipulation has become one of the major threats to the security
of wireless mesh networks because of the open medium in such networks.
An adversary can launch a message insertion attack or a message replay
attack such that the next mesh router that receives an inserted or replayed
message will unwittingly forward it toward the destination. Even if a mes-
sage from these attacks fails the authentication at the destination and gets
discarded, it has already consumed the communication resources along
the forwarding path in the wireless mesh network. Repeated attempts of
these types of attack may result in a denial-of-service attack that may
paralyze the network. To counter these attacks, it is necessary to provide
message authentication and message integrity at every hop. In this chapter,
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we first address the need of sufficient and efficient authentication and
integrity checks at every hop by presenting several attack scenarios and
explaining possible constraints on wireless mesh routers. Then, we present
a novel protocol suite aimed to provide hop integrity for multi-hop wireless
mesh networks. This protocol suite consists of three protocols: (1) an ini-
tial authentication protocol for a joining mesh router to use a certificate to
achieve mutual authentication and set up an initial shared secret with each
of its adjacent mesh routers; (2) a secret exchange protocol used by two
adjacent mesh routers to periodically update the secret they share for the
purpose of computing message digests; and (3) an integrity check protocol
used for computing and verifying message digests and sequence numbers.
Together, these three protocols can provide hop integrity for wireless mesh
networks to counter message insertion attacks and message replay attacks.
Furthermore, these three protocols are specified using a formal notation
called Abstract Protocol Notation, and the correctness of these protocols is
verified with state transition diagrams.

6.1 Introduction
Wireless mesh networks [1–3] are networks consisting of mesh routers.
Some of the mesh routers may be connected to the wired infrastructure
of the Internet, but most of them are not. These ad hoc mesh routers
are able to dynamically self-organize and self-configure, which is one of
the major advantages of wireless mesh networks. By forwarding packets
via mesh routers, wireless mesh networks provide communication paths
to client nodes that are not within direct radio transmission range with
another client node or an Internet attachment point. As the popularity of
wireless mesh networks grows, there are more and more attacks directed at
wireless mesh networks and the security of them draws increased concern.
In particular, message manipulation has become one of the major threats
to the security of wireless mesh networks because of the open medium in
such networks. The threat of message manipulation can be realized by the
following two attacks:

1. Message insertion attack: An adversary impersonates a legitimate
mesh router and inserts messages fabricated by itself. Alternatively,
the adversary can intercept a message in transit, arbitrarily mod-
ify the content of the message, and insert the modified message
into the network.

2. Message replay attack: An adversary makes copies of legitimate mes-
sages intercepted between one pair of adjacent mesh routers and
replays them between the same pair or another pair of adjacent
mesh routers in the same wireless mesh network, thanks to the
multi-hop nature of such network.
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The next mesh router that receives an inserted or replayed message will
unwittingly forward it toward its ultimate destination if no appropriate pro-
tection is provided. Even if a message originated from one of the above
two attacks fails the authentication and integrity check mechanism (such as
IPsec [4–6]) at the destination and gets discarded, it has already consumed
the communication resources along the forwarding path in the wireless
mesh network. If no appropriate protection is provided, repeated attempts
of these types of attack may result in a denial-of-service attack that may
paralyze the wireless mesh network. To counter these attacks, it is neces-
sary to provide message authentication and integrity check at every hop of
the network.

In this chapter, we apply the concept of hop integrity to address the
above problems. This chapter consists of two major components. First, we
address the need for sufficient and efficient authentication and integrity
check at every hop by presenting several attack scenarios and introducing
the concept of hop integrity. Second, we present a novel protocol suite
aimed to provide hop integrity for multi-hop wireless mesh networks. This
protocol suite consists of three protocols. The first protocol is an initial
authentication protocol used for a joining mesh router to use a certificate
issued by the certificate authority to achieve mutual authentication and set
up an initial shared secret with each of its adjacent mesh routers. The sec-
ond protocol is a secret exchange protocol used by two adjacent mesh
routers to periodically update the secret they share for the purpose of com-
puting message digests. The third protocol is an integrity check protocol
used for computing and verifying message digests. In the integrity check
protocol, a soft sequence number is attached to each message as a fresh-
ness identifier. Together, these three protocols can provide hop integrity
for wireless mesh networks to counter message insertion attack and mes-
sage replay attack. Furthermore, these three protocols are specified using a
formal notation and the correctness of these protocols is verified with state
transition diagrams.

The protocols in this chapter are specified using a version of the Abstract
Protocol Notation presented in [7]. We use this notation because it provides
a well-defined set of semantics that is suitable for a distributed environment
and is not provided by programming languages like C/C++. In this notation,
each process in a protocol is defined by a set of inputs, a set of variables, a
set of parameters, and a set of actions. For example, in a protocol consisting
of two processes x and y, process x can be defined as follows.

process x

inp 〈name of input〉 : 〈type of input〉
. . .
〈name of input〉 : 〈type of input〉
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var 〈name of variable〉 : 〈type of variable〉
. . .
〈name of variable〉 : 〈type of variable〉

par 〈name of parameter〉 : 〈type of parameter〉
. . .
〈name of parameter〉 : 〈type of parameter〉

begin
〈action〉
〈action〉

. . .

〈action〉
end

The inputs of process x have constant values that are assigned by an
upper layer process and can be changed, if necessary, only by the assigning
process. An input can be read, but not written, by the actions of process x.
The variables of process x can be read and updated by the actions of
process x. A parameter has a finite number of values and its use will be
described next. Comments can be added anywhere in a process definition;
each comment is placed between the two brackets { and }.

Each 〈action〉 of process x is of the form:

〈guard〉 → 〈statement〉

The guard of an action of x is either a Boolean expression over the
constants and variables of x, a receive guard of the form rcv 〈message〉
from y, or a time-out guard of the form time-out 〈time expression〉. The
〈time expression〉 refers to a time period because some action has executed
last and a Boolean expression that involves the constants and variables
of the process. A parameterized action that refers to one parameter is a
shorthand notation for a finite set of actions: each of them refers to a
different value in the domain of the parameter.

Executing an action consists of executing the statement of this action.
Executing the actions (of different processes) in a protocol proceeds ac-
cording to the following three rules. First, an action is executed only when
its guard is true. Second, the actions in a protocol are executed one at
a time. Third, an action whose guard is continuously true is eventually
executed.

The 〈statement〉 of an action of x is a sequence of 〈skip〉, 〈assignment〉,
〈send〉, 〈selection〉, or 〈iteration〉 statements of the following forms:
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〈skip〉 : skip
〈send〉 : send 〈message〉 to y
〈assignment〉 : 〈list of variables of x〉 :=

〈list of expressions〉
〈selection〉 : if 〈Boolean expression〉 →

〈statement〉
. . .

〈Boolean expression〉 →
〈statement〉

fi
〈iteration〉 : do 〈Boolean expression〉 →

〈statement〉
od

6.2 Hop Integrity
Before we present the protocols, we introduce the concept of hop integrity
between adjacent wireless mesh routers as discussed in [8–10]. Hop in-
tegrity is fundamental to the three protocols in the hop integrity protocol
suite that are aimed to counter the aforementioned attacks and strengthen
the security of wireless mesh networks. The basic idea of hop integrity is
straightforward: whenever a mesh router p receives a message m from an
adjacent mesh router q, p should be able to determine whether m was in-
deed sent by q or it was modified or replayed by an adversary that operates
between p and q.

Next, we discuss the requirements of hop integrity. A wireless mesh
network is said to provide hop integrity if and only if the following two
conditions hold for every pair of adjacent mesh routers p and q in the
network:

1. Detection of message modification: Whenever mesh router q re-
ceives a message m claimed to be transmitted from mesh router p,
q can determine correctly whether message m was modified by an
adversary after it was sent by p and before it was received by q.

2. Detection of message replay: Whenever mesh router q receives a
message m claimed to be transmitted from mesh router p, and de-
termines that message m was not modified, then q can determine
correctly whether message m is another copy of a message that is
received earlier by q.

The above two conditions infer receiving integrity, in which whenever a
receiver receives a message from a sender, the receiver can verify whether
m was indeed sent by the sender or it was modified or replayed by an
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adversary that operates between the receiver and the sender. Note that the
sender and the receiver referred to in our presentation of hop integrity are
one hop away from each other, i.e., a message transmitted by the sender
can be received directly by the receiver without the forwarding of other
nodes.

Next, we present the three protocols that are used to provide hop in-
tegrity for wireless mesh networks. These protocols belong to two thin
layers, namely, the secret exchange layer and the integrity check layer,
that need to be added to the network layer of the protocol stack of each
mesh router in a wireless mesh network. The function of the secret ex-
change layer is to allow adjacent mesh routers to periodically generate and
exchange (and so share) new secrets. The exchanged secrets are made
available to the integrity check layer, which uses them to compute and
verify the integrity check for every data message transmitted between the
adjacent mesh routers.

Figure 6.1 shows the protocol stacks in two adjacent mesh routers p
and q. The secret exchange layer has two protocols: the initial authentica-
tion protocol and the secret exchange protocol. The initial authentication
protocol consists of the two processes pa and qa, and the secret exchange
protocol consists of the two processes pe and qe in mesh routers p and q,
respectively. The integrity check layer has two protocols: the weak integrity
check protocol and the strong integrity check protocol. The weak version
consists of the two processes pw and qw in mesh routers p and q, re-
spectively. This version can detect message modification, but not message
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MAC and physical layer
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Network Network 

Integrity 

check 

layer 

Secret 

exchange 
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Transport Transport 

Application Application 
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Figure 6.1 Protocol stack for hop integrity protocols.
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replay. The strong version of the integrity check layer consists of the two
processes ps and qs in mesh routers p and q, respectively. This version
can detect both message modification and message replay.

In Section 6.3, we present the initial authentication protocol. In Section
6.4, we present the light-weight secret exchange protocol. In Section 6.5,
we present the two versions of the integrity check protocol: weak version
and strong version. The combination of these three protocols constitutes a
protocol suite that provides hop integrity to wireless mesh networks.

6.3 Initial Authentication Protocol
Before two adjacent mesh routers can forward messages to each other for
the first time, they have to use the initial authentication protocol to authen-
ticate each other. When a mesh router moves to a different location in the
network or is replaced by another mesh router, the initial authentication
protocol also needs to be executed. The initial authentication protocol is
designed to achieve three things. First, it assures the two mesh routers that
they are communicating with a legitimate mesh router. Second, it allows the
two mesh routers to exchange their certified public key. Third, it sets up
the initial shared secrets that will later be periodically updated by the secret
exchange protocol. There are other upper layer protocols that provide au-
thentication; for example, TLS [11] at the transport layer and Kerberos [12]
at the application layer. However, those protocols provide end-to-end au-
thentication and do not fit our needs well. In our case, we want to provide
authentication at the network layer for each pair of adjacent mesh routers
that are only one hop away.

In many authentication protocols, an online authentication server is
commonly used to provide authentication service for clients or other servers.
Examples of this design include Kerberos [12] and RADIUS [13]. However,
in the context of wireless mesh networks, initial authentication does not
occur frequently because most mesh routers are relatively static. Therefore,
we choose to use certificates to achieve this purpose. A certificate is simply
the binding of a host’s identifier and a host’s public key, with an expiration
time specified, and is signed by a certificate authority using its private key.
The most common type of certificate is called X.509, whose format and de-
tails can be found at [14,15]. If the recipient of a certificate belongs to the
same domain as the sender (namely, the owner) of the certificate, it should
know the public key of the certificate authority and can use the certificate
authority’s signature to verify whether it is a legitimate and valid certificate
and whether to accept and use the public key contained in the certificate. In
case a certificate is stolen and spoofed by an adversary, a challenge-and-
response scheme, as is used in the initial authentication protocol, can be
used to counter this attack. (Note that a mesh router can renew its expiring
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certificate with the certificate authority in an offline manner, but this is
beyond the scope of our discussion.)

In the initial authentication protocol, each mesh router has a process
responsible for executing the protocol. Before two adjacent mesh routers
perform initial authentication, they undergo an association procedure to
negotiate necessary parameters for MAC layer and PHY layer. During the
association procedure they also exchange the router identifier. The mesh
router with a larger identifier will perform active initial authentication; we
call this mesh router p and its authentication process pa. The mesh router
with a smaller identifier will perform passive initial authentication; we call
this mesh router q and its authentication process qa. An authentication
request message sent by the mesh router with a smaller identifier will simply
be dropped to avoid conflict.

Because the communication between mesh router p and mesh router
q is bidirectional, two shared secrets, one for each direction, need to be
generated and maintained. (How the two shared secrets are used will be
explained in the next section.) Processes pa and qa both have a public
key and a private key that they use to encrypt and decrypt the messages
that carry the new secrets between them. A public key has to be certified
by the certificate authority in the form of a certificate, whereas a private
key is known only to its owner process. The public and private keys of
process pa are named Bp and R p, respectively; similarly, the public and
private keys of process qa are named Bq and Rq , respectively.

There are five steps in the initial authentication protocol. In the first
step, process pa sends a request message rqst(CERTp, e) to process qa,
where CERTp is the certificate of mesh router p and e is the encryption of
the concatenation of p’s identifier and a time stamp. The identifier is used
to verify that p is indeed the owner of the certificate, and the time stamp is
used both as a freshness identifier to protect against message replay attacks
and as a challenge to protect against certificate spoofing attacks. Process pa
encrypts the identifier and time stamp using its private key R p to provide a
signature that this message is generated by pa and protect it from arbitrary
modification by an adversary.

In the second step, process qa receives the request message from pa,
decrypts p’s certificate to derive public key Bp, and uses Bp to decrypt the
identifier and the time stamp. Process qa verifies that p is the owner of the
certificate and that the certificate is still valid. If successful, qa will use a
random function to generate a new shared secret sp, and qa sends a reply
message rply(CERTq , d, e) to pa, where CERTq is the certificate of mesh
router q, d is the encryption of the concatenation of q’s identifier and the
same time stamp which qa received from pa in the request message, and e
is the shared secret sp encrypted using pa’s public key Bp. The same time
stamp is used here as a response to the challenge. Field d is encrypted using
qa’s private key Rq to provide a signature that this message is generated
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by qa and protect it from arbitrary modification by an adversary. Field e is
encrypted using p’s public key Bp to ensure that only pa can derive the
shared secret sp.

In the third step, pa receives the reply message rply(c, d, e) from qa,
decrypts q’s certificate to derive public key Bq , and uses Bq to decrypt the
identifier and the time stamp. Process pa verifies that q is the owner of the
certificate and that the certificate is still valid. If successful, pa decrypts e
using its private key R p to derive the shared secret generated by qa, and
uses a random function to generate a new shared secret sq. Then, pa sends
a first acknowledgment message ack(e) to qa, where e is the encryption of
the concatenation of the shared secret sp received from qa and the shared
secret sq generated by pa.

In the fourth step, qa receives the first acknowledgment message ack(e)
from pa, and uses its private key Rq to decrypt e and verify that the first half
of the result is equal to the shared secret sp it generated earlier. This ensures
qa that pa has successfully received and installed sp. Then, qa derives the
shared secret generated by pa from the second half of the result, uses pa’s
public key Bp to encrypt this value, and sends the encrypted result in a
second acknowledgment to pa.

In the fifth step, pa receives the second acknowledgment message
sack(e) from qa, and uses its private key R p to decrypt e and verify that
the result is equal to the shared secret sp it generated earlier. The success
of the fifth step ensures pa that qa has successfully received and installed
the shared secret sq and concludes the initial authentication between pa
and qa.

In addition, if the initial authentication between pa and qa has not com-
pleted for an extended period of time (for example four times of the round
trip time between pa and qa), then it is an indication that one of the above
five messages was lost, and pa times out to resend the rqst message to qa.

Process pa and process qa in the initial authentication protocol can be
defined as follows:

process pa

inp Ba : integer {public key of authentication authority}
Bp, R p : integer {public key and private key of p}
CERT p : integer {certificate’s value = NCR(Ra, (Bp; IDp; expp))}
IDp : integer {identifier of p}
tr : integer {upper bound on round-trip time}

var ts : integer {current value of p’s system clock}
exp : integer {expiration time of q’s certificate}
sp : integer
sq : array [0 . . 1] of integer {initially sq[0] = sq[1] = 0}
c, d, e : integer
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t, id : integer
Bq : integer {public key of q}
IDq : integer {identifier of q}

begin
(process pa and process qa have not performed initial authentication) →

ts := TMSTP;
e := NCR(R p, (ts ; IDp));
send rqst(CERT p, e) to qa

rcv rply(c, d, e) from qa →
(Bq , IDq , exp) := DCR(Ba, c);
(t, id) := DCR(Bq , d);
if t �= ts ∨ id �= IDq ∨ (current time > exp) →

{authentication fails} skip
t = ts ∧ id = IDq ∧ (current time ≤ exp) →

{authentication succeeds}
sp := DCR(R p, e);
sq[0] := any ;
sq[1] := sq[0];
e := NCR(Bq , (sp; sq[0]));
send ack(e) to qa

fi
rcv sack(e) from qa →

d := DCR(R p, e);
if d = sq[0] →

{secret exchange succeeds} skip
d �= sq[0] →

{secret exchange fails} skip
fi

timeout ((4*tr seconds passed since rqst message sent last) ∧
(pa and qa have not completed initial authentication)) →
ts := TMSTP;
e := NCR(R p, (ts ; IDp));
send rqst(CERT p, e) to qa

end

process qa

inp Ba : integer {public key of authentication authority}
Bq , Rq : integer {public key and private key of q}
CERT q : integer {certificate’s value = NCR(Ra, (Bq ; IDq ; expq))}
IDq : integer {identifier of p}
tr : integer {upper bound on round-trip time}
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var ts : integer {time stamp received from p}
exp : integer {expiration time of p’s certificate}
sq : integer
sp : array [0 . . 1] of integer {initially sp[0] = sp[1] = 0}
c, d, e : integer
id : integer
Bp : integer {public key of p}
IDp : integer {identifier of p}

begin
rcv rqst(d, e) from pa →

(Bp, IDp, exp) := DCR(Ba, d);
(ts, id) := DCR(Bp, e);
if id �= IDp ∨ (current time > exp) →

{authentication fails} skip
id = IDp ∧ (current time ≤ exp) →

{authentication succeeds}
d := NCR(Rq , (ts ; IDq));
sp[0] := any ;
sp[1] := sp[0];
e := NCR(Bp, sp[0]);
send rply(Certq , d, e) to pa

fi
rcv ack(e) from pa →

(c, d) := DCR(Rq , e);
if c �= sp[0] →

{secret exchange fails} skip
c = sp[0] →

{secret exchange succeeds}
sq := d;
e := NCR(Bp, sq);
send sack(e) to pa

fi
end

Processes pa and qa use three functions, namely, TMSTP, NCR, and
DCR. Function TMSTP takes no arguments, and when invoked, it returns
a time stamp that is according to the system clock and is larger than any
time stamp generated by the same process in the past. In other words, the
time stamps generated by the same process are monotonic. Function NCR
is an encryption function that takes two arguments, a key and a data item,
and returns the encryption of the data item using the key. For example,
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execution of the statement

e := NCR(R p, (ts ; IDp))

causes the concatenation of ts and IDp to be encrypted using the private
key R p, and the result to be stored in variable e. Function DCR is a decryp-
tion function that takes two arguments, a key and an encrypted data item,
and returns the decryption of the data item using the key. For example,
execution of the statement

d := DCR(R p, e)

causes the (encrypted) data item e to be decrypted using the private key
R p, and the result to be stored in variable d. As another example, consider
the statement

(d, e) := DCR(R p, e)

This statement indicates that the value of e is the encryption of the
concatenation of two values (v0; v1) using key R p. Thus, executing this
statement causes e to be decrypted using key R p, and the resulting first
value v0 to be stored in variable d, and the resulting second value v1 to be
stored in variable e.

Note in particular that in the specification of the initial authentication
protocol, process pa has the following variable declaration:

var sp : integer
sq : array [0 . . 1] of integer {initially sq[0] = sq[1] = 0}

In process qa, the array sp is defined in a similar way. Array sq in
process pa and array sp in process qa will be used in the secret exchange
protocol and will be explained next.

6.4 Secret Exchange Protocol
In the secret exchange protocol, processes pe and qe maintain two shared
secrets sp and sq. Secret sp is used by mesh router p to compute the
integrity check for each data message sent by p to mesh router q, and it
is also used by mesh router q to verify the integrity check for each data
message received by q from mesh router p. Similarly, secret sq is used by q
to compute the integrity checks for data messages sent to p, and it is used
by p to verify the integrity checks for data messages received from q.
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Recall that the two initial shared secrets sp and sq have been set up by
the initial authentication protocol. However, any shared secret grows more
vulnerable to statistical attacks as the usage increases. As part of maintaining
the two secrets sp and sq, processes pe and qe need to change these secrets
periodically, say every te hours, for some chosen value te. Process pe is
to initiate the change of secret sq, and process qe is to initiate the change
of secret sp. Processes pe and qe both have a public key and a private
key that they use to encrypt and decrypt the messages that carry the new
secrets between pe and qe. These keys assume the same names and values
as defined in the initial authentication protocol.

For process pe to change secret sq, the following four steps need to be
performed. First, pe generates a new sq, and encrypts the concatenation of
the old sq and the new sq using qe’s public key Bq , and sends the result
in a rqst message to qe. Second, when qe receives the rqst message, it
decrypts the message contents using its private key Rq and obtains the old
sq and the new sq. Then, qe checks that its current sq equals the old sq
from the rqst message, and installs the new sq as its current sq, and sends
a rply message containing the encryption of the new sq using pe’s public
key Bp. Third, pe waits until it receives a rply message from qe contain-
ing the new sq encrypted using Bp. Receiving this rply message indicates
that qe has received the rqst message and has accepted the new sq. Fourth,
if pe sends the rqst message to qe, but does not receive the rply message
from qe for some tr seconds, indicating that either the rqst message or
the rply message was lost before it was received, then pe resends the rqst
message to qe. Thus tr is an upper bound on the round-trip time between
pe and qe.

Note that the old secret (along with the new secret) is included in each
rqst message and the new secret is included in each rply message to ensure
that if an adversary modifies or replays rqst or rply messages, then each of
these messages is detected and discarded by its receiving process (whether
pe or qe).

Process pe has two variables sp and sq declared as follows:

var sp : integer
sq : array [0 . . 1] of integer

Similarly, process qe has an integer variable sq and an array variable sp.
In process pe, variable sp is used for storing the secret sp, variable

sq[0] is used for storing the old sq, and variable sq[1] is used for storing the
new sq. The assertion sq[0] �= sq[1] indicates that process pe has generated
and sent the new secret sq, and that qe may not have received it yet. The
assertion sq[0] = sq[1] indicates that qe has already received and accepted
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the new secret sq. Initially,

sq[0] in pe = sq[1] in pe = sq in qe,
and

sp[0] in qe = sp[1] in qe = sp in pe.

Process pe can be defined as follows. (Process qe can be defined
in the same way except that each occurrence of R p in pe is replaced by
an occurrence of Rq in qe, each occurrence of Bq in pe is replaced by an
occurrence of Bp in qe, each occurrence of sp in pe is replaced by an oc-
currence of sq in qe, and each occurrence of sq[0] or sq[1] in pe is replaced
by an occurrence of sp[0] or sp[1], respectively, in qe.)

process pe

inp R p : integer {private key of p}
Bq : integer {public key of q}
te : integer {time between secret exchanges}
tr : integer {upper bound on round-trip time}

var sp : integer
sq : array [0 . . 1] of integer {initially sq[0] = sq[1] = sq in qe}
d, e : integer

begin
timeout (sq[0] = sq[1] ∧ (te hours passed since rqst message sent last))→

sq[1] := NEWSCR;
e := NCR(Bq , (sq[0]; sq[1]));
send rqst(e) to qe

rcv rqst(e) from qe →
(d, e) := DCR(R p, e);
if sp = d ∨ sp = e →

sp := e;
e := NCR(Bq , sp);
send rply(e) to qe

sp �= d ∧ sp �= e →
{detect adversary}
skip

fi
rcv rply(e) from qe →

d := DCR(R p, e);
if sq[1] = d →

sq[0] := sq[1]
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sq[1] �= d →
{detect adversary}
skip

fi
timeout (sq[0] �= sq[1] ∧ (tr seconds passed since rqst
message sent last)) → e := NCR(Bq , (sq[0]; sq[1]));

send rqst(e) to qe
end

The four actions of process pe use three functions, namely, NEWSCR,
NCR, and DCR. Function NEWSCR takes no arguments, and when invoked,
it returns a fresh secret that is different from any secret that was returned in
the past. Functions NCR and DCR have been described in the last section.

To verify the correctness of the secret exchange protocol, we can use
the state transition diagram of this protocol in Figure 6.2. This diagram has
six nodes that represent all possible reachable states of the protocol. Every
transition in the diagram stands for either a legitimate action (of process pe
or process qe), or an illegitimate action of the adversary.

Initially, the protocol starts at a state S.0, where the two channels be-
tween processes pe and qe are empty and the values of variables sq[0] and
sq[1] in pe and variable sq in qe are the same. This state can be defined
by the following predicate:

S.0 : ch.pe.qe =<> ∧ ch.qe.pe =<> ∧
sq[0] in pe = sq[1] in pe = sq in qe

At state S.0, exactly one action, namely, the first time-out action in pro-
cess pe, is enabled for execution. Executing this action at state S.0 leads
the protocol to state S.1 defined as follows:

S.1 : ch.pe.qe =< rqst(e) > ∧ ch.qe.pe =<> ∧
e = NCR(Bq , (sq[0]; sq[1])) ∧
sq[0] in pe �= sq[1] in pe ∧ sq[0] in pe = sq in qe

At state S.1, exactly one legitimate action, namely, the receive action
(that receives a rqst message) in process qe, is enabled for execution. Ex-
ecuting this action at state S.1 leads the protocol to state S.2 defined as
follows:

S.2 : ch.pe.qe =<> ∧ ch.qe.pe =< rply (e) > ∧
e = NCR(Bp, sq) ∧
sq[0] in pe �= sq[1] in pe ∧ sq[1] in pe = sq in qe
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Figure 6.2 State transition diagram of the secret exchange protocol.

At state S.2, exactly one legitimate action, namely, the receive action
(that receives a rply message) in process pe, is enabled for execution.
Executing this action at state S.2 leads the protocol back to state S.0 defined
above. States S.0, S.1, and S.2 are called good states because the transitions
between these states consist of executing the legitimate actions of the two
processes. The sequence of transitions from state S.0 to state S.1, to state
S.2, and back to state S.0 constitutes the good cycle of the protocol. If only
legitimate actions of processes pe and qe are executed, the protocol will
stay in this good cycle indefinitely. Next, we discuss the bad effects caused
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by the actions of an adversary, and how the protocol can recover from
these effects.

First, the adversary can execute a message loss action at state S.1 or
S.2. If the adversary executes a message loss action at state S.1 or S.2, the
network moves to a state L.0 defined as follows:

L.0 : ch.pe.qe =<> ∧ ch.qe.pe =<> ∧
sq[0] in pe �= sq[1] in pe ∧
(sq[0] in pe = sq in qe ∨ sq[1] in pe = sq in qe)

At state L.0, only the second time-out action in pe is enabled for exe-
cution, and executing this action leads the network back to state S.1.

Second, the adversary can execute a message modification action at
state S.1 or S.2. If the adversary executes a message modification action at
state S.1, the network moves to state M.1 defined as follows:

M.1 : ch.pe.qe =< rqst(e) > ∧ ch.qe.pe =<> ∧
e �= NCR(Bq , (sq[0]; sq[1])) ∧
sq[0] in pe �= sq[1] in pe ∧
(sq[0] in pe = sq in qe ∨ sq[1] in pe = sq in qe)

If the adversary executes a message modification action at state S.2, the
network moves to state M.2 defined as follows:

M.2 : ch.pe.qe =<> ∧ ch.qe.pe =< rply(e) > ∧
e �= NCR(Bp, sq) ∧
sq[0] in pe �= sq[1] in pe ∧
(sq[0] in pe = sq in qe ∨ sq[1] in pe = sq in qe)

In either case, the protocol moves next to state L.0 and eventually returns
to state S.1.

Third, the adversary can execute a message replay action at state S.1
or S.2. If the adversary executes a message replay action at state S.1, the
network moves to state M.1. If the adversary executes a message replay
action at state S.2, the network moves to state M.2. As shown above, the
protocol eventually returns to state S.1.

From the state transition diagram in Figure 6.2, it is clear that each
illegitimate action by the adversary will eventually lead the network back
to state S.1, which is a good state. Once the network is in a good state, the
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network can progress in the good cycle. Hence the following two theorems
about secret exchange protocol are proved:

Theorem 1
In the absence of an adversary, a network that executes the secret exchange
protocol will follow the good cycle, consisting of the transitions from state S.0 to
state S.1, from state S.1 to state S.2, and from state S.2 to state S.0, and will stay
in this good cycle indefinitely.

Theorem 2
In the presence of an adversary, a network that executes the secret exchange
protocol will converge to the good cycle in a finite number of steps after the ad-
versary finishes executing the message loss, message modification, and message
replay actions.

6.5 Integrity Check Protocol
This section introduces the integrity check protocol, starting with a weak
version of the protocol, which detects message insertion only, and moving
on to a strong version of the protocol, which detects both message insertion
and message replay.

6.5.1 Weak Integrity Check Protocol

The main idea of the weak integrity check protocol is simple. Consider the
case where a data(t) message, with t being the message text, is generated at
a source src, then transmitted through a sequence of adjacent mesh routers
r.1, r.2, . . . , r.n to a destination dst . When data(t) reaches the first mesh
router r.1, r.1 computes a digest d for the message as follows:

d := MD(t ; scr)

where MD is the message digest function, (t ; scr) is the concatenation of
the message text t and the shared secret scr between r.1 and r.2 (provided
by the secret exchange protocol in r.1). Note that MD can be any common
message digest function, such as MD5 [16], SHA [17], or HMAC [18]. Then, r.1
adds d to the message before transmitting the resulting data(t, d) message
to mesh router r.2.

When r.2 receives the data(t, d) message, it computes the message di-
gest using the secret shared between r.1 and r.2 (provided by the secret
exchange process in r.2), and checks whether the result equals d. If they are
unequal, then r.2 concludes that the received message has been modified,
discards it, and reports an adversary. If they are equal, then r.2 concludes
that the received message has not been modified and proceeds to prepare
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the message for transmission to the next mesh router r.3. Preparing the
message for transmission to r.3 consists of computing d using the shared
secret between r.2 and r.3 and storing the result in field d of the data(t, d)
message. When the last mesh router r.n receives the data(t, d) message,
it computes the message digest using the shared secret between r.(n − 1)
and r.n and checks whether the result equals d. If they are unequal, r.n
discards the message and reports an adversary. Otherwise, r.n sends the
data(t) message to its destination dst .

Note that this protocol detects and discards every modified message.
More importantly, it also determines the location where each message mod-
ification has occurred.

Process pw in the weak integrity protocol has two constants sp and
sq that pw reads, but never updates. These two constants in process pw
are also variables in process pe, and pe updates them periodically, as dis-
cussed in the previous section. Process pw can be defined as follows.
(Process qw is defined in the same way except that each occurrence of
p, q, pw, qw, sp, and sq is replaced by an occurrence of q, p, qw, pw, sq,
and sp, respectively.)

process pw

inp sp : integer
sq : array [0 . . 1] of integer

var t, d : integer

begin
rcv data(t, d) from qw →

if MD(t ; sq[0]) = d ∨ MD(t ; sq[1]) = d →
{accept message}
RTMSG

MD(t ; sq[0]) �= d ∧ MD(t ; sq[1]) �= d →
{report an adversary}
skip

fi
true →

{p receives data(t, d) from mesh router other than q}
{and checks that its message digest is correct}
RTMSG

true →
{either p receives data(t) from an adjacent host or}
{p generates the text t for the next data message}
RTMSG

end
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In the first action of process pw, if pw receives a data(t, d) message from
qw while sq[0] �= sq[1], then pw cannot determine beforehand whether qw
computed d using sq[0] or using sq[1]. In this case, pw needs to compute
two message digests using both sq[0] and sq[1], respectively, and compare
the two digests with d. If either digest equals d, then pw accepts the mes-
sage. Otherwise, pw discards the message and reports the detection of an
adversary.

The three actions of process pw use two functions named MD and
NXT and one statement named RTMSG. Function MD takes one argument,
namely, the concatenation of the text of a message and the appropri-
ate secret, and computes a digest for that argument. Function NXT takes
one argument, namely, the text of a message (which we assume includes
the message header), and determines the next mesh router to which the
message should be forwarded. Statement RTMSG is defined as follows:

if NXT(t) = p →
{accept message}
skip

NXT(t) = q →
d := MD(t ; sp);
send data(t, d) to qw

NXT(t) �= p ∧ NXT(t) �= q →
{compute d as the message digest of the concatenation of t and
the secret}
{for sending data to NXT(t); forward data(t, d) to mesh router NXT(t)}
skip

fi

To verify the correctness of the weak integrity check protocol, we can
use the state transition diagram of this protocol in Figure 6.3, which con-
siders the channel from process qw to process pw. (The channel from pw
to qw and the channels from pw to any other weak integrity process in an
adjacent mesh router of p can be verified in the same way.) This diagram
has two nodes that represent all possible reachable states of the proto-
col. Every transition in the diagram stands for either a legitimate action (of
process pw or process qw), or an illegitimate action of the adversary.

Note that because the weak integrity check protocol operates below
the secret exchange protocol in the protocol stack, we can assert that
(sq in qw = sq[0] in pw ∨ sq in qw = sq[1] in pw) is an invariant in ev-
ery state of the weak integrity protocol. We denote this invariant as I in the
specification in Figure 6.3. Also note that the notation Head(data(t, d)) in
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Figure 6.3 State transition diagram of the weak integrity check protocol.

the specification in Figure 6.3 is a predicate whose value is true if data(t, d)
is the head message of the specified channel.

Initially, the protocol starts at state T.0. At state T.0, two legitimate
actions, namely, the send action in qw that sends a data message and the re-
ceive action in pw that receives a data message, can be executed. Executing
either one of the two actions at state T.0 keeps the protocol in state T.0.

State T.0 is the only good state in the weak integrity protocol. The
sequence of the transitions from state T.0 to state T.0 constitutes the good
cycle of the protocol. If only legitimate actions of processes pw and qw
are executed, the protocol will stay in this good cycle indefinitely. Next,
we discuss the bad effects caused by the actions of an adversary, and how
the protocol can recover from these effects.

First, the adversary can execute a message loss action at state T.0. In
this case, the predicate that for every data message data(t, d) in the channel
from qw to pw, d = MD(t ; sq), still holds. Therefore, the protocol stays at
state T.0.

Second, the adversary can execute a message modification action at
state T.0. In this case, the protocol moves to state M.0. The receive and dis-
card action executed by pw at state M.0 leads the protocol back to state T.0.
From the state transition diagram, it is clear that each illegitimate action by
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the adversary will eventually lead the protocol back to T.0, which is a good
state. Once the protocol is in a good state, the protocol can progress in the
good cycle. Hence the following two theorems about the weak integrity
check protocol are proved:

Theorem 3
In the absence of an adversary, a network that executes the weak integrity check
protocol follows the good cycle, consisting of the single transition from state T.0
to state T.0, and will stay in this good cycle indefinitely.

Theorem 4
In the presence of an adversary, a network that executes the weak integrity
check protocol will converge to the good cycle in a finite number of steps after
the adversary finishes executing the message loss and message modification
actions.

However, the weak integrity check protocol, while being able to detect
and discard all modified messages, cannot detect some replayed messages.
The next section introduces the strong integrity protocol that is capable of
detecting and discarding all modified and replayed messages.

6.5.2 Strong Integrity Check Protocol

The weak hop integrity protocol can detect message modification, but not
message replay. This section discusses how to strengthen this protocol to
make it detect message replay as well. The strong hop integrity protocol
is presented in two steps: (1) using “soft sequence numbers” to detect
and discard replayed data messages, and (2) integrating this soft sequence
number protocol into the weak integrity check protocol to construct the
strong integrity check protocol.

Before introducing the soft sequence number protocol, a simple proto-
col is used to illustrate the need for sequence numbers in detecting message
replay. Consider a protocol that consists of two processes u and v executing
on two adjacent mesh routers. Process u continuously sends data messages
to process v. Because process u and process v are only one hop away, the
data messages sent by u will be received by v in the same order they were
sent. Assume that there is an adversary that attempts to disrupt the commu-
nication between u and v by inserting (i.e., replaying) old messages in the
message stream from u to v. To overcome this adversary, process u attaches
an integer sequence number s to every data message sent to process v. To
keep track of the sequence numbers, process u maintains a variable nxt
that stores the sequence number of the next data message to be sent by u
and process v maintains a variable exp that stores the sequence number of
the expected data message to be received by v. (Note that a single variable
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exp at process v is sufficient because there is no reorder.) This is called a
“hard sequence number protocol,” because process u always remembers
the next sequence number to be sent, and process v always remembers
the next sequence number it expects to receive.

To send the next data(s) message, process u assigns s the current value
of variable nxt , then increments nxt by one. When process v receives
a data(s) message, v compares its variable exp with s . If exp ≤ s , then
v accepts the received data(s) message and assigns exp the value s + 1;
otherwise, v discards the data(s) message. Processes u and v of this protocol
can be specified as follows:

process u

var nxt : integer {sequence number of next sent message}

begin
true →

send data(nxt) to v;
nxt := nxt + 1

end

process v

var s : integer {sequence number of received message}
exp : integer {sequence number expected next}

begin
rcv data(s) from u →

if s < exp →
{reject message; report an adversary}
skip

exp ≤ s →
{accept message}
exp := s + 1

fi
end

Correctness of this protocol is based on the observation that the pred-
icate exp ≤ nxt holds at each (reachable) state of the protocol. However,
if due to some fault (for example, an accidental resetting of the values of
variable nxt) the value of exp becomes larger than value of nxt , then all
the data messages that u sends from this point and until the value of nxt
becomes equal to the value of exp will be wrongly discarded by v. Next
is a description of how to modify this protocol such that the number of
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messages, which can be wrongly discarded when the synchronization be-
tween u and v is lost due to some fault, is at most N , for some chosen
integer N that is larger than one.

The modification consists of adding to process v two variables c and
cmax, whose values are in the range 0..N-1. When process v receives a
data(s) message, v compares the values of c and cmax. If c �= cmax, then
process v increments c by one (mod N ) and proceeds as before, namely,
either accepts the data(s) message if exp ≤ s or discards the message if
exp > s . Otherwise, if c = cmax, then v accepts the message, assigns c the
value 0, and assigns cmax a random integer in the range 0..N-1. We call
this modified protocol “soft sequence number protocol” because process v
at some instants “forgets” the sequence number it expects to receive next,
and accepts the next received sequence number without question.

There are two considerations behind this modification. First, it guar-
antees that process v never discards more than N data messages when
the synchronization between u and v is lost due to some fault. Second, it
ensures that the adversary cannot predict the instant when process v is will-
ing to accept any received data message, and so cannot exploit any such
predictions by sending replayed data messages at the predicted instant.

Formally, processes u and v in this protocol can be defined as follows:

process u

var nxt : integer {sequence number of next sent message}

begin
true →

send data(nxt) to v;
nxt := nxt + 1

end

process v

inp N : integer
var s : integer {sequence number of received message}

exp : integer {sequence number expected next}
c, cmax : 0 . . N-1

begin
rcv data(s) from u →

if s < exp ∧ c �= cmax →
{reject message; report an adversary}
c := (c + 1)modN

exp ≤ s ∨ c = cmax →
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{accept message}
exp := s + 1
if c �= cmax →

c := (c + 1)modN

c = cmax →
c := 0;
cmax := RANDOM(0, N − 1)

fi
fi

end

Processes u and v of the soft sequence number protocol presented
above can be combined with process pw of the weak integrity check
protocol to construct process ps of the strong integrity check protocol.
A main difference between processes pw and ps is that pw exchanges
messages of the form data(t, d), whereas ps exchanges messages of the
form data(s, t, d), where s is the message sequence number computed ac-
cording to the soft sequence number protocol, t is the message text, and
d is the message digest computed over the concatenation (s ; t ; scr) of s , t ,
and the shared secret scr . Process ps in the strong integrity check protocol
can be defined as follows. (Process qs can be defined in the same way.)

process pw

inp sp : integer
sq : array [0 . . 1] of integer
N : integer

var s, t, d : integer
exp, nxt : integer
c, cmax : 0 . . N-1

begin
rcv data(s, t, d) from qw →

if MD(s ; t ; sq[0]) = d ∨ MD(s ; t ; sq[1]) = d →
if s < exp ∧ c �= cmax →

{reject message; report an adversary}
c := (c + 1)modN

exp ≤ s ∨ c = cmax →
{accept message}
exp := s + 1
if c �= cmax →

c := (c + 1)modN
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c = cmax →
c := 0;
cmax := RANDOM(0, N − 1)

fi
fi

MD(s ; t ; sq[0]) �= d ∧ MD(s ; t ; sq[1]) �= d →
{report an adversary}
skip

fi
true →

{p receives data(s, t, d) from mesh router other than q and}
{checks that its message digest is correct and}
{its sequence number is within range}
RTMSG

true →
{either p receives data(t) from an adjacent host or}
{p generates the text t for the next data message}
RTMSG

end

The first and second actions of process ps have a statement RTMSG that
is defined as follows:

if NXT(t) = p →
{accept message}
skip

NXT(t) = q →
d := MD(nxt ; t ; sp);
send data(t, d) to qs;

nxt := nxt + 1 NXT(t) �= p ∧ NXT(t) �= q →
{compute next soft sequence number s for sending data to NXT(t);}
{compute d as message digest of concatenation of s, t}
{and the secret for sending data to NXT(t);}
{forward data(s, t, d) to router NXT(t)}
skip

fi

To verify the correctness of the strong integrity check protocol, use the
state transition diagram of this protocol in Figure 6.4, which considers only
the channel from process qs to process ps . (The channel from ps to qs
and the channels from ps to any other strong integrity check process in an
adjacent router of p can be verified in the same way.) This diagram has
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sq in qs = sq[0] in ps
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Figure 6.4 State transition diagram of the strong integrity check protocol.

four nodes that represent all possible reachable states of the protocol. Every
transition in the diagram stands for either a legitimate action (of process ps
or process qs) or an illegitimate action of the adversary.

Note that because the strong integrity check protocol operates below
the secret exchange protocol in the protocol stack, the assertion can be
made that (sq in qs = sq[0] in ps ∨ sq in qs = sq[1] in ps) is an invariant in
every state of the strong integrity check protocol; this invariant is denoted
as I in the specification in Figure 6.4.

Initially, the protocol starts at state U.0. At state U.0, two legitimate ac-
tions, namely, the send action in qs that sends a data message and the
receive action in ps that receives a data message, can be executed. Execut-
ing either one of the two actions at state U.0 keeps the protocol in state U.0.

State U.0 is the only good state in the strong integrity protocol. The set
of transitions that leads the protocol from state U.0 to state U.0 constitutes
the good cycle of the protocol. If only legitimate actions of processes ps
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and qs are executed, the protocol will stay in this good cycle indefinitely.
Next, the bad effects caused by the actions of an adversary and how the
protocol can recover from these effects will be discussed.

First, the adversary can execute a message loss action at state U.0. If
the adversary executes a message loss action at state U.0, the predicate
that for every data message data(s, t, d) in the channel from qs to ps ,
d = MD(s ; t ; sq), still holds. Therefore, the protocol stays at state U.0.

Second, the adversary can execute a message modification action at
state U.0 causing the protocol to move to state M.0. The receive and discard
action executed by ps at state M.0 leads the protocol back to state U.0.

Third, the adversary can execute a message replay action at state U.0.
There are two cases to consider. First, if the replayed message data(s, t, d) is
too old such that the secret used to compute the message digest is different
from the current value of constant sq in process qs , then the protocol moves
to state M.0, and later returns to state U.0 as discussed above. Second, if
the replayed message data(s, t, d) is recent such that the secret used to
compute the message digest is equal to the current value of constant sq in
process qw, then the protocol moves either to state P.0 or to state P.1. With
a high probability of (cmax−1)/cmax, the protocol moves to state P.0, and
the replayed message will be received and discarded by ps because the
value of field s in the message indicates that the message is replayed. With
a probability of 1/cmax, the protocol moves to state P.1, and the replayed
message will be received and accepted. In both cases the protocol returns
to state U.0.

From the state transition diagram, it is clear that each illegitimate action
by the adversary will eventually lead the protocol back to U.0, which is a
good state. Once the protocol is in a good state, the protocol can progress
in the good cycle. Moreover, if the adversary replays a recent data message,
the replayed message will be detected and discarded with high probability
(cmax − 1)/cmax. Hence the following two theorems about the strong
integrity check protocol are proved:

Theorem 5
In the absence of an adversary, a network that executes the strong integrity
check protocol follows the good cycle, consisting of a single transition from state
U.0 to state U.0, and will stay in this good cycle indefinitely.

Theorem 6
In the presence of an adversary, a network that executes the strong integrity
check protocol will converge to the good cycle in a finite number of steps after
the adversary finishes executing any number of message loss or message mod-
ification actions. This network will also converge to the good cycle in a finite
number of steps after the adversary finishes executing any number of message
replay actions.
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The protocols used by the weak hop integrity protocol and the strong
hop integrity protocol have several novel features that make them cor-
rect and efficient. First, whenever the secret exchange protocol attempts to
change a secret, it keeps both the old secret and the new secret until it is
certain that the integrity check of any future message will not be computed
using the old secret. Second, the integrity check protocol computes a digest
at every router along the message route so that the location of any occur-
rence of message modification can be determined. Third, the soft sequence
number protocol makes the strong hop integrity protocol tolerate any loss
of synchronization between any two adjacent routers.

6.6 Conclusion and Open Issues
This chapter has presented scenarios of message insertion attacks and mes-
sage replay attacks that may result in denial-of-service attack to wireless
mesh networks, and introduces the hop integrity concept, which aims to
provide protection against these attacks. Then, the chapter presented the
three components of the hop integrity protocol suite for wireless mesh
networks, namely, the initial authentication protocol, the secret exchange
protocol, and the integrity check protocol. Together, they provide hop in-
tegrity to wireless mesh networks and their correctness is verified by state
transition diagrams.

There are a few open issues that are worth mentioning. The first open
issue is on strategic deployment of hop integrity. Hop integrity protocols
are open to incremental deployment, and the security they provide in-
creases with the number of pairs of hop integrity-equipped mesh routers
because an adversary will have less venues to apply its attacks. However,
due to hardware/software compatibility and efficiency consideration, it may
be worthwhile to consider a strategic deployment scheme. For example, a
few hotspots in the network can be required to install static hop integrity,
in which hop integrity is always turned on; other spots in the network
can install dynamic hop integrity, in which hop integrity is randomly on
and off.

The second open issue is about interoperability between different wire-
less mesh networks. The initial authentication protocol is designed for mesh
routers that belong to the same domain. For mesh routers from different
domains to execute these protocols, the certificates of the involved domains
need to be integrated.

The third open issue is about integrity in MAC and PHY layers. Wireless
mesh networks are vulnerable to security attacks at various layers. Although
the protocols presented in this chapter address the integrity problem at
network layer, the same issue at the lower MAC and PHY layers is still an
open problem.
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Multi-hop wireless mesh networking (WMN) has attracted increasing
attention and deployment as a low-cost approach to provide last-mile broad-
band Internet access. Privacy is a critical issue in WMN, as traffic of an end
user is relayed via multiple wireless mesh routers. Due to the unique char-
acteristics of WMN, the existing solutions for the Internet are either ineffec-
tive at preserving privacy of WMN users, or will cause severe performance
degradation.

In this chapter, we propose a lightweight privacy preserving solution
aimed to achieve well-maintained balance between network performance
and traffic privacy preservation. At the center of this solution is an inform-
ation-theoretic metric called “traffic entropy,” which quantifies the amount
of information required to describe the traffic pattern and to characterize the
performance of traffic privacy preservation. We further present a penalty-
based shortest path routing algorithm that maximally preserves traffic
privacy by minimizing the mutual information of “traffic entropy” observed
at each individual relaying node, meanwhile controlling performance degra-
dation within the acceptable region. Extensive simulation study proves the
soundness of our solution and its resilience to cases when two malicious
observers collude.

7.1 Introduction
Recently, multi-hop WMN has attracted increasing attention and deploy-
ment as a low-cost approach to provide last-mile broadband Internet
access [2–5]. In WMN, each client accesses a stationary wireless mesh router.
Multiple mesh routers communicate with one another to form a multi-hop
wireless backbone that forwards user traffic to a few gateways connected to
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the Internet. Some perceived benefits of WMN include enhanced resilience
against node failures and channel errors, high data rates, and low costs
in deployment and maintenance. For such reasons, commercial WMNs are
already deployed in some U.S. cities (like Medford and Chaska). Even large
cities are planning to deploy citywide WMNs as well [1].

However, to further widen the deployment of WMN and enable it as a
competitive player in the market of broadband Internet access, the issue of
privacy must be addressed. Privacy has been a major concern of Internet
users [12]. It is a particularly critical issue in the context of WMN-based
Internet access, where users’ traffic is forwarded via multiple mesh routers.
In a community mesh network, this means that the traffic of a residence
can be observed by the mesh routers residing at its neighbors. Despite the
necessity, limited research has been conducted toward privacy preservation
in WMN.

This motivates us to investigate the privacy preserving mechanism in
WMN. There are mainly two privacy issues: data confidentiality and traffic
confidentiality.

� Data confidentiality: It is obvious that data content reveals user pri-
vacy on what is communicated. Data confidentiality aims to protect
the data content and prevent eavesdropping by intermediate mesh
routers. Message encryption is a conventional approach for data
confidentiality.

� Traffic confidentiality: Traffic information such as who the users are
communicating with, when and how frequently they communicate,
and the amount and the pattern of traffic, also reveals critical privacy
information. The broadcasting nature of wireless communication
makes acquiring such information easy. In a WMN, attackers can
conduct traffic analysis at mesh routers by simply listening to the
channels to identify the “ups and downs” of the target’s traffic. While
data confidentiality can be achieved via message encryption, it is
much harder to preserve traffic confidentiality. In this chapter we
focus on the user traffic confidentiality issue and study the problem
of traffic pattern concealment.

We aim at designing a lightweight privacy preserving mechanism for
WMN which is able to balance the traffic analysis resistance and the band-
width cost. Our mechanism makes use of the intrinsic redundancy of WMN,
which is able to provide multiple paths for data delivery. By intuition, if the
traffic from the source (i.e., gateway) to the destination (i.e., mesh router)
is split to many paths, then all the relaying nodes3 along the paths could

3 In this chapter we use the following terms interchangeably: wireless mesh router,
intermediate relaying node, and wireless node.
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only observe a portion of the entire traffic. Moreover, if the traffic is split
in a random way both spatially and temporally, then an intermediate node
has limited knowledge to figure out the overall traffic pattern. Thus the
traffic pattern is concealed.

Based on this intuition, we seek a routing scheme which routes data
such that the statistical distributions of the traffic observed at intermediate
relaying nodes are independent from the actual traffic from the source
to the destination. To achieve this goal, we first define an information-
theoretic metric, traffic entropy, which quantifies the amount of information
required to describe the traffic pattern. Then we present a penalty-based
routing algorithm, which aims to minimize the mutual information of traffic
entropy observed at each relaying node, meanwhile controling the network
performance degradation under the acceptable level.

Considering the possibility of collusion, we evaluate our scheme under
a situation when two observers exchange their knowledge about the same
destination. We measure this shared knowledge as “colluded traffic mutual
information” and our simulation results show that our scheme is still viable
in case of two colluding eavesdroppers.

The rest of this chapter is organized as follows. In Section 7.2, we present
the overall architecture for privacy preservation in WMN. Section 7.3 and
Section 7.4 focus on the traffic privacy issue. In particular, Section 7.3
presents the model to quantify the performance of traffic privacy pre-
servation, and Section 7.4 presents the routing algorithm. The proposed
privacy preserving solution is evaluated via extensive simulation study in
Section 7.5. Section 7.6 discusses the collusion problem possible with mali-
cious traffic observers and its impact on our proposed scheme. Section 7.7
summarizes background knowledge and related work. Section 7.8 con-
cludes the chapter and points out the future directions.

7.2 Privacy Preserving Architecture
We consider a multi-hop WMN shown in Figure 7.1. In this network, client
devices access a stationary wireless mesh router at its residence. Multiple
mesh routers communicate with one another to form a multi-hop wireless
backbone that forwards user traffic to the gateway which is connected to
the Internet.

Two privacy aspects are considered in this architecture. Data confiden-
tiality aims to protect the data content from eavesdropping by the interme-
diate mesh routers. Traffic confidentiality prevents the traffic analysis attack
from the mesh routers, which aims at deducing the traffic information such
as who the user is communicating with and the amount and the pattern of
traffic. Our privacy preserving architecture aims to protect the privacy of
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Figure 7.1 Privacy preserving architecture for wireless mesh network.

each wireless mesh router, the basic routing unit in WMN. The architecture
consists of the following functional components:

� Key distribution: In this architecture, each mesh node, as well as
the gateway, has a pair of public and private keys (KU , KR). The
gateway maintains a directory of certified public keys of all mesh
nodes, and each mesh node has a copy of the public key of the
gateway KU g . The public key KU i of mesh node i and KU g are
used to establish the shared secret session key KSgi , which is used
to encrypt the messages between them.

� Message encryption: Let M be the IP packet sent from a source s
in the Internet to a client d in the mesh network, and let i be the
mesh router of client d. The whole IP packet M , which contains
the original source and destination address s and d, is encrypted at
gateway g via the shared secret key KSgi : Me = E (KSgi , M ). To route
the encrypted packet Me to its destination, the gateway prefixes the
source route from the gateway g to the router i to the packet. The
encapsulated packet is then forwarded by relaying routers in WMN.
Likewise, packets travelling in the reverse direction are treated the
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same way. As the source address s and other higher-layer header
information, such as port, are all encrypted, the relaying routers
are unable to obtain the information on who the client of router
i is communicating with and what type of application is involved.
Because encryption and decryption take place only at the gateway
and the destination mesh router, much less computation is required,
which is a desired feature in WMN.

� Routing control: With source route in cleartext in an encapsulated
packet, the intermediate mesh routers can still observe the amount
and the pattern of the traffic of a particular mesh node i. To ad-
dress this problem, our privacy preserving mechanism explores the
path diversity of WMN and forwards packets between the gateway
and the mesh node via different routes. Thus any relaying router
can only observe a portion of the whole traffic of this connection.
In Section 7.4, we detail the design of a penalty-based routing al-
gorithm, which randomly selects a route for each individual packet
such that the observed traffic pattern at each relaying node is inde-
pendent of the overall traffic. In our design, the gateway maintains
a complete topology of the WMN and computes the source routes
between the destination mesh nodes and itself.

7.3 Privacy Modeling in WMNs

7.3.1 Network Model

We model the WMN shown in Figure 7.1 as a graph G = {V , E}, where V is
the set of wireless nodes in WMN, and E is the set of wireless edges (x, y)
between any two nodes x, y. Each node x maintains a logical connection
with the gateway node g. Node x receives data from the Internet via g. The
source and destination information of a packet is open to the relaying node.
The traffic pattern of x can be categorized into two types: incoming traffic
pattern and outgoing traffic pattern. In this paper, we mainly consider the
first type.

If the traffic between s and x goes through only one route, then any
relaying node on this route can easily observe the entire traffic between
g and x, thus violating its traffic pattern privacy. To avoid this problem, x
must establish multiple paths with g and distribute its traffic along these
paths, such that any node can only get a partial picture of x ’s traffic pattern.

However, the complete traffic pattern information of x could still be
obtained by a single node in case of multi-path routing. In the example
shown by Figure 7.2, g allocates the traffic to x via three disjoint routes
by fixed proportion. Then for any node along any path, although only
seeing one third of the flow, the observed traffic shape is isomorphic to the
original one. Therefore, the traffic to x must be distributed along multiple
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Figure 7.2 An example of isomorphic traffic.

routes in a time-variant fashion, such that the traffic pattern observed at any
node is statistically deviant from the original pattern. The notations used in
Section 7.3 are listed in Table 7.1.

7.3.2 Traffic Entropy

We propose to use information entropy as the metric to quantify the per-
formance of a solution at preserving the traffic pattern confidentiality. In
what follows, we consider two nodes x and y; x is the destination node of
the traffic from the gateway g to x, y is the observing node, which relays
packets for x and also tries to analyze the traffic of x.

7.3.2.1 Basic Definition

Ideally, we view the traffic of x as a continuous function of time, as shown
in Figure 7.3. In practice, the traffic analysis is conducted by dividing time

Table 7.1 Notations Used in Section 7.3

V Wireless node set
E Edge set
g Gateway node
x Destination node
y Observing node
X Random variable describing x’s traffic pattern
Y X Random variable describing x’s traffic pattern observed by y
H(X ) Entropy of X
H(Y X ) Entropy of Y X

I (Y X , X ) Mutual information between X and Y X
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into equal-sized sampling periods, then measuring the amount of traffic in
each period, usually in terms of number of packets, assuming the packet
sizes are all equal. Therefore, as the first step, we discretize the continuous
traffic curve into piecewise approximation of discrete values, each denoting
the number of packets destined to x in a sampling period.

Now, we use X as the random variable of this discrete value. Y X is the
random variable representing the number of packets destined to x observed
at node y in a sampling period. We denote P (X = i) as the probability
that the random variable X is equal to i (i ∈ N ), i.e., the probability that
node x receives i packets in a sampling period. Likewise, P (Y X = j ) is the
probability that Y X is equal to j ( j ∈ R), i.e., j packets destined to x go
through node y in a sampling period.

Then the discrete Shannon entropy of the discrete random variable X is

H(X ) = −
∑

i

P (X = i) log2 P (X = i) (7.1)

H(X) is a measurement of the uncertainty about the outcome of X.
In other words, it measures the information of node x ’s traffic, i.e., the
number of bits required to code the values of X. H(X ) takes its maximum
value when the value of X is uniformly distributed. On the other hand, if
the traffic pattern is CBR, then H(X ) = 0 because the number of packets
at any sampling period is fixed.4

4 This offers the information-theoretic interpretation for traffic padding: by flattening
the traffic curve with blank packets, the entropy of observable traffic is reduced to 0,
which perfectly hides the information of the original traffic pattern.
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Similarly, we have the entropy for Y X as follows:

H(Y X) = −
∑

j

P (Y X = j ) log2 P (Y X = j ) (7.2)

7.3.2.2 Mutual Information

We then define the conditional entropy of random variable Y X with respect
to X as

H(X|Y X) = −
∑

j

P (Y X = j )
∑

i

pi j log2 pi j (7.3)

where pi j = P (X = i|Y X = j ) is the probability that X = i given the
condition that Y X = j . H(X|Y X) can be thought of as the uncertainty
remaining about X after Y X is known. The joint entropy of X and Y X can
be shown as

H(X, Y X) = H(Y X) + H(X|Y X) (7.4)

Finally, we define the mutual information between X and Y X as

I (Y X , X) = H(X) + H(Y X) − H(X, Y X)

= H(X) − H(X|Y X) (7.5)

which represents the information we gain about X from Y X .
Back to the example in Figure 7.2, let us assume that the observing

node y is located on one route destined to x. Because the traffic shape
observed at y is the same as x, at any sampling period, if Y X = j , then X
must equal to a fixed value i, making P (X = i|Y X = j ) = 1. According to
Equation (7.3), this makes the conditional entropy H(X|Y X) = 0. According
to Equation (7.5), we have I (Y X , X) = H(X), implying that from Y X , we
gain the complete information about X.

On the contrary, if Y X is independent from X, then the conditional
probability P (X = i|Y X = j ) = P (X = i), which maximizes the condi-
tional entropy H(X|Y X) to H(X). According to Equation (7.5), we have
I (Y X , X) = 0,5 i.e., we gain no information about X from Y X .

In reality, because Y X records the number of a subset of packets des-
tined to node x, it cannot be totally independent from the random vari-
able X. Therefore, the mutual information should be valued between the

5 By the definition of mutual information, I (Y X , X) ≥ 0, with equality if and only if X
and Y are independent.
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two extremes discussed above, i.e., 0 < I (Y X , X) < H(X). This means that
node y can still obtain partial information of X ’s traffic pattern. However,
a good routing solution should minimize such mutual information as much
as possible for any potential observing node. More formally, we should
minimize

max
Y∈V−X

I (Y X , X) (7.6)

the maximum mutual information that any node can obtain about X.

7.4 Penalty-Based Routing Algorithm
In this section, we propose a penalty-based routing algorithm to achieve our
goal of hiding the traffic pattern by exploiting the richness of available paths
between two nodes in WMN. Specifically, we choose to adopt the source
routing scheme. Such a choice is enabled by the fact that one node can
easily acquire the topology of the WMN it belongs to, which is mid-sized
(within 100 nodes) and static.

When designing the algorithm, we also keep in mind the need to
compromise between sufficient security assurance and acceptable system
overhead. We would show in our algorithm that system performance is
satisfactory and security assurance is adequate.

Shown in Table 7.2, the algorithm operates in three phases: path pool
generation, candidate path selection, and individual packet routing. The
notations used in this section are listed in Table 7.3.

First, in the path pool generation phase, we try to generate a large set
of diversified routing paths connecting the gateway g and the destination
node x, denoted as Spaths . The path generation algorithm is an iterated
process of applying a modified version of Dijkstra’s algorithm. Here, each
node is assigned a penalty weight, and the weight of an edge is defined as
the weighted average of penalty weights of its two end nodes. The weight
(or cost) of a path is defined as the sum of penalty weights of all edges
consisting this path. The algorithm runs in iterations. Initially, we set the
penalty weight of each node as 1, then run Dijkstra’s algorithm to find the
first shortest path from the gateway g to x. Next, we increase the penalty
weight for each node on this found path. This will make these appeared
nodes less competitive to other nodes in becoming components of next
path. After this, the algorithm proceeds to the next iteration, generating
the second path, and all nodes appearing on the second path are penal-
ized through increasing their weights. This process goes on until enough
numbers of paths are found.

Second, in the candidate path selection phase, we try to choose a
combination of diversified routing paths, a subset of paths from the set
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Table 7.2 Penalty-Based Routing Algorithm

/*Penalty-Based Shortest Path*/
P BSP (Snode, Dnode)

For each node v ∈ V
d[v] ← ∞

For each node v ∈ V
pr ev[v] ← ∞

For each node v ∈ V
visi ted[v] ← 0

d[SNode] ← 0
Repeat

Get unvisited vertex v with the least d[v]
If d[v] ≥ ∞, Then v unreachable
Else visi ted[v] ← 1
For all v’s neighbors w

E dgePenalty = α[pow(γ, (w.tag))] + β(v.tag)
If d[w] > d[v] + E dgePenalty

d[w] ← d[v] + E dgePenalty
pr ev[w] ← v

Until visi ted[v] = 1, ∀v ∈ V
/*Generate Spaths For Each g − x Pair*/
GenPath()
For All Non-Gateway Nodes x

For each node v ∈ V
v.tag ← 1

Repeat
PBSP(g, x)
Get new g − x path Pnew from vector pr ev[]
Store Pnew in Spaths
For all nodes v on Pnew

v.tag ← v.tag + 1
Until PathPoolSize paths found.

/*Select Sselected For Each g − x Pair*/
Sel Path()
Repeat

r nd = r and() mod PathPoolSize
select r ndth path from Spaths

Until Sel PathNum paths selected

/*Decide path for arriving packet*/
RoutePkt (Snode, Dnode)

Packets[Dnode] ← Packets[Dnode] + 1
r ndpath = r and() mod Sel PathNum
route packet along the r ndpathth path from Sselected
If Packets[Dnode] > ReSel PathCnt

Packets[Dnode] ← 0
SelPath()
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Table 7.3 Notations Used in Section 7.4

v, w Node
v.tag Number of times v is included by a path
α Factor to slow down penalty rate
β Factor to avoid many identical paths in beginning

stages of path generation
γ Base of exponential penalty function
d[] Penalty vector for every node
pr ev[] Vector to store Pnew reversely
Packets[] Vector to store number of arrived packets for every node

Spaths , denoted as Sselected. The paths in Sselected are selected randomly from
Spaths . After each choice of a path into Sselected, the probability factor of
that path is decreased to lower the chance of multiple identical paths exist-
ing in Sselected. Sselected is changed and renewed corresponding to network
activities.

Third, in the packet routing phase, we choose randomly from Sselected

one path for each packet and increase the counter for the selected path
subset Sselected. This Sselected path subset expires after counter reaches its
predetermined threshold. Then Sselected is renewed by calling the second
phase again.

Because packets are assigned a randomly chosen path, and all these
candidate paths are designed to be disjoint, the chance that packets are
routed in similar paths is small. Our experiment results further confirm this
intuition.

This algorithm is designed to balance the needs of routing performance
(finding paths with smallest hop count) and preserving traffic pattern pri-
vacy (finding disjoint paths). The penalty weight update function serves
as the tuning knob to maneuver the algorithm between these two con-
tradictory goals. During the initialization, when the penalties of all nodes
are equal, the path found by the algorithm is indeed shortest in terms of
hop count. As a node is chosen by more routes, its penalty weight mono-
tonically increases, making it less likely to be chosen again. Thus, as the
algorithm proceeds, the newly chosen paths (shortest in terms of its aggre-
gate penalty weight) become more disjoint from existing paths, but longer
in terms of hop count. The pace of such shift from “smallest hop-count
path” to “disjoint path” is controlled by how fast the penalty weight update
function grows. Our experiment results confirm this reasoning. Finally, by
randomly assigning packets along different paths, the algorithm maximally
disturbs the traffic pattern of any g − x pair.

Although penalty-based routing has been used in existing literature [8],
we are using it for different objects. Their links were penalized for losses
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Figure 7.4 Experimental topology.

or malicious behavior while our approach applies it to avoid using links
repeatedly to get better path diversity.

7.5 Experimental Results

7.5.1 Simulation Setup

We base our simulation on a randomly generated topology (Figure 7.4)
(600 × 600) with 30 nodes. The effective distance between two nodes is
set to be 250. The whole process of simulation consists of 400,000 logical
ticks. In each single tick, a packet is generated at gateway node 0 and its
destination is randomly decided to be one of the other 29 nodes. To better
simulate real network traffic, we set the probability of 0.05 that, at one tick,
no packet is generated, i.e., idle probability. The distance delay factor is
chosen to be 0.003 tick and the hop delay factor is decided as 0.05 tick. We
approximate hop delay at any node by multiplying the hop delay factor
with its usage count by all paths chosen initially.

With a relatively small node set, we choose 50 as our PathPool Size
and 5 as Sel PathNum. The selected path subset Sselected for any destination
node is renewed after sending 50 packets to that node. To obtain multi-
ple diversified paths with Dijkstra’s algorithm more quickly, we introduce
the exponential penalty function on the tag of one node and use γ as
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the base of exponential function when deciding on which edge to include
the candidate path. To slow down the growing rate of exponential penalty
function, we multiply the exponential function with a factor α when cal-
culating E dgePenalty. To avoid getting too many identical paths in the
beginning stages, we amplify the influence of another node by multiplying
the tag of another node with β. The penalty parameters α, β, γ are chosen
to be 0.5, 15, and 1.85, respectively.

7.5.2 Traffic Entropy and Mutual Information

The total 400,000 ticks is divided into 20 periods. Each period is then di-
vided into 50 intervals and one interval is 400 ticks long. Within each in-
terval, for each destination node x, we count the number of packets that
all other nodes y have relayed for x. Then for each period, we indepen-
dently calculate the traffic entropies H(X), H(Y X) and mutual information
I (Y X , X) based on their definitions in Section 7.3.2.

Due to the space limit, we only show part of our results. Among all
nodes in the network, we choose two sets of nodes. Nodes in the first
set {1, 6, 11, 15, 23, 24, 25, 29} are close to (two to three hops) the gate-
way node 0. Nodes in the second set {2, 3, 7, 16, 17, 28} are at the edge
of the network, four to five hops away from the gateway. We choose two
representative nodes, 1 and 16, out of each set.

Figure 7.5 shows the variance of traffic entropy and mutual information
along the time. In Figure 7.5 (a), H(1−1) denotes the traffic entropy of node
1. H(23−1) denotes the traffic entropy of node 23 based on its observation
on node 1. M I (23−1, 1−1) denotes the mutual information node 23 shares
with node 1. The same notation rules apply for Figure 7.5 (b), where node
16 is the destination and 9 is the observer. In both pictures, the observing
node only shares 40 percent or less of information about the observed
destination node at any sampling period.

This observation is further confirmed in Figure 7.6, where we plot the
time-variant mutual information that destinations 1 and 16 share with other
randomly chosen observing nodes. These results show that with our algo-
rithm, the destination node is able to consistently limit the proportion of
mutual information it shares with the observing nodes.

7.5.3 Which Nodes Have More Mutual Information?

In Figure 7.7(a), we calculate the time-averaged mutual information for all
observing nodes with respect to the destination node 1, and sort them in
the ascending order. Here, we observe an almost linearly-growing curve
except at its head and tail. For nodes at the head of the curve, their mutual
information is 0 because they lie at the outer rim of the network, hence
are not chosen by our routing algorithm to relay traffic for node 1. At the
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Figure 7.5 Traffic entropy along time (single observer, γ = 1.85).

tail of the curve is destination node 1, whose mutual information is actu-
ally the traffic entropy of its own. In Figure 7.7 (b), we observe the same
phenomenon for destination 16, except at the head of the curve. This is
because its network location is at the opposite end of the gateway, making
every node of the network to be its candidate relaying node.

This leads us to investigate if such distribution of mutual information
is related with any other factors. We tried to connect mutual information
of each node with certain metrics, such as its distance to the destination,
but failed to find any causal relationship. We then sort observing nodes
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Figure 7.6 Traffic entropy in different sampling periods (multiple observers,
γ = 1.85).

based on the averaged relayed traffic (average number of packets each
node relays in a sampling period) on a log-log scale, and find the linear
distribution as shown in Figure 7.8.

Obviously, such a power-law correlation tells us that the more traffic an
observing node relays for a destination node, the more mutual information
can be obtained about its traffic entropy. Furthermore, it gives us one way
to experimentally quantify the relationship of these two metrics. Let T be
the amount of traffic relayed and I be the mutual information; then their
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Figure 7.7 Sorted traffic mutual information. (a) Destination: node 1 (γ = 1.85);
(b) Destination: node 16 (γ = 1.85).

power-law relationship can be written as

I = aT k (7.7)

where a is the constant of proportionality and k is the exponent of the
power law, both of which can be measured from Figure 7.8. If k < 1, then
the mutual information of an observing node grows in a sub-linear fashion
as the amount of its relayed traffic increases, and in a super-linear fashion
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Figure 7.8 Power law correlation of mutual information and amount of traffic re-
layed. (a) Destination: node 1 (γ = 1.85); (b) Destination: node 16 (γ = 1.85).

otherwise. From what we have in Figure 7.8 and the same results for other
destination nodes, k < 1. This means that each time to make its mutual
information further grows with the same increment, an observing node has
to relay more and more traffic.

7.5.4 Trade-Off between Performance Degradation
and Traffic Privacy

Finally, we study the performance trade-off of our algorithm by tuning its
exponential penalty function base γ . The performance degradation intro-
duced by our algorithm is captured by the average hop ratio. For each
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Figure 7.9 Average hop ratio. (a) Hop ratio of nodes of first set; (b) Hop ratio of
nodes in the second set.

gateway-destination pair g − x, this metric is defined as the ratio between
the average number of hops a packet goes through using our algorithm and
the number of hops of the shortest path between g and s . From Figure 7.9,
we can see that the average hop ratio increases as γ increases. The direct
neighbors of the gateway are less sensitive to the change of γ , like node 6
in Figure 7.9(a) and node 23 in Figure 7.9(b).

In Figure 7.10 and Figure 7.11 we find that under shortest path routing,
the mutual information of a node is 0 if it is not on the path to destina-
tion node. Otherwise, the mutual information node is much higher than
the case of our algorithm. Also worth noting is that increasing of γ has
a different impact on different nodes, depending on distance to gateway,
destination, and location in the WMN. Take nodes 12 (Figure 7.10) and 6
(Figure 7.11) for example, because they lie near to the gateway node and
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(d) Observer: node 26(c) Observer: node 22

Figure 7.10 Traffic mutual information under different penalty parameters (desti-
nation: node 1).

are relatively centrally situated, their observed mutual information varies
little with respect to the change of γ . Whereas for node 22 (Figure 7.10),
which is far away from destination node 1 and on the edge of the WMN,
mutual information shared with node 1 increases with the growth of γ ,
indicating more traffic is routed through farther nodes. This tendency of
routing packets from farther nodes leads to a higher average number of
hops, which is confirmed by our analysis about average hop ratio. How-
ever, traffic mutual information tends to decrease once the γ parameter
gets too high (2.59 in this figure). This is due to the fact that when penalty
values of many possible edges get large quickly, their relative differences
become less. Consequently, candidate paths become less. The great fluc-
tuation of node 26 (Figure 7.10) is due to its position in the center of the
topology and equal distance to both gateway and destination. Similar ob-
servations can be made about mutual information values of destination
node 16 (Figure 7.11).

We also observe from Figure 7.12 that our algorithm achieves our goal
of preserving traffic pattern. In the first place, it is easy to conclude that in
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Figure 7.11 Traffic mutual information under different penalty parameters
(destination: node 16).

normal shortest path routing, all relaying nodes share the same traffic infor-
mation with the destination node, as shown by the tail of the ShortestPath
curve in Figure 7.12. However, for our algorithm, the mutual information
shared between relaying nodes and the destination node varies much less
among all relaying nodes, and the higher γ is, the more leveled off the curve
becomes and the closer we are to the goal of minimizing the greatest mu-
tual information, formulated in Equation 7.6. It is also interesting to observe
that mutual information is 0 for some nodes far away from both gateway
and destination; for example, in Figure 7.12(a), when destination is 1, while
all nodes participate in relaying packets for destination 16, because desti-
nation and gateway nodes are in opposite directions with respect to WMN
topology.

7.6 Collusion Analysis
The relative small size of a typical WMN makes it easy for spatially close
eavesdroppers to find each other. This alerts us to the high possibility of
collusion of two malicious observers by exchanging their observed traffic
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Figure 7.12 Sorted traffic mutual information under different penalty parameters.

pattern, and motivates us to make our proposed solution resilient to such
collusion threats.

To analyze the extent to which collusion reveals original traffic pattern,
we study the fluctuation of the observed traffic information. In this way,
we can know how much in addition the colluders can observe about the
original traffic.

7.6.1 Problem Description

Previously, we focused on traffic confidentiality and studied the problem
of traffic pattern concealment via routing control. However, the relative
small size of a WMN, aided by the stationary adjacent routers, invites a
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Figure 7.13 Collusion reveals significant portion of original traffic pattern.

high possibility of collusion of several observing relaying routers in the
community. Because it is highly possible that different observers will know
about various “ups and downs” of target’s traffic, if malicious observers
interchange their observed traffic information of target users, the combined
observation could reveal a significant portion of the original traffic pattern.
This is illustrated in Figure 7.13.

Given the size of the community network (less than 100 neighbor nodes),
we have a reasonable estimation that three or more malicious observers are
unlikely to exist simultaneously, and hence we will focus on analyzing the
collusion problem of two observers in this work.

The parameters that affect significantly our collusion analysis include
the choice of cooperating observers and destination target node. Because
any routing algorithm will largely depend on topology of the network, the
relative positions of observers and source and destination nodes can affect
portions of revealed traffic pattern greatly. Another important parameter is
the base of the exponential penalty function explained in Section 7.4.

7.6.2 Colluded Traffic Mutual Information

Our modeling of colluded traffic analysis tries to study the influence of
collusion to observed traffic patterns of every period. This can help us to
evaluate the resilience of our proposed A (PBSP) routing algorithm against
collusion attack. The notations used in this section are listed in Table 7.4.
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Table 7.4 Notations Used in Section 7.6.2

V Wireless node set
E Edge set
g Gateway node
x Destination node
y, z Observing nodes
X Random variable describing x’s traffic pattern
Y X , ZX Random variables describing x’s traffic pattern

observed by y, z, separately
(Y X , ZX ) Random variable describing x’s traffic pattern

observed by y, z together
H(X ) Entropy of X
H(Y X ) Entropy of Y X

H(Y X , ZX , X ) Joint entropy of Y X , ZX , X
I (Y X ; X ) Mutual information between X and Y X

I (Y X , ZX ; X ) Colluded mutual information between X and (Y X , ZX )

In what follows, we consider three nodes x and y, z. x is the destination
node of the traffic from the gateway g to x. Nodes y, z are the observing
nodes, which relay packets for x and also try to analyze the traffic of x.
Due to the uncertainty of routing, y, z may or may not be on the same
path over time.

To begin with, we need to identify a measurement for colluded ob-
servations. Based on the definition of traffic mutual information given in
Section 7.3.2, we can measure the colluded observation about destination
x with mutual information between x and (y, z). The traffic observations
by y and z together can be deemed as the joint distribution of variable Y X

and Z X . The colluded traffic mutual information I (Y X , Z X ; X) of random
variable (Y X , Z X) with respect to X can then be defined as

I (Y X , Z X ; X) = H(Y X , Z X) + H(X) − H(Y X , Z X , X) (7.8)

where H(Y X , Z X , X) is the joint entropy of Y X , Z X , and X. I (Y X , Z X ; X)
can represent the information we could gain about X from (Y X , Z X), i.e.,
from y, z together. Their relationship is shown in Figure 7.14.

7.6.3 Simulation Results

For ease of notation, in the following discussion, we would use H(Y, X)
to denote H(Y X , X), i.e., the entropy of traffic that y observes about x.
Similarly, we simplify the joint traffic entropy H(Y X , Z X) as H(y, z, x),
where Y X , Z X denote the portions of traffic that Y, Z observes about X. In
a subtly different way, we denote I (Y X ; X) as I (Y ; X) and I (Y X , Z X ; X) as
I (Y, Z; X).
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H(Y x, Z x, X)

I(Y x, Z x–, X)

H(Zx)H(Y x)

H(Y x, Z x)
H(X )

H(Z x)H(Y x)

H(X)

Figure 7.14 Vein graph representation of I (Y X , Z X ; X), H(Y X , Z X), and H(Y X ,
Z X , X).

7.6.3.1 Traffic Curves

In the first place, we will present the measured traffic curves along a time
line. In Figure 7.15, node 1 is the destination and we can easily conclude
that its traffic (node 1 observing itself ) is always the largest in amount.
This is because any node can observe the whole traffic of itself while other
nodes can only observe a portion of it.

Another observation we can make is the fact that the colluded knowl-
edge about traffic activity of node 1 (in squares), as expected, is higher
than any single observer, either 15 or 28. Moreover, we are confirmed by
this traffic curve figure that, although generally speaking, node 15 observes
much more traffic of node 1; during some intervals, node 28 outperforms
15 and elevates the aggregated knowledge about traffic activity of node 1.
Example intervals are those near intervals 100 and 150.
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Figure 7.15 Sampled traffic curves from experiment.
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Figure 7.16 Colluded traffic mutual information (destination: 1, γ = 1.85).

7.6.3.2 Colluded Traffic Mutual Information: Single Pair of Observers

Our next results are the comparisons of colluded traffic mutual information
(I (y, z; x)), single observer mutual information (I (y; x) and I (z; x)), original
traffic entropy (H(x)), separately observed traffic entropy (H(y, x) and
H(z, x)), and joint entropy (H(y, z, x)).6 From our analysis in Section 7.6.2,
we can conclude the following relations among these values:

1. H(y, x), H(z, x) ≤ H(y, z, x) ≤ H(x);
2. I (y, x), I (z, x) ≤ I (y, z, x) ≤ H(x);
3. I (y, x) ≤ H(y, x) ≤ H(x);
4. I (z, x) ≤ H(z, x) ≤ H(x).

Now we can verify if the simulation results shown in Figure 7.16
satisfy these relations. This means our modeling of traffic activity not only
characterizes the traffic pattern fluctuation along the time, but also stands
with the test of collusion problem. The simulation results of our model
conform with our conjecture.

The overlapping curves in Figure 7.16(b) indicate node 23 does not
observe any traffic of node 1. This could be true because 23 and 1 are on
the opposite side of the network.

On the other hand, Figure 7.17 shows similar results, except this time
node 16 is the destination.

6 Please note that H(y, z, x), according to our notation, means H(Y X , Z X).
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Figure 7.17 Colluded traffic mutual information (destination: 16, γ = 1.85).

7.6.3.3 Colluded Traffic Mutual Information: Multiple Pairs
of Observers

Now that the simulation results have satisfied the necessary relations listed
in the previous part, we would like to know how collusion can affect the
performance of the PBSP routing algorithm under discussion. To do so,
we will study the colluded traffic mutual information of several pairs of
observers in one figure. In this way, we can compare the ratio of traffic
information revealing of different pairs of observers.

From Figure 7.18 we can observe that the conditions above still hold.
Additionally, based on average values of the colluded traffic mutual infor-
mation curves in both figures, we can guess that the PBSP algorithm still
works well when there are two observers colluding to share their knowl-
edge about one destination.

To further confirm this conjecture, we can examine another set of simu-
lation results, as shown in Figure 7.19. The colluded traffic mutual informa-
tion of all observer pairs in this figure does not exceed half of total traffic
information either. In Figure 7.19(b), however, we notice some small error
of curves, i.e., the value of I (15, 6; 16) is a little less than that of I (15; 16)
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Figure 7.18 Colluded traffic mutual information (multiple pairs of observers,
γ = 1.85).

for period 2. Although this is a small error, it reminds us of an approxima-
tion when computing H(Y X , Z X , X). Instead of employing three parallel
PacketCounters to get the aggregate traffic information, the simulation pro-
gram approximates it based on the packet count value dictionary, which
results in a lower I (Y X , Z X ; X) value.

The same explanation applies for the discrepancy in Figure 7.20(a). In
the meantime, the average value of colluded traffic mutual information of
all observer pairs in Figure 7.20 remains approximately less than half of the
traffic entropy of the target node along the time.
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Figure 7.19 Colluded traffic mutual information (multiple pairs of observers, γ =
1.85).

7.7 Related Work
Currently, multi-hop WMN is gaining more popularity, as deployments of
WMN either serve as a substitute of traditional WLAN Internet connection,
or aim at providing infrastructural large-scale network access [24].

Existing research [3,7,10,19] on WMN has focused on how to better uti-
lize the wireless channel resource and enhance its performance. For exam-
ple, some researchers [18] try to derive the optimal node density following
capacity analysis, while others strive to devise more efficient protocols [13].
A survey paper by Akyildiz et al. [6] provides a good source for existing
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Figure 7.20 Colluded traffic mutual information (multiple pairs of observers, γ =
1.85).

and ongoing research about wireless mesh networks. Some of the pro-
posed solutions include equipping mesh routers with multiple radios and
distributing the wireless backbone traffic over different wireless channels,
routing the traffic through different paths [15,33], or a joint solution of these
two [25,26]. Theoretical study shows that these approaches can significantly
increase the capacity of WMN [21,22]. These results make a significant step
toward enabling WMN as an attractive alternative for broadband Internet
access.

Information theory is widely used and proves to be a useful tool. It
works in situations where variations are frequent and unpredictable and
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helps to identify pattern and extent of variation. Serjantov and Danezis [29]
define an information theoretic anonymity metric and suggest developing
more sophisticated probabilistic anonymity metrics. Existing research [20]
in the Internet setting employs information theoretical coding, which is
too complex and impractical for WMNs. The book by David Mackay [23]
provides a good source for background knowledge in information theory.

Privacy has been a major concern of Internet users [12,31]. In the ex-
isting literature of traffic pattern concealment, anonymous overlay routing
[9,14,16,17,28,34] and traffic padding [30] have been proposed to preserve
user traffic privacy and increase the difficulty for traffic analysis [9,27]. The
former approach provides user anonymity in an end-to-end connection
through layered encryption and multi-hop overlay routing. The latter one
conceals the traffic shape by generating a continuous random data stream
at the link level. However neither of them can be applied to WMN directly.
First, the number of nodes in a WMN is limited. Second, the traffic forward-
ing relationship among nodes is strongly dependent on their locations and
the network topology. To better utilize the wireless channel resource and
enhance the data delivery performance, a short path is usually selected
or a load-balanced routing scheme is employed. Such observations show
that the anonymity systems, which rely on relaying traffic among nodes
(randomly selected out of thousands) to gain anonymity, cannot effectively
preserve users’ privacy in WMN, or do so at the cost of significant per-
formance degradation. On the other hand, the traffic padding mechanism
consumes a considerable amount of network bandwidth, which makes it
impractical in resource-constrained WMNs.

The schemes designed in wireless ad hoc networks [11,32] are more
focused on location and identity privacy. While these are still issues in
WMN, the traffic rates and temporal variations are more meaningful and
consequential.

To the best of our knowledge, no existing works have studied collusion
problems about traffic privacy in the scenario of wireless mesh networks.

7.8 Conclusion
This chapter identifies the problem of traffic privacy preservation in wire-
less mesh networks (WMN). To address this problem, we start by introduc-
ing a lightweight architecture for WMN, then propose “traffic entropy,” an
information theoretic metric to quantify how well a solution performs at
preserving the traffic pattern confidentiality, all of which pave the way to
our penalty-based shortest path routing algorithm. Furthermore, we evalu-
ate our scheme against collusion of two malicious nodes. Simulation results
show that our algorithm is able to maximally preserve the traffic privacy,
meanwhile managing the network performance degradation within the
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acceptable region. Our simulation analysis also proves the resilience of
our solution against two colluding observers.

For the future work, we will focus on the following problems. First,
although our algorithm is evaluated in a single-radio, single-channel WMN
setting, it can be easily enhanced to exploit the advantage of multiple radios
and multiple channels available in WMNs. Performance evaluation of the
enhanced algorithm in such settings will be interesting. It is also beneficial
to research the possibility of devising a distributed routing that achieves
the same goal, but supports better scalability.
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Security is a big concern in wireless mesh networks (WMNs), where provid-
ing a robust secure system is considered one of the most critical challenges
promoting the commercial deployment of WMNs and influencing their us-
age. The security requirements in WMNs will determine what type of link
level security protection is needed, at what protocol level intrusion detec-
tion and prevention must be performed, and what amount of overhead due
to security can be tolerated in the network. This will be a constant battle
requiring continuous security enhancements, continuous monitoring, and
rapid responses to intrusions. This chapter starts by discussing the security
challenges in WMNs, showing the possible types of attacks in these net-
works, and stating the different security requirements. Then the problem of
authentication is presented, showing some authentication mechanisms that
are useful in WMNs. The different contributions, employing the emerging
standards for authentication and secure links setup with a mobility manage-
ment support are presented, and the role of authentication, authorization,
and accounting (AAA) in such environment is illustrated. The importance of
trust provision is shown, where security mechanisms will have to leverage
special capabilities to detect untrusted elements and to protect the mesh’s
integrity. The chapter ends by discussing privacy provision in WMNs con-
sidering traffic privacy and confidential transfer.

8.1 Introduction
Wireless mesh networks (WMNs) have emerged as a key technology for
next-generation wireless networks, showing rapid progress and inspiring
numerous applications. WMNs, however, are not yet ready for wide-scale
deployment due to two main reasons: the interference caused by the wire-
less communication and the non-security guarantees. The fact that all wire-
less communications are prone to interference causes delay constraints
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in WMNs. Nevertheless, it is believed that technological solutions would
be able to overcome this problem, for example, using multi-radio and
multi-channel Terminal Access Points (TAPs) [1]. The lack of security guar-
antees is another factor slowing down the deployment of WMNs. In fact,
security in WMNs is still in its infancy and very little attention has been de-
voted thus far to this topic by the research community. As these networks
continue to grow and as access to the mesh is available for any wireless-
enabled device, it should be ensured that only authorized users are granted
network access. There is still a strong need for efficient solutions adapted
for different security requirements and for different usage scenarios. These
solutions have to counter attacks in all protocol layers, guaranteeing collab-
orative behaviors between mobile nodes. Trust relationships should exist
among stakeholders for authentication, authorization, and accounting of
end users. Well-performing tools need to be developed for mesh design,
maintenance, and management such that future mesh networks should be
self-managed rather than unmanaged ones [2]. A number of challenges have
to be considered during the design of security mechanisms and solutions,
and appropriate security requirements should be defined considering the
different existing threats.

8.2 Security Challenges in Wireless Mesh Networks
WMNs have special characteristics distinguishing them from other network
technologies and consequently imposing a broad range of design chal-
lenges to be solved. This section gives an overview on various security
challenges and requirements in WMNs. Security in WMNs is one of the
widely discussed topics and one of the major inherent caveats of wireless
ad hoc networking. Classical security approaches suffer from the inade-
quate usage of redundant paths, and hence could not be directly applied
in WMNs. The mobility of nodes, the hybrid wireless environment created
by the different wireless mesh architectures, the density of connections in
these networks, and the unpredictable behavior of nodes are critical factors
influencing the security requirements of WMNs and posing new security
challenges. One possible approach in providing practically feasible solu-
tions is to deploy, combine, and adopt existing security approaches and
protocols in wireless networks in general, and in ad hoc networks in par-
ticular. However, specific security mechanisms must be developed allowing
intense load sharing while taking into account local capacity limitations and
dynamic load changes.

8.2.1 Mobility of Nodes

An attractive point in commercial WMN deployment is the seamless access
of mobile clients to services offered by these networks, in a completely
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transparent manner to clients’ mobility. However, clients’ mobility itself is
a challenge which poses some constraints on WMN security. A part of this
challenge lies in the mobile devices themselves. First, mobile devices are
susceptible to thefts and thus can be misused by attackers in either an
unauthorized access or a communication corruption. Second, the fact that
most mobile devices are “thin clients” of limited power, CPU, and storage
capacity, leads to difficulty in running some security mechanisms in WMN
(as for example, encryption algorithms requiring special resources).

Another part of this challenge arises from the mobility itself, where
mobile clients are susceptible to roaming across different administrative
domains that may have different security policies. Thus, efficient security
mechanisms are needed for handling clients’ roaming in a secure manner.
Finally, the mobility of mobile clients can facilitate tracing the mobile clients’
existence at different places. Privacy protection mechanisms are thus impor-
tant so that an attacker could not hack client privacy by tracing its mobility.

8.2.2 Hybrid Wireless Environment

WMNs are expected to offer seamless wireless network access for mobile
users within a hybrid wireless environment. In such an environment, hybrid
wireless communication allows multi-hop access mode combining peer-to-
peer communication between mobile nodes as well as mobile nodes’ com-
munication with a fixed infrastructure. Peer-to-peer communication can be
considered as pure ad hoc networks’ communication. In addition, each mo-
bile node may access a fixed infrastructure either directly or via other nodes
(mesh routers) in a multi-hop fashion. In spite of the seamless access feature
provided by WMNs, there are no mechanisms in place implementing se-
curity services when a mobile terminal roams between disparate networks.
Consequently, some essential features like secure roaming, authentication,
and authorization should be highly considered in that type of environment.
The security mechanisms must guarantee that only authorized users can use
the network resources and access the services offered by the provider. Fur-
thermore, eavesdropping as well as the modification of the transmitted data
during the multi-hop communication, must be prevented. There is a lack of
efficient security mechanisms that offer secure links setup and confidential
data transfer among mobile clients in hybrid wireless environments. This is
in part because the security and mobility management solutions, in wire-
less networks in general, are often implemented at different protocol layers
with limited amount of interaction between these layers.

8.2.3 Capacity and Density of Connections

The capacity of WMNs is an important issue that is worth consideration
during the development of security mechanisms in these networks. Many
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factors can affect the capacity of WMNs such as network architecture, mo-
bile nodes’ density, number of channels used for each mobile node, trans-
mission power level, and nodes’ mobility [3]. Hence, a clear understanding
of the relationship between network capacity and the above factors pro-
vides guidelines for protocols’ development as well as architecture design
in WMNs. Nevertheless, the current security mechanisms and protocols in
WMNs do not take this fact into account, although some security issues are
related to radio resource’s management or can arise due to the nature of
the radio medium and the resource constrained devices. Consequently, a
number of problems take place due to non-coherence between the security
mechanisms and the capacity and density of connections in WMNs. Some
examples:

� The possibility of spoofing power control messages among nodes,
which can result in an unstable situation within a group of mesh
cells, causing loss of services and increasing the load in the neigh-
boring mesh cells.

� The power resources constraint poses an obstacle to running key
management protocols in high-density mesh cells, requiring a lot of
messages and keys exchanges.

� The difficulty in managing cryptography over all the mesh connec-
tions, especially in mesh cells of high connection density.

� The decentralized authentication process, which is a significant re-
quirement in WMNs, becomes more complex in high-density mesh
cells, and adequate authenticators’ delegation should take place.

8.2.4 Individual Behavior of Nodes

Cooperation among nodes is a primary requirement for WMN functioning.
Node cooperation in WMNs is critical for multi-hop transmission, collective
data processing, and cooperative security functions. However, providing
service to each other consumes resources, which are generally scarce in
mobile nodes. Thus, cooperation cannot be taken for granted, especially
in opened mesh networks scenarios, because each user would prefer to
maximize his own benefit while minimizing his contribution. Mobile nodes
in WMNs are supposed to be rational in the sense that they try to maximize
their own utilities in a self-interested way. The cooperation issue concerns
different layers of the node’s protocol stack, with different aims and ways
of acting, where a self-interested node can misbehave by:

1. Non-adherence to the protocols specification
2. Optimization of a particular utility function, possibly at the expense

of other nodes
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Consequently, selfishness and greediness are two misbehaviors that are
likely to take place in WMNs. Nodes may behave selfishly by not forward-
ing packets for others to save power, bandwidth, or just because of secu-
rity and privacy concerns. Watchdog [4], Confidant [5], and Catch [6] are
three approaches developed to detect selfishness and enforce distributed
cooperation and are suitable for WMNs. Watchdog is based on monitoring
neighbors to identify a misbehaving node that does not cooperate during
data transmission. However, Confidant and Catch incorporate an additional
punishment mechanism making misbehavior unattractive through isolating
misbehaving nodes. On the other hand, a node may behave greedily in
consuming channel and bandwidth for its own benefits at the expense of
the other users. A mechanism that modifies 802.11 for facilitating the de-
tection of greedy nodes is proposed in [7]; also the DOMINO mechanism
[8] solves the greedy sender problem in 802.11 WLANs with a possible
extension to multi-hop wireless networks and WMNs.

To provide secure cooperation mechanisms that are suitable for WMNs,
the following factors are important to be considered:

� The vulnerability of wireless links, compared to wired ones, in terms
of eavesdropping and jamming

� The weak connection of each node with the network authority
� The fact that devices are becoming more and more programmable

Because the above mechanisms require maintaining a great deal of state
information at each node while monitoring its neighbors, adaptive schemes
are needed for right functioning in WMNs. Two other important issues to
be considered are the distributed detection of selfishness and greediness
misbehaviors and providing incentives to mobile nodes to stimulate coop-
eration.

8.3 Threats and Security Requirements in Wireless
Mesh Networks (WMNs)

Because WMNs are based on the concept of wireless distribution system
(WDS), they are vulnerable to a variety of threats. Security measures should
be taken to avoid these threats and allow reliable communication. Also, the
notion of WDS requires end-to-end security assurance for each end user.

8.3.1 Threats in Wireless Mesh Network Environment

Threats in WMNs are mainly due to the nature of the radio links, the ubiquity
of wireless communications, and the multi-hop communication. The main
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target of security solutions in WMNs is to encounter the following types of
security threats [9]:

� Eavesdropping and data modification: The nature of radio environ-
ment can cause eavesdropping and modification of the data sent
by mobile nodes. The presence of wireless links and intermediate
mobile nodes in WMNs requires the existence of encryption and
integrity protection mechanisms to prevent eavesdropping and data
modification, allowing confidentiality and integrity of the transmitted
data.

� Unauthorized access: The possibility of setting up wireless connec-
tions to any mesh network can result in unauthorized nodes access
to WMNs, posing a critical threat to these networks. In closed WMNs,
which have a centralized administration, successful authentication
should be a requirement for joining a mesh network. However, in
open mesh networks with no central control, alternative solutions
must be in place to allow authentication between mobile nodes in
a distributed manner.

� Denial of service (DoS): A traditional DoS may take place during
multi-hop transmission by an intermediate mobile node selectively
dropping traffic frames. The DoS characteristic of WMNs is gener-
ally caused by routing misbehavior of a mobile node. The black hole
attack [10] is an example of the DoS, where the malicious mobile
node can tamper with the routing messages in a network, or spoof
the MAC address of a mobile node into claiming a fake shortest
path so as to get all the packets routed to itself, without any inten-
tion to route the packets to destination. Indeed, any mobile node
that is correctly authenticated when joining the mesh network may
suddenly start misbehaving causing DoS. Thus, it is very difficult to
discover and prevent the DoS in WMNs.

Countermeasures need to be devised for WMNs using the security op-
tions according to the size of risks. An intrusion detection system may be
used in such case to address some of the threats. A useful approach to
counter security threats is to study the threats with respect to their likeli-
hood of occurrence, their possible impact on individual users and on the
whole system, and the expected risk from these threats [11]. The likelihood
evaluates the possibility of conducting attacks related with the threat, tak-
ing into account the motivation for an attacker and the technical difficulties
that he needs to resolve. The impact can evaluate the consequences of an
attack related to the threat. This depends on whether the attack is directed
to an individual user or to the whole system. It also depends on the pos-
sibility of service loss caused by the attack. Consequently, the risk can be
defined as a function of the likelihood and the impact values.
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8.3.2 Different Types of Attacks to WMNs

Attacks can exist at different layers in WMNs causing network failure. At the
physical layer, an attacker may jam the transmission of wireless antennas or
simply destroy the hardware of a certain node. At the MAC layer, an attacker
may abuse the fairness of medium access by sending MAC control and
data packets or impersonating a legal node. Attacks may occur in routing
protocols such as advertising wrong routing updates. At the application
layer, an attacker could inject false fake information, thus undermining
the integrity of the application. Attackers may also sneak into the network
by misusing the cryptographic primitives. Consequently, the exchange of
cryptographic information should take place through special schemes, for
example, the rational exchange scheme [12], ensuring that a misbehaving
party cannot gain anything from misbehavior. Furthermore, the absence of
a central authority, a trusted third party, or a server to manage security keys
necessitates distributed key management.

Two classes of attacks are likely to occur in WMNs:

1. External attacks, in which attackers not belonging to the network
jam the communication or inject erroneous information, mostly take
place at open mesh networks that are not controlled by a central
authority.

2. Internal attacks, in which attackers are internal, compromised nodes
that are difficult to be detected.

Both types of attacks may be either passive (intending to steal information
and to eavesdrop on the communication within the network) or active
(modifying and injecting packets to the network).

Generally, there are two approaches to dealing with security attacks:
prevention and detection. Prevention aims at thwarting security breaches
from occurring in the first place, whereas detection and reaction are nec-
essary in case of prevention failure. On the other hand, detection aims at
discovering malicious nodes that carry out attacks to the network. Special
mechanisms can be in place to detect attackers, for example, intrusion de-
tection mechanisms. However, it is difficult to detect internal attackers even
in the presence of detection mechanisms. The ideal method is integrating
the two approaches; however, the cost of a security system in this case may
be too expensive for mobile nodes in this environment. We notice that most
of the security mechanisms and protocols follow the prevention approach.

8.3.3 Requirements for Security Architectures
and Mechanisms in WMNs

The existence of robust authentication mechanisms is an important secu-
rity requirement in WMNs to prevent unauthorized user access. Mutual
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authentication of mesh nodes is a critical issue that should be satisfied. It is
important to distinguish between the nodes’ authentication at the initializa-
tion phase and the nodes’ authentication during the session while sending
and receiving packets. For authenticating mobile nodes at the initializa-
tion phase, public key cryptography can be useful in closed mesh network
scenarios. Mutual authentication can take place in this case through using
certified public/private key pairs assigned to the mobile nodes by the op-
erator that is managing them. However, the use of public key cryptography
to authenticate mobile nodes during the session is a heavy process causing
important delay constraints. Instead, the nodes can rely on symmetric key
cryptography, using session keys which they establish during the initializa-
tion phase or long-term shared keys that can be originally loaded in the
devices. In open mesh network scenarios, using per-session per-connection
keys seems a feasible solution while considering the knowledge of the key
as a stepping stone for authentication.

Once the nodes are authenticated, it is necessary to ensure the integrity
of the exchanged messages and prevent messages modification. A possible
way to do so is through using symmetric keys that are derived during the
session establishment. Consequently, employing encryption mechanisms in
WMNs can assure the integrity and confidentiality of transmissions, where
reliable encryption solutions are needed while minimizing complexity and
overhead. These solutions should allow hop-by-hop encryption and should
avoid the possibility of eavesdropping on or tampering with the data by
intermediate mobile nodes.

Hybrid security architectures are mostly suitable in WMNs, comprising
two phases. The first phase concerns mutual authentication and encryp-
tion [13]. In mutual authentication phase, a public key infrastructure (PKI)
is generally applied. However, this step requires the deployment of a cen-
tral node functioning as a trust center and running a database against which
key verification can take place. The authenticity of central nodes can also
be verified by public/private keying. Based on this authentication, the sec-
ond step is the exchange of symmetric keys per connection to encrypt all
data transfer. This second step can be optional, because the mutual authen-
tication enables a security level that can be sufficient for many systems. On
the other hand, the encryption can pose relatively high requirements on
the node’s resources.

Considering the characteristics of WMNs, security mechanisms and pro-
tocols should satisfy most of the following requirements:

� Scalability: The performance of protocols and mechanisms, in terms
of computational and communication cost, should not degrade with
the network size. To achieve this, every node should not be required
to have the global knowledge of the network, for example, sharing
a pairwise key with every other node in the network.
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� Efficiency: Mechanisms and protocols must be resource efficient.
Although security should have a cost, the protocols should incur
as little overhead as possible. Security mechanisms and protocols
should not require large bandwidth overhead and operations that
require high computations such as those based on public key tech-
niques should be minimized.

� Routing protocol independence: One important point in designing
security mechanisms and protocols is the independence of the rout-
ing protocol. Although it is possible to design mechanisms that work
with specific routing protocols, this would require the design of a
new customized protocol for every routing protocol, which is clearly
undesirable.

� Transparency: It is undesirable that the deployment of security mech-
anisms requires modification or redesign of other protocols in the
protocol stack. Security mechanisms and protocols should work
transparently with other protocols and without affecting the func-
tionality of other protocols such as routing protocols or application
layer protocols.

� Fast authentication: There should be no high delay for authentica-
tion. Otherwise, the authentication latency would be unacceptably
high in such a multi-hop communication environment, especially
when authentication is needed between different administrative
domains.

8.4 Authentication
Authentication of mobile nodes in WMNs can assure authorized clients par-
ticipation. The simplest solution is to employ an authentication key shared
by all nodes in the network. Although this mechanism is simple, it has the
following disadvantages:

� An attacker only needs to compromise one node to break the secu-
rity of the system and paralyze the entire network.

� If the global key is divulged, it is not possible to identify the com-
promised node.

� It is expensive to recover from a compromise as it usually involves
a group key update process.

� Mobile nodes do not usually belong to the same community, which
leads to a difficulty in installing/pre-configuring the shared keys.

Another well-known approach that can provide strong source authen-
tication is attaching digital signature to packets. However, signing every
packet can be prohibitively expensive because the computational capacity
and battery power of mobile nodes are quite constrained. Therefore, the
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challenge is to design authentication mechanisms for the more vulnerable
yet more resource-constrained environment of WMNs.

Authentication and authorization are important counter-attack measures
in WMN deployment, allowing only authorized users to get connections via
the mesh network and preventing adversaries to sneak into the network
disrupting the normal operation or service provision. Authentication, au-
thorization, and accounting (AAA) are provided in most of the WLANs
applications and commercial services through a centralized server such as
RADIUS or DIAMETER. However, the centralized scheme is not appropriate
in the case of multi-hop WMNs and secure key management is much more
difficult. Thus, distributed authentication and authorization schemes with
secure key management are required in such an environment. Because
WMNs can be managed by more than one operator/provider, authentica-
tion should be performed during mobile nodes’ roaming across different
wireless mesh routers and across different administrative domains. This al-
lows users’ mobility with seamless and secure access to the offered services
in the mesh network. A possible approach for distributed authentication is
the continuous discovery and mutual authentication between neighbors,
whether they are mobile clients or fixed/mobile mesh nodes. Nevertheless,
if mobile nodes move back to the range of previous authenticated neigh-
bors or mesh nodes, it is necessary to perform re-authentication to prevent
an adversary from taking advantage of the gap between the last association
and the current association with the old neighbor to launch an imperson-
ation attack. The IEEE 802.11i standard proposed the storage of session
keys at authenticators to mitigate the overhead of re-authentication; how-
ever, it is vulnerable to impersonation attacks, in which a malicious access
point can use previously stored keys to dupe user nodes. Other vendors’
specific solutions are proposed by Cisco, Aruba, and Trapeze networks,
integrating a switched architecture in the 802.11i authentication aiming to
centralize the storage of the authentication keys, therefore to accelerate
the re-authentication. These solutions work well in WLAN applications, re-
solving expensive overhead of re-authentication. However, there are no
associated security mechanisms to prevent attacks on stored keys. As well,
these solutions are not scalable to WMNs, where decentralized key man-
agement is necessary.

The following sub-sections describe some authentication mechanisms
and protocols that are useful for application in WMNs. Four approaches
are mainly considered:

1. Adapting the 802.11i authentication to the mesh network environ-
ment to authenticate nodes and to allow secure links setup at layer 2.

2. Authenticating data packets transmitted or received aiming to pre-
vent non-authorized nodes from injecting erroneous packets in the
network.
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3. Using new AAA infrastructures adapted to the dynamic and decen-
tralized WMN environment.

4. Extending some existing authentication protocols to the WMN en-
vironment.

8.4.1 802.11i Authentication Model

In most commercial deployments of WLANs, IEEE 802.11i [14] is the most
common approach for assuring authentication and secure links setup at
layer 2. However, the IEEE 802.11i authentication does not fully address
the problem of WLAN vulnerability. In IEEE 802.11i authentication, as de-
picted in Figure 8.1, the mobile station and the authentication server (AS)
apply the 802.1X [15] authentication model carrying out some negotiation
to agree on Pairwise Master Key (PMK) by using some upper layer au-
thentication schemes or using a pre-shared secret. This key is generated by
both the mobile client and the AS, assuring the mutual authentication be-
tween them. The access point (AP) then receives a PMK copy from the AS,
authenticating the mobile client and authorizing its communication. After-
ward, a four-way handshake starts between the AP and the mobile station
to generate encryption keys from the generated PMK. Encryption keys can
assure confidential transfer between the mobile station and the AP. If the
mobile station roams to a new AP, this mobile station will perform another
full 802.1X authentication with the AS to derive a new PMK. For perfor-
mance reasons, the PMK of the mobile station can be cached by the mobile
station and the AP to be used for later re-association without another full
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Figure 8.1 IEEE 802.11i authentication model.
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authentication. The features of 802.11i exhibit a potential vulnerability be-
cause a compromised AP can still authenticate itself to a mobile station and
gain control over the connection. Furthermore, IEEE 802.11i authentication
does not provide a solution for multi-hop communication. Consequently,
new mechanisms are needed for authentication and secure layer 2 links
setup in WMNs.

Wireless Dual Authentication Protocol (WDAP) [16] is proposed for
802.11 WLAN and can be extended to WMNs. WDAP provides authenti-
cation for both mobile stations and access points and overcomes the short-
comings of other proposed mutual authentication protocols. The name
“dual” returns to the fact that the AS authenticates both the mobile sta-
tion and access points. As in the four-way handshake in IEEE 802.11i, this
protocol also generates a session key for confidentiality of communica-
tions between the mobile station and the AP after a successful authenti-
cation. WDAP provides authentication during the initial connection state
and while roaming including three sub-protocols: an authentication proto-
col, a de-authentication protocol, and a roaming authentication protocol.
Figure 8.2 illustrates the WDAP authentication process. In the authentica-
tion protocol, the AP that receives the mobile station authentication request,
creates also an authentication request for itself concatenating this request
to the received request from the mobile station and sending the concate-
nated request to the AS. The dual part of WDAP lies in this phase, because
both the mobile station and the AP do not trust each other until the AS
authenticates both of them. In case of successful authentication, a session

Association phase

MN authentication request

Concatenated authentication request

(MN request + AP request)

AS
AP (authenticator)

MN

Challenged request/response

Authentication success

Copy of session key

Session key

Encrypted copy of session key

Figure 8.2 Authentication in WDAP.
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key authenticating both the AP and the mobile station is generated by the
AS and sent to the AP. The AP then sends this key to the mobile station
encrypting it with the mobile station secret key. This key is thus shared
between the AP and the mobile station for their secure communication
and secure de-authentication when the session is finished. When a mobile
station finishes a session with an AP, secure de-authentication takes place
to prevent the connection from being exploited by an adversary. In case
of a mobile station roaming to a new AP, it sends out a roaming authen-
tication request message to the new AP, where the new AP concatenates
its authentication request to this message and then sends the concatenated
request to the AS. After the AS verification of the previous authentication of
the mobile station and the successful authentication of the new AP, it sends
a session key revoke message to the old AP and a new generated session
key to the new AP to be shared with the mobile station. Applying WDAP
in WMN environments allows the mutual authentication between mobile
nodes and WMRs. Also, WDAP can be used to assure the authentication
between the WMRs themselves through authentication requests concatena-
tion. In case of multi-hop communication in WMNs, each pair of nodes can
mutually authenticate through the session key generated by the AS. How-
ever, a solution is needed in case of open mesh networks scenarios, where
the AS is not always in place. Another problem comes from the roaming
authentication approach in WDAP which is not quite suitable for WMN
environments, as it restricts the roaming to only new APs and does not
consider the case of “back roaming” where the mobile node might need to
re-connect with another mobile node or an AP with whom it was authen-
ticated before. Consequently, the WDAP session key revoke mechanism
brings some disadvantages to WMNs and another mechanism is required.

An approach that adapts IEEE 802.11i to the multi-hop communication
is presented in [17]. An extended forwarding capability in 802.11i is pro-
posed without compromising its secure features, to set up authenticated
links on layer 2 and achieve secure wireless access as well as confidential
data transfer in ad hoc multi-hop environments. The general objective of
this approach is supporting mobile clients’ secure and seamless access to
the Internet, near public WLAN hotspots, even when they move beyond
WLAN communication ranges. To accomplish the AAA process for a mo-
bile client existing in the WLAN communication range, classical 802.11i
authentication and messages’ exchange takes place. On the other hand,
as illustrated in Figure 8.3, for accomplishing the AAA process for mo-
bile clients that do not exist in the WLAN communication range and are
consequently belonging to ad hoc clusters, 802.11i is extended to support
forwarding capabilities. In this case, the notion of friend nodes is intro-
duced allowing each mobile client to initiate the authentication process
through a selected node in its proximity. The friend node plays the role of
an auxiliary authenticator and forwards the authentication request of the
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Figure 8.3 Adapted 802.11i with EAP-TLS for multi-hop communication.

mobile node to the actual authenticator (which is the AP in this case). If the
friend node does not fall in the communication range of the AP, it invokes
other friend nodes in a recursive manner until reaching the AP. The con-
cept of proxy RADIUS [18] is used for forwarding compatibility and secure
multi-hop messages’ exchange, where proxy chaining [19] takes place if the
friend node is not directly connected to an AP. To obtain increased security
on each authenticated link between each communicating parties, 802.11i
encryption phase takes place through employing the four-way handshake
between each mobile node and its authenticator (AP or friend node). This
approach is useful in open mesh network scenarios to allow authentica-
tion by delegation among mesh nodes. In addition, this approach allows
authentication keys storage among intermediate nodes, which optimizes
the re-authentication process in case of mobile nodes’ roaming. However,
an adaptation is needed in terms of allowing multiple connections to au-
thenticators whether APs or auxiliary authenticators (friend nodes) in case
of a dense mesh topology. Also, a solution is needed to support fast and se-
cure roaming across multiple WMRs. A possible solution is through sharing
session keys of authenticated clients among WMRs.

8.4.2 Data Packets Authentication

Authenticating transmitted data packets is another approach preventing
unauthorized nodes’ connection to the WMNs. A Lightweight Hop-by-hop
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Access Protocol (LHAP) [20,21] is proposed for authenticating mobile clients
in wireless dynamic environments, preventing resource consumption at-
tacks through employing packet authentication. LHAP implements light-
weight hop-by-hop authentication, where intermediate nodes authenticate
all the packets they receive before forwarding them. This protocol allows a
mobile node to first perform some inexpensive authentication operations to
bootstrap a trust relationship with its neighbors, then to apply a lightweight
protocol for subsequent traffic authentication. LHAP is mainly proposed for
ad hoc networks, where it resides between the data link layer and the net-
work layer and can be seamlessly integrated with secure routing protocols
to provide a more secure ad hoc network.

LHAP employs a packet authentication technique based on the use of
one-way hash chains [22]. Also, LHAP uses Tesla [23] to reduce the number
of public key operations for bootstrapping and maintaining trust between
nodes. For every traffic packet received from the network layer, LHAP adds
its own header, which includes its node ID, a packet type field indicating a
traffic packet, and an authentication tag. Afterward, LHAP passes the packet
to the data link layer and generates its own control packets for establishing
and maintaining trust relationships with neighbor nodes. For a received
traffic packet, LHAP verifies its authenticity based on the authentication
tag in the packet header. If the packet is valid, LHAP removes the LHAP
header and passes the packet to the network layer; otherwise, it discards
the packet. LHAP control packets are not passed to the network layer with
the goal to allow LHAP execution without affecting the operation of other
protocols’ layers.

This protocol is quite adaptable to WMN environments, especially open
mesh scenarios when the AS is not in place, preventing unauthorized
clients’ participation in the communication and allowing hop-by-hop au-
thentication. For secure roaming, LHAP can be useful in distributing session
keys among mobile clients employing a special type of packet designated
for this issue. However, the focus of this protocol on resource consumption
attacks’ prevention restricts its application to a number of scenarios. Also,
the fact that LHAP does not prevent insider attackers from carrying out ma-
licious actions necessitates complementary solutions with such protocol.

8.4.3 AAA Architectures for WMNs

WMN deployment requires appropriate architectures for the different
types of scenarios. An important step toward the wide commercial deploy-
ments of WMNs is the trust relationship between stakeholders of different
access networks, each having its own security mechanisms. To provide
seamless service across heterogeneous access networks, there must be a
trust relationship among the stakeholders for authentication, authorization,
and accounting, and billing of end users.
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A lightweight AAA infrastructure is proposed in [24] providing continu-
ous, on-demand, end-to-end security in heterogeneous networks including
WMN scenarios. This infrastructure presents an AAA model for supporting
secure global mobility in access networks that are managed by different ad-
ministrators. The notion of a security manager is used through employing
an AAA broker. The broker acts as a settlement agent, providing security
and a central point of contact for many service providers (stakeholders).
This architecture dynamically provides AAA through forming a virtual layer
on top of the underlying mesh of network domains, thus supporting user
as well as service mobility across multiple access networks. Through using
the DIAMETER protocol [25] in this architecture, the number of security
association required by each mobile node is reduced to only one. Each
mobile node is just required to have a security association with its home
AAA server. In addition, by using the roaming capabilities of the DIAME-
TER protocol, the home DIAMETER server (AAAH) can communicate with
foreign DIAMETER servers (AAAFs) in other administrative domains. This
architecture is illustrated in Figure 8.4. Through the required security asso-
ciation between the AAAH and the mobile node, keys can be created for
each security association. The keys destined for the foreign and home agent
are propagated to their nodes via the Diameter protocol, while the key des-
tined for the mobile node is sent via the MIP protocol [26] resulting in an
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Figure 8.4 Lightweight AAA infrastructure for mobility support across multiple
domains.



P1: Binod

July 28, 2008 15:16 AU8250 AU8250˙C008

278 � Security in Wireless Mesh Networks

integrated MIP/DIAMETER architecture. This AAA infrastructure is useful
in commercial WMNs deployment allowing dynamic AAA, providing some
useful improvements compared to the basic mobility protocol: authentica-
tion for signaling messages, accounting of network usage, minimal use of
cryptographic keys, and the non-use of digital signatures.

The concept of advanced wireless network architecture is introduced in
[27] for efficient communications in complex environments, where diffrac-
tion, attenuation, multi-path, scattering, and fading phenomena are fre-
quent. A hybrid network architecture using WLAN is proposed that can be
used for high bandwidth applications such as voice and video snapshots.
This architecture is depicted in Figure 8.5. The WLAN APs are connected
using a mesh topology while the mobile nodes are to be connected to one
of the APs using a star topology. The mesh connections between APs allow
redundant routes that are desirable in dynamic wireless environments. It
is proposed to use the 802.11f [28] Inter Access Point Protocol (IAPP) to
handle mobile nodes hand-offs from one AP to another without losing the
IP connectivity. Thus, APs need to be connected to a centralized server
such as RADIUS server. The inter-network handoffs is proposed to be han-
dled using MIP. Applying this architecture in WMNs has two advantages:
(1) allowing better performance of the AAA process, and (2) providing fast
secure roaming. The fact that APs are connected through a mesh topology

Figure 8.5 WLAN mesh topology.
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facilitates the exchange of authentication messages between the APs during
the authentication or re-authentication of each mobile node. In addition, in
case of roaming of a previously authenticated mobile node to a new AP, the
authentication process is optimized thanks to the possible communication
between APs. However, the main limitation of this architecture lies in the
non-support of multi-hop communication between mobile clients. One way
to overcome this limitation is by allowing extended mesh topology among
the mobile clients. Furthermore, employing the IAPP limits the application
of this architecture to a specific type of mobile devices. Consequently, an
alternative solution is needed for general applicability in WMNs; for exam-
ple, broadcasting between APs in ad hoc mode can be a simple means of
communication between APs.

8.4.4 Extensible Authentication Protocol Variants

The mesh network model with no structure and no trust between the nodes
makes the security problem more complex, especially that attackers do not
need physical access and they can access layer 2 informations. Also, the
attacker’s job is easier in terms of finding multiple points of attachments to
the network. IEEE 802.1X has been applied to resolve some of the security
problems introduced in the 802.11 standard, where the mobile station and
the AS authenticate each other through applying an upper layer authenti-
cation protocol like EAP-TLS (Extensible Authentication Protocol encapsu-
lating Transport Layer Security) protocol [29] in most of the cases. Although
EAP-TLS offers mutual authentication, it introduces high latency in WMNs
because each terminal behaves as an authenticator for its neighbor to reach
the AS, which can result in longer paths to the AS. Furthermore, in case
of high mobility of terminals frequent re-authentications due to frequent
hand-offs can make the network unusable with real-time traffic. Conse-
quently, variants of EAP are proposed as individual research contributions
to adapt the 802.1X authentication model to the multi-hop communica-
tion as well as the WMN environment. This section discusses some recent
related contributions.

8.4.4.1 EAP with Token-Based Re-Authentication

The dynamic environment together with the multiple possible connectiv-
ities in WMNs raise the need for secure fast hand-off protocols. Because
each node requiring access to the mesh network initially performs a full
and costly authentication, then re-using the information of this initial au-
thentication can speed up the following re-authentications and enhance
protocol performance. In this context, a fast secure hand-off protocol is
presented in [30], which allows mutual authentication and provides access
control protection through limiting the possibility of insider attackers during
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the re-authentication process. To achieve this, old authentication keys are
removed from one host to the other. Thus, any host on the network should
not receive keys it does not need, but should rather ask for keys from its
neighbors or from the AS when they are needed.

The present solution proposes a token-based re-authentication scheme
based on a two-way handshake between the host that performs the hand-
off and the AS. It is chosen to involve the AS in every hand-off to have a
centralized entity for monitoring the network. An authentication token, in
the form of keying material, is provided by the authenticator of the network
(whether an AP or a host in the mesh network) to the AS to obtain the PMK
key. Initially, the mobile client performs a full EAP-TLS authentication, gen-
erating a PMK key that is then shared between the mobile client and its au-
thenticator. Whenever the mobile client performs a hand-off to another au-
thenticator, the new authenticator should receive the PMK key to avoid a full
re-authentication. The new authenticator must issue a request to the AS to
receive the PMK, adding to the request a token in the form of cryptographic
material to prove that it is in contact with the mobile client who owns the
requested PMK. Actually, this token is generated by the mobile client while
performing the hand-off and is transmitted to the new authenticator. If the
AS verifies the token, it then issues the PMK to the new authenticator.

The fast re-authentication presented in this approach permits central-
ized and hence secure management of the network. However, the need
to involve the AS with each re-authentication may cause some constraints
in WMNs in which mobile nodes have random and mostly high dynamic
behavior. A distributed-based token verification will be more suitable to
WMNs, especially for open and multi-hop communication scenarios. Fur-
thermore, the presented solution does not explain the authentication/
re-authentication in case of multi-hop communication, which is a liable
scenario in WMNs. Delegation or distribution of the authenticator’s role
among mobile clients is a useful solution in such a context.

8.4.4.2 EAP-TLS over PANA

A security architecture suitable for multi-hop mesh network is presented in
[31], employing EAP-TLS over PANA (Protocol for carrying Authentication
and Network Access) [32]. This work proposes an authentication solution
for wireless mesh networks growing in an ad hoc manner and using ad hoc
network capabilities. An authentication architecture is developed, and data
confidentiality is assured. IEEE 802.1X is adapted so that mobile nodes
can be authenticated by mesh access routers that can be APs as well as
mobile hosts. The authentication between mobile nodes and mesh access
routers depending on MAC addresses, according to the 802.1X authentica-
tion model, requires mobile clients to be directly attached to mesh routers.
Because PANA enables clients to authenticate to the access network using
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IP protocol, it is used in this work to overcome the problem of associa-
tion between mobile clients and mesh access routers that can be attached
through more than one intermediate node. Because PANA is an EAP lower
layer, any EAP method is suitable for clients’ authentication.

When a new mobile node joins the network, it first gets an IP address
(pre-PANA address) from a local DHCP server. Then, PANA protocol is
initiated so that the mobile node discovers the PANA Access Router (PAA) to
authenticate. After successful authentication, the mobile client initiates the
Internet Key Exchange (IKE) protocol with the mesh router for establishing
a security association. Finally, IPSec tunnel ensures data protection over
the radio link and a data access control by the mesh router. During the
authentication and authorization phases, PANA uses EAP message exchange
between the client and the PAA, where the PAA relays EAP messages to
the AS using EAP over RADIUS. EAP-TLS message is used in this approach;
however, any other application suitable EAP method can be used.

Because this solution proposes an architecture which is independent of
the wireless media, it is appropriate for heterogeneous WMNs’ future appli-
cations and in WMNs that are managed by different operators/administrative
domains employing similar or different technologies. However, employing
PANA necessitates the existence of IP addresses among mesh nodes, which
is still an unsolved problem in the WMN environment.

8.4.4.3 EAP-TLS Using Proxy Chaining

The contributions of [17] and [33] propose adaptive EAP solutions for au-
thentication and access control in the multi-hop wireless environment. In
[17], an adapted EAP-TLS approach is used to allow authentication of mobile
nodes that do not exist in any AP communication range. A delegation pro-
cess is used among mobile nodes, through selecting auxiliary authenticators
in a recursive manner until reaching the AS. To allow extended forward-
ing and exchange of EAP-TLS authentication messages, proxy RADIUS is
involved using proxy chaining among the intermediate nodes between the
mobile client requesting the authentication and the AS. This approach per-
mits the storage of mobile clients’ authentication keys among auxiliary au-
thenticators, which speeds up the re-authentication process and enhances
the performance of this adaptive EAP-TLS mechanism. This solution is ap-
plicable in the WMN environment, especially in scenarios of multi-hop
communication. However, a sort of communication is required between
auxiliary authenticators to exchange the authentication information con-
cerning the roaming clients. To support secure roaming across different
wireless mesh routers (WMRs), communication is required between old and
new WMRs during mobile clients’ roaming. This can take place through in-
stalling central elements/switches linking WMRs and allowing information
centralization and distribution between them.
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Another adaptive EAP-TLS solution is presented in [33], which is mainly
proposed for vehicular networks environment; however, it can be useful in
WMNs. This solution employs a Kerberos authentication server as a central
server for all mobile nodes. At a first step, each mobile node should au-
thenticate to the Kerberos server prior to connection to the network. As a
result of this initial authentication, each mobile node obtains a public key
certificate for later use in the network. During communication between the
nodes, each two communicating parties can mutually authenticate using
EAP-TLS in an ad hoc mode following a client/server model without in-
volving the AS, but rather the previously obtained public key certificates
are used. Employing the Kerberos authentication model in WMNs is use-
ful in managing authorization to different services, especially in case of
several communicating mesh clusters managed by more than one opera-
tor. WMRs can mutually authenticate through the distributed authentication
approach proposed; also, this approach is useful for mobile clients authen-
tication during multi-hop communication that can take place in open WMN
scenarios. To manage roaming of mobile clients between different WMRs,
communication between WMRs is required. Because mutual authentication
is possible between WMRs, they can communicate in ad hoc mode to share
the authentication information of roaming clients in a secure manner.

8.4.5 AAA in Multi-Operator WMNs

A major objective in WMNs future deployment is services commercializa-
tion, which will observe a cooperation between different operators and
service providers belonging to different administrative domains. However,
some challenges need to be resolved to allow ubiquitous services provision
to mobile clients in such a heterogeneous environment. An important chal-
lenge concerns the AAA process. Appropriate AAA operation is needed to
permit wide and scalable WMNs commercial deployment. This necessitates
a trust relationship between operators and providers allowing the contin-
uous authentication of mobile clients during their roaming across different
authentication domains. Roaming of clients between WMRs managed by
different operators requires authentication of clients each time they con-
nect to a new operator in a rapid manner with no impact on the continuity
or the quality of the provided services, especially for real-time applications
that are so sensitive to hand-offs delay. Thus trust should exist between the
operator of the home network to which the clients belongs and the new
operator which is visited by the mobile client. Trust establishment between
operators/service providers can take place by signing roaming agreements
or by using long-term keys shared between the different operators/service
providers.

The charging and accounting of mobile clients across multiple admin-
istrative domains should be achieved in a transparent means to services
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provision. Special accounting mechanisms and tailored billing systems
should be in place, with appropriate business models considering the
benefits of both mobile clients and service providers. In this context, inter-
domain accounting is important in assuring service availability and conti-
nuity. The economic interests require the application of usage-sensitive
billing systems based on the gathered accounting information for each
client. It is recommended that these systems allow online payment or pre-
paid tokens. However, processing delay constraints should be considered
as well as the need for authentication and integrity.

Considering WMNs operating in an unlicensed spectrum, another im-
portant challenge in multi-operators coexistence concerns the spectrum
sharing. Because the same WMN can be managed by different operators or
WMNs of different operators can interoperate, the utilization of the same
unlicensed frequency band by different operators is possible. In such case,
mobile clients attachment to WMRs is based on the received signal strength
level. Consequently, each operator can authorize its WMRs to transmit using
the maximum authorized level to assure that it is heard by the maximum of
its own mobile clients, which results in a bad WMN performance increasing
the interference. Policy agreements should take place between operators
handling the spectrum sharing without bad performance effects. Mobile
clients should freely roam across WMRs of different operators attaching to
the one offering the best signal quality irrespective of the operator to which
the WMRs belong. This roaming policy is expected to be beneficial for both
operators and clients. Operators can decrease the transmission power of
their devices while serving an increased set of clients. On the other hand,
mobile clients can easily discover the closest WMRs and benefit from dif-
ferent services offered by multiple operators.

8.5 Trust
In commercially deployed WMNs, users do not belong to a common group
and they do not necessarily trust each other or the different operators. At
the same time, each operator does not trust the different users. Because
WMN deployment is essentially driven by business considerations, trust is
fundamental in such networks, and any security mechanism requires some
level of trust in its underlying components.

Building and maintaining trust is not an easy task in WMNs. Trust can
be defined as the belief of a network element that another network ele-
ment, with which it communicates, is functioning in a way that does not
disrupt the network operation/services continuity and according to certain
predefined rules. However, a trust relation is not symmetric; i.e., if X and
Y are two communicating network elements and X trusts Y, this does not
imply that Y trusts X, which complicates the problem of trust building. In
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addition, trust is difficult to quantify or to measure. Consequently, rules
enforcement by organizations or governmental authorities is sometimes
necessary to facilitate trust building between the different communicating
entities. An example of rules enforcement is the governmental regulation
of the radio spectrum utilization by network operators. Another example is
the control of the mobile devices usage to the radio spectrum by network
operators. Besides rules enforcement, there is a need for technical mecha-
nisms deployment to encourage users to some desired behavior during their
participation in the network. These mechanisms can also detect/prevent at-
tacks caused by nodes misbehavior, and are typically based on security and
cryptographic techniques.

There is a traditional focus on securing routing protocols via ensur-
ing the authenticity of routing messages, aiming to provide transmission
among trusted elements. However, this approach is insufficient as the key
characteristics of WMNs make it possible for attackers, including malicious
users, to add routers, establish links, and advertise routes. In addition, an
attacker could steal the credentials of a legitimate user or a legitimate user
could himself turn malicious, and thereby inject authenticated-but-incorrect
routing information into the network. Thus, beyond ensuring the security
of routing protocols, two important issues worth consideration for trust
assurance in WMNs environment are:

1. Creating a trust relationship between each pair of communicating
nodes as well as between nodes on the redundant routing paths
between any communicating parties: Reputation-based mechanisms
can help in providing a sort of trust among different network ele-
ments in a distributed manner.

2. Securing the packet forwarding and dealing directly with the packet
forwarding misbehavior: A way is needed to securely detect and
localize the source of the packet forwarding misbehavior. Conse-
quently, the problem of forwarding misbehavior can be solved by
controlling the trouble spot, invalidating the compromised creden-
tials, or taking offline action through a human interface.

8.5.1 Using Reputation for Building Trust

Because future business of WMNs is expected to allow interoperability
among different operators/service providers, a possible example is the
integration of different mesh clusters that belong to different operators/
service providers including wireless Internet service providers (WISPs).
However, one of the major problems in this approach is the lack of trust
between the heterogeneous communicating entities that belong to dif-
ferent operators/providers. In this context, reputation-based mechanisms
seem useful for building up trust between mobile users and the different
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operators/providers, and at the same time building trust between mobile
users belonging to different administrative domains.

The work in [34] treats the problem of interoperability between service
providers. A reputation system is developed, using an appropriate trust
model. The trust model considers that the home network of a particular
service provider can be the home network for some mobile nodes and a
foreign network (provider) for other nodes. Thus, the home network of
any provider could not be considered as an always-trusted element for all
mobile nodes. Furthermore, a mechanism is presented that can enable ser-
vice providers to predict the QoS they can offer to mobile nodes according
to the level of trust.

This work is basically developed for WiFi networks; however, it can
be adapted to WMNs. Applying this approach in the WMN environment is
beneficial in terms of having interoperability between multiple providers in
a secure manner. The reputation-based system can allow mobile nodes to
evaluate the behavior of service providers and at the same time can allow
service providers to authorize mobile users services access according to
their level of trust.

8.5.2 Detecting Forwarding Misbehavior

Secure packet forwarding is an approach to detect malfunctioning among
the network elements and estimate a level of trust for each network element
according to its forwarding behavior. Although a tool such as traceroute [35]
could be used in detecting forwarding misbehavior and identify the offend-
ing mesh routers, an attacker can still treat traceroute packets differently
or can tamper with the traceroute responses sent by other nodes. A secure
traceroute SecTrace protocol [36] is developed to securely trace the existing
traffic paths. SecTrace allows intermediate routers to prove the traffic recep-
tion rather than using implicit responses. In addition, SecTrace responses
are authenticated to verify their origin and prevent spoofing and tampering.
SecTrace is recommended for the community WMN environment to moni-
tor end-to-end connectivity to other mesh nodes and to detect connectivity
problems.

The operation of SecTrace, as in normal traceroute, takes place in a hop-
by-hop manner to identify the offending routers. Each node on the path is
being asked to respond to traceroute traffic, where each responding node
provides a next-hop router identity for the packet in addition to its own
identity. A shared key is established by the tracing node prior to sending
the traceroute packets, where this key is used to encrypt and authenticate
the communication to and from the expected next node. In replying to a
SecTrace packet, a node sends some agreed-upon identifying marker for
the packet to prove to the tracing node that the packet has been received.
Also, a strongly secure Message Authentication Code (MAC) is contained in
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the reply packet, ensuring its authentic origin. After replying to SecTrace,
the replying node becomes the next node for the next step of traceroute.

SecTrace is useful in the context of deployable WMNs to detect and lo-
calize the cause of packet forwarding misbehavior, because securing rout-
ing only is insufficient in such environment. An implementation of SecTrace
[36] in a WMN scenario shows that it has a negligible performance over-
head, making it suitable for monitoring of end-to-end paths and estimating
a trust level for each contributing network element, whether it is a mobile
client or a mesh router.

8.5.3 Trusted Routing

Mesh networks rely on participation and cooperation of nodes within the
network during the routing process. However, the fact that participating
nodes are controlled by different owners, nodes may choose to act in their
own interest in a way that can impact the networking functioning. In this
context, trusted routing is beneficial in providing additional security in this
open environment by allowing each mesh node to prove its identity and
integrity.

The work in [37] presents a contribution to trusted routing, which ex-
tends the Ad hoc On-demand Distance Vector (AODV) [38] routing protocol
to ensure that only trustworthy nodes participate in the network. A system
is presented that uses trusted computing to prevent selfish or malicious
nodes from participating in the network. A new protocol named Trusted
Computing Ad hoc On-demand Distance Vector (TCAODV) has been de-
veloped to enhance AODV protocol through preventing network abuse by
selfish and malicious nodes. In TCAODV, a public key certificate is used
by each node, which is stored within a trusted root used for the purposes
of routing. The node broadcasts this certificate with Hello messages, where
neighbors receiving this certificate first verify it through the signature of the
issuer, then store it as the broadcaster’s public key in case of validation.
The RREQ packet sent by each node is signed with a sealed signature,
using integrity metrics from the routing module of the sender. The node
that receives the RREQ verifies the signature through using the previously
received key for the requester node, and determines if the provided mea-
surements are trustworthy. When the destination is not directly reachable
by the RREQ, the intermediate node strips off the signature, replacing it
by its own signature and integrity measurements. In addition, a per-route
symmetric encryption key is established to ensure that only trusted nodes
along the path can use the route. All traffic sent along the route is encrypted
using this symmetric key. The TCAODV approach has less overhead on the
network and can be applied in WMN scenarios. A typical scenario example
is a community wireless mesh network among houses in residential areas.
In this scenario, houses are equipped with wireless nodes that forward
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traffic toward a wired Internet connection, and in turn may also make use
of this connection.

8.6 Privacy
Privacy provision is an important issue worth consideration to widen WMN
deployment. Privacy concerns hiding the transferred messages/critical data
from unauthorized parties, which is an important means for controlling
message transfer in WMN environments. However, privacy is difficult to
achieve even if messages are protected, as there are no security solutions
or mechanisms which can guarantee that data is not revealed by the autho-
rized parties themselves. Thus, complementary solutions are important to
be in place. Also, communication privacy could not be assured with mes-
sages protection, as attackers could still observe who is communicating
with whom as well as the frequency and duration of the communication
sessions. This makes personal information susceptible to disclosure. Fur-
thermore, mobile clients in WMNs can be easily monitored/traced in terms
of their presence, which causes the exposure of their personal life. Unau-
thorized parties can learn the mobile clients’ positions/locations through
observing their communication. Consequently, there is a need to ensure
location privacy in WMNs.

To control the usage of personal information and the disclosure of per-
sonal data, different types of information hiding from unauthorized parties
appear to be efficient. The following approaches can be useful in informa-
tion hiding, depending on what is needed to be protected:

� Anonymity: This is concerned with hiding the identity of the mes-
sage sender or the message receiver or both of them. In fact, hiding
the identity of both the sender and the receiver of the message can
assure communication privacy. Thus, attackers observing transmis-
sions could not know who is communicating with whom, thus no
personal information is disclosed.

� Confidentiality: This is concerned with hiding the transferred mes-
sages themselves. Instead of hiding the identity of the sender and
the receiver of a message, the message itself is hidden.

� Using pseudonyms: This is concerned with replacing the identity of
the sender and the receiver of the message by pseudonyms which
function as identifiers. Thus, pseudonyms can be used as a reference
to the communicating parties without hurting their privacy, which
helps to assure untraceability of clients. However, it is important to
assure the unlinkability of pseudonyms and real identifiers.

This section discusses privacy protection in WMNs, highlighting some
interesting research contributions.
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8.6.1 Efficient Key Distribution for Message Protection

Power-efficient encryption and decryption can achieve message protection
in WMNs. There is a need for simple, robust, and lightweight security mech-
anisms that are suitable to the WMN environment and nodes characteristics.
Although the second part of the IEEE 802.11i standard uses Advanced En-
cryption Standard (AES) protocol to overcome the significant processing
on every packet caused by the previously used Temporal Key Integrity
Protocol (TKIP), the AES also adds an overhead of eight octets on every
packet and can still be very expensive. In this context, the contribution of
[39] presents a State-Based Key Hop (SBKH) protocol that provides a strong
and lightweight encryption scheme suitable for battery operated devices. It
is shown that integrating SBKH with 802.11 allows a power and processing
cost that is much lower than 802.11i encryption mechanisms. SBKH is based
on the concept of state-based encryption, where it does not reinitialize RC4
state for every packet. Instead, the same RC4 seed is maintained for a du-
ration that is known to the communicating nodes. The initialization of the
RC4 state is only carried out when the base key changes. SBKH allows mo-
bile nodes to be state synchronized, where they keep using the same cipher
stream to encrypt and decrypt packets exchange between them. In fact, ap-
plying this scheme in WMNs is important in terms of providing cheap and
robust security without additional encryption overhead together with sav-
ing significant processing power, especially for applications of large packet
sizes. Furthermore, operating with the existing hardware as well as the
existing 802.11 protocols is important to millions of 802.11 cards shipped,
where a change in the hardware will not solve the security issues with these
existing 802.11 cards.

The messages generated in WMNs are sent using multi-hop communica-
tion among WMRs and mobile clients relaying the messages. Consequently,
the use of public key cryptography is a heavy process introducing important
delays, and thus leading to sub-optimal utilization of network resources.
A possible solution consists in establishing or pre-defining secret keys be-
tween mesh routers that can be used in encrypting messages transferred
through the hop-by-hop communication. However, a major problem in
WMNs is the distribution of secret keys. To meet the constraints of high and
unpredictable mobility together with limited power and storage resources
of mobile nodes, particular key distribution protocols are needed taking
into account these constraints and maintaining a strong security level. A
new approach for random key pre-distribution is proposed in [40], achiev-
ing both efficiency and security objectives. This work replaces the use of a
key pool for random keys by a developed key-generation technique. In this
developed technique, a large number of random keys can be represented
by a small number of key-generation keys. Consequently, instead of storing
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a large number of random keys, each mobile node stores a small number
of key-generation keys while computing the shared secret keys during the
bootstrapping phase. This solution is useful in WMN scenarios because it is
scalable to large network sizes. The distributed solution for secret sharing is
appropriate for WMN multi-hop communications, whether through WMR
relays or mobile client relays. Furthermore, applying this scheme in the
WMN environment allows a significant reduction in storage requirements,
while maintaining the required security strength.

8.6.2 Traffic Privacy

Traffic preservation is a useful approach in providing communication pri-
vacy. Despite the necessity of traffic preservation, limited research has been
conducted on this issue. Indeed, in a community mesh network, the traf-
fic of mobile users can be observed by the mesh routers residing at its
neighbors, which could reveal sensitive personal information. A mesh net-
work privacy-preserving architecture is presented in [41]. This work targets
traffic confidentiality, aiming at deducing the traffic information, such as
who the user is communicating with, and the amount and time of traffic. A
lightweight traffic privacy-preserving mechanism for WMNs is developed,
based on the concept of traffic pattern concealment via routing control,
using the intrinsic WMN redundancy in terms of multi-paths. As illustrated
in Figure 8.6, the traffic from the source (gateway) to the destination (mesh
router) is split to many paths, thus all the relaying nodes along the paths
could only observe a portion of the entire traffic. Furthermore, the traffic
can be split in a random way (spatially and temporally) so that an interme-
diate node can have little knowledge to figure out the overall traffic pattern,
allowing the traffic pattern to be concealed.

The present work first defines an information-theoretic metric, then pro-
poses a penalty-based routing algorithm to allow traffic pattern hiding by
exploiting the multiple available paths between any two mesh nodes. The
source routing scheme is adopted which allows a node to easily learn the
topology of the WMN that it belongs to through each received packet,
while the source and destination ID are encrypted. This work can assure
communication privacy in WMNs, where each destination is able to consis-
tently limit the proportion of mutual information it shares with the observing
node. This approach needs more adaptation for the WMN environment and
applications. The fact of splitting traffic on multiple paths may impact the
transmission delay. This can be harmful to the continuity of service of real-
time applications, such as VoIP and streaming, which are delay sensitive.
Furthermore, when applying this approach in WMN scenarios with multi-
hop communication among mobile clients, multi-path transmission among



P1: Binod

July 28, 2008 15:16 AU8250 AU8250˙C008

290 � Security in Wireless Mesh Networks

Internet

Multi-paths for data delivery

To the mesh router

Mesh router

Gateway

Figure 8.6 Preserving traffic privacy.

mobile nodes (relays) can cause packets loss, which in turn impacts the
transmission quality. Consequently, positioning information of the relaying
mobile clients is important to be acquired to select the relaying multi-paths
according to their mobility behavior and patterns.

8.6.3 Non-Traceability

In fact, the behavior of mesh nodes can be easily traced by adversaries due
to the use of wireless channels, multi-hop connections through intermedi-
ate nodes, and convergence of traffic to WMRs. Hiding nodes activity is an
approach that can prevent nodes traceability, assuring their privacy. Cryp-
tographic approaches are not appropriate to achieve nodes privacy in terms
of hiding nodes activities, as they are not efficient in case of internal attack-
ers among the WMRs or the mobile clients. At the same time, redundancy
in transmissions through broadcasting at WMRs or gateways can hide the
activity of the receiver node; however, an internal attacker can discover the
node when it sends a message to a WMR or a gateway. In [42], a solution
is proposed with the objective of hiding an active node that connects to a
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gateway router, where this active mesh node has to be anonymous. A novel
communication protocol is designed to protect nodes privacy using both
cryptography and redundancy. This protocol uses the concept of onion
routing in wired networks [43], adapting it to the WMN environment. In
this solution, an end user requiring an anonymous communication sends
a request to an onion router (OR). The OR acts as a proxy for the mo-
bile user, and the communication between the end user/mobile client and
the OR is protected from adversaries. The proxy constructs a route con-
sisting of other ORs and constructs an onion using the public keys of the
routers on the route. The onion is constructed such that the most inner part
is the message for the intended destination, and the message is wrapped
by being encrypted using the public keys of the ORs in the route with
their same order in the route. The ID of the session initiator is not carried
in the constructed route, where the initiator is kept anonymous to other
mesh nodes. To prevent attackers from monitoring routes from gateways
to initiator nodes, the constructed route between the initiator node and the
gateway does not end at the initiator; however, it extends for a few extra
hops carrying dummy information generated by the initiator node.

This work protects the routing information from insider and outsider
attackers, making each node behavior/activity undistinguishable. However,
there should be a trade-off between the anonymity and the computing/
communication overhead. It should be assured that achieving a higher level
of anonymity should not result in higher overhead cost.

8.7 Conclusion and Outlook
To further ensure security of WMNs, some essential strategies need to be
considered. Security and privacy mechanisms and architectures for access
networks including WMNs have considered the lower layers in the form of
security over wireless networks and the upper service layers in the form
of application and transport security. However, what is still missing is a
general solution which is both adaptable to the network types and also
takes into account end-system capabilities as well as enabling inter-domain
AAA negotiation.

Security mechanisms need to be embedded into MAC protocols to detect
and prevent misbehavior in channel access and into network protocols
providing a secure routing. Moreover, new or adaptive upper layer proto-
cols are needed for WMNs, taking into consideration centralized and opened
WMN scenarios together with the multi-hop communication principle.
Generally, multi-layer security is desired as attacks occur simultaneously
in different protocol layers. It might be important to develop cross-layer
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framework for security monitoring to detect attacks responding quickly to
them. Furthermore, it is necessary to provide sufficient authentication for
user nodes to authenticate mesh nodes or for a downstream mesh node to
authenticate an upstream mesh node. However, it is important to be mind-
ful of the overhead caused by authentication as wireless users or mesh
nodes are often constrained by limited battery power, computing power,
or memory space. Also, unacceptable authentication delay might impact
service continuity. The future deployment of WMNs will observe multi-
operators’ coexistence, which requires appropriate AAA systems that allow
mobile clients authentication and accounting across multiple administrative
domains.

Providing trust between mesh nodes is an important aspect; however,
the domain of WMNs still lacks appropriate mechanisms capable of intro-
ducing trusted elements. In this context, upper layer architectures for trust
provision between nodes should be provided, taking into account the spe-
cial characteristics of WMNs. Consequently, an important issue that should
also be considered is the measurement and estimation of the trust levels
between nodes. Appropriate metrics should be developed for calculating
trust levels in WMNs at lower layers. As well, new architectures for trust
infrastructure assurance are needed at the application level.

The open medium property of WMNs makes them vulnerable to privacy
attacks. The behavior of mesh nodes can be easily monitored and traced by
adversaries due to the use of wireless channel, multi-hop communication,
and traffic convergence to mesh routers. Despite the necessity of privacy to
protect sensitive personal information and prevent client traceability, lim-
ited research contributions have been conducted toward privacy preserving
in WMNs. This subject still needs wide investigation and studies, and could
impact the type of applications in future WMN deployment.

For future deployment of WMNs, further important open issues are still
not covered and need more investigation from the research community as
well as the industry. One important issue is the secure auto-configuration
of mobile nodes in this environment. Another issue is the fast and secure
association between mobile nodes in a totally distributed manner and with
high mobility that is mostly taking place in WMN open scenarios. In provid-
ing intelligent commercial WMN services, an interesting point to be studied
is employing rewarding mechanisms, in terms of providing incentives to
mobile nodes to cooperate, as a means of accounting mobile users. Finally,
applying the Grid Computing paradigm seems useful in WMNs, in terms of
aggregating the mesh nodes resources to carry out heavy security services.
A wide take up in Grid Computing is the appropriate security models and
the cross-organizational AAA for collaborative business. In this new trend,
mobile users with varying context and capabilities act as resource providers
and at the same time clients participating in the grid.
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Symmetric cryptographic primitives are preferable in designing security pro-
tocols for wireless mesh networks (WMNs) because they are computation-
ally affordable for resource-constrained mobile devices forming a WMN.
Most proposed key-establishment schemes for symmetric cryptosystems
assume services from a centralized authority (either online or offline), or
involve interaction between communicating parties. However, requiring
access to a centralized authority, or ensuring that correct routing be estab-
lished before the key agreement is done, is difficult to attain in wireless
networks.

We present a new non-interactive key agreement and progression
(NIKAP) scheme for wireless networks, which does not require an on-
line centralized authority, can establish and update pairwise shared keys
between any two nodes in a non-interactive manner, is configurable to op-
erate synchronously (S-NIKAP) or asynchronously (A-NIKAP), and has the
ability to provide differentiated security services wireless routers the given
security policies. As the name implies, NIKAP is especially valuable to sce-
narios in which shared secret keys are desired to be computed without
negotiation between mobile nodes over insecure channels, and also need
to be updated frequently.

As an application example, we present the Ad hoc On-demand Secure
Routing (AOSR) protocol based on NIKAP to secure the signaling of on-
demand ad hoc routing, which exploits pairwise keys between pairs of
nodes and hash values keyed with them to verify the validity of the path
discovered. Analysis and simulation results show that AOSR has low com-
munication overhead caused by the key establishment process due to the
use of NIKAP, effectively detects or thwarts a wide range of attacks to on-
demand ad hoc routing, and is able to maintain a high packet-delivery ratio,
even when a considerable percentage of nodes are compromised.

9.1 Introduction
A wireless mesh network (WMN) is a dynamically self-organized network of
wireless nodes that automatically establish and maintain mesh connectivity
among themselves (forming, in effect, an ad hoc network). A WMN consists
of mesh routers and mesh clients, and each node operates not only as a
host, but also as a router that forwards packets for other nodes. This feature
enables advantages such as low operation cost, robustness, and extendable
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service coverage. However, the ad hoc deployment without centralized
administration and the highly dynamic nature of wireless networks also
bring up new challenges to systems built on them, among which security
is a pressing problem.

In general, there are three cryptographic techniques that can be used to
devise security mechanisms for WMNs: one-way hash functions, symmetric
cryptosystems, and asymmetric (or public key) cryptosystems. An asym-
metric cryptosystem is more efficient in key utilization in that the public
key of a node can be used by all the other nodes; a symmetric cryptosystem
requires the existence of a shared key between two communicating nodes.
Hash functions can be implemented quickly, and usually work together
with symmetric or asymmetric algorithms to create more useful credentials,
such as a digital certificate or a keyed hash value (i.e., a keyed message
authentication code).

Portable devices forming a WMN usually have limited battery life and
must share a relatively limited transmission bandwidth. Therefore, sym-
metric cryptosystems are preferable in ad hoc scenarios due to their com-
putational efficiency (conducting an asymmetric algorithm usually is three
or four orders of magnitude slower than the symmetric counterpart). For
a symmetric cryptosystem to work, a shared key must be established be-
tween each pair of communicating entities. The key establishment problem
between two network principals is well understood for conventional com-
munication networks, and generally can be resolved by key distribution or
key agreement.

The classic key-distribution scheme, such as Kerberos [1], requires an
online centralized authority (CA) to generate and distribute keys for nodes.
However, this is not suitable for WMNs. In practice, the online CA can be
unavailable to some of the nodes, or even the whole network during cer-
tain time periods, because of the unpredictable state of wireless links and
node mobility. Given that the CA is the single point of failure, compromis-
ing the CA jeopardizes the security of the entire system. More importantly,
the Kerberos system is designed to provide authentication and key distri-
bution services for networks structured based on the client/server model,
which, however, is not the case of WMNs. In WMNs, nodes are assumed
to be willing to route packets for other nodes and behave as peers of one
another, such that every node has the responsibility of a mobile router in
addition to a common network user. Therefore, a WMN is a peer-to-peer
communication system for the purpose of routing, into which the conven-
tional client/server model-oriented, centralized key distribution approach
does not fit. Recently proposed key distribution protocols [2] for wireless
environments replace the functionality of CA by a subset of nodes in the
network. However, this approach still relies on a small number of nodes,
and it is not clear whether sharing the CA functionality among multiple
nodes can perform better than using a single CA, given that applications
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need to contact multiple nodes that can be multiple hops away, to obtain
the desired keys.

Key agreement protocols, such as the Diffie–Hellman key exchange pro-
tocol [3] and many variations derived from it, do not need an online CA
and compute the shared keys between nodes on-demand. These protocols
are interactive schemes in that nodes need to exchange messages between
them to establish the desired keys, for which active routes must pre-exist
for such approaches to work. The assumption of pre-existing routes be-
tween two communicating parties, which may be multiple hops away from
each other, contradicts the need to secure the routing discovery process
between such nodes in the first place. Even if such an assumption is sat-
isfied, network dynamics can tear routes down in the middle of the key
negotiation, and as such no key can be agreed upon. Moreover, interactive
key agreement protocols are not scalable in terms of communication over-
head, because messages exchanged for key establishment can consume
significant CPU cycles and wireless bandwidth in such a highly dynamic
environment as WMNs, which can become even worse if the shared keys
between nodes need to be updated frequently.

Motivated by the observations above and based on self-certified key
(SCK) [4] cryptosystem, we propose new NIKAP protocols to facilitate the
key agreement process in WMNs. In NIKAP-oriented protocols, pairwise
keys can be computed between two nodes in a non-interactive manner, as
well as the subsequent key progression (rekeying) process. NIKAP needs
the aid of a CA only at the initial network formation, and the CA can be
entirely offline thereafter. Consequently, single-point failures are avoided
during the operation of the deployed WMN. Compared with other key dis-
tribution and agreement approaches, NIKAP saves scarce energy and band-
width of wireless nodes in transmitting, receiving, and processing messages.
To our knowledge, NIKAP is the first key establishment scheme that sup-
ports the non-interactive key agreement and subsequent key progression
simultaneously. Though there are a few protocols that can establish shared
keys between nodes non-interactively based on either matrix threshold
key pre-distribution (MTKP), or polynomial threshold key predistribution
(PTKP) [16], none of them supports non-interactive key progression.

The rest of the chapter is organized as follows. For completeness, Sec-
tion 9.2 reviews the basic idea of the SCK cryptosystem, which was first
introduced by Petersen and Horster [4]. Section 9.3 presents S-NIKAP and
A-NIKAP, the non-interactive key agreement and progression protocols tai-
lored for WMNs, in which we also discuss scenarios to which NIKAP-based
protocols can be applied. Section 9.4, Section 9.5, and Section 9.6 present
the results of our recent use of NIKAP to secure the routing process in wire-
less ad hoc networks. We compare NIKAP with other key distribution and
agreement approaches proposed for wireless environments in Section 9.7,
and present the concluding remark in Section 9.8.
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9.2 Basics of the Self-Certified Key Cryptosystem
In an asymmetric cryptosystem, there are two ways of ensuring the au-
thenticity of a public key: explicit verification and implicit verification. In
explicit verification, a trusted centralized authority signs a certificate that
binds a public key and the identity (ID) of its owner. Then any user can
verify the certificate explicitly provided that the public key of the central-
ized authority is known. In implicit verification, the authenticity of a public
key is verified when it is used for encryption (or decryption), signature ver-
ification, key exchanging, or other cryptographic operations. For example,
a successful verification of a signature means that the public key matches
the private key used to construct this signature. A self-certified key (SCK)
system follows the track of implicit verification. In the following, we first
summarize the basic primitives used by SCK to establish and update the
shared pairwise keys between two communicating parties. In such cases,
the authenticity of a public key is verified when the shared keys derived
based on it are used, for example, to encrypt and decrypt data, and to
generate and check keyed hash values.

� Initialization: A CA Z is assumed to exist before the network forma-
tion. Z chooses large primes p, q with q|(p − 1) (i.e., q is a prime
factor of p−1), a random number kA ∈ Z∗

q , where Z∗
q is a multiplica-

tive sub-group with order q, and generator α; then Z generates its
(public, private) key pair (xZ , yZ). We assume that the public key yZ

is known to every node that participates in the network. To issue the
private key for node A with identifier IDA, Z computes the signature
parameter rA = αkA (mod p) and sA = xZ · h(IDA, rA) + kA (mod q),
where h(·) is a collision-free one-way hash function and (mod p)
means modulo p. Node A publishes the parameter rA, called the
guarantee, together with its identifier IDA, and keeps xA = sA as its
private key. The public key of A can be computed by any node that
has yZ , IDA and rA using the following equation:

yA = yh(IDA,rA)
Z · rA (mod p) (9.1)

We denote this initial key pair as (xA,0, yA,0).
� User-controlled key pair progression: Node A can update its (pub-

lic, private) key pair either synchronously or asynchronously. In the
synchronous setting, where A uses the key pair (xA,t , yA,t) in time in-
terval [t ·�T , (t +1) ·�T ), node A can choose n random pairs {kA,t ∈
Z∗

q , rA,t = αkA,t (mod p)}, where 1 ≤ t ≤ n, and publishes guaran-
tees rA,t . Then the private key of node A progresses as follows:

xA,t = xA,0 · h(IDA, rA,t) + kA,t (mod q) (9.2)
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and the corresponding public keys can be computed according to

yA,t = y
h(IDA,rA,t )
A,0 · rA,t (mod p) (9.3)

� Non-interactive pairwise key agreement and progression: Pairwise
shared keys between any two nodes A and B can also be com-
puted and updated synchronously or asynchronously based on
Algorithm 1.

Algorithm 1 Key agreement between nodes A and B

Node A:
xA,t = xA,0 · h(IDA, r A,t ) + kA,t

yB,t = y
h(IDB ,r B,t )
B,0 · r B,t (mod p)

K A,t = yxA,t
B,t (mod p)

Kt = h(K A,t )

Node B:
xB,t = xB,0 · h(IDB, r B,t ) + kB,t

yA,t = y
h(IDA,r A,t )
A,0 · r A,t (mod p)

K B,t = yxB,t
A,t (mod p)

Kt = h(K B,t )

The pairwise shared keys obtained by node A and node B are equal
because

h(K A,t) = h(y
xA,t

B,t (mod p))

= h(αxA,t xB,t (mod p)) = h(y
xB,t

A,t (mod p)) = h(K B,t) (9.4)

Two features of SCK are worth pointing out:

1. Given that N nodes participate in the network and their IDs are
globally known, N guarantees are advertised to distribute their pub-
lic keys, instead of N traditional certificates. The advantage is that,
unlike a certificate-based approach, such N guarantees can be pub-
lished and need not be certified (signed) by any centralized author-
ity. This means that the public key of each node can be derived and
updated (rekeying) without the aid of an online CA (access to the
CA is only required at the initial network formation, as previously
described).

2. Given that guarantees are correctly received by each node in the
network, then any two nodes can establish and progress the pair-
wise key shared between them in a non-interactive manner. Con-
sequently, without considering the distribution of guarantees, the
communication overhead incurred by key establishment is zero.
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9.3 Non-Interactive Key Agreement and Progression

9.3.1 S-NIKAP and A-NIKAP

SCK is particularly attractive to the design of security protocols for wire-
less networks because it promises a NIKAP scheme. However, the basic
primitives of SCK cannot be applied directly to WMNs. In this section, we
present two protocols that implement NIKAP to facilitate security mecha-
nisms using symmetric cryptographic primitives, and allow NIKAP to be
configurable, depending on whether time synchronization is available to
wireless nodes in the network.

For NIKAP to work correctly, we assume that the guarantees of a node
are successfully distributed to all nodes participating in the network. To en-
sure the delivery of nodal guarantees in such an error-prone environment
as wireless channel, an efficient and reliable broadcasting scheme (for in-
stance, the reliable broadcasting protocol proposed in [21]) can be used to
facilitate the process of guarantee distribution, which tolerates link failures
and node mobility.

In S-NIKAP, two nodes negotiate and update the shared keys between
them periodically according to the current time instant and the specified
security policy. Processes or applications of higher security concern can
perform the rekeying (key progression) operation at a high rate and those
of lower security concern at a low rate, accordingly. Therefore, communi-
cation principals in the network can be distinguished based on different
security policies, such as roles, service types, or the sensitivity of data.
As a result, differentiated security services can be achieved by specifying
high-to-low rekeying rates that correspond to high-to-low security levels.
The main limitations of S-NIKAP are the prerequisite of time synchroniza-
tion and the periodical rekeying at a fixed rate. Though there exist de-
vices or protocols providing time synchronization for wireless networks,
it is still not clear if the desired performance can be achieved in such dy-
namic and unpredictable environments. Another drawback of S-NIKAP is
that the pairwise key is independently updated no matter whether there
is communication between peer nodes to take place. Therefore, local CPU
cycles (and therefore battery life) are wasted if the newly generated keys
are not used within its life cycle. Algorithm 2 presents the specification of
S-NIKAP.

Algorithm 2 Protocol S-NIKAP (for any node A)

1. Node initialization: Retrieve the CA’s public key yZ , initial private key xA,0,
initial guarantee rA,0, and key progression interval �T
2. Guarantees distribution : Advertise IDA and randomly selected guarantees rA,t

where 1 ≤ t ≤ n. (rA,t and IDA can be broadcast over insecure channel)
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3. Pairwise keys agreement and progression : To communicate with node B
within time interval [T0 + t · �T , T0 + (t + 1) · �T ), first update the key shared with
B to Kt , according to the following procedure:
xA,t = xA,0 · h(IDA, rA,t ) + kA,t

yB,t = y
h(IDB ,rB,t )
B,0 · rB,t (mod p)

K A,t = y
xA,t

B,t (mod p)
Kt = h(K A,t )

It follows naturally that an asynchronous version of NIKAP is desired in
cases in which time synchronization is not available or portable nodes can-
not afford the cost of progressing keys at high rates. A-NIKAP has the same
non-interactive rekeying capability as S-NIKAP does, but requires no time
synchronization service from the underlying network. Instead, A-NIKAP
uses a pseudo-random bit stream to synchronize the rekeying process be-
tween nodes, of which “1” invokes new key progression and “0” keeps
two nodes using the current key shared between them. According to SCK,
an initial shared key can be non-interactively established. Therefore, the
pseudo-random bit stream can be generated, encrypted (using the initial
key), and securely agreed-upon between nodes sharing the initial key. If
the same pseudo-random number generator is used by both ends, to save
the bandwidth, only a common seed needs to be exchanged. The pro-
gression strategy in A-NIKAP can be specified as per-session based, fixed
number of sessions based, or fixed number of packets sent based etc.,
according to the given security policies. If the bit-synchronization is lost,
nodes need to re-establish a new pseudo-random bit stream (by using the
last pairwise key working between them, or simply start over). If we count
one bit in the random bit stream equal to one time interval used in S-NIKAP,
A-NIKAP incurs half of the local CPU cycles than S-NIKAP does, provided
that the bit stream is perfectly randomized. Algorithm 3 defines protocol
A-NIKAP.

Algorithm 3 Protocol A-NIKAP(for any node A)

1. Node initialization: Retrieve CA’s public key yZ , initial private key xA,0, and
initial guarantee rA,0

2. Guarantees distribution: Advertise IDA and randomly selected guarantees rA,t ,
where 1 ≤ t ≤ n. (rA,t and IDA can be broadcast over insecure channel)
3. Random bits stream generation and exchange: To communicate with node
B, first generate a random bit stream BITSA and send to B as follows:
A ⇒ B : {IDA, IDB , BITSA, hash (IDA, IDB , BITSA, K A,0)}K A,0

Where the hashing value hash (·) is used by node B to verify the integrity of BITSA
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4. Bit-controlled key progression:
While BITSA is not empty do

if new session then /* Or other triggering events */
f lag ← pop(BITSA)
if f lag = 1 then

update the shared key to Kt

else
keep using the current key Kt−1

9.3.2 Application Scenarios of NIKAP

The non-interactive progression capability of NIKAP makes it attractive to
wireless applications in which shared keys need to be established without
negotiation through insecure channels, or need to be updated frequently.
Such scenarios include secure ad hoc routing, peer-to-peer communication
in combat fields, and surveillance systems.

When mechanisms based on symmetric cryptographic algorithms are
used to secure the routing discovery process in wireless ad hoc networks,
interactive key agreement protocols are not suitable, because the topology
and routes in an ad hoc network are usually unknown when it is first de-
ployed. Consequently, given that there can be no pre-existing routes for
nodes to communicate with each other, a common broadcast channel must
be used for key establishment, which is easy to be exploited by malicious
users. In addition, requiring the collaboration among nodes to establish
shared keys while they are establishing routes to one another cannot be
done efficiently. The non-interactive nature of NIKAP allows nodes to se-
cure the routing process without incurring undue overhead.

NIKAP can also be used to provide differentiated security services in
wireless networks. To achieve better security, the keys shared between
nodes can be updated regularly, and the keys used between different nodes
can be rekeyed at different rates based on different security policies, such
as privilege rankings, roles, and location of the nodes.

Surveillance systems are often used to gather and upload critical data
periodically to a command center from monitoring nodes. The topology
of a surveillance system is relatively fixed compared with that of a mobile
ad hoc network (MANET), which exposes it to high possibility of being
identified and attacked. Therefore, keys used between the command cen-
ter and each monitoring node have to be updated regularly. Moreover, a
pairwise key-based scheme is also preferable to a group key-based scheme,
to confine the damage caused by key divulgence. In such a case, S-NIKAP
can be a good candidate for key establishment because of its periodic,
non-interactive key progression capability.
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9.4 Ad hoc On-demand Secure Routing Protocol
In this section, we present the secure Ad hoc On-demand Secure Routing
protocol (AOSR), which derives pairwise keys using NIKAP and exploits
keyed hash values to authenticate the generic on-demand ad hoc routing.

9.4.1 Assumptions

We assume that each pair of nodes (node Ni and node N j ) in the network
shares a pairwise secret key Ki, j , which can be achieved by using the key
agreement protocols described in Section 9.3.1. Whether S-NIKAP or A-
NIKAP is adopted depends on the availability of time synchronization in
the deployed network. We also assume that the MAC address of a node
cannot be changed once it joins the network. Even though some vendors
of modern wireless cards do allow a user to change the card’s MAC address,
we will see that this simple assumption can be helpful in detecting some
complicated attacks such as wormhole. Moreover, every node must obtain
a certificate signed by the CA, which binds its MAC and ID (can be the IP
address of this node), before it joins the network. Note that such certificates
are used for nodes to verify the authenticity of their neighbors, rather than
validating the routes discovered during the process of route discovery. A
node presents its certificate to each node that it meets for the first time,
and two nodes can communicate with its neighbor nodes only if their
certificates have been mutually verified. The approach used to authenticate
and maintain neighbor-node information is presented in [5], and as such is
omitted here due to space limitations. To be clear, the notation used in the
rest of the chapter is summarized in Table 9.1.

9.4.2 Route Discovery

AOSR consists of route request initialization, route request forwarding, route
request checking at the destination D, and the symmetric route reply initial-
ization, route reply forwarding, and route reply checking at the source S.
The message flow of the route discovery of AOSR is illustrated in Figure 9.1.

9.4.2.1 Route Request Initialization

Source S generates the following route request RREQ and broadcasts to its
neighboring nodes, when S wants to communicate with node D, but has
no active route maintained for D at that point.

RREQ = {RREQ, S , D, QNum, HC , {NodeList}, QMACs,d} (9.5)

because no node has been traversed by RREQ at the source S , HC = 0 and
{NodeList} = {Null}. QMACs,d = Hash(CORE, HC , {NodeList}, Ks,d) is the
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Table 9.1 Notation Used in This Chapter

Name Meaning

S, D, Ni Node IDs, particularly, S = source, D = Destination
RREQ The type identifier for a route request RREQ
RREP The type identifier for a route reply RREP
RERR The type identifier for a route error report RERR
QNum The route request ID, a randomly generated number
RNum The route reply ID, and RNum = QNum + 1 for the same round of

route discovery
HCi→ j The hop count from node Ni to Nj

QMAC The k-MAC2 used in RREQ
RMAC The k-MAC used in RREP
E MAC The k-MAC used in RERR
Ki, j The key shared between nodes Ni and Nj , thus Ki, j = K j,i
{NodeList} Records the accumulated intermediate nodes traversed by messages

RREQ, RREP, or RERR. For clarity, they are increasingly numbered
from S to D, i.e., {S, N1, N2...Ni ...D}

r Ti→ j The route from node Ni to node Nj

k-MAC which will be further processed by intermediate nodes and used
by the destination D to verify the integrity of RREQ and the validity of the
path recorded by {NodeList}. Parameter

CORE = Hash(RREQ, S , D, QNum, Ks,d) (9.6)

serves as a credential of S to assure D that the RREQ is really originated
from S and its immutable fields are integral during the propagation.

S DKJI L

RREPD,LRREPI,S RREPJ,I RREPK,J RREPL,K

RREQS,I RREQI,J RREQJ,K RREQK,L RREQL,D

DRREQ: S

DRREP : S

Figure 9.1 Route discovery between source S and destination D.

2 In our discussion, k-MAC refers to keyed-message authentication code (a keyed hash
value), while MAC refers to media access control unless specified otherwise.
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9.4.2.2 Route Request Forwarding

An RREQ received by an intermediate node Ni is processed and further
broadcast only if it has never been seen (the ID of node S and the randomly
generated QNum uniquely identify the current route discovery initialized by
S). Because {NodeList} records the nodes that have been traversed before
the RREQ is received at Ni , Ni increases HC by one and appends the ID
of the upstream node Ni−1 into {NodeList}, and updates QMAC as follows:

QMACi,d = Hash(QMACi−1,d, HC , {NodeList}, Ki,d) (9.7)

A reverse forwarding entry is also established at Ni , which is used to relay
the corresponding RREP back to source S .

9.4.2.3 Checking RREQ at Destination D

Figure 9.2 shows the procedure conducted by destination D to authenticate
the validity of the path reported by RREQ. Basically, D repeats the com-
putation executed by each intermediate node traversed by RREQ, which is
recorded in field {NodeList}, using the shared keys maintained by D itself.
Obviously, the number of hashing that D needs to perform equals HC , the
number of nodes traversed by the RREQ.

If such a verification is successful, D can be assured that the RREQ was
really originated from S , each node listed in {NodeList} actually participated
in the forwarding of RREQ, and the distance between S and D is equal to
HCs→d.

The route reply initialization, reverse forwarding of route reply, and
checking RREP at the source S are basically symmetric to that of RREQ,
and as such are omitted for brevity. Note that AOSR forwards traffic on
a hop-by-hop basis, and each intermediate node relaying an RREP also
establishes the forwarding entry for the requested destination D, which is
used to route succeeding data packets.

9.4.3 Route Maintenance

A route error message (RERR) is generated and unicast back to source S
if an intermediate node Ni finds the downstream link of an active route
is broken (Figure 9.3). Before accepting an RERR, S must make sure that
(1) the node generating the RERR belongs to the path for the destination,
and (2) the node reporting link failure should actually be there when it is
reporting the link failure. The process of sending back an RERR from node
Ni is similar to that of originating a route reply from Ni to the source S .



P1: Binod

July 28, 2008 12:43 AU8250 AU8250˙C009

Non-Interactive Key Establishment in Wireless Mesh Networks � 309

No

Drop RREQ Yes

No

Drop RREQ

Yes

Yes

No

Accept RREQ

QMACTemp = Hash(CORE, 0, {NodeList}, Keyd,s);

CORE = Hash(RREQ, S, D, QNum, Keyd,s);

{NodeList} = {Null}; 

QMACHC,d = QMACTemp

{NodeList} = {NodeList, Nj}; //N0 = S 

QMACTemp = Hash(QMACTemp, j, {NodeList}, Keyd,j);

j = j + 1;

Seen RREQ ?

j = 0 

j < HC

Figure 9.2 Check RREQ at destination D.

S DNi−1 Ni + 1Ni

RERRi,i–1RERR

CORE = Hash(RERR, Ni, S, RNum, Ki,s)

EMACi,s = Hash(CORE, 0, {Null}, Ki,s)

RERRi,i−1 = {RERR, Ni, S, RNum, 0, {Null }, EMACi,s}

Figure 9.3 Ni generates RERR when the downstream link fails.
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Therefore, here we only describe the main differences. An RERR has a
format similar to that of an RREP, except the type identifier RERR and the
initialization of CORE, which is calculated as follows:

CORE = Hash(RERR, Ni , S , D, RNum, Ki,s ) (9.8)

Each intermediate node in the reverse path to the source only processes
and back-forwards an RERR received from its successor used for destination
D, which ensures that no node rather than Ni can initialize an RERR, and
node Ni is still in the path for D when reporting the link failure. When
source S receives the RERR, it invokes a verification procedure similar to
that of RREP. The only difference is the initial value of CORE, which is
calculated by

CORE = Hash(RERR, Ni , S , D, RNum, Ks,i) (9.9)

where rather than Ki,s of node Ni , the pairwise key Ks,i maintained at S is
used.

9.5 Security Analysis
The attacks to an ad hoc network can be classified into external attacks
and internal attacks based on the information acquired by the attackers.
External attacks are launched by malicious users who do not have the
cryptographic credentials (e.g., the keys required by the cryptographic al-
gorithms being used) that are needed to participate in the route discovery.
On the other hand, internal attacks are originated by attackers who have
broken into legitimate nodes, and as such have access to cryptographic
keys owned by the compromised nodes. As a result, internal attacks are
far more difficult to detect and not as defensible as external attacks. For a
good description of potential attacks to ad hoc routing, the reader can refer
to [6,7]. Figure 9.4 depicts the network topology and notation used for our
analysis. In the following, we only consider RREQ because the processing
of RREP is symmetric.

In AOSR, a route request RREQ consists of immutable fields RREQ,
QNum, S , D, and mutable fields QMAC , HC , and {NodeList}. As to im-
mutable parts, they are protected by the one-way hash value CORE, which
has RREQ, S , D, QNum, and Ks,d as the input. No node can impersonate
the initiator S to fabricate RREQ due to the lack of key Ks,d known only
to S and D. Any modification on such fields can be easily detected by
destination D, because the QMAC carried in the RREQ cannot match what
D recalculates based on {NodeList}.

Mutable fields {HC , {NodeList}, QMAC} are modified by intermediate
nodes when the RREQ propagates to D. In AOSR, the authenticity of
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Wormhole tunnel

Non-existent links

R : Node removed by A1

I : Node forged by A2

V1,V2 : Nodes forged by W1,W2

W1,W2 : Two nodes ( form a wormhole)

A1, A2 : Attackers

D : Destination

S : Source
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Figure 9.4 Network topology for security analysis.

HC , {NodeList}, and QMAC is guaranteed by integrating HC and {NodeList}
into the computation of QMAC , in such a way that no node can be added
into {NodeList} by the downstream node, unless it has actually forwarded
an RREQ; and no node can be maliciously removed from {NodeList}, un-
less it is not used for routing traffic for D. For instance, let us assume
that attacker A1 attempts to remove node R from {NodeList} and decrease
HC by one. When receiving the RREQ, D recomputes QMAC accord-
ing to the nodes listed in {NodeList}. Because the hashing executed by
R , i.e., QMACr,d, has been omitted, D cannot have a match with the
received QMAC . The reason is that hashing operation is one-way only,
and there is no way for A1 to reverse the computation of QMACr,d. An-
other possible attack is for attacker A2 to insert a non-existent node I
into {NodeList} and increase HC by one. To achieve this, A2 needs to
perform one more hashing that requires Ki,d as the input, which is im-
possible because Ki,d is only known to I and D. For the same reason,
A2 cannot impersonate another node (spoofing) and make itself appear
on {NodeList}.

A wormhole is a special attack that is notoriously difficult to detect and
defend against. Wormholes usually consist of two or more nodes working
collusively, picking up packets at one point of the network, tunneling them
through a special channel, then releasing them at another point far away.
The goal is to mislead the nodes near the releasing point to believe that
the tunneled packets are transmitted by a nearby node. A demonstrative
scenario of wormhole attacks is shown in Figure 9.5. Wormholes are a big
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S DN1 N2

Packet Packet

Packet

Implicit tunnel between N1 and N2

Figure 9.5 Illustration of wormhole attack. Shaded nodes are attackers and white
nodes are legal nodes.

threat to ad hoc routing, largely because wrong topology information is
learned by the nodes near the releasing point. As a result, data packets are
more likely to be diverted into the tunnel, in which attackers can conduct
varied malicious operations, such as dropping data packets (black hole
attack), modifying packet contents, or performing traffic analysis.

Wormholes can be further classified based on the type of end nodes
forming the tunnel. For external attackers (without valid keys or certifi-
cates), they need to make themselves invisible due to the lack of required
keys to participate in the routing process. Therefore, what they actually
perform is passing packets through the tunnel without any modification.
On the other hand, internal attackers can “legally” participate in the routing
process, and as such manipulate the intercepted packets with many more
possibilities.

The chained k-MAC values computed by all intermediate nodes during
the route discovery, together with the authenticated neighbor information
provided by the neighbor maintenance scheme, enable AOSR to detect a
wormhole and varied attacks derived from it. As an example, let us assume
that nodes W1 and W2 in Figure 9.4 are two adversaries who have formed
a tunnel T ulw1↔w2 . First, they can refuse to forward RREQ, but this is not
attractive because this actually excludes them from the route discovery.
Second, they can attempt to modify HC or {NodeList}, but this can be
detected when destination D checks the QMAC carried by RREQ. They can
also insert some non-existent nodes, like V1, V2, into {NodeList}, but this
cannot succeed due to the lack of shared keys Kv1,d and Kv2,d.

Packets tunneled by external attackers can be detected because the MAC
address of the outsider cannot match any ID maintained by the neighbor
list at the receiving node near the releasing point (or does not exist at
all). This can be done because a node’s MAC address cannot be changed,
any binding of a MAC address and an ID on the neighbor list has been
authenticated, and the MAC address of a packet is always in cleartext. For
instance, assume again that the nodes W1 and W2 in Figure 9.4 are two
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external attackers and form a tunnel T ulw1↔w2 , and w1 or w2 is tunneling
a packet from node 2 to node D. This packet cannot be accepted because
the MAC address shown in the packet (the MAC address of W2) does not
match the MAC address of node 2 maintained by node D (or there is no
neighbor entry maintained for node 2 at all).

The only variation of wormhole attacks that AOSR cannot detect takes
place when the end node at the releasing point is an internal attacker to
the network, and owns all the required cryptographic keys or certificates.
To date, there is still no effective way to detect this kind of wormhole
attack. Though there are other approaches to defending against wormhole
attacks [8], time synchronization must be made available to each node for
the proposed packet leashes to work. On the other hand, binding on an
unalterable MAC address with a nodal identifier is simple to implement and
provides almost the same defensive results as packet leashes.

9.6 Performance Evaluation
We implement AOSR in NS2 [9], which can act as the centralized authority
at the network formation and provide time synchronization in the course
of simulation. Therefore, S-NIKAP is used to serve the purpose of key
establishment among mobile nodes. The hash function (used for the com-
putation of k-MAC) and the digital signing function (used by the neighbor
maintenance scheme) in our simulation are MD5 (128 bits) and RSA (1024
bits), respectively. In this way, we take into account the cost and delay
caused by the cryptographic operations performed by AOSR, in addition to
the overhead incurred by processing control messages. The simulation pa-
rameters are summarized in Table 9.2, and used throughout the following,
unless specified otherwise.

Five metrics are used to evaluate the performance of AOSR:

1. Packet delivery ratio (PDR) is the total number of CBR packets re-
ceived, over the total number of CBR packets originated, averaged
over all nodes in the network.

2. End-to-end packet delay is the average elapsed time between a CBR
packet passing to the routing layer and that packet being received
at the destination node, averaged over all received packets.

3. Route discovery delay is the average time it takes for the source
node to find a route for the requested destination.

4. Normalized routing overhead is the total routing messages origi-
nated and forwarded over the total number of CBR packets received,
averaged over all nodes.

5. Average route length is the average length (hops) of the routes used
to forward data packets, averaged over all routes discovered.
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Table 9.2 Simulation Parameters

Parameter Value

Simulator NS2 [9]
Topology 30 nodes, 1000 m × 250 m field
Node placement Uniformly distributed
Propagation model Two-ray propagation
MAC protocol 802.11 DCF
Transmission range 250 m
Link bandwidth 2 × 106 bps
Traffic pattern 15 constant bit rate (CBR) flows with randomly

chosen source and destination, two packets per
second, and with a payload size of 512 bytes. Each
flow starts randomly within 50 seconds after the
simulation is launched, and the lasting time varies
between 100 ∼ 200 seconds

Mobility model Random way-point model with Vmin = 0 and
Vmax = 15 mps

Simulation time 300 seconds
# of trials with random seeds 5

Figure 9.6 and Figure 9.7 demonstrate the performance comparison be-
tween AOSR using S-NIKAP and the AODV protocol [10]. When there is
no attack occurring in the network, the normalized routing overhead of
AOSR, as shown in Figure 9.6(b), is almost the same as that of AODV. The
reason is intuitive: establishing shared keys using NIKAP does not need the
negotiation between nodes or between the nodes and an online CA. In our
simulation, the key progression interval is set to five seconds, and in prac-
tice, this is adjustable according to the processing power of mobile nodes,
or the given security policy. Because shared keys between nodes need to
be updated at a fixed rate, we expect that the time it takes for AOSR to
discover routes should be longer than that of AODV. Fortunately, as shown
in Figure 9.7(a), the average routing delay caused by key progression, mea-
sured over all nodes, is only 2 ∼ 5 milliseconds more than that of AODV,
which is an acceptable increase of 5∼12 percent. This indicates that NIKAP
efficiently supports the security mechanisms used by the route-discovery
process of AOSR without incurring significant routing delay. The average
route length of AOSR is a little shorter than that of AODV, as shown in
Figure 9.7(c). The reason is that AOSR requires all route requests to reach
the destination, while AODV allows intermediate nodes to reply to an RREQ
if they cache an active route, which may not be the shortest at that moment.
This also explains why the packet delivery delay of AOSR is shorter than
that of AODV, as shown in Figure 9.7(b).
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Figure 9.6 PDR and routing overhead comparisons without attackers.
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Figure 9.7 Delay and route-length comparisons without attackers.
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Figure 9.8 PDR and routing overhead comparisons with attackers.

Figure 9.8 and Figure 9.9 present the simulation results when 30 and 60
percent of the nodes in the network are compromised, and fabricate fake
route replies to route requests by claiming that they are zero hop away
from the specified destination node, in hopes that the querying source
node is willing to send its succeeding data packets to them. After that, a
compromised node simply drops all the data packets received (black hole
attack).

The packet delivery ratio of AODV decreases drastically, as shown in
Figure 9.8(a), given that most of the packets are sent to the compromised
nodes, which discard them silently. The average route length of AODV is
much shorter than when there is no malicious node in the network, as
shown in Figure 9.9(c). The reason is that a compromised node is likely to
receive and reply to the route requests for the specified destination earlier
than the destination itself or other nodes having an active route. This also
indicates that most of the successful packets are delivered within one or
two hops away from the source.

On the other hand, as shown in Figure 9.8(a), AOSR is still able to sus-
tain over 62 percent packet delivery ratios for all pause time configurations,
even when 60 percent of the nodes are compromised. This is achieved at
the cost of more routing time to find a route, longer end-to-end packet de-
lay, and higher routing overhead, as shown in Figure 9.9(a), Figure 9.9(b),
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Figure 9.9 Delay and route-length comparisons with attackers.

and Figure 9.8(b), respectively. Lastly, nodes running AOSR cannot be mis-
led by compromised nodes declaring better reachability for the requested
destination,3 and as such are able to find a route to the destination if there
is one. Consequently, the average length of routes discovered by AOSR is
longer than that of AODV, as shown in Figure 9.9(c).

9.7 Related Work and Open Issues
Existing key distribution protocols for wireless networks generally assume
the existence of an online CA. To alleviate the risk caused by the single
point of failure, threshold cryptography replaces the CA by a subset of
nodes that share and provide the functionality of the CA contributorily [2].
However, this approach cannot completely eliminate the reliance on the
functioning of an online CA, which is still of major interest to attackers.

3 AOSR detects the misbehavior of malicious nodes when the verification of RREQ or
RREP fails.
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The alternative use of multiple mobile mini-CAs requires nodes to contact
up to a certain number of mini-CAs before they can obtain the desired
keys. Therefore, we have reason to argue that, in highly dynamic scenarios
such as WMNs, the responsiveness of deploying multiple mini-CAs could
be worse than schemes based on a single CA. Key distribution protocols
using ID-based cryptography [11], or the combination of threshold and ID-
based cryptography [12], have the same advantage as SCK because IDs
(publishable) are used to obtain the corresponding public keys of nodes,
instead of using a certificate to bind the ID and its public key. However,
online CA services must exist for such protocols to work, which has the
same limitations of protocols based on threshold cryptography.

Another approach to key agreement for wireless networks is to combine
threshold secret sharing and probabilistic key sharing [13]. The basic idea is
to split the shared secret between a source–target pair into several pieces,
and propagate them toward the target in such a way that the target node has
a high probability to recover the splitted secret based on the secret pieces it
receives. However, the overhead incurred by sending multiple secret pieces
toward each target node can be high due to network dynamics. Moreover,
if a required number of secret pieces do not reach the target, the original
secret cannot be recovered.

Group key agreement protocols [14,15] are very different from S-NIKAP
and A-NIKAP. In group key agreement, a shared key needs to be distributed
among all possible nodes belonging to a multicast or many-to-many-cast
group, while S-NIKAP and A-NIKAP only consider the key agreement be-
tween two nodes. The storage complexity of a system using group keys
is obviously lower than that of a system using pairwise keys. However,
in group communication, the cost of rekeying operation caused by nodes
leaving or joining a group, network partition, or merging can be consider-
ably high. The reason is that, whenever the group membership changes, a
new group key must be re-established among all group members; other-
wise, the subsequent communication within the group becomes insecure
due to the possibility of key divulgence. Another drawback of a system
using group keys is that the compromise of a group key can jeopardize the
communication confidentiality of the entire group, while the compromise
of a pairwise key only affects the pair of nodes using the shared key. In
practice, whether to use a pairwise key scheme or a group key scheme
should be decided according to the application scenario and the security
policy.

Future design of key management schemes needs to carefully con-
sider the unique characteristics of wireless networks, i.e., volatile topol-
ogy, collision-prone transmission channel, and stringent resources of the
wireless nodes. Given that no centralized administration exists, a practical
key management scheme must also be fully distributed and self-organizing.
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Though threshold cryptograph-based approaches [2] divide the centralized
authority into a subset of the nodes to improve the service availability and
fault tolerance, the inherent idea of central administration limits its appli-
cability to ad hoc networks, and also makes CA-capable nodes the major
interests to malicious attackers. A possible modification to threshold cryp-
tograph is to allocate each designated mini-CA more than one share of the
CA’s secret, such that the probability of successfully issuing a certificate can
be increased [19].

The key pre-distribution (KPD) [18] scheme has been demonstrated to
be a promising approach for symmetric key establishment for wireless sce-
narios. Given that N is the set of nodes in the network, each node in N
is first pre-loaded a set of keys chosen from a pre-established key pool.
Then any sub-group of nodes Ni ⊂ N can establish a common key shared
among them that is unknown to nodes outside Ni . KPD systems have been
believed to be the only practical approach for truly ad hoc scenarios. The
major limitations of KPD are that (1) the success of key establishment is
probabilistic guaranteed and (2) the overhead of key pre-distribution can
be expensive. An interesting research topic is how to achieve the same
key establishment results as that of KPD, but with a deterministic success
guarantee.

Signature aggregation [20] is another effective approach to reducing the
size of certificate chains by aggregating all certificates in the chains into
a single short signature, as such saves the scarce bandwidth of nodes in
WMNs. The basic idea of signature aggregation is that, given that N distinct
messages are signed by N distinct users, it is possible to aggregate the
resulting signatures into a single signature in such a way that a verifier of
the aggregated signature can be convinced that each user indeed signed its
message. It is an interesting research topic whether such an approach can
be utilized for key management for WMNs, especially in the case of group
key establishment, to reduce the overhead incurred by group-key creation
and rekeying.

9.8 Conclusion
We proposed S-NIKAP and A-NIKAP, two key agreement protocols that
achieve non-interactive key establishment and, if needed, the succeeding
key progression (rekeying process). NIKAP needs the aid of a centralized
authority only at the initial network formation, which is better than other
approaches relying on online CA services. Our work using NIKAP for secure
ad hoc routing shows that NIKAP bootstraps key establishment in ad hoc
networks efficiently, and is promising for other resource-constrained ad hoc
scenarios where frequent and non-interactive key rekeying are desired.
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In wireless mesh networks (WMN), nodes use the air to communicate, so a
lot of nodes might hear what a node transmits and there are messages that
are lost due to collisions. The concept of servers has to be modified: there
is no guarantee that a node will be able to reach another node, so things
like DNS servers, certification authorities (CAs), and other entities that are
assumed to be found in fixed networks cannot be used here.

In a network where the existence of central servers cannot be expected,
nodes need to be able to communicate without the risk of malicious nodes
impersonating the entities they want to communicate with. In a network
where everybody is anonymous, identity and trust need to be redefined.

In addition, if the security protocols that are used in these kind of net-
works are based in mechanisms that require asymmetric cryptography, the
task of having secure routing protocols for such kind of networks will not
be completed without an specific key management scheme.

In this chapter, we analyze the problems that arise when designing a
key management scheme for WMNs. We will use that analysis to design
SAKM (Simple Ad hoc Key Management), a key management system that
allows the nodes of an ad hoc network to use asymmetric cryptography
with zero configuration, intended to be applied to wireless network routing
protocols that provide security features that require the use of asymmetric
cryptography (like SAODV). Finally, through simulation results, we will
show what kind of cryptographic algorithms are more suitable for SAKM
and for key management in WMNs in general.

10.1 Introduction
Currently, there are several secure routing protocols and applications for
WMN that use symmetric or asymmetric keys without providing a key man-
agement scheme to distribute them. Some of them argue that a CA can
be placed as a special fixed node in the WMN. Nevertheless, this is not
feasible if some client nodes are not directly connected to the WMN back-
bone. In addition, that requires that client nodes need to register to that
CA. Therefore, there is a need for key management schemes for WMNs
that can operate without the help of the WMN backbone, and that allow
incorporation of new nodes transparently.
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10.2 Related Work
In their paper on securing ad hoc networks [28], Zhou and Haas primarily
discuss key management. They devote a section to secure routing, but
essentially conclude that “nodes can protect routing information in the
same way they protect data traffic.” They also observe that denial-of-service
attacks against routing will be treated as damage and routed around.

A couple of papers [19,20] have proposed a solution to solve the “ad-
dress ownership” problem in the context of Mobile IP. It consists in picking
a key pair and mapping the public key to a tentative address in some de-
terministic way. These ideas can be adapted to the context of WMNs to
provide an appropriate key management scheme.

The following proposals use symmetric cryptography, and are mainly
targeting sensor networks. All of them either assume that there are no
malicious nodes, that nodes do not move after deployment, or that no new
nodes will be added after deployment.

The paper about secure pebblenets [4] proposes deploying the same
secret key on all nodes to provide group authentication. It has a method
to select clusterheads to perform the key management. Nevertheless, it
assumes that there are no malicious nodes and requires nodes to have a
tamper-resistant storage.

Eschenauer and Gligor [8] propose a scheme that uses a random pre-
distribution of secret keys. Each sensor node receives a random subset of
keys from a large key pool before deployment. Then, to agree on which
key they will use to communicate, two nodes try to find one common key
within their subsets that they can use as their shared secret key. Clearly,
its main drawback is the requirement of pre-distribution that will not allow
new nodes to connect to the network in an ad hoc manner.

SPINS [22] is a protocol in which sensor networks are formed around
a base station. The base station helps every pair of nodes that need to
communicate in a secure manner to do so. Nevertheless, compromising the
base station renders the whole network useless. In addition, each sensor
node gets a secret shared with the base station and needs to be able to
communicate with the base station before establishing a communication.

Du et al. [7] study the problem of random key distribution for networks
in which there is the knowledge of how the sensor nodes are going to
be deployed, which, of course, simplifies a lot the problems of the key
distribution. But, it also limits greatly its applicability.

Another proposal for static networks is presented in [16], where the main
idea is that sensor nodes can be deployed with a large amount of keys from
the pool of possible keys and, once deployed, decide which keys they keep
according to their location and discard the other keys. Nevertheless, that
requires that sensor nodes will be aware of their location.
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LDK [3] (Location Dependent Key management) uses random key pre-
distribution and does not require any knowledge about the deployment
of the nodes. Nevertheless, it is only designed for static nodes and the
author admits that is vulnerable during an interval after nodes deployment.
In addition, it assumes that certain special nodes that are also deployed
randomly (called anchors) are tamper proof and that each sensor node is
in a transmission range of at least one anchor node.

The next section discusses the convenience of using asymmetric cryp-
tography mechanisms instead of symmetric cryptography ones and the use
of solutions that require tampering resistant nodes and misbehavior detec-
tion schemes. Related work that is not strictly about key management, but
about securing the routing protocol, is discussed in Chapter 9.

10.3 Playing without a Referee

10.3.1 Symmetric versus Asymmetric Cryptography

If in a wireless network all routing messages are encrypted with a symmetric
cryptosystem, it means that everybody that we want to be able to participate
in the network has to know the key. That is not a big problem if nodes
are a “team” that gets to know the “team-key” before they are deployed or
try to interconnect, creating an ad hoc wireless network. A member of the
team trusts the other members of the team, so they assume that the other
members of the team will not act in a malicious or selfish way. They trust
the other members and authorize them to change their routing tables.

Maybe this is the best thing to do for military scenarios (besides the
problem of the compromised nodes and some others), but it is probably
not a good approach for a wireless network where everybody can partic-
ipate (like in a convention, in a meeting room, on a campus, or in our
neighborhood). In this case there is a problem: nodes do not trust each
other (and they should not). They are not a team. So what can be done?
How can everybody be forced to be honest? A possible approach is to only
believe a piece of routing information if the originator of such information
is the destination of the route. In this way, if a node lies, the only thing it
will achieve is that the other nodes will not be able to communicate with
it (because you can only lie about yourself ).

In this kind of scenario, the best option is to use an asymmetric cryp-
tosystem (with public and private key pairs) so that the originator of the
route messages signs its messages. It would not be needed to encrypt the
routing messages because routing messages are not meant to be secret.
The only requirement is that the nodes will be able to detect forged rout-
ing messages.
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10.3.2 Obscurity- and Tamper-Resistant Devices

Because there had not been a clear way to secure ad hoc networks, by the
end of the last century, some people decided to dust off the tamper-resistant
approaches. There are several papers [1,2,5] which discuss why “trusting
tamper resistance is problematic.” The attacks against the supposededly
tamper-resistant devices range from playing with things like voltage, tem-
perature, fast signals, and clock frequency to affect EEPROM operation to
the use of chemicals to remove the covering plastic or the processors.

Those papers show that obscurity is not the way to obtain security. They
show that there is no such thing as a tamper-resistant device. Therefore,
trying to combine symmetric cryptography solutions with tamper-resistant
devices to create the same result provided by alternatives that use asym-
metric cryptography does not make sense.

In addition, having a secret key stored in so many devices and with the
problem that, once the key is known to a malicious entity, the whole secu-
rity of the network (not only the security of a single node) is compromised,
makes the whole approach too risky to be even seriously considered.

10.3.3 Misbehaving Detection Schemes

In the year 2000, a long trail of papers about how to secure ad hoc networks
by using misbehavior detection schemes started (e.g., [17]). This kind of
approach has two main problems:

1. It is quite likely that it will be not feasible to detect several kinds
of misbehavior (especially because it is very hard to distinguish
misbehavior from transmission failures and other kind of failures).

2. It has no real means to guarantee the integrity and authentication
of the routing messages.

Therefore, unless those problems are addressed, this approach will not
be feasible. Any malicious node can generate forged misbehaving reports,
making everybody believe that the rest of the nodes are even more evil
than itself. Trying to use reputation schemes is just a way of blurring the
problem.

10.4 The Concept of Identity
The concept of identity in computer applications is most of the time binded
to a person and, on occasion, to a program or to a process. But, in rout-
ing protocols it must be binded to the node itself as user and application
identification only makes sense at the application level.
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10.4.1 Identity in a Place without Authorities

One of the most important consequences of the nature of wireless networks
is that one cannot assume that a node that is part of a network will be always
reachable by all the other nodes. This implies that there cannot be central
servers in the conventional meaning of fixed networks. Therefore, the use
of CAs for wireless networks is not feasible.

The approach of distributing the CA functionality among ad hoc nodes
(by dividing the private keys into shares) discussed in [28] implies a huge
overhead, and it may be ineffective in a network where partitions occur or
where there is high mobility. In addition, it will not work at all in trivial
scenarios, like when a network partition is composed of only two or three
nodes.

The use of key management protocols that require exchange of mes-
sages between two nodes that need to forward routing information and
that might never see each other again is, most of the time, not a choice.
It would be great if the key management scheme would not need to send
any additional messages besides the ones used for the routing protocol. Is
all this possible?

10.4.2 MAC Addresses Are Not Unique Identifiers

Just in case somebody does not know it yet, MAC addresses are not unique
identifiers. Moreover, you can change the MAC address (if you have the
proper rights) of your network card under virtually any operating system.

For instance, in most Linux distributions you can just type this as root:

/etc/init.d/networking stop
ifconfig eth0 hw ether 01:23:45:67:89:A0
/etc/init.d/networking start

If you use Free BSD, you would type:

ifconfig fxp0 ether 01:23:45:67:89:A0

And, if you use Mac OS X, you would type:

sudo ifconfig en0 lladdr 01:23:45:67:89:A0

You can also change the MAC address under Windows®, although the
method will vary depending on the version you use, and it is not going to
be as straightforward as in the UNIX world.
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10.4.3 What Identifies Me?

Another characteristic of servers in fixed networks, besides continuous
availability, is the fact that clients have to know the server’s IP address
(or to know its human address and have the IP address of a DNS server).
The same thing happens in wireless networks for any node you want to
make a request to or initiate an exchange of data.

However, current trends about addressing in ad hoc networks are driv-
ing toward dynamic address allocation and auto-configuration [6,25]. In
these schemes, typically a node picks a tentative address and checks if it is
already in use by broadcasting a query. If no conflict is found, the node is
allowed to use that address. If a conflict is found, the node is required to
pick another tentative address and repeat the process.

But then, if IP addresses do not identify a node (because they are dy-
namically allocated), how does a node know the IP address of the node to
which it wants to sent data? In fixed networks, if a node wants to send data
to another one, it needs to know its address (it cannot send anything to a
node that has a dynamic address because it does not know its IP address).

The binding between public keys and other attributes is typically
achieved by using public key certificates. In some limited scenarios, a pos-
sible approach could be for a certification authority (that would live in a
fixed network) to issue such certificates that the nodes could collect be-
fore going to the wireless “playground.” However, this is not feasible for
a large group of the targeted scenarios. An added problem is that the IP
address should be one of the attributes binded to the public keys because
it is binded to your identity.

In WMNs that are created in an ad hoc manner, node identity must
be its private key that can be used to sign messages and be verified by
others with the node’s public key. We say it must be their key pair because
there is nothing else. Another important observation is that, because we are
working at the routing layer, those key pairs identify not users, but nodes.

The problem with establishing public pairs as the identity of the nodes
is the fact that one can generate as many key pairs as it desires. This,
combined with the fact that one can set its own MAC and IP addresses
to the values it wants, can lead to a scenario where a malicious node
has different sets of key pairs, IP address, and MAC address to use as
different personalities. There is no easy way to detect that. But it is feasible
to design a key management scheme that prevents one malicious node
from impersonating another.

To sum up, what is required is a system that achieves the following: IP
addresses will be assigned dynamically, nodes will be identifiable by their
IP addresses, and a binding between the public key and the IP address
of a node. All this should be achieved without any kind of certification
authorities, which is quite a challenge.
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10.5 Dynamically Generated IP Addresses
The proposal of SAKM is to generate IP addresses in a similar way [19]. In
that paper, they were using what they called SUCV (Statistically Unique and
Cryptographically Verifiable) addresses. SUCV addresses were designed to
protect binding updates in mobile IPv6. SUCV addresses are generated by
hashing an “imprint” and the public key. That imprint (that can be a random
value) is used to limit certain attacks related to mobile IP.

For wireless networks, it is only needed to hash the public key. The hash
digest (or a sub-string of it) may be formatted in some specific way (to be
a valid IP address), and will be a Cryptographically Generated Address
(CGA), which will also be statistically unique. When a message that uses
the CGA as the source IP address and the public key of a node is signed
by its private key, it can be verified by any other node that the node has a
certain identity (represented by the knowledge of the secret key).

10.5.1 SAKM IP Address Generation

In SAKM, it is recommended to use IPv6 (instead of IPv4) due to its bigger
address length (that would guarantee the statistical uniqueness of the IP
addresses). The address can be, then, a network prefix of 64 bits with a 64-
bit SAKM HID (Half IDentifier) or a 128-bit SAKM FID (Identifier). These
two identifiers are generated almost in the same way as the sucvHID and
the sucvID in SUCV (with the difference that they hash the public key
instead of an imprint):

S AK M H I D = S H A1H M AC 64(PublicK ey, PublicK ey)

S AK M F I D = S H A1H M AC 128(PublicK ey, PublicK ey)

There will be a flag in the SAODV (or whatever other protocol that uses
SAKM) routing message extensions (the H flag) that will be set to 1 if the
IP address is an HID and to 0 if it is an FID.

Finally, if it has to be a real IPv6 address, a couple of things should be
done [11]:

� If HID is used, then the HID behaves as an interface identifier and,
therefore, its sixth bit (the universal/local bit) should be set to zero
to indicate local scope (because the IP address is not guaranteed to
be globally unique).

� And, if FID is used, then a format prefix corresponding to the wire-
less network should be overwritten to the FID. Format prefixes 010
through 110 are unassigned and would take only three bits of the
FID. Format prefixes 1110 through 1111 1110 0 are also unassigned
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and they would take between four and nine bits of the FID. All
of these format prefixes need to have 64-bit interface identifiers in
EUI-64 format, so universal/local bit should be set to zero.

The length of an IPv4 address is probably too short to provide the
statistical uniqueness that this scheme requires when the number of nodes
is very big. Nevertheless, if the number of nodes is assumed to be low
enough (around 100 nodes or less), it is not very unrealistic to expect that
the statistical uniqueness property will hold.

The SAKM IPv4 address will have a network prefix of eight bits and
an SAKM 4ID (IPv4 Identifier). The network prefix can be any number
between 1 and 126 (both included) with the exception of 14, 24, and 39
[14]. The network prefix 10 can only be used if it is granted that it will not
be connected to any other network [23].

The SAKM 4ID will be the first bits of the SAKM HID and the H flag
will be set.

10.5.2 SAKM Message Fields

The public key should be included in the routing messages that are signed,
so that the nodes can verify the signature. Because, obviously, the public
key should be signed by the signature, it is placed before the signature
field.

The identifier of the algorithm that is used to sign the message is
specified in the Signature Method field. The possible values are shown in
Table 10.1 (being mandatory to support RSA). Because SAODV (or what-
ever other protocol uses SAKM) could allow more than one possible sig-
nature method, it might happen that a node has to verify a signature with
a method it does not know. If this happens, the node will consider that the
verification of the signature has failed.

This implies that all the nodes that form part of a wireless network
should know all the methods used by all the other nodes to sign their

Table 10.1 Possible Values of the Signature
Method Field

Value Signature Method

0 Reserved
1 RSA [24]
2 DSA [26]
3 Elliptic curve [15]
4–127 Reserved
128–255 Implementation dependent
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Table 10.2 Possible Values of the Hash F Sign Field

Hash F Sign Hash Length Value

RESERVED — 0
MD2 (128 bits) 1
MD5 (128 bits) 2
SHA1 (160 bits) 3
SHA256 (256 bits) 4
SHA384 (384 bits) 5
SHA512 (512 bits) 6
Reserved 7–127
Implementation dependent — 128–255

messages. This is not a problem because, typically, all nodes of a wireless
network will use the same method (or two different methods the most).
The fact that there is more than one possible signature method is because
different networks may have tighter security requirements than some others
and, therefore, use different signature methods.

The same happens with the hash function used to generate the hash
that will be signed. The identifier of the hash algorithm is specified in
the Hash F Sign field. The possible values are shown in Table 10.2 (being
mandatory to support SHA1).

The exact codification of the all the fields is shown in Section 10.8.

10.6 Duplicated Address Detection
If a node A receives a routing message that is signed by a node B that has
the same IP address as one of the nodes for which A has a route entry
(node C), it will not process that routing message normally. Instead, it will
inform B that it is using a duplicated IP and it will prove it by adding the
public key of C (so B can verify the truthfulness of the claim).

When the node B receives a routing message that indicates that some-
body else has the same IP address as itself (or it realizes it by itself ), it
will have to generate a new pair of public/private keys. After that, it will
derive its IP address from its public key and it might inform all the other
nodes (through a broadcast) of its new IP address with a special message
that contains the two IP addresses (the old and the new ones) and the two
public signatures (old and new) signed with the old private key and the
new private key. Nevertheless, it is much better if that message is unicast
(instead of broadcast) to all the nodes it considers should receive this in-
formation (in the case they are just a few). This unicast will be answered
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with an acknowledge message by the receiver if it verifies that everything
is in order.

After this, the node will generate a route error message for the old IP
address. Its propagation will delete the route entries for the old IP address
and, therefore, eliminate the duplicated addresses. This route error message
may have a message extension that tells which is the new address. In this
way, the nodes that receive the routing message can already create the
route to the new IP address.

This solution allows two nodes to coexist in the same network with the
same IP address until one of them realizes it. This can be considered as
a good trade-off between the impact of changing address (and having a
coexisting period of two nodes with the same IP address) and the extremely
low probability of having address collision.

Intermediate nodes could decide to store the IP addresses and public
keys of all the nodes they would meet (or of the last N nodes, depending
on their capabilities); that would allow an earlier detection of duplicated
IP addresses in the network.

An alternative to this solution could be that, when a node detects that
another node is using the same IP address, it would keep its public/private
key pair and change the used IP address by applying a salt to the algorithm
that derives the IP address from the public key. Salt variations of hash
algorithms have been used to avoid dictionary attacks of passwords [18].
The “salt” is a random string that is added to the password before being
hashed. This idea can be adapted with a very different purpose. If the
statistically unique IP address is derived from the public key and a salt
(instead of only from the public key), the node that detects or is informed
that its IP address is also used by another node can change its IP address
without changing its public key by just changing the salt.

Nevertheless, that would imply that the salt used by a node should be
included in all the routing messages and stored in all the entries of the
routing tables; and still, the node has to inform the others of its change of
IP address. Therefore, it will not be used for the purpose of SAKM.

In conclusion, the approach described here handles properly the very
unlikely situation of two nodes with the same IP address, without adding
any complexity to the typical situation.

The format of the SAKM duplicate address detection messages is shown
in Section 10.9.

10.6.1 Duplicated IP Address Detection for SAKM

SAKM can deal with the duplicated IP address problem as described earlier.
Duplicate address (DADD) detected message is sent to notify to a node that
its address is already being used by another node. New address (NADD)
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notification message is used to inform that the node has changed key pair
and IP address. Finally, new address acknowledgment (NADD-ACK) mes-
sage is used to confirm the reception of the NADD. In SAKM, NADD is
always unicast (never broadcast).

10.6.2 Network Leaders

The original SAODV design established that besides how key distribution
is achieved, when distributing a public key, this should be binded to the
identity of the node (of course) and also to its netmask (in the case the node
is a network leader). This was to prevent an attack in which a malicious
node becomes a black hole for a whole subnet by claiming that it is their
network leader.

In the new approach presented here, ad hoc nodes will typically never
be network leaders. Network leaders will be only fixed nodes that typically
give access to the fixed network and the nodes in the wireless network
should know their IP addresses, prefix size, and public keys.

Network leaders will not change their IP address in case there is a
node that happens to generate the same IP address. A node generating its
IP address will check if the resulting IP address corresponds to the network
leader or to the subnet corresponding to its prefix size. A node detecting
another node using the network leader IP address or any of the ones corres-
ponding to the leader subnet will inform the node and not the network
leader.

10.7 Delayed Verification of Signatures
As stated in the Introduction, there has been some concern (e.g., [12,13,21])
that using signatures might require a processing power that might be ex-
cessive for certain kinds of ad hoc scenarios. Delayed verification addresses
this problem by revising one of SAODV’s security requirements from the
list that was stated in [9].

10.7.1 Revised Security Requirements

The security requirements that will be provided are source authentication
and integrity (that combined provide data authentication) and delayed
import authorization. Import authorization was defined in [9] as the ultimate
authority about routing messages regarding a certain destination node be-
ing that node itself. Therefore, a node will only authorize route information
in its routing table if that route information concerns the node that is send-
ing the information. In this way, if a malicious node lies about it, the only
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thing it will cause is that others will not be able to route packets to the
malicious node.

Delayed import authorization allows route entries and route entry dele-
tions in the routing table that are pending verification. They will be veri-
fied whenever the node has spared processor time or before these entries
should be used to forward data packages.

The security requirements will not include confidentiality and non-
repudiation because they are not necessarily critical services in the con-
text of routing [10]. They will not include either availability (because an
attacker can focus on the physical layer without bothering to study the
routing protocol) and they will not address the problem of compromised
nodes (because it is arguably not critical in non-military scenarios).

10.7.2 Achieving Delayed Import Authorization

In reactive ad hoc routing protocols, most of the routing messages that
circulate in the network are (by far) route requests. This is due to the fact
that route requests are broadcast. Route replies are unicast back through
the selected path. Route error messages are unicast down through the tree
of nodes that had a route to the now-unreachable node that is advertised
by the route error message.

When a node receives a routing message, it creates a new entry in its
routing table (the so-called reverse route). Therefore, after the broadcast of
the route request, all the nodes in the network (or in the broadcast ring)
have created reverse routes to the originator of the route request. From all
these reverse routes, most of them will expire soon (typically all but the
ones that are in the selected path through which the route reply will travel).

Then, the question is why all these route requests should be verified
(with the consequent delay in the propagation of the broadcast) when most
of them are going to be soon discarded. The answer is that there is no need
to verify them until the corresponding route reply comes back and the node
knows that it is in the selected path. The other reverse routes will expire
without being verified.

Actually, the two signatures (the ones from the route request and route
reply) will be verified after the node has forwarded the route reply. In this
way transmissions of the route requests and replies occur without any kind
of delay due to the verification of the signatures.

Following the same idea, the signature of route error messages (and in
general, any routing message that has to be forwarded) can also be verified
after forwarding them.

Routes pending verification will not be used to forward any packet. If
a packet arrives for a node for which there is a route pending verification,
the node will have to verify it before using that route. If the verification
fails, it will delete the route and request a new one.
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Figure 10.1 SAODV daemon.

10.7.3 SAKM with Delayed Verification

When a node needs to send or to forward a packet to a destination for which
it does not have an active route, first it will check if it has a route pending
validation. If it does, it will try to validate it and, if it was successfully
validated, it will mark it as active and use it. If after all this there is not an
active route, the node will start a route discovery process.

As shown in Figure 10.1, only once the validation is done successfully,
the route is incorporated in the routing table of the node. That avoids doing
dirty hacks into the routing table of the operating system of the node. The
packets can be routed normally, and only when there is a route lookup
that the routing table cannot resolve, the petition is captured by the SAODV
routing daemon.

Figure 10.2 shows that in the case where there is a routing middleware
(like Zebra1 or Quagga2), the middleware routing table will contain the
validated routes from the SAODV daemon combined with the ones from
the other routing daemons, and the routing table in the kernel the ones
with lowest “administrative distance” (in case there is a route to the same
destination provided by two different routing daemons).

Talking about administrative distances, none of the routing protocols for
wireless networks that are being designed or standardized have specified
which would be the appropriate administrative distance for them. Let us
look to the “standard de facto” (Cisco, Zebra, etc.) default administrative dis-
tance values. Probably a good default distance value would be between 160

1 www.zebra.org
2 www.quagga.net
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Figure 10.2 SAODV daemon with a routing middleware.

(Cisco’s On-Demand Routing) and 170 (external routes in EIGRP). There-
fore, a default distance value of 165 for SAODV (and also for AODV in
general) would be appropriate.

10.8 SAKM Encoding of Public Keys and Signatures
This section is provided for completeness, and it shows how public keys
and signatures are encoded under SAKM. When SAODV is used in conjunc-
tion with SAKM, it will encode the originator public key for each routing
message before its signature field.

Figure 10.3 and Table 10.3 show the fields of the encoding of the sig-
nature. Figure 10.4 and Tables 10.4 and Table 10.5 show the fields of the
encoding of the public key.

10.9 SAKM Duplicate Address Detection Messages
This section serves as a reference of the SAKM duplicate address detection
messages structure. It shows their fields and what they are used for.

Figure 10.5 and Table 10.6 show the fields of the duplicated address
(DADD) detected message. Figure 10.6 and Table 10.7 show the fields of
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Figure 10.3 Encoding of the signature.

the new address (NADD) notification message. And, finally, Figure 10.7 and
Table 10.8 show the fields of the new address acknowledgment (NADD-
ACK) message.

Table 10.3 The Fields of the Encoding of the Signature

Field Value

Signature method The signature method used to compute the signatures. (RSA is
encoded as 1)

H Half Identifier flag. Set to 1 indicates the use of HID; set to 0,
the use of FID

Reserved Sent as 0; ignored on reception
Padding length Specifies the length of the padding field in 32-bit units. If the

padding length field is set to zero, there will be no padding
Hash F Sign The hash function used to compute the hash that will be signed.

Because, typically you do not want to sign the whole message,
you sign a hash of the message. (MD5 is encoded as 2 and
SHA1 is encoded as 3)

Reserved Sent as 0; ignored on reception
Length The length of the Value field (not including the Length and

Reserved fields) in 32-bit units
Public key The public key of the originator of the message. This field has

variable length, but it must be 32-bits aligned
Padding Random padding. The size of this field is set in the Padding

Length field
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Figure 10.4 Encoding of the public key.

Table 10.4 The Encoding of an RSA Public Key

Field Value

Reserved Sent as 0; ignored on reception
Length The length of the Modulus field (not including the Length and Reserved

fields) in 32-bit units
Exp The Exponent (e) encoded as specified in the next table

Table 10.5 The Encoding of the RSA Exponent

00 The components are encoded in the standard way. The Exponent (e) will be
specified after the Modulus (n)

01 Specifies that Exponent (e) is 65537
10 Specifies that Exponent (e) is 17
11 Specifies that Exponent (e) is 3

Note: A message that uses any of these “smartly chosen”exponents must include random
padding (in the Padding field). There is no security problem with everybody using the
same exponent
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Figure 10.5 Duplicated address (DADD) detected message.
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Table 10.6 Duplicated Address Detected Message Fields

Field Value

Type 64
Length The length of the type-specific data, not including

the Type and Length fields of the message
H Half Identifier flag; set to 1 indicates the use of

HID, set to 0, the use of FID
Reserved Sent as 0; ignored on reception
Duplicated node’s IP address The IP address of the node that uses a duplicated

IP address
Duplicated node’s public key The public key of the node that uses a duplicated

IP address

10.10 Simulation Results
The purpose of using SAODV with delayed verification is to obtain the same
level of security as with the original SAODV, but without its main draw-
backs. These drawbacks are a quite bigger average end-to-end delay and
a higher power consumption by the nodes (when compared with AODV).
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Figure 10.6 New address (NADD) notification message.
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Table 10.7 New Address Notification Message Fields

Field Value

Type 65
Length The length of the type-specific data, not including the

Type and Length fields of the message
Reserved Sent as 0; ignored on reception
Signature method
. . . padding The same in the message extensions. Corresponds to the

Signature with Old Public Key signature
Signature method 2
. . . padding 2 The whole block of fields is repeated. Corresponds to the

Signature of the New Public Key signature
Signature with old key The signature (with the old key) of all the fields in the

AODV packet that are before this field
Signature with new key The signature (with the new key) of all the fields in

the AODV packet that are before this field

These drawbacks are due to the computation of asymmetric cryptography
primitives (message signature and verification). Through the use of simu-
lations, it was shown that delayed verification actually achieves this.

The simulations were done with 30 nodes moving at a maximum speed
of 10 meters per second in a square of 1000 × 1000 meters. They simu-
lated the establishment of ten connections that started between second 0
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Figure 10.7 New address acknowledgment (NADD-ACK) message.
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Table 10.8 New Address Acknowledgment Message Fields

Field Value

Type 66
Length The length of the type-specific data, not including

the Type and Length fields of the message
Reserved Sent as 0; ignored on reception
Old IP address The old IP address
New IP address The new IP address
Signature method
. . . padding The same in the message extensions
Signature The signature of all the fields in the AODV packet that are

before this field

and second 25 (according to an uniform distribution) and ended at the
end of the simulation. The simulation time was of 100 seconds, and the
connections where constant bit rate (a packet of 512 each 0.25 seconds).

The nodes in the simulations have used as routing protocols: plain
AODV, SAODV with RSA, SAODV with ECC (Elliptic Curve Cryptography),
and SAODV with delayed verification (SAODV2 in the figure) with ECC.
There is no point in using delayed verification with RSA because its verifica-
tion time is completely negligible (delayed verification reduces the amount
of verifications that have to be done). That means that SAODV with RSA
with or without delay verification will give practically identical results. RSA,
DSA, and ECC have been used with key lengths that provide equivalent
security (1368 bits for RSA and DSA, and 160 bits for ECC).

Table 10.9 shows the times for signing/verifying in a Compaq iPAQ 3670
(206 MHz, 16 M ROM, 64 M RAM) according to [27]. DSA is not used in the
simulations as it presents the worst of RSA and ECC (slow signature and
verification, and fast increase of computational overhead as the key length
needs to be bigger).

In the simulations, end-to-end delay of the packets, packet delivery
fraction, and normalized routing load were measured. Figure 10.8 shows

Table 10.9 Times for a Compaq
iPAQ 3670

RSA DSA ECC

Key length 1368 1368 160
Sign 210 90 42
Verify 6 110 160
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Figure 10.8 Simulation results. Average end-to-end delay, measured in milli-
seconds.

the averaged result of the end-to-end delay in data packet transmission.
There were practically no differences among the routing protocols in packet
delivery fraction (that was around 90 percent) and in normalized routing
load (that was around 1).

One could expect quite different results with some other simulation
scenarios, but almost always having SAODV with delayed verification and
ECC as the best of the SAODV options and with a performance very close
to plain AODV.

One could argue that, in scenarios in where the routes have more hops,
the results of SAODV with delayed verification will be quite worse. But,
actually, the results do not depend that much on the number of hops. This
is due to the fact that intermediate nodes forward the RREP before verifying
the signatures of the RREQ and RREP. Therefore, it is most probable that
by the time the node that forwards the RREP to the final destination verifies
the signatures of the RREQ and RREP, all the nodes of the route will also
have verified them.

In the future, when longer keys are needed, ECC results will look even
better than with the key lengths used in these simulations. This is due to
the fact that, as the key size increases, the computational overhead of ECC
increases in a much slower manner than for RSA.

Therefore, these simulations have shown that SAODV used with de-
layed verification and ECC performs better than the other combinations
with SAODV and that the performance penalty it introduces is almost
negligible.
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10.11 Open Issues
Although it is true that there is no way to preclude a node of inventing
many identities, that cannot be used to create an attack against the secure
routing algorithm. An attacker cannot supplant another node, and a node
can always prove that it is the same node.

Delayed verification makes possible that a malicious node creates in-
valid route requests that could flood the network. But, the same malicious
node can flood the network with perfectly valid route requests, and there
would be no easy way to know if it is trying to flood the network or if it is
just trying to see if any of its friend nodes are present in the network (for
instance).

As explained before, an attacker cannot forge a public/private key pair
from an IP address, so the identity token becomes the IP address itself.
Users of nodes might have a mechanism outside the network to bind their
public key to their physical identity.

With the current technology, SAODV with delayed verification and ECC
provides security features to AODV with an almost negligible performance
penalty.

In the future, when longer keys are required, the gain of using delayed
verification in conjunction to ECC compared to other SAODV options will
be even bigger than it is now. This is due to the fact that as key length gets
bigger, the cost of signing/verifying in RSA and other cryptoalgorithms in-
creases exponentially as in ECC (for the equivalent key length): it increases
in a logarithmic way.
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In this chapter we analyze the security issues related to wireless personal
area mesh networks. We start with a general introduction on wireless PAN
networks and discuss the two most common technologies: Bluetooth and
ZigBee. Subsequently, we discuss the security architecture and the security
weaknesses of Bluetooth and ZigBee, offering advice on how these weak-
nesses could be mitigated. Finally, we conclude with challenging open
research issues.

11.1 Introduction
As more and more mobile devices (i.e., digital cameras, cell phones, GPS
receivers) became available on the market, it became apparent that en-
abling these devices to communicate over wireless links would allow these
devices to work together and augment their functionality. In response to
this demand of a low-power wireless transmission medium, the Bluetooth
Special Interest Group (SIG) was founded in 1998. Bluetooth is essentially
a cable-replacement technology that allows for a limited number of devices
to communicate with each other via a wireless link.

With further miniaturization of electronic devices, it now becomes possi-
ble to manufacture tiny sensor and actuator nodes programmed to provide
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specific information (e.g., room temperature, light intensity, etc.) or per-
form specific tasks (e.g., toggle lights, turn on sprinkler systems, etc.). If
these sensors can communicate using wireless links and automatically set
up large ad hoc networks, this would drastically reduce the costs of deploy-
ment. Engineers and researchers soon discovered that Bluetooth or WiFi
would not be suitable for this task due to many reasons, the most impor-
tant being power consumption and the lack of autonomous self-organized
operation. This resulted in the IEEE 802.15.4 standard (among others) that
was completed in 2003. The ZigBee standard that specifies a set of higher
layer protocols to operate on top of IEEE 802.15.4 was released to the
public in 2005.

The main differences between Bluetooth and ZigBee are (1) ZigBee
is more efficient and allows longer battery lifetime at the cost of lower
transmission speeds (100 to 1000 days for ZigBee compared to a couple of
days for Bluetooth); (2) Bluetooth only supports networks up to 8 nodes,
while ZigBee supports up to 65,536 nodes; and (3) the range of ZigBee
(30 m) is larger than the range of Bluetooth (10 m). These differences
show that ZigBee is targeted at large control and monitoring networks that
should be able to operate for years without maintenance, while Bluetooth
is a cable replacement technology that is used between devices that can be
regularly recharged.

It is clear that providing security for both types of networks is essen-
tial as wireless links are easy to eavesdrop undetected. The fact that these
networks run on battery-operated devices with limited processing power
means that the security solutions should be as efficient as possible and
avoid intensive use of expensive cryptographic operations such as public
key encryption or digital signatures. Moreover, these networks normally
operate autonomously without access to online key servers or certification
authorities. This means that conventional means of key establishment are
not always applicable to these networks. To make things even more dif-
ficult, ZigBee networks allow multi-hop routing and node mobility. This
means that nodes do not have a clear idea of the continuously changing
network topology. These specific properties present interesting challenges
when designing security and privacy solutions in these environments. In
this chapter, we investigate how Bluetooth and ZigBee have implemented
their security architecture.

11.1.1 Basic Principles of Bluetooth

In February 1998, the Bluetooth SIG [1] was founded by major players
in the telecommunications and network industries: Ericsson, IBM, Intel,
Nokia, and Toshiba. In the next six years, several other companies joined
the SIG and now there are already more than 3000 members. The major
task of this organization was the creation of the Bluetooth specification
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which describes how mobile phones, computers, PDAs, headsets, and other
mobile devices can communicate with each other over a wireless link. In
2000, the Bluetooth standard was included in IEEE 802.15 [2], the Wireless
Personal Area Network (WPAN) Working Group. The specifications have
been updated several times: the latest version is v2.0, which was published
in 2004.

The Bluetooth wireless technology [3,4] realizes a low-cost, short-range
wireless voice- and data-connection through radio propagation. The pri-
mary use of Bluetooth is cable replacement, most suited for small networks
with relatively high load of communication over short distances. With a
normal antenna, the maximal range is about 10 m. The Bluetooth wire-
less technology uses the 2.4 GHz band, which is unlicensed, and can be
used by many other types of devices such as cordless phones, microwave
ovens, WiFi [5], and baby monitors. Any device designed for use in an un-
licensed band should provide robustness in the presence of interference,
and the Bluetooth wireless technology has many features to achieve this,
including spread spectrum and frequency hopping. Every time a Bluetooth
wireless link is formed, it is within the context of a piconet. A piconet
consists of maximally eight devices that occupy the same physical channel.
In each piconet, there is exactly one master, the other devices are called
slaves. The theoretical maximum bandwidth is 1 Mbps. The real bandwidth
is lower because of error correction. One of the main differences between
Bluetooth and some other wireless technologies is the ability to connect
different types of devices (e.g., a mobile phone with a PDA).

It is possible to configure the “visibility” of a Bluetooth device. When
a device is in non-discoverable mode, it does not respond to inquiries of
other devices. When the device is in limited discoverable mode, it is dis-
coverable only for a limited period of time, during temporary conditions or
for a specific event. And finally, when it is in general discoverable mode,
it is discoverable (visible) continuously. Each device is characterized by a
factory-established 48-bit identifier, unique for every device: the Bluetooth
hardware address.

11.1.2 Basic Principles of ZigBee

ZigBee [6] is a specification set of high-level communication protocols that
operate on top of the low-power Media Access Control (MAC) and Physi-
cal (PHY) layers described in the IEEE 802.15.4 standard for WPANs [2]. In
2003, the IEEE 802.15.4-2003 standard [7] was approved by the TG4 Task
Group of the IEEE 802.15 Working Group. The ZigBee v1.0 specifications
were ratified in 2004, based on the IEEE 802.15.4-2003 standard. The TG4
Task Group put itself into hibernation in 2004, after forming the TG4b Task
Group. The task of TG4b is to write a revision for specific enhancements
and clarifications of the IEEE 802.15.4-2003 standard. The ZigBee alliance
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is now working on the v1.1 specifications that will benefit from these im-
provements proposed by the 802.15.4b Task Group.

ZigBee is aimed at extending battery lifetimes of low-power devices.
The primary use of ZigBee is control and monitoring in wireless sensor
networks, most suited for large networks with small load of communication
over short distances. The maximum range is about 30 m and the theoretical
maximum bandwidth is 250 kbps. ZigBee operates in the same unlicensed
2.4 GHz radio band as Bluetooth. The radios use direct-sequence spread
spectrum coding to avoid interference. The technology is intended to be
simpler and cheaper than other WPANs such as Bluetooth. The most capa-
ble ZigBee node type is said to require only about 10 percent of the software
of a typical Bluetooth or Wireless Internet node, while the simplest nodes
are about 2 percent. However, actual code sizes are much higher, more like
50 percent of Bluetooth code size. ZigBee chip vendors have announced
128-kilobyte devices. ZigBee uses two kinds of addressing: a 64-bit IEEE
address that can be compared to the IP address on the Internet and a 16-bit
short address. The short addresses are used once a network is set up. A
network can consist of maximally 216 = 65,536 devices.

There are three different types of ZigBee devices:

1. ZigBee coordinator : The most capable device, the coordinator,
forms the root of the network tree and might bridge to other net-
works. There is exactly one ZigBee coordinator in each network. It
is able to store information about the network, including acting as
the repository for keys. It configures the security level of the net-
work and the address of the trust center. Each network has exactly
one ZigBee trust center. This device is trusted by all other devices
within the ZigBee network and is responsible for distributing and
establishing keys in the network. By default, the ZigBee coordinator
is the ZigBee trust center. The coordinator can always designate an
alternate trust center. Section 11.3.2 will focus more on the role of
the ZigBee trust center.

2. A ZigBee router can act as an intermediate router, passing data
from other devices.

3. A ZigBee end device contains just enough functionality to talk to
its parent node (either the coordinator or a router). It cannot relay
data from other devices. It requires the least amount of memory,
and therefore can be less expensive to manufacture than a ZigBee
router or coordinator.

11.1.3 Designing a WPAN Security Architecture

A security architecture is a collection of building blocks and security policies
that make up a complete security solution. When designing a security
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architecture for a specific technology (e.g., Bluetooth or ZigBee), one usu-
ally starts by performing a threat analysis. The resulting security require-
ments of this threat analysis are a set of inputs that are used to obtain the
complete set of functional requirements for the security architecture. Other
inputs include specific user requests, requirements to fulfill an existing API
of existing applications, etc. Next to the functional requirements, the design
of the security architecture has to take into account the specific properties
and limitations of the platform it will run on.

Usually a security architecture consists of a layered structure of differ-
ent building blocks, where a higher layer builds on the services offered by
the lower layer. The bottom layer consists of specific implementations (in
hardware or software) of cryptographic algorithms such as the Bluetooth
SAFER+ block cipher. One level up, we can make an abstraction of the
specifics of the cipher and supply abstract cryptographic primitives such
as “block cipher” or “digital signature algorithm” to the higher layer. Using
these primitives, it is possible to implement cryptographic services such as
authentication, encryption, non-repudiation, etc. Going one layer higher,
we can use these cryptographic services to build more advanced security
mechanisms such as end-to-end security (e.g., SSH or IPSec), electronic
payment schemes, digital credentials, PKI, key management, etc. Note that
the latter two, PKI and key management, are built on top of cryptographic
services such as authentication and encryption, but are also required to
exchange the keys that are used by the cryptographic services. Finally, one
can build complete applications on top of the provided security mecha-
nisms. Obviously, the services we can offer at one layer are limited by
the services offered by the lower layer. Thus the choice of cryptographic
algorithms implemented on a certain platform reflects on the final secu-
rity mechanisms that can be offered. For example, one cannot offer digital
credentials when no digital signature algorithm is available at the bottom
layer.

The major constraint when designing a security architecture for mobile
devices with limited resources (the target devices of both Bluetooth and
ZigBee) is available energy (i.e., battery power) and speed of the CPU.
Today this prohibits the use of public key cryptography in the core of the
security architecture. Even elliptic curve-based algorithms are still orders
of magnitude slower than, for example, the Advanced Encryption Standard
(AES) [8,9]. A second important design factor for Bluetooth and 802.15.4
is the fact that they are situated at the MAC layer of the OSI model. The
MAC layer has limited functionality concerning communications, and the
security architecture should not out grow this functionality.

For the IEEE 802.15.4 standard the design is very clear. It provides the
four basic security services: message authentication, message integrity, mes-
sage confidentiality, and replay protection. These services are all based on
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the AES block cipher. A higher layer can request four different security set-
tings: no security, encryption only, authentication only, and encryption and
authentication (using AES-CCM). Obviously these services require crypto-
graphic keys to operate, but establishing these keys is not part of the IEEE
802.15.4 security architecture and must be provided by the higher layers.

Bluetooth, also a MAC-layer system, does not provide the four basic se-
curity services, but does include a mechanism to bootstrap the system based
on a shared PIN-code (see Section 11.2.2). Bluetooth does not provide
message authentication, meaning that an adversary could alter messages
without detection or replay previous messages. However, it can protect
the confidentiality of messages. Next to this, there are also differences in
the implementation of the Bluetooth and IEEE 802.15.4 security algorithms.
Bluetooth uses the E 0 stream cipher (instead of the AES block cipher) for
data encryption. E 0 was designed to achieve a high energy efficiency with
a small hardware footprint, rather than for speed. Next to this stream ci-
pher, Bluetooth also uses the SAFER+ block cipher for key derivation (it is
common practice to use block ciphers for key derivation). Normally E 0 is
implemented in hardware, while SAFER+ is implemented in software as it
is only used when a new key needs to be negotiated.

ZigBee operates at higher layers (up to the application layer) on top
of the IEEE 802.15.4 standard. The ZigBee security architecture provides
nodes with a mechanism to establish keys with other nodes in the net-
work. Essentially, two different keys are known in ZigBee: a networkwide
broadcast key and link keys that allow two devices to set up end-to-end se-
curity (note that in practice there are more keys; see Section 11.3.2). These
keys are always established using a third party: the trust center of the net-
work (note that Bluetooth slaves establish keys with each other without
the use of the master in the piconet). Another important aspect of ZigBee
security is that every layer originating a frame is responsible for securing
it. This simplifies the system, because multiple layers are not responsible
for securing the same frame. Next to this, all layers are allowed to use the
same key that is shared between source and destination (open trust model).
Finally, ZigBee limits the encryption mode of IEEE 802.15.4 to CCM∗ (see
Section 11.3.1).

11.2 Bluetooth Security

11.2.1 Bluetooth Cryptographic Primitives

Bluetooth uses the synchronous stream cipher [10] E 0 to encrypt data
packets. This encryption engine of Bluetooth is schematically depicted
in Figure 11.1 [11,12]. E 0 is an autonomous Finite State Machine (FSM).
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Figure 11.1 Schematics of the E 0 encryption engine.

On every clock cycle, it moves to a new state ct and produces a single
output bit of the key stream Zt . E 0 makes use of four Linear Feedback Shift
Registers (LFSR1, . . . , LFSR4) of lengths L 1 = 25, L 2 = 31, L 3 = 33, and
L 4 = 39 bits with the following feedback polynomials:

LFSR1 : f1(t) = t25 + t20 + t12 + t8 + 1,

LFSR2 : f2(t) = t31 + t24 + t16 + t12 + 1,

LFSR3 : f3(t) = t33 + t28 + t24 + t4 + 1,

LFSR4 : f4(t) = t39 + t36 + t28 + t4 + 1.

The total length of the registers is 128 bits. These primitive polynomials
have been chosen as they exhibit the best trade-off between hardware
implementation constraints and excellent statistical properties of the output
sequences (the polynomials are maximum length windmill polynomials
[13,14]). Let xi

t denote the tth symbol of LFSRi . The value yt is the sum
over the integers of the four-tuple x1

t , x2
t , x3

t , x4
t . Thus yt can take the values

0, 1, 2, 3, or 4. The output of the summation generator is obtained by the
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Table 11.1 E0 Linear Bijections

x T1[x] T2[x]

00 00 00
01 01 11
10 10 01
11 11 10

following equations:

Zt = x1
t ⊕ x2

t ⊕ x3
t ⊕ x4

t ⊕ c0
t ,

St+1 = (
S1

t+1, S0
t+1

) =
⌈

yt + ct

2

⌉
,

ct+1 = (
c1

t+1, c0
t+1

) = St+1 ⊕ T1[ct ] ⊕ T2[ct−1],

where T1[.] and T2[.] are two different linear bijections over GF(4), sum-
marized in Table 11.1, and c0

t is the least significant bit of ct . The stream
cipher E 0 needs to be initialized with the initial values for the four LFSRs
(altogether 128 bits) and the four bits that specify the values of c0 and c−1.
The 132-bit initial value is derived from three inputs: the encryption key
KC , the Bluetooth hardware address, and the clock of the master (see also
Section 11.2.2). With the key stream generator, 200 stream cipher bits are
generated, of which the last 128 are fed back into the key stream generator
as the initial values of the four LFSRs. The values of c0 and c−1 are kept.

Bluetooth makes use of the key derivation algorithms E 1, E 21, E 22, and
E 3 to map a 128-bit input to a 128-bit output. All of them are based on
the SAFER+ block cipher. This is an improved version of the SAFER block
cipher, which only works on 64-bit data blocks. An important improvement
in SAFER+ is the introduction of the Armenian Shuffle permutation, which
boosts the diffusion of single bit modifications in the input data. It is a
permutation of 16 bytes. SAFER+ consists of:

� A key scheduling algorithm that produces 17 different 128-bit
subkeys

� 8 identical rounds
� An output transformation, which is implemented as a bitwise XOR

between the output of the last round and the last subkey

Each SAFER+ round calculates a 128-bit word out of two subkeys (the last
subkey is used in the SAFER+ output transformation) and a 128-bit input
word from the previous round. The central components of the SAFER+
round are the 2-2 Pseudo Hadamard Transform (PHT) [15], the Armenian
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Shuffles, and the substitution boxes denoted E and L [11,16]. The PHT
takes two input bytes and produces two output bytes, as follows:

PHT [a, b] = [(2a + b) mod 256, (a + b) mod 256] .

The two mappings E and L introduce nonlinearity and are defined as
follows:

E [x] = (45x mod 257) mod 256,

L [x] = y such that x = E [y].

The structure of one SAFER+ round can be found in [17,18]. For a summary
of recent cryptanalytic results, see [19].

11.2.2 Key Agreement Protocol in Bluetooth

The Key Agreement Protocol [20] is a crucial part of the security architecture
of Bluetooth [21]. Suppose that two Bluetooth devices, called A and B,
want to communicate securely (in the rest of this chapter, we will assume
that A initiates the communication). Initially, these devices do not share a
secret. They perform a Key Agreement Protocol to generate a link key and
an encryption key. The latter is fed to the stream cipher E0. The process
of generating a shared secret is called pairing (two Bluetooth devices are
paired when they share a key which can be used to communicate securely).

11.2.2.1 Generation of the Unit Key

When a Bluetooth device is turned on for the first time, it calculates a unit
key. This is a key that is unique for every device and that is almost never
changed. It is stored in non-volatile memory. The unit key is only used if
one of the devices does not have enough memory to store session keys (see
also Section 11.2.2 for more details). The unit key is based on a random
number and the Bluetooth hardware address of the device.

11.2.2.2 Generation of the Initialization Key

At the start of a communication session, the Bluetooth devices do not yet
share a session key, and will have to establish one. This is achieved in
different steps. First, an initialization key is generated. This temporary key
is a function of a random number IN RAND (generated by A and sent to
B in clear), a shared PIN, and the length L of this PIN. The PIN should
be entered in both devices by a user or it can be fed from a higher layer
into the pairing procedure. The length of the PIN can be chosen between
8 and 128 bits. Typically, it consists of four decimal digits. If one of the
devices does not have an input interface, a fixed PIN can be used (often,
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Figure 11.2 Generation of the initialization key.

the default value is 0000). This procedure is shown in Figure 11.2. The
result is a temporary shared key: the initialization key. Note that a low-
entropy shared secret (the PIN) is used to generate the initialization key.
As a consequence, an eavesdropper, which is present during initialization,
will know the random number IN RAND.

11.2.2.3 Mutual Entity Authentication

Each time a new shared key is generated (an initialization key or a link
key), both devices perform a mutual authentication protocol. The authenti-
cation scheme is based on a challenge-response protocol. This protocol is
performed twice. First, B authenticates itself to A, as shown in Figure 11.3.
If this authentication is successful, the roles are switched (B becomes the
verifier and A the prover). The authentication goes as follows. A gen-
erates a random number AU RAND and sends this to B. This random
number is called the challenge. Both devices now compute a response
SRES = E 1(ADDRB , Klink, AU RAND). ADDRB is the Bluetooth hardware
address of B and Klink is the shared key (initialization key or link key). B
sends its response to A. If this response corresponds to the value that A has
calculated, then the authentication is successful. The value ACO (Authen-
ticated Ciphering Offset) is used for the generation of the encryption key.

SRES

BA ADDRB

E 1

SRES ACO

Klink

AU_RAND

ADDRB

Klink

AU_RAND

AU_RAND
E 1

SRES ACO

E 1 E 1

Figure 11.3 Mutual entity authentication protocol.
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Figure 11.4 The link key is a combination key.

Algorithm E 1 is based on the SAFER+ block cipher, with some small
modifications [11].

11.2.2.4 Generation of the Link Key

Both devices now share an initialization key. This key will be used to
agree on a new, semi-permanent key (called the link key). The link key
will be stored on both devices for future communication. Depending on
the memory constraints of both devices, the link key can be the unit key
of the memory-constrained device or a combination key derived from the
input of both devices (Figure 11.4).

If the unit key of device A is the link key, it is transmitted encrypted
from A to B. This encryption is done by XORing the unit key of A with
the initialization key.

If the link key is a combination key, then both devices first generate
a random number LK RAND. These random numbers are encrypted with
the initialization key and sent to the other device. Now they both compute
LK KA = E 21(LK RANDA, ADDRA) and LK KB = E 21(LK RANDB , ADDRB).
The combination key K AB is the XOR of LK KA and LK KB . This is shown
in Figure 11.4. Algorithm E 21 is based on the SAFER+ block cipher, with
some small modifications. After the generation of the link key, the (old)
initialization key is definitively discarded and a mutual authentication is
started, using the exchanged link key that is shared between both devices
(this has already been discussed). The procedure shown in Figure 11.4 is
also carried out when a new link key is computed. The only difference is
that the random numbers LK RAND are encrypted with the old link key.
After the generation of the new link key, the old one will be discarded.
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Figure 11.5 Generation of the encryption key.

11.2.2.5 Generation of the Encryption Key and the Key Stream

After a successful generation of the link key and execution of the mutual
authentication protocol, the encryption key can be generated. Device A
generates a random number EN RANDA and sends this to B. Both devices
generate the encryption key KC = E 3(EN RANDA, Klink, COF). The COF
value (Ciphering Offset Number) is the ACO value which was generated
during the mutual authentication protocol. However, if the encryption key
is used for broadcast, then the COF is the concatenation (denoted by ||) of
the Bluetooth hardware address ADDR of the sender and itself (so COF =
(ADDR || ADDR)). The encryption key KC has a length of 128 bits, but its
length can be reduced to a truncated encryption key K ′

C if necessary. This
procedure is shown in Figure 11.5.

Finally, the encryption key KC (or the truncated key K ′
C ) is fed to the

encryption scheme E 0 together with the Bluetooth hardware address and
the clock of the master. These values are used to initialize the four LFSRs
of the stream cipher E 0. The output of the cipher is the key stream Kcipher

(see Figure 11.6). The master clock is used to make the key stream harder
to guess.

11.2.3 Security Weaknesses in the Bluetooth Security
Architecture

There are several security weaknesses in the Bluetooth standard [21,22].
We now give an overview of the most important security problems.
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Figure 11.6 Generation of the key stream.

11.2.3.1 Unit Key

The unit key is employed if one of the Bluetooth devices does not have
enough memory to store session keys. This key is stored in non-volatile
memory and almost never changed. As already described in Section 11.2.2,
the unit key is sent encrypted (with the initialization key) to the other
device. The result is the following weakness: if A has sent its unit key to
device B, then B knows the key of A and can impersonate itself as A to
a device C . This impersonation attack is impossible to detect. It is strongly
recommended to avoid the use of unit keys!

11.2.3.2 Location Privacy

When two or more Bluetooth devices are communicating, the transmit-
ted packets always contain the Bluetooth hardware address of the sender
and the destination (or an identifier which is directly related to these ad-
dresses). When an attacker eavesdrops on the transmitted data, he knows
the Bluetooth addresses of these devices. The attacker does not have to be
physically close to the communicating devices, he can use a device with
a stronger antenna (e.g., it is very easy to construct an antenna which can
intercept Bluetooth communication from more than one mile away [23,24])
or just place a small tracking device near the two Bluetooth devices.

This way, the attacker can keep track of the place and time these de-
vices were communicating. This is a violation of the privacy of the user. The
location information can be sold to other persons or used for location de-
pendent commercial advertisements (e.g., a shop can send advertisements
to everybody that is near the shop). It should be possible for the user to
decide when his location is revealed and when not.

11.2.3.3 Security Depends on Security of PIN

The initialization key is a function of a random number IN RAND, a shared
PIN, and the length L of the PIN. The random number is sent in clear and
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hence known by an attacker who is eavesdropping during the initialization
phase. This means that only the PIN is unknown to the attacker. If an
attacker obtains the PIN, he knows the initialization key. Worse yet, because
all the other keys are derived from the initialization key, they will also be
known by the attacker. Hence the security of the keys used in Bluetooth
depends on the security of the PIN. If this value is too short or weak
(e.g., 0000), it is very easy for an attacker to guess the PIN (and hence
the initialization key). Unfortunately, it is very cumbersome for a user to
remember long (and random) numbers.

Note that it is possible to verify a guess of the PIN. The reason is that a
mutual authentication protocol is executed after the generation of the ini-
tialization key. If an attacker observes this protocol, he obtains a challenge
and the corresponding response. The attacker calculates for every guess of
the PIN the corresponding response and when this is equal to the observed
response, the guess of the PIN was correct. The shorter the PIN, the faster
this brute-force attack can be carried out. Shaked and Wool showed that
this attack can be optimized by employing an algebraic representation of
SAFER+, the cryptographic primitive used in the mutual authentication pro-
tocol [16] (see Section 11.2.1). The authors state that a PIN of four digits
can be cracked in less than 0.06 seconds on a standard PC. This is a very
critical security problem.

11.2.3.4 Denial-of-Service Attacks

Mobile networks are always vulnerable to denial-of-service (DoS) attacks.
They consist of mobile devices, and these devices are often battery pow-
ered. Bluetooth is no exception. An attacker can send dummy messages to
a mobile device. When this device receives a message, it performs some
computations, which consumes battery power [25]. After some time, all
battery power will be consumed. This exhaustion of the battery power is
called the sleep deprivation attack [26]. This attack is almost impossible to
prevent.

There are also some more advanced DoS attacks, caused by implemen-
tation decisions. A nice example is the black list, which is used during the
mutual authentication protocol. To avoid that a device would start the
authentication protocol over and over again (and eventually guess the cor-
rect PIN), each device has a black list of the Bluetooth addresses of the
devices which failed to authenticate themselves correctly. These devices
cannot start an authentication procedure during some period. Each con-
secutive time the authentication procedure fails, this period is increased
exponentially (until a pre-determined upper limit is reached). Candolin
discovered that this mechanism can be exploited in several DoS attacks
[26]. An attacker can try to authenticate itself to device A, but change its
Bluetooth hardware address every time. All these authentication attempts
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will fail and the black list of A will become quite large. If there is no upper
limit on this black list, the entire memory of A will be filled with the entries
of the black list and device A will crash.

This is not the only DoS attack. Suppose device B wants to authenticate
itself to A. After A has sent a challenge to B, the attacker sends a wrong re-
sponse to A using the Bluetooth hardware address of B. The authentication
will fail, B will be put on the black list of A, and the (correct) response of
B will be ignored by A. The attacker keeps repeating this attack and B will
never be able to authenticate itself successfully to A. Note that the same
result could be obtained by jamming the radio signal, but the DoS attacks
described above are much easier to perform.

11.2.3.5 Encryption Algorithm E0

Bluetooth uses the stream cipher E 0 for data encryption. This stream cipher
has some security flaws [27–32]; note though that most of the published
attacks do not work on the implementation of E 0 in Bluetooth.

The attacks with the lowest complexity are the algebraic attacks [28].
E 0 is vulnerable to algebraic attacks because of the possibility to recover
the initial value by solving a system of non-linear equations of degree 4
over the finite field GF (2). This system can be transformed by linearization
into a system of linear independent equations with at most 223 unknowns.
Fortunately, this attack does not work in Bluetooth because it needs a long
key stream during the initialization and E 0 in Bluetooth only uses small
packets (the payload ranges from zero to a maximum of 2745 bits [4]).

There are, however, some attacks which can be implemented on the
E 0 algorithm in Bluetooth. Most of them are not very efficient, but re-
cently Vaudenay found a practical known-plaintext attack [33]. This is the
fastest attack on the Bluetooth encryption scheme. The attack is based on
a recently detected flaw in the resynchronization of E 0, as well as the in-
vestigation of conditional correlations in the FSM governing the keystream
output of E 0. This attack finds the original encryption key for two-level E 0

using the first 24 bits of 223.8 frames, requiring 238 computations.

11.2.3.6 Bluejacking

When two Bluetooth devices are paired, these devices will send their
“name” to each other. The default name of a device is typically the brand
name (e.g., “NOKIA 6110”). The user can, however, change this name in
an arbitrary string (up to 248 characters) and this user-defined name will
be displayed on the output interface of the other device. The goal of this
name is to facilitate the pairing process. First, the device displays a list of
all the names of the discoverable devices in the neighborhood. The user
then selects the name of the device that it wants to pair its device with. The
Bluejacking attack [34] exploits this name to send advertisements to other
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Bluetooth devices. The name of the malicious sender is the advertisement
itself (e.g., “buy product X now”). A malicious user can try to start a pair-
ing process with all the discoverable devices in the neighborhood and this
forces its name to be displayed on the other devices. This is not really a
critical security problem, but it can become annoying (e.g., think of the
amount of SPAM e-mails a user receives daily). By choosing a misleading
name, a malicious device could try to force a pairing process with another
device.

11.2.3.7 Implementation Errors

Implementation errors can result in critical security problems. A good ex-
ample is the Bluesnarf attack [35]. It is possible, on some mobile phones,
to connect to the device without alerting the owner of the target device
of the request, and gain access to restricted portions of the stored data in
the phone, including the entire phone book (and any image or other data
associated with the entries), calendar, real-time clock, business card, prop-
erties, change log, IMEI (International Mobile Equipment Identity, which
uniquely identifies the phone to the mobile network, and is used in ille-
gal “phone cloning”), etc. This is normally only possible if the device is in
discoverable mode, but there are tools available that allow even this safety
net to be bypassed.

The Bluesnarf attack can also be extended by combining it with a back-
door attack [35]. The result of this combined attack is that not only the
private data of the mobile phone can data be retrieved, but other services
such as access to the Internet, WAP [36], and GPRS gateways or even send-
ing an SMS are available for the attacker without the owner’s knowledge.
These attacks are caused by implementation errors and hence can be fixed
by the vendors.

11.2.3.8 Other Security Problems

There are also some security problems in the challenge-response protocol,
which uses the algorithm E 1 and is based on the SAFER+ block cipher.
Kelsey et al. [37] discovered a weakness in the key schedule of SAFER+
that allows a key search to be performed slightly faster than by exhaustive
search. This attack is only a theoretical issue and does not really endanger
the security of Bluetooth. But it indicates that it would be better to replace
the SAFER+ block cipher by, for example, AES.

Another security flaw is the lack of integrity checks on the Bluetooth
packets. An attacker can always modify a transmitted Bluetooth packet
without being detected. Note that encryption in itself does not offer any
integrity protection.

Man-in-the-middle attacks are also not prevented in Bluetooth. The rea-
son is that the data is never authenticated by the sender. And there are
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almost no time stamps or nonces in the protocols, so the freshness of the
messages is not guaranteed. Suppose that an attacker has obtained a link
key used by two devices. The attacker can now establish a new link with
each of the devices, pretending to be the other device. The two devices
still believe that they are talking to each other, but in fact they are commu-
nicating with the attacker.

To make things even worse, a user can switch off security. Often, the
default configuration is no security at all. This certainly has to be avoided.

11.2.4 Bluetooth Security in Practice

Although there are several security problems in the Bluetooth standard, it
is certainly possible to use Bluetooth in security-critical applications. Here
are some recommendations for designers of Bluetooth applications:

� Avoid the use of unit keys, as this will jeopardize the security.
� Provide data integrity protection in one of the layers on top of Blue-

tooth. This means that the integrity of the payload cannot be checked
in the MAC layer, and that the received data has to be passed to the
higher layer. This is, however, still a lot better than no data integrity
protection at all.

� If one uses IP over Bluetooth, and the mobile devices are not energy
constrained (e.g., a laptop), one can employ standardized solutions
like IPSec to protect the security of the Bluetooth link.

� In all the other scenarios, one can implement an advanced pairing
protocol [38–41] to securely establish a session key between the
mobile devices that want to communicate.

� The use of pseudonyms can make the system robust against tracking.
This requires, however, a modification of the Bluetooth standard or
specialized hardware.

� Finally, make sure that security is always turned on, certainly in
the default configuration (as users tend to use this configuration the
most).

11.3 ZigBee Security
ZigBee is a set of communication protocols that operate on the application
(APL) and network (NWK) layer. It works on top of the low-power MAC
and PHY layer, which are standardized in the IEEE 802.15.4 standard for
WPANs. One of the design principles of ZigBee is that the layer that origi-
nates a frame is responsible for securing it. So, if an NWK command frame
needs protection, NWK layer security shall be employed. Figure 11.7 shows
an example of the security fields that may be included in an NWK frame.
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Figure 11.7 (Part of) ZigBee frame with security at the NWK level.

The auxiliary header contains security information (security control, frame
counter, etc.), the payload can be encrypted or not, and the Message In-
tegrity Code (MIC) is used to protect the integrity of both header fields and
the payload (the security control field in the auxiliary header specifies the
level of security that is applied to the frame). Both encryption and mes-
sage integrity are provided by one building block: the CCM ∗ algorithm.
Security information is stored in Access Control Lists (ACLs). Each ACL
entry contains the following security information: destination address, se-
curity control field, key, nonce, and the key and frame counter. The frame
counter is incremented by one for every outgoing frame. The maximum
value is 232 − 1. When a new key is used, the frame counter is reset to 0.
There is always a default ACL entry which is used if there is no specific
ACL entry for the destination. There can be maximally 255 ACL entries. The
exact amount of ACL entries is vendor specific.

ZigBee uses the open trust model [6]. This implies that all different lay-
ers of the communication stack, and all applications running on a single
device, trust each other. Keys can be reused in each layer. To simplify in-
teroperability, the security level used by all devices in a given network and
by all layers of a device shall be the same. If protection from theft of service
is required, NWK layer security shall be used for all frames. The network
key (NWK key) is a broadcast key that is used by all devices in the same
network. As a consequence, using an NWK key does not prevent insider
attacks. The NWK key is updated regularly and is stored in the default ACL
entry. To distinguish between the different NWK keys and to make sure that
every device in the network is using the most recent NWK key, a sequence
number (called the key counter) is assigned to every NWK key. The NWK
key is only used in the NWK layer. If application layer security is applied,
a link key is used to protect outgoing frames. Link keys are employed to
enable end-to-end security (between source and destination device).
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11.3.1 ZigBee Cryptographic Primitives

11.3.1.1 CCM ∗ Algorithm

CCM ∗ is a generic combined encryption and authentication block cipher
mode. CCM ∗ is only defined for use with block ciphers with a 128-bit block
size. The block cipher that is used in the ZigBee specification is the AES-
128. The CCM ∗ mode is a minor modification of the CCM mode specified
in the IEEE 802.15.4 MAC layer specification [7]. CCM ∗ includes all of the
features of CCM and additionally offers encryption-only and integrity-only
capabilities. In total, there are eight possible security levels: the payload of
a frame can be encrypted or not, and the length of the MIC, which protects
the integrity of the header fields and the payload of a frame, can be 0,
32, 64, or 128 bits. The security control field in the header specifies which
security level is used to secure the frame. As the CCM mode, the CCM ∗

mode requires only one 128-bit key. Together with this key, a unique 104-
bit nonce N is used. This nonce is a function of the security control field,
the frame counter, and the address of the sender. Within the scope of a key,
the nonce value should be unique. The frame counter prevents reusing a
nonce under the same key.

An authentication tag T is computed as follows (see also Figure 11.8):

T = Xt+1,

Xi+1 = E (key, Xi ⊕ Bi) for i = 0, . . . , t .

E is the block cipher AES-128, B1‖ . . . ‖Bt are the t data blocks that have to
be integrity protected (each block has a length 128 bits), B0 is a data block
that contains the nonce N and some constants, and X0 is a 128-bit block
containing only 0s. The authentication tag T holds the M left-most bits of
the output Xt+1. The value M specifies the length (in bytes) of the MIC.
Note that the block cipher is used in Cipher-Block Chaining (CBC) mode
[10].

NWK

Header
Auxiliary

Header

(Encrypted) NWK

Payload
MIC

Figure 11.8 CCM ∗ authentication block cipher mode.
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Figure 11.9 CCM ∗ encryption block cipher mode.

Encryption is performed as follows:

Ai = Flags‖N‖i for i = 1, . . . , t , (11.1)

Ci = E (key, Ai) ⊕ Mi for i = 1, . . . , t , (11.2)

S0 = E (key, A0) .

First, the 128-bit blocks Ai are computed. They contain the constant value
Flags (8-bit representation of the value 1), the nonce N , and a 16-bit counter
i. These blocks are fed to the block cipher AES-128. The output is XORed
with the t data blocks Mi that have to be encrypted (each block has a
length of 128 bits), and the result is the t cipher text blocks Ci (see also
Figure 11.9). The M left-most bits of block S0 are XORed with the authen-
tication tag T . The result is the encrypted authentication tag U . The MIC
is equal to T or U (depending on if encryption is applied or not), and the
encrypted payload to C1‖ . . . ‖Ct .

11.3.1.2 The AES Algorithm

AES is a symmetric block cipher with a block-length of 128 bits and three
different key sizes: 128, 192, and 256 bits. The three resulting algorithms
are referred to as AES-128, AES-192, and AES-256. The cipher is based on
a round operation that is repeated a number of times. Each round has two
inputs: a round-key of 128 bits and the result of the previous round. The
round-keys can be pre-computed or generated on-the-fly out of the input
key. Every round consists of four steps: Byte Substitution, Shift Rows, Shift
Columns, and Add Round Key (this simply XORs the round-key with the
current block). The number of rounds depends on the size of the key: 9,
11, and 13 rounds for 128-, 192-, and 256-bit keys, respectively. Due to its
regular structure, AES can be implemented very efficiently in hardware and
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software. Computational performance of software implementations often
differs between encryption and decryption because the inverse operations
in the round function are more complex than the according operation for
encryption. For further information, we refer to [8].

11.3.2 Security Architecture of ZigBee

11.3.2.1 Key Hierarchy

Several types of keys are used in ZigBee, forming a key hierarchy. Typically,
the security manager of a device (situated in the application layer) will
perform the following steps:

1. Obtain the trust center master key: Initially, each device shares a
trust center master key with the trust center. The device can obtain
this trust center master key (together with the address of the trust
center) in two ways: the device acquires the trust center master
key via insecure key-transport (e.g., it is sent in clear from the trust
center to the device at low power) or it acquires this key via pre-
installation (e.g., factory installation or based upon data entered by
a user). It is very important that no other device can obtain this trust
center master key, as the security of all other keys used in ZigBee
depends on the confidentiality of the trust center master key.

2. Establish link key with trust center: The trust center and the device
share a trust center master key and will execute the Symmetric-
Key Authenticated Key Agreement (SKKE) protocol to establish a
link key with each other. First, both devices generate a random
128-bit challenge (QEU and QEV, respectively) and send it to the
other device. These challenges are fed, together with the trust center
master key, to a key derivation function. The result is two 128-bit
keys: the MacKey and the KeyData. The former is the key of an
MIC, used to mutually authenticate the challenges QEU and QEV.
After a successful authentication, both devices will use the KeyData
key as shared link key. This link key will be employed to secure
the communication between the trust center and the device.

3. Compute key-load key: The key-load key is derived from the link
key as follows:

key-load key = HMAClink key(0 × 02) .

Here, HMAC is a keyed message authentication code [10]. This type
of MAC function uses a cryptographic hash function in combination
with a secret key. The trust center uses the key-load key to transport
an application master key securely to a device.
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4. Compute key-transport key: The key-transport key is derived from
the link key as follows:

key-transport key = HMAClink key(0 × 00) .

The trust center uses the key-transport key to transport an applica-
tion link key or an NWK key securely to a device.

5. Obtain the NWK key: The trust center puts the NWK key (that is
currently being used in the network) in a specially constructed com-
mand frame, secures it with the key-transport key, and transmits it
to the device. The NWK key is used to encrypt broadcast com-
munication in the network. Note that command frames are always
encrypted and integrity protected (with a 128-bit MIC).

6. Obtain the application link key: When two devices in a network
want to communicate securely (end-to-end), they need an appli-
cation link key. One way to obtain such an application key is as
follows: the trust center generates the application link key and puts
it in a specially constructed command frame. This frame is sent
securely to each device. The security of the frame is protected by
employing the key-transport key. The advantage of the trust center
sending out the application link keys directly is that key-escrow can
be implemented.
a. Obtain the application master key: Instead of directly transmit-

ting the application link key to both devices, the trust center
can also generate an application master key. It puts this key
in a specially constructed command frame, and sends this se-
curely to both devices. The security of this frame is protected
by employing the key-load key.

b. Establish application link key with other devices: After the de-
vices obtained the application master key, they execute the
SKKE protocol. This is done exactly as described above. The
only difference is that the application master key is used to
derive the link key, instead of the trust center master key. The
output of the SKKE protocol is the application link key, which
is used for end-to-end security between both devices.

The above is only valid if the trust center is working in commercial mode.
When the trust center works in residential mode, the device will not estab-
lish a link key with other devices. A more detailed discussion on the modes
of operation of the ZigBee trust center is now presented.

11.3.2.2 ZigBee Trust Center

There is always exactly one trust center in each secure ZigBee network.
This device is often the ZigBee coordinator and is trusted by all devices in
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the network. It is responsible for the distribution of keys (link keys and
NWK keys) among the ZigBee devices. The ZigBee trust center also en-
forces the policies in the network. These policies state how a device can
join or leave the network (securely or insecurely), if and when keys have
to be updated, etc. The trust center can be configured to operate in either
commercial or residential mode:

� The commercial mode of the trust center is designed for high-security
commercial applications. In this mode, the trust center maintains a
list of devices, master keys, application link keys, and NWK keys that
it needs to control. It also enforces the policies of NWK key updates
and network admittance. In this mode, the memory required for the
trust center grows with the number of devices in the network. When
the trust center works in commercial mode, it shall follow the steps
of the key hierarchy described above.

� The residential mode of the trust center is designed for low-security
residential applications. In this mode, the trust center maintains a list
of the NWK keys and controls the policies of network admittance. It
does not have to maintain a list of devices, master keys, or applica-
tion link keys. When operating in residential mode, the NWK key is
never updated, and therefore the memory required for the trust cen-
ter does not grow with the number of devices in the network. This
limits the implementation complexity, but also reduces the security.
When the trust center works in residential mode, it shall not follow
the steps of the key hierarchy described above. Instead, it will just
send the NWK key to a device joining the network via insecure key
transport. This key is used to secure communication. Master keys
and link keys are not employed.

11.3.3 Security Weaknesses in the ZigBee Security
Architecture

Improper use of the security mechanisms in ZigBee can cause several se-
curity problems [42,43]. ZigBee has, however, solved some security issues
that were present in the IEEE 802.15.4 standard [6], e.g., limiting the en-
cryption mode to CCM ∗ in ZigBee avoids the employment of dangerous
security modes, like AES-CTR. We now give an overview of the most im-
portant security problems that still remain in ZigBee. Designers of ZigBee
applications should take this into account during implementation.

11.3.3.1 IV (Nonce) Management Problems

As already discussed in the previous section, security information is stored
in ACLs. Each ACL entry contains the following security information: des-
tination address, security control field, key, nonce, and the key and frame
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counters. The nonce is a function of the security control field, the frame
counter, and the address of the sender. Only the frame counter is really vari-
able, and as a consequence, the nonce is derived directly from the frame
counter. Suppose one would encrypt two messages (M1 and M2) with
the same key and the same nonce. According to Equation 11.1, reusing
a nonce results in reusing the block Ai . If we apply Equation 11.2, one
obtains the following result:

C1 ⊕ C2 = E (key, Ai) ⊕ M1 ⊕ E (key, Ai) ⊕ M2 = M1 ⊕ M2 .

This should certainly be avoided! Fortunately, the frame counter prevents
reusing a nonce under the same key. There is, however, a problem if a key
is used in two different ACLs (because in this case, the frame counter in
each ACL is updated independently and this could result in the reuse of
a nonce) or if a nonce is reused in the same ACL (without the key being
updated). The latter can occur when a power failure arises. If the frame
counter is stored in volatile memory, and the key in non-volatile memory,
then the frame counter would be reset to zero after the power failure. The
key, however, would remain the same, and one would reuse the nonce
under the same key. To avoid this problem, the frame counter and the
key should be stored together in non-volatile memory. The same problem
would occur if one would use a key that has been employed before, but
the probability of such an event to occur is very low.

11.3.3.2 Improper Support of Group Keying

ZigBee does not support group keying. The reason is that each ACL can
only contain the address of one destination. Let us assume that one would
use multiple ACLs, one for each destination in the group. Then the proba-
bility of reusing a nonce would become very large. As explained above, a
nonce should never be reused under the same key. If one would use one
ACL for the entire group, then one always has to update the address of
the destination beforehand (otherwise, the device cannot find the correct
ACL entry in its memory). This is not possible, because one would have
to know in advance which device is going to send the next message, and
normally a device does not have this knowledge. Another problem would
be that each device in the group has to update the frame counter every
time a message is sent to one of the group members, also when it was not
intended for the device itself. So ZigBee only supports secure unicast and
broadcast communication, and no secure multicast communication.

11.3.3.3 Key Management

The ZigBee standard states that there can be maximally 255 ACL entries.
The exact amount of ACL entries is vendor specific and often much lower
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than 255. As an example, the Chipcon CC2420 has support for only two ACL
entries [43]. The number of application link keys a device can maximally
share with other devices is equal to the number of ACL entries. So in the
best case, it can only share a key with 255 other ZigBee devices, which is
considerably less than the maximum amount of 65,536 devices in a ZigBee
network. A better support for secure end-to-end communication is needed.

11.3.3.4 Replay Attacks

Every time a message is transmitted to another device, the frame counter is
incremented by one. This prevents replay attacks, as frames with a lower
frame counter than stored in the ACL will be discarded. This can, however,
cause a security problem in broadcast communication. In a ZigBee network,
broadcast communication is secured with the NWK key, which is stored in
the default ACL. Every time a message is broadcasted, each device in the
network should increment the frame counter in its default ACL. If a device
goes to sleep mode and does not receive broadcast messages for a certain
time, it cannot send any broadcast message anymore. The frame counter
in its default ACL will have a lower value than the one in the default ACL
of the other devices, and a message with a lower frame counter will be
discarded by the other devices, as they wrongfully detect this event as a
replay attack. As a consequence, a device can never go to sleep mode, and
this can have an important influence on the battery lifetime of a ZigBee
device. Requiring each device in the network to update its frame counter
regularly causes some key management problems and is not very practical.
It would be better not to increment the frame counter in case of broadcast
communication, but this would enable replay attacks.

11.3.3.5 Initialization Procedure

The secure initialization and installation of the master key determines the
security of the other keys. When an attacker obtains the trust center master
key, this would compromise the security of the other keys used in ZigBee,
as they are all derived from the trust center master key.

A device can obtain the trust center master key (and the address of the
trust center) in two ways: via insecure key-transport or via pre-installation.
The former is the easiest method, but also the most insecure one. Trans-
mitting a key at low power, as suggested in the ZigBee standard, does
not provide sufficient protection. The attacker can build a ZigBee device
with a strong directional antenna and intercept communication from a
long distance. Assuming that there is no attacker present during the inse-
cure key-transport is a very dangerous assumption. Theoretically, insecure
key-transport is only secure when it is conducted in a Faraday cage. This
is, however, not very practical. That is why it is recommended to obtain
the trust center master key via pre-installation. This is more awkward, but
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provides more security. For example, one could install the trust center ad-
dress and master key during the fabrication of the ZigBee device. There are,
however, some practical problems. One does not always know in advance
in which network the ZigBee device will be employed. Deriving the trust
center master key from data entered by a user (a password) can be dan-
gerous. Users tend to use low-entropy passwords, and an attacker can try
all passwords or perform a dictionary attack. Because the SKKE protocol,
used to establish a link key, contains a key confirmation step, an attacker
can easily verify every guess of the password.

That is why ZigBee needs a secure initialization procedure (e.g., install
the keying information via out-of-band mechanisms [38–41,44]). This is a
critical security problem that has yet to be solved.

11.3.3.6 Location Privacy

The header of a ZigBee frame, which is never encrypted, contains the
address of the source and destination device. This address is either the
64-bit IEEE address, or a 16-bit short address (used once the network is
set up). When an attacker eavesdrops on the transmitted data, he knows
the addresses of the devices that were communicating. It is possible for an
attacker to construct a stronger antenna to intercept ZigBee communication
from a further distance. As a consequence, an eavesdropper does not have
to be physically close to the communicating devices.

This way, the attacker can keep track of the place and time that ZigBee
devices are communicating. This is a violation of privacy. The problem,
however, is less critical than in Bluetooth. In contrast to Bluetooth devices,
ZigBee devices do not always belong to a specific user, but are usually
used in small sensor networks. In that case, information about the place
and time a ZigBee device is communicating might not be very interesting
for an attacker.

11.3.3.7 Insufficient Integrity Protection

In total, there are eight security levels that can be employed to secure a
frame. The payload can be encrypted or not, and the frame can contain
an MIC of 0, 32, 64, or 128 bits. As a consequence, it is possible to apply
encryption and no integrity protection on a frame. This is a dangerous
mode of security and should never be used. Encryption in itself does not
provide integrity protection. As shown in Equation 11.2, the cipher text
Ci is the XOR of the plaintext message Mi and the encryption of a block
Ai . This means that if the attacker changes the j th bit of Ci , the same bit
will change in the message Mi . This can have important consequences.
Fortunately, the ZigBee standard states that all ZigBee command frames
should be encrypted and integrity protected with a 128-bit MIC.
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11.4 Conclusion and Open Issues
We have evaluated the security architectures of both the Bluetooth and
ZigBee standards. We can conclude that both Bluetooth and ZigBee have
some (minor) security weaknesses. However, it is still possible to use these
systems in a secure way, if the necessary precautions are taken. The security
weaknesses in Bluetooth range from design problems (e.g., the use of
unit keys) to problems with the cryptographic algorithms that are used
(e.g., weaknesses in the E 0 and SAFER+ ciphers). Many of the problems
can be mitigated using some practical guidelines (see Section 11.2.4). The
problems with the cryptographic ciphers can only be solved by replacing
these ciphers or by “patching” them, for example, by switching keys before
an adversary has enough data to determine the key. ZigBee already solves
a number of the security problems of IEEE 802.15.4 by only allowing the
CCM∗ mode, but still has a number of security problems that should be
solved in the next version of the standard.

The main difference between the Bluetooth and ZigBee security ar-
chitectures is that Bluetooth is limited to the MAC layer, but the ZigBee
standard also includes the application layer. This results in the fact that
Bluetooth only allows the establishment of link keys between two nodes
that are within range, but ZigBee allows any two nodes to establish a shared
key. Therefore, ZigBee is more tailored toward wireless mesh networks
than Bluetooth.

One important issue that has not been solved by either Bluetooth or
ZigBee is location privacy. Both standards allow an adversary to track the
location of devices using the unique identity of the source that is included
in every frame. To solve this, advanced solutions are required that hide the
identity of the devices by employing one-time pseudonyms instead of the
fixed identifiers.

A second important open issue is how to securely initialize the security
mechanisms that are available in a WPAN. Bluetooth only offers the use of a
PIN that has to be manually entered by the user. One potential solution here
could be the use of more advanced pairing protocols. For large scale ad
hoc networks such as ZigBee, initializing the security mechanisms is even
harder. An ideal initialization procedure should be very efficient (meaning
that extensive use of public key cryptography should be avoided), user
friendly (no or very limited user interaction required), and flexible to many
different scenarios in which these networks will be deployed.
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A technology that is sure to affect our lives significantly over the next
few years is wireless mesh networking. Wireless mesh as a technology
has been around almost as long as wireless LANs, but has only recently
become more popular. As the popularity of wireless mesh networks grows,
end users are demanding higher bandwidth, greater coverage, improved
reliability, and robust security. The industry has come together at various
IEEE 802 work groups to standardize wireless mesh networks with the right
ingredients and the right framework. Security is one of the cornerstones of
making the disruption which is believed to be a reality with WLAN mesh
networks. The WLAN mesh networking task group at IEEE codenamed TGs
has reached the first-draft specification stage, where security specification is
now essential. Security aspects of WLAN mesh networks entail a vast array
of features and requirements to ensure that robust security is achieved at
every link of the mesh network. The roadmap for TGs is to develop a
full, official Extended Service Set or ESS mesh standard including mesh
transport security (versus end-to-end security) specifications targeted to
complete around 2009 [1].

12.1 Introduction
Wireless mesh networks have drawn a lot of attention in various market
segments, including home and small business networks, medium and large
enterprise networks, public safety, emergency and first-responder networks,
service providers and wireless broadband networks, municipal and pub-
lic access networks, and military and tactical networks. One of the core
components in making WLAN mesh networks successful and an enabler
into all these different markets is security. A core challenge in securing the
WLAN mesh network is the large number of communication links over the
air; as each mesh device is mobile and deployed outdoors, each mesh link
presents an exposure and vulnerability into the mesh network.

Original mesh architectures emerged from mobile ad hoc networks
(MANETs) for military networks. The IETF MANET Work Group has been
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developing various MANET protocols for almost a decade [2–5]. MANETs
were envisioned to be military and tactical networks where peer nodes
could either come with or gain mutual trust between them. Mesh networks
are different from MANETs in that there is more infrastructure commu-
nication rather than direct, peer-to-peer communication with mesh net-
works becoming a popular deployment in public spaces. Especially in the
metropolitan space, existing IEEE networks’ security standards 802.1X [6]
and 802.11i-2007 [29] based security mechanisms lack the specificity for
securing the WLAN mesh network. Even though many vendors are using
strong 128-bit encryption to relay client and infrastructure traffic over the
air, as previous wireless LAN attacks have shown, a cunning hacker may
not necessarily need to crack the key to get user information or damage the
network. Security researcher Shawn Merdinger says that municipal metro
deployments are going to be “a very serious security challenge to many
people” [8].

The rest of the chapter walks through the links and definitions in WLAN
mesh networks from the security perspective; challenges and possible at-
tacks in WLAN mesh networks; mesh client security; mesh infrastructure se-
curity; authentication, authorization, and access control; confidentiality and
privacy in mesh networks; and key management in WLAN mesh networks.

12.2 WLAN Mesh Primer
It is important to carefully define WLAN mesh components and segments
for examining the security implications on the overall mesh network. From
a security perspective, there are two major components of a mesh network:

1. A wired or bridged segment: The network attached to a mesh net-
work and that operates over the wire, e.g., Ethernet or fiber. One
or more of these segments may be attached to a mesh network.

2. A wireless or mesh segment: The all-wireless network that may or
may not be attached to a wired or bridged segment. The transport
media of this segment is IEEE 802.11 for WLAN mesh networks.
This segment is commonly referred to as a mesh network.

Wired and bridged segments of the network are generally considered
outside the scope of a WLAN mesh network. However, they may impact se-
curity in a mesh network by launching attacks or injecting carefully crafted
frames into it. Hence, it is important to secure the entry points from these
segments into a mesh network.

The mesh segment of the network requires careful security considera-
tions as it is exposed to attackers as frames are transmitted over the air.
There are two major sub-components of this segment:
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1. Mesh backhaul: A mesh backhaul consists only of mesh nodes and
mesh links. This is an all-wireless, multi-hop network helping WLAN
client traffic to traverse over 802.11 links to and from a wired entry
point or other WLAN clients in mesh.

2. Mesh access: A mesh access consists of mesh nodes co-located with
WLAN access points and WLAN clients. This single-hop network
allows end users to connect to a mesh network.

A mesh node is a physical or logical entity in a mesh network partic-
ipating in formation of a mesh. TGs define mesh nodes as either a mesh
point (MP, capable of forming links between mesh nodes only) or a mesh
access point (MAP, capable of forming links between mesh nodes as well
as links between mesh nodes and WLAN clients). There is a special mesh
node, which interfaces a mesh network to wired or non-WLAN bridged
networks, called mesh portal or MPP. Common mesh node architectures
include:

� Single-radio node: A mesh node consisting a single IEEE 802.11b/g
or 802.11a radio. This node commonly is an MAP allowing user
access on the same radio where mesh backhaul links are formed.
An MP with a single-radio allows only mesh backhaul links over its
radio.

� Dual-radio node: A mesh node consisting of two IEEE 802.11b/g
or 802.11a radios (in any combination), one dedicated for forming
mesh backhaul links, the other dedicated for allowing user access.
This architecture is common today where lower-capacity and lower-
cost radio (such as 802.11b) is used for client access and higher-
capacity radio (such as 802.11a) is used for mesh backhaul.

� Multi-radio node: A mesh node consisting of multiple IEEE 802.11b/g
or 802.11a radios (in any combination). Multiple radios may be used
for allowing user access and multiple radios may be used for mesh
backhaul. Typically, mesh backhaul forming on different radios
dedicates one radio for frame transmission and another for frame
reception. Another common division of labor occurs for separating
upstream and downstream traffic of mesh backhaul to and from an
MPP.

A mesh link is a logical 802.11 WLAN link between two MPs or MAPs.
An access link is a logical 802.11 WLAN link between an MAP and a WLAN
client. A mesh network consists of both types of links, whereas a mesh
backhaul consists only of mesh links. Typically, access links are simple
radio-links set up and operated according to IEEE 802.11 standards. The
mesh links are more complicated and two mesh nodes can have connec-
tions over multiple radios. Such links are common in mesh networks where
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Figure 12.1 Links, nodes, and segments for WLAN mesh security.

multi-radio mesh nodes are deployed. Figure 12.1 shows how all different
components and segments come together in a WLAN mesh network.

12.3 Security in WLAN Mesh Networks
Because WLAN mesh networks are based on original WLAN networks, we
first look at WLAN security protocol standards and how they are deployed.
We then examine how and where these protocols are not sufficient for
WLAN mesh security.

12.3.1 WLAN Security Background

The first IEEE 802.11 standard included a weak security protocol called WEP
(Wired Equivalent Privacy), which failed to provide the goal of wired equiv-
alence [26,28]. These flaws and the adoption of NIST-approved ciphers
were addressed by the ratification of the IEEE 802.11i [7] amendment in
2004 and its inclusion in the base IEEE 802.11-2007 specification [29]. Prior
to the ratification, the industry also embraced an early version of 802.11i to
provide a migration path to 802.11i. The wireless alliance WiFi embraced
this migration path and referred to it as WPA (Wireless Protected Access).

The major weaknesses of WEP include:

1. Lack of mutual authentication
2. No access control
3. No replay prevention
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4. No message modification detection
5. Compromised message privacy due to IV reuse, RC4 weak keys,

and possibility of direct key attacks

For details on these weaknesses, look at Chapter 6 of [9], which pro-
vides an in-depth analysis of them; alternately [28] provides a comprehen-
sive summary. IEEE 802.11i defines a new type of wireless network called
an RSN (Robust Secure Network). To allay industry concerns for already-
deployed systems, the WiFi alliance took a subset of 802.11i and created
WPA while allowing the IEEE 802.11 standards body to focus on a sound,
longer-term solution. As WPA is a subset of 802.11i, they both provide a
framework referred by 802.11i as RSN. The framework allows for the ne-
gotiation of authentication, key management, and cipher suites used to
ultimately protect the 802.11 link. While the RSN framework enables pro-
prietary mechanisms to coexist, it defines the following components:

1. Authentication and key management: The mandatory-to-implement
mechanism is based on IEEE 802.1X to enable Extensible Authenti-
cation Protocol (EAP) methods to be used for authentication. Simi-
larly, IEEE 802.1X is used to employ a key management mechanism
to allow the client and access point to mutually derive the keying
material needed to protect the 802.11 link and subsequent 802.1X
key management functions. Optionally, an RSN also enables the use
of pre-shared keys as a replacement to EAP for those systems that
do not have the back-end infrastructure for identity management.

2. Cipher suite: The mandatory-to-implement cipher suite is based on
AES-CCM and Temporal Key Integrity Protocol (TKIP) is provided to
allow already-deployed systems to allay the vulnerabilities of WEP.

12.3.2 WLAN Mesh Security Primer

In the past, security architectures were often developed based on the as-
sumption that the core parts of the network were not physically accessible
to an enemy. Attacks were only expected to be launched in well-defined
places such as connections to the public Internet. Firewalls and intrusion
detection systems were deemed sufficient to keep valuable electronic assets
in a corporation or personal data from being stolen, exposed, or compro-
mised. WLAN networks break this conventional assumption in network
security. Because data now passes over radio waves, ready and easy ac-
cess to data becomes trivial. Original WLAN technology was targeted for
indoor LAN networks, keeping the sphere of exposure somewhat limited,
although unpredictable radio waves do propagate outside the buildings.
War-driving and sniffing near buildings may allow an attacker to see much
of the data traveling inside the buildings, too. Sniffing is defined as simply
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using a software and WLAN radio card to read and store all frames flowing
over a WLAN channel.

Outdoor WLAN networks exacerbate security exposure by deliberately
transporting data over radio waves through open air in metropolitan and
rural areas; that is, exposing the physical access points in the open public.
In other words, now an attacker does not need to drive closer to the build-
ings anymore. Anyone can see those radio waves and its data at will from
anywhere in a city or rural area wherever those radio waves traverse or ac-
cess the exposed access points from the street. Whether indoor or outdoor,
mesh networks may take the strategy of re-using 802.11i for mesh access.
But this leaves mesh backhaul not secured and there is no standard mech-
anism for securing mesh backhaul today. There is also the need to secure
peripheral devices attached to the wired interfaces of mesh nodes. Finally,
mobility of WLAN clients and mesh nodes makes mesh security a great
challenge in defining an interoperable standard. Vendors are currently off-
ering proprietary mechanisms for backhaul and bridge security restricting
single vendor mesh deployments presenting a hurdle toward widespread
adoption of secure WLAN mesh networks.

12.4 Possible Attacks on WLAN Mesh Networks
This section examines possible attacks and threat models in WLAN mesh
networks. Many of these attacks are similar to that of attacks in WLAN net-
works. Attacks on wireless networks can be classified into five broad cat-
egories: eavesdropping, forgery, masquerading, man-in-the-middle (MIM),
and denial of service (DoS). The first category of attack is also known as
passive, the other three are known as active attacks. Some in-depth attack
scenarios and analysis of those scenarios would be useful in understanding
and deriving the mechanisms needed to prevent these attacks and protect
the network against them.

12.4.1 Types of Attacks

Eavesdropping is accessing information without detection of either the data
originator or the intended receiver. More importantly, it is information to
which the attacker does not have legal access. Such information may in-
clude confidential company data, personal financial and medical informa-
tion, etc. An attacker may sniff data over 802.11 channels in either a mesh
access or backhaul network. Especially in a wireless medium, this form of
vulnerability enables an attacker to gain information without detection from
any of the communicating parties and is typically referred to as a passive
attack.
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Forgery is the ability to change any content of a frame without detec-
tion. Such modification can cause a frame to be redirected to a different
source or, more damaging, change the original information to the intended
receiver. Although protection from eavesdropping can help, equally dam-
aging is the ability for an attacker, for example, to forge a stock transaction
from a buy to a sell order.

Masquerading (sometimes referred to as spoofing) occurs when an at-
tacking network device impersonates a valid device. Depending on whether
a device is accessing a mesh node using its MAC or IP address, an atta-
cker may either use IP address spoofing or MAC address spoofing. Noto-
rious attacks, such as evil twin attacks, can potentially allow hackers to
steal personal information such as credit cards or any personal identity
information.

Man-in-the-middle can be another form of a forgerer, a masquerader,
and even an eavesdropper. An MIM attacker interjects communication by
pretending to be the network to the client and the client to the network.
By interjecting the communication, neither the client nor the network may
be aware that the MIM can now gain identity information from the client
and potentially launch other attacks against the network.

DoS attacks work with the principle of causing damage to the target
device or the overall network itself. In wireless, DoS attackers can simply
jam the radio frequency. In general though, DoS attackers often target some
nodes in a network and overwhelm them with traffic, eventually causing
them to reboot or melt down. ICMP flood or Ping of Death are examples of
classic DoS attacks, which the Internet experienced in the 1990s. A variation
of DoS, distributed DoS (DDoS) attacks are more effective where attackers
launch DoS traffic from several zombie computers from different locations.
While DoS and DDoS attacks are easy to mount in WLAN networks and in
mesh networks, they are almost impossible to prevent. Because most WLAN
mesh networks run in the unlicensed 2.4 and 5 GHz bands, hackers may
not even need to use WiFi to conduct DoS attacks against these networks.
Especially in municipal networks where free WLAN infrastructures are now
in place outdoors, more and more esoteric attacks will come into play.
For example, widespread Bluetooth attacks and Bluetooth spamming are
real possibilities with WLAN mesh networks combined with small PCs like
GumStix with Bluetooth.

Although it may be more challenging to ward off all DoS attacks, WLAN
security must address protection from eavesdropping, forgery, masquerad-
ing, MIM, and, where feasible, DoS attacks.

In further providing security mechanisms, attacks on such protective
means must also be addressed. As most systems employ the use of a known
secret referred to as a key, considerations for the threats against the very
cryptographic tools used to provide security also merit description. These
attacks are categorized as:
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1. Attacks to recover the secret key
2. Attacks with limited or no knowledge of the secret keys

12.4.2 Attacks on the Keys

The challenge in any cryptographic tool employing shared keys is to en-
sure that these keys are strong enough and not susceptible to its recovery.
Because the shared key is used to gain access to the network or to protect
the communication with the network, it is critical that it be very difficult
to recover these keys; otherwise, knowledge of the key often represents a
full breach in security [9]. In real-world use, these keys may oftentimes be
required to be manually entered, especially when used as a means to iden-
tify a user. In this scenario, these keys are often referred to as passwords
as people usually choose something that can be easily remembered.

As passwords tend to be derived from a language source of finite vocab-
ulary, tools based on dictionary attacks can be readily employed to break
such keys. Other, more complicated attacks can analyze the actual func-
tions used to derive the keys, or how the keys are actually employed to
recover the actual key. The original (flawed) IEEE 802.11 security protocol
WEP constructed its protocol in such a way that it was easy to recover the
key [26]. Though such attacks require some data sampling, this require-
ment is trivialized in WLAN mesh networks as the data is easily obtained
by capturing the signals over the air.

Attacks on keys are beneficial and worth pursuing especially if the
strength (e.g., entropy) of a key is known to be weak. Some techniques of
attacking on the keys include:

1. Brute-force method: An attacker tries every possible key until he
finds a match. Guessing passwords is an example of such attacks.
The time taken for a brute-force attack depends on key entropy.
Hence, making the key-size longer does not always solve the prob-
lem (it only takes longer to break the key).

2. Dictionary method: An attacker uses a dictionary, or database, con-
taining all the likely passwords/keys. Sometimes known as an off-
line attack, an adversary can take known matching ciphertext and
plaintext and run a computer and a dictionary loaded to find the
keys, which produces the ciphertext from the given plaintext. IEEE
802.11i key derivation makes keys dynamic and usable only for a
single session to reduce the chance of such attacks. WLAN mesh
networks should not be susceptible to dictionary attacks if similar
session key derivation mechanisms are used.

3. Algorithmic method: Adversaries also have the actual cryptographic
algorithms and frame constructions from which they can analyze,
as was shown by Fluhrer et al. [26] to demonstrate weaknesses in
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the algorithm and aid in key recovery. There are also optimizations
on dictionary attacks that enable smaller or more exhaustive dic-
tionaries and variations to be used by trading memory and space
[27].

As many tools for cracking WEP are now readily available and with
the wider adoption of IEEE 802.11i, WLAN mesh networks must not con-
sider WEP for either infrastructure, access, or ad hoc security. With the
level of exposure in metro and outdoor areas, cracking WEP would be
trivial for attackers of WLAN mesh networks. Note that some WLAN client
devices like cameras (e.g., D-Link IP Camera and Linksys Wireless-G
Internet Video Camera) and video game consoles (e.g., Linksys Wireless-B
Game Adapter and Xbox 360 Wireless Networking Adapter) continue to im-
plement WEP-based encryption only. These devices should not be allowed
to connect to WLAN mesh networks. Fortunately, many client devices like
Cannon SD430 Powershot Camera now support advanced 802.11 encryp-
tion, e.g., AES-CCMP which is part of the IEEE 802.11i standard. Over time,
all WLAN client devices should migrate to these more-robust encryption
methods.

12.4.3 Attacks without Requiring Knowledge
of the Secret Keys

Ironically, all five types of attacks described earlier in the section can be
conducted without or with limited knowledge of these keys. Even en-
crypted traffic can reveal information such as how, when, and by which
devices the network is being used. Another example is that of manage-
ment frames, especially beacons and probe responses as they are never
encrypted and where an attacker can readily learn the SSID being broad-
cast by mesh node or manufacturer, model, and other device information of
the node encoded in 802.11 information elements. The attacker may exploit
any known vulnerabilities in that particular model hardware or software.
For example, there may be open-source security software libraries (e.g.,
openSSH [10] and openSSL [11]) in cheaper mesh nodes and the attacker
may have the knowledge of public-domain vulnerabilities which can be
easily exploited. The attacker can also perform sophisticated traffic analy-
sis by studying message externals, e.g., frequency of communication, size
of payload, traffic load on a device, etc. Finding a correlation of TCP ac-
knowledgment frames or DHCP discover messages, which are of fixed
length and might occur at regular intervals, provides a wealth of informa-
tion to the attacker. Typically, such information is useful in conjunction
with other techniques, such as modification.
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In a secure WLAN where packets are encrypted, forgery and MIM attacks
are difficult to mount against networks because the attacker must intercept
transmission from either end (AP or client) and relay it without giving any
clue to the receiver about the compromise. This is done in turn for both
ends creating a relay or repeater node in between the AP and client. In a
WLAN mesh network, an MIM attack can be launched between MP links
as well. MIM between mesh nodes would be more damaging compared to
a compromised AP and client link because now all backhaul traffic over
the compromised mesh link is affected. A carefully crafted attack may get
an MP in thinking of a rogue device to be valid and relay traffic to and
from it. In this attack, the adversary can either direct traffic to its intended
destination or mess with the data. Both strategies impact the services of a
mesh network, more so if the MIM is in between mesh nodes.

Another threat emerges from the ability to replay messages either to
the network or to the endpoint device. The attack could be maliciously or
fraudulently repeated by either the originator or an MIM.

DoS and DDoS attacks do not require knowledge of the shared secret,
especially in WLANs. An attacker or a group of attackers launch these
attacks simply to bring down a network or its services. WLAN mesh net-
works are particularly susceptible to these attacks and present a great chal-
lenge. A special type of DoS attack known as RF jamming against WLAN
networks is very difficult to detect and prevent. More damaging is the cur-
rent lack of protection for 802.11 management frames. Two such frames,
Disassociation and Deauthentication, permit using the broadcast MAC ad-
dress as the target and are easy means to disrupt WLAN service to all
connected clients of the victim access point. These frames may also be di-
rected to a specific station, denying service to targeted victims. Similarly, an
attacker may observe the victim station’s MAC address and send an Asso-
ciation Request to a different AP on the same wired LAN. This association
request is accepted as if the station is roaming and the wired network now
forwards all traffic to the attacker. In some networks, the victim station
may be disconnected from the AP it was attached to and, depending on
the security method negotiated, the adversary may not be required to re-
authenticate with the new AP. Yet another example is where an adversary
uses a station simulator tool, such as the Veriwave WLAN Simulator, and
congests an AP with bogus stations exhausting its available resources over
the air, eventually causing the victim AP to stop accepting new clients or,
in some implementations, to reboot. Clever attackers may continually keep
loading bogus stations on the AP, completely taking it out of service.

All these classic DoS/DDoS attacks are more easily applicable to WLAN
mesh networks because adversaries now have visibility into client traffic
streams from anywhere in a mesh deployed area. Many other possible atta-
cks on WLAN and ad hoc networks without keys are described in [21–23].
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12.5 Attacks on WLAN Mesh Protocols
WLAN mesh networks face another array of security challenges that emerge
from its multi-hop nature. The default routing protocol in TGs is Hybrid
Wireless Mesh Protocol or HWMP, which provides the ability for a mesh
node to learn routes to another mesh node using a broadcast route dis-
covery mechanism. Broadcast-based route discovery mechanisms are tradi-
tionally susceptible to DoS attacks as they use exhaustive re-broadcasting
methods. An attacker may snoop frames over a WLAN mesh backhaul and
learn about MAC addresses or various mesh nodes in the network. Because
HWMP is based on the IETF’s AODV [12], an open-source AODV software
stack can be used to continually generate route request (RREQ) frames
keeping all mesh nodes in the network busy re-broadcasting those. This
may cause one or more mesh nodes to melt down, reboot, or stop servicing
the network.

Other attacks possible on an unprotected RREQ include:

� Route disruption by changing message type, destination address,
source address, or originator address

� Route invasion by increasing RREQ-ID, originator sequence number,
or destination sequence number by at least one

Attacks on route replies (RREP) are possible when the attacking node
drops all routing frames, causing the routes to take longer and sub-optimal
paths. Often an attacking device positioned in between valid devices may
cut off some routes all together. MIM attacks are possible if particular route
destinations can be lured to an adversary’s device followed by a detour
somewhere over the Internet. The attacker may do so by sending fake
RREPs with a large enough destination sequence number or short hop
count.

Attacks on route errors (RERR) are not as severe because the result is
route disruption. Yet, generating bogus RERRs can cause many nodes to
attempt to repair processing and re-discover valid routes. Another point
to note is that most fields of RRER, RREP, and RERR, e.g., ID, Hop Count,
Metric, Sequence Number, etc., are vulnerable to modification and forgery.
Most damaging is the vulnerability of an MAC address, as an adversary
can impersonate an MP by simply using its MAC address; an adversary can
simply form part of mesh forwarding paths and launch any attack from
there. Note that similar attacks are also possible against RA-OLSR, which is
the optional path selection protocol in IEEE 802.11s draft standard.

12.5.1 Approaches against Attacks on WLAN Mesh Protocols

Even when mesh nodes are authenticated before joining a WLAN mesh
network, many aspects of a mesh are controlled via broadcast frames.



P1: Binod

July 28, 2008 12:59 AU8250 AU8250˙C012

Security in Wireless LAN Mesh Networks � 393

In a broadcast environment, all parties can discern the information and
often can affect other members of the group. An insider attack is a form
by which an adversary may be able to join the mesh by exploiting weak-
nesses in the mesh authentication mechanism and exploit the broadcast en-
vironment to launch attacks. Broadcast protocols in the IEEE 802.11s draft
standard do not have any mechanism for protecting themselves from in-
sider attacks. There are techniques for protecting HWMP by using methods
such as authenticated broadcast of RREQ, authenticated unicast of RREP,
and authenticated broadcast of RERR. On top of node-based authentication
of routing nodes, individual message integrity and authenticity are also
needed to limit and prevent the attacks described earlier. SAODV [13] is a
secure version of the original AODV protocol, which combines these tech-
niques and more (e.g., digital signature for static fields in headers and hash
chains to protect Hop Count). While SAODV is appropriate for ad hoc net-
works, it comes with some costs for WLAN mesh networks. Even though
hash chains are efficient for Hop Count authentication, a malicious node
can still choose not to increase it. Other drawbacks of SAODV include PKI
infrastructure usage and key distribution, too frequent signature computa-
tions, and extra overhead for exchanging signatures, which can be up to
two signatures per message, becomes computationally prohibitive. At the
time of this publication, IEEE 802.11 TGs is evaluating these techniques
and may incorporate some subset of SAODV for securing the default path
selection protocol, HWMP.

ARAN [14] and Ariadne [15] are two other published techniques for
securing AODV, which can be adapted for securing HWMP.

12.5.2 Advanced Attacks on WLAN Mesh Protocols

In addition to the attacks previously discussed in this chapter, attacks tar-
geted to peer-to-peer or mesh networks may also be applied to WLAN
mesh networks. These attacks can be summarized as follows:

� Sybil attacks: An adversary presents itself as being multiple illegit-
imate identities to the mesh network. Thus, given a single faulty
entity, it can masquerade as many other entities and control a part
of the network. This attack requires that each MP be provisioned
with strong authentication identification and authentication of the
traffic being routed within the mesh.

� Sinkhole attacks: An attacking node lures all traffic around it by
installing an attractive node. Powerful transmitters and high-gain
antennas may allow the device to emerge as high-quality routes.
Sinkhole attacks open doors for further ugly attacks and tamper-
ing with application data. Detection of sinkholes is difficult without
higher-layer protections such as asking for acknowledgments from
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the final destinations for all messages (TCP and HTTP implement
acknowledgments as part of the base protocols). Sinkhole devices
are often referred to as honeypots.

� Black hole/gray hole attacks: An attacking node drops all frames it
receives (black) or drops selective frames it receives (gray). In black
hole attacks, mesh nodes can protect themselves by requesting ex-
plicit acknowledgment for routing protocol and application frames.
Gray hole attacks are more challenging to detect because the attack-
ing node appears as a valid forwarder. Higher-layer protocols end up
suffering from the dropped frames, which may degrade application
quality (e.g., for UDP streams) or cause excessive retransmissions
and shrinkage of data burst windows used by transport layer proto-
cols, e.g., sliding window in TCP.

� Wormhole attacks: An attacker may leverage multiple attacking
nodes and create low-latency and high-speed route tunnels be-
tween them. This strategy will make attacker’s tunnel appear at-
tractive over a multi-hop path and cause a wide area of nodes to
attempt to use the tunnel. Black hole/gray hole/sinkhole attacks
might follow. Unfortunately, wormhole attacks are effective even if
the protocol/system provides authenticity and confidentiality.

Given the use of strong identification credentials, e.g., strong entropy
keys and unique identities, IEEE 802.11 TGs may be able to address some
of the above attacks, but may still be susceptible to insider attacks.

12.6 Other Security Issues in WLAN Mesh Networks
In addition to the various WLAN and WLAN mesh attacks described in pre-
vious sections and approaches in solving those, there are further security-
related issues that exist in practical WLAN mesh networks:

� Mesh node hijacking
� Threats from bridged networks
� Unfairness from greedy nodes
� No real mutual authorization
� Supplicant-authenticator dilemma
� Authentication server location
� Management frame security

12.6.1 Mesh Node Hijacking

In a WLAN mesh network, route paths and topologies can be arbitrarily
established independent of the path selection protocols: HWMP or OLSR.
Because there is no administrative boundary or domain enforced by these
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protocols, different ISP networks that can see each others’ mesh nodes may
end up proliferating into each others’ network. A greedy network owner
may attempt to leverage other owners’ mesh nodes for forwarding its own
traffic. A hostile network owner may attempt to leverage neighbor owners’
mesh nodes for forwarding its own traffic and take one step further that
protects its own mesh nodes by proprietary means. HWMP should con-
sider defining administrative boundaries like routing protocols used in the
Internet, e.g., Border Gateway Protocol (BGP) or Open Shortest Path First
(OSPF).

12.6.2 Threats from Bridged Networks

In a WLAN mesh network, many nodes are equipped with Ethernet or fiber-
wired interfaces. A greedy network owner may install a large wired LAN to
its mesh node and connect to the network. Because there is no standard
method of authenticating the devices connected to these interfaces of a
mesh node, this poses a security challenge on these open ports. Unless
there is an authentication server (AS) in the mesh node, it will have to reach
out to some remote AS inside or outside the WLAN mesh to authenticate
the devices connected to these interfaces. If there is a reachable AS, the
node may employ IEEE 802.1x [6] port control mechanisms on it. There
are still open issues as to which devices should be authenticated and how
many, as there may be an entire switched or bridged LAN behind those
wired interfaces.

Another threat from bridged networks occurs when there are two wired
LANs connected to the same WLAN mesh network and they start using the
mesh as a wireless bridged network. Because there is an inherent mismatch
between wire speed of wired LANs and shared media in WLAN mesh, this
may seriously starve traffic in a WLAN mesh network or even simulate a
DoS-attacked WLAN mesh.

12.6.3 Unfairness from Greedy Nodes

As mesh nodes may relay traffic for their own clients as well as for other
mesh nodes, throughput obtained by them may significantly vary depend-
ing on their position in the network. This is particularly true for a hierarchi-
cal mesh where most communication occurs to and from a limited number
of MPPs. Usually, nodes further away from the portals suffer highly un-
fair and degraded throughput. This implies degrading quality of service for
the clients farther away from MPPs. Currently, there is no solution to this
problem in the IEEE 802.11s draft standard.

An attacker with knowledge of a mesh hierarchy may exploit the fact
and start installing greedy nodes anywhere in the hierarchy with a mission
of further starving or completely blocking out access to nodes farther from
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MPPs. They may appear as hidden nodes to the suffering nodes, winning
(or jamming) the channel and causing excessive collisions.

12.6.4 No Real Mutual Authorization

In a WLAN mesh network, it is difficult to ascertain what service data for-
warding, service clients, etc., the nodes are authorized to. Even though
server-based policies can be used to provide proper authorization for a
new mesh node, there is no mechanism for the mesh node to authorize
other members in the network or to learn of their peer authorizations. This
may result in a mesh node to join an alien network and become a slave.

12.6.5 Supplicant–Authenticator Dilemma

The EAP security mechanisms [16] are widespread not only in the IP-based
data communication world, but also in cellular and other parts of the wire-
less communications world. EAP works based on a three-party model at-
tempting to authenticate a node in a network (supplicant) via an already
authenticated node (authenticator) by an AS. If there is an AS present in
the network, whichever node has an active connection to the AS takes up
the role of authenticator and the other becomes a supplicant. In a mutual
authentication scenario, the roles would have to be swapped for the nodes
to be fully and mutually authenticated using an EAP method. This scheme
requires implementing both supplicant and authenticator stacks in every
node, causing code and other resource bloats, such as system memory.

One alternative to avoid this problem is to use a fixed authenticator in
the network, e.g., a portal device, and let authenticated nodes pass through
for nodes which join the network. This method requires implementing only
the supplicant stack on mesh nodes while implementing authenticator stack
at selective mesh nodes, such as a portal. Another alternative is to avoid the
use of EAP for authentication and use a peer-based mutual authentication
method.

12.6.6 Authentication Server Location

AS location and setup is another open issue in WLAN mesh networks. An
AS can be located inside or outside a WLAN mesh network. The location
of the AS affects re-authentication unless there is optimization to avoid
involving the AS in the re-authentication process. If the AS is located inside
the mesh, all mesh nodes must be aware of where it is. If the AS is outside
the mesh, only portals need to know where it is. The number of ASs and
orientation also affects WLAN mesh security. For example, a centralized
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AS can be used for authentication, authorization, and access control (AAA)
of all mesh nodes. Similarly, a distributed AS model can be used where
multiple ASs provide AAA services in mesh. TGs is not specifying any
particular AS deployment model for WLAN mesh networks.

12.6.7 Management Frame Security

The final topic we examine in WLAN mesh security issues is the securing of
management frames as these frames are the foundation for many DoS at-
tacks against early 802.11 WLAN networks. IEEE 802.11 has already formed
a Task Group W to address this need for the general 802.11 management
frames. The objective for management frame security in a WLAN mesh
is to assure authenticity, integrity, and privacy (where appropriate) of the
management frames sent and received among MPs on a link-by-link basis.
The IEEE 802.11i-based link level authentication model can be leveraged to
support authentication, key distribution, and encryption for management
frames. There is unlikely to be any separate management frame specific au-
thentication and encryption architecture. Management frames should have
the same level of security and use the same mechanisms as data frames.
Wherever possible, the security mechanisms defined by the Task Group
802.11w [19] will be utilized. WLAN mesh management frame protection is
used for the following purposes in a WLAN mesh network:

1. Forgery protection
2. Confidentiality protection
3. Compatibility with 802.11i key hierarchy
4. Incremental inclusion of new management frames
5. Protection only after key establishment
6. Fragmentation support for management frames

When considering security, the mesh management frames as well as
802.11 standard [20] management frames can be classified in two broad
categories:

1. Those sent prior to authentication
2. Those sent once 802.11 link layer is secured

The management frames sent prior to authentication are Mesh Bea-
con, Probe Request/Response, 802.11 and 802.1X Authentication Request/
Response, Association Request/Response, and the 802.11i four-way hand-
shake. When 802.1X EAP is used, the management frames used are not
protected at the link layer. The management frames sent and received
after authentication are Mesh Beacon, Reassociation Request/Response,
ATIM, Disassociation, Deauthentication, action management frames and
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mesh-specific management frames. All these frames should be secured us-
ing 802.11w and derivative techniques.

12.7 WLAN Mesh Security Requirements
Now that typical security threats and attacks in WLAN mesh networks have
been discussed and analyzed, WLAN mesh security requirements can be
derived in a methodical manner. From a high-level perspective, they can
be first categorized into the following four broad categories:

1. Infrastructure security: Data, control, and management traffic secu-
rity that flows over the infrastructure mesh nodes and mesh links.
This is often termed “backhaul security.”

2. Network access security: Data, control, and management traffic se-
curity that flows between a WLAN client and MAP.

3. Ad hoc security: Data, control, and management traffic security that
flows between two WLAN clients over a multi-hop path in a mesh
network. In many cases, MAPs and clients may be mobile and sus-
ceptible to dynamic topology changes in mesh backhaul or network.

4. Application security: Security of the applications run by WLAN
clients in a mesh network, such as VoIP, database, etc.

Among these security categories, ad hoc security is by far the most chal-
lenging of all. Application security is typically not addressed within the net-
work stack and is implemented by the applications at network endpoints.
With respect to the other three categories, the WLAN security requirements
can be stated as follows:

1. Mesh node and client authentication: A mesh node should authenti-
cate a requesting WLAN client before servicing it. The WLAN client
should also authenticate the mesh node to avoid joining rogue mesh
nodes. This mutual authentication requirement is needed to prevent
unauthorized network access from both mesh node and client per-
spectives.

2. Mesh node and client key agreement: A mesh node and client
should undergo handshakes to establish a fresh shared key to en-
crypt, authenticate, and integrity protect all traffic flowing between
the mesh node and the client. This key must be a short-lived key that
is freshly derived when the session is initiated and deleted once the
communication between the mesh node and client is terminated.

3. Mesh node and mesh node authentication: A mesh node should au-
thenticate another mesh node before forwarding traffic to and from
it. The joining mesh node should also authenticate any other mesh
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node it is forming a peer relationship with to avoid joining rogue
mesh nodes. This mutual authentication requirement is needed to
prevent unauthorized mesh nodes from joining mesh networks.

4. Mesh node and mesh node authorization: A mesh node should
authorize the authenticating mesh node before forwarding traffic
to and from it. The joining mesh node should also authorize its
peer. By also obtaining authorization, both peers are assured that
the mesh node they are joining is authorized to perform the services
of a mesh node.

5. Mesh node and mesh node key agreement: Two mutually authenti-
cated mesh nodes should undergo handshakes to establish a fresh
shared key to encrypt, authenticate, and integrity protect all traffic
flowing between them. This key must be a short-lived key that is
freshly derived when the session is initiated and deleted once the
communication between the mesh nodes is terminated.

6. Location privacy: Security between mesh node and client as well as
two mesh nodes should be agnostic about location of the devices
in question. Identities of mesh devices and clients should have no
correlation with physical locations of those devices.

7. Signaling authentication: Management and control frame protection
is important in mesh backhaul as well as mesh access. Such broad-
cast frames must be distinguishable from those announced by an
attacker.

8. Service availability: A mesh node must be protected from DoS at-
tacks and continue to offer services under such attacks. Even better
is if such attackers can be located and mitigated in case of service
disruption. A mesh client cannot be excluded by a DoS attacker.

9. Secure routing: Because multi-hop and multi-path routings are used
inside, upstream, and downstream traffic forwarding from a wired
portal, any routing protocol in operation must be secure against
malicious attacks.

10. Secure MAC: The MAC protocol employed in mesh backhaul as well
as access must be sufficiently resilient against RF and media-access
attacks.

11. Secure bridging: Because a mesh network can be interworked with
other 802 LAN networks, any bridging protocol in use must be se-
cure against any malicious attacks launched from those LAN net-
works.

Some of the requirements above are discussed in detail in [17] and
attempt to derive theoretical models of the attacks which may be launched
when these requirements are not met by a WLAN mesh network.

We look at the proposals which were presented at TGs next.
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12.8 Security in IEEE 802.11s WLAN Mesh

12.8.1 The Original IEEE 802.11s Proposal

12.8.1.1 Overview

The original proposal uses the IEEE 802.11i concepts and mechanisms for
mesh discovery and mesh association. It supports distributed and central-
ized models for AS functions. It utilizes optional additional security mech-
anisms to support scalable security for data and management traffic.

Scalable security for data and management traffic allows pre-shared mul-
ticast keys so that information may be broadcast to all neighbors of an
MP. IEEE 802.11i mechanisms are used to distribute the required 802.11i
keys and optional keys. These multicast keys are either unique to each
MP (Neighbor Master Keys [NMK] and Neighbor Temporary Keys [NTK]) or
pre-shared among all MPs (Group Master Key [GMK] and Group Temporary
Keys [GTK]).

IEEE 802.11i required keys are pair-wise keys for securing the link be-
tween a client and AP (PMK, PTK) and group keys for all nodes (GTK).
The optional keys for mesh networks are local multicast keys and global
multicast group keys (MMK/MTK). The local multicast keys support one
key per neighbor transmitting the data. The global multicast group keys
support one multicast encryption key per multicast group.

Basic 802.11i functions are extended to provide multi-hop encryptions
for unicast and multicast data or control frames. The extensions occur at
the neighbor security associations in mesh beacon or neighbor discovery
Hello functions.

12.8.1.2 Security Framework

The original IEEE 802.11 TGs security proposal is based on 802.11i RSNA
security and supports both centralized and distributed IEEE 802.1x-based
authentication and key management. In a WLAN mesh, an MP performs
both the supplicant and the authenticator roles, and may optionally perform
the role of an AS. The AS may be co-located with an MP or be located in
a remote entity to which the MP has a secure connection (this is assumed
and not specified by the 802.11s proposal). Figure 12.2 shows the security
framework in a WLAN mesh network. A node establishes RSNA in one of
three ways:

1. Centralized 802.1x authentication model
2. Distributed 802.1x authentication model
3. Pre-shared key authentication model

The first two use 802.1x EAP-based authentication followed by an
802.11i-based four-way handshake. A central AS is used in the first model
whereas it is presumed that each MP in the MP–MP perform mutual
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Figure 12.2 Example security exchanges in WLAN mesh.

authentication in the second model. The pre-shared model, where a sin-
gle key is shared among the mesh does not quite scale to mesh networks
where multi-hop routing is required. In particular, it is infeasible to secure
routing functionality when a pre-shared key is used in a mesh with more
than two nodes, because it is no longer possible to reliably determine the
source of any message. Alternatively, each MP may be provisioned with its
unique pre-shared key, but then this also presents an unscalable model as
every MP must be provisioned with all of the MPs in the mesh.

IEEE 802.11 TGs is effectively taking a different approach to solving the
WLAN mesh security. At the time of writing this chapter, there were two
proposals which were presented at the IEEE 802 Plenary meeting at San
Diego, California, in July 2006.

12.8.2 Current IEEE 802.11s Security Proposals

At the time of publication, two security proposals were evaluated by TGs;
since, the core of Intel’s proposal has been adopted into the TGs base
specification though many security issues still remain to be stabilized. Both
proposals are preceded by an almost common security framework. We first
discuss that framework.
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� Discovery: Each MP advertises its security policy in the beacons
and probe responses it generates. Other MPs within range interpret
received beacons and probe responses to learn the security policy
of the message source.

� IEEE 802.11 authentication: When used, this performs peer authen-
tication and implicit authorization to perform mesh forwarding.

� Role determination: The security policy is determined by an algo-
rithm that also determines which party plays the role of IEEE 802.1X
authenticator and which plays the role of supplicant for each link
instance. This algorithm executes prior to beginning the link estab-
lishment procedure.

� Link security policy selection: This involves the supplicant selecting
among the pairwise cipher suites and authenticated key manage-
ment protocols advertised by the authenticator in its beacons and
probe responses. The supplicant asserts its selection through the
WLAN mesh link establishment procedure. The IEEE 802.1x entity
closes its controlled port when the secure link establishment proce-
dure begins.

� Authentication and key management: After link establishment is as-
serted, the authenticator initiates IEEE 802.1X authentication fol-
lowed by a variant of the authenticated key management process
defined in Clause 8.5 of [6] to enable the authenticator and suppli-
cant to mutually authenticate and establish fresh keys to secure the
802.11 link. IEEE 802.1X authentication may be null if a pre-shared
key is optionally employed.

� Secure link operation: Once authenticated key management com-
pletes successfully, the IEEE 802.1X entity opens its controlled port
to allow data to flow, which is now protected.

When security is enabled, mutual authentication between the two par-
ties must be achieved and thus at least one of IEEE 802.11 authentication
or authentication and key management is required.

12.8.2.1 Proposal from Intel Corporation

One of the two proposals originates from a group of security researchers
from Intel Corporation. The proposal leverages IEEE 802.11i to secure the
mesh transport and is summarized in this section.

When a mesh node wants to utilize IEEE 802.1X to authenticate and
authorize with other MPs, it shall advertise its security policy by including
the RSN information element into its beacons and probe responses. An MP
shall also set bits 7 and 8 of the RSN Capabilities field in the RSN information
element as follows:
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� Bit 7: The mesh node shall set this bit to 1 if it uses the mesh default
role determination scheme. Otherwise, the node shall set this bit
to 0 if it uses some other role determination scheme, such as a
proprietary scheme. The specification of other schemes is outside
the scope of this proposal and the TGs standard.

� Bit 8: This bit is meaningful when bit 7 is set to 1. The mesh node
shall also set bit 8 to 1 if the mesh node can execute the role of
the IEEE 802.1X authenticator; otherwise, it sets this bit 0. Because
a mesh node must relay on an authentication database, it must ei-
ther provision it locally or be able to reach an 802.1X authentication
server. Thus, if either case is true, then bit 8 may be set to 1; other-
wise setting this bit to 0 indicates that this mesh node has no access
or means to 802.1X authenticate its peers.

When an MP wishes to use 802.1X for authentication and authorization
of different mesh roles, it inspects beacons and probe responses from the
other MPs. When it receives a beacon or probe response from another MP,
the receiving MP shall examine whether bit 7 of the Capabilities field of the
RSN information element from the message is set to 1. If both MPs have
advertised the ability to employ the proposed role determination by both
setting bit 7 to 1, then the proposed standard is employed. Otherwise, if
one of the mesh peers has not set bit 7 to 1, then based on the MPs policy,
a non-standard role determination may be negotiated or otherwise the MPs
fail to establish a secure link.

If an IEEE 802.1X-based authentication and key management method is
used, the MP playing the role of the IEEE 802.1X supplicant shall include
an RSN information element in the association request specified by this
mechanism. In the RSN information element, the supplicant MP shall specify
exactly one pairwise cipher suite and one authenticated key management
suite.

In a wireless mesh network, all mesh nodes must utilize the same group
cipher suite. Therefore, a supplicant MP must include the same group ci-
pher suite as advertised by the other MPs, especially the authenticator MP;
similarly, the supplicant MP shall reject association requests from the au-
thenticator MP (with status code 41), if the group cipher suite advertised
by the authenticator MP does not match its own.

The authenticator MP shall also reject the association request from the
supplicant MP if either the pairwise cipher suite (with status code 42) or
authenticated key management suite (with status code 43) selected by
the supplicant is not included in the corresponding lists of pairwise ci-
pher suites and authenticated key management suites specified in its own
beacons and probe responses. The authenticator MP may also reject the
supplicant MP’s association request for other reasons unrelated to security.
The authenticator MPs may accept the association request if the supplicant
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selected pairwise and authenticated key management suites from among
those specified by the authenticator in its beacons and probe responses.

Once the role of the supplicant and authenticator is established between
two MPs, the logic followed for the security negotiation, 802.1X authenti-
cation, and key establishment is the same as that defined in IEEE 802.11i.
The proposal provided by Intel allows for as much of the re-use of IEEE
802.11i with the modifications and enhancements to include the role and
authorizations of the peers to behave as mesh nodes.

12.8.2.2 Proposal from Tropos Networks and Earthlink

The second proposal is called Comminus, jointly proposed by Tropos®

Networks and Earthlink. This proposal attempts to provide peer authenti-
cation prior to full authorization and key management. Comminus attempts
to partition the steps of authentication, authorization, and secure link estab-
lishment as a means to allow flexibility in requiring access to an authenti-
cation server or provisioning of a full authentication database. By using the
standard 802.11 authentication mechanism versus 802.1X, Comminus obvi-
ates the need to negotiate the supplicant and authenticator roles. Comminus
begins with the requirements of dynamically generating ephemeral session
keys, not being susceptible to active or passive attacks, ability to provide
some level of DoS resistance, providing implicit or no authorization, and
providing authorization as an overlay.

Comminus protocol is based on SKEME [18], a well-known key agree-
ment protocol that is known to be secure. It is based on Diffie–Hellman and
to achieve mutual authentication can employ pre-shared keys or certificate-
based authentication. The Diffie–Hellman authenticated key agreement uses
the 802.11 authentication frames and can provide mutual authentication
between two nodes (no notion of supplicant or authenticator or need of
an AS). Comminus provides perfect forward secrecy. However, to achieve
such mutual authentication, each MP must now be provisioned with all of
its peer MPs’ pre-shared keys or a means to validate their certificates, if
provided. Without the use or means to authenticate such credentials, e.g.,
pre-shared keys or public keys (e.g., certificates), the result is only in a
secure key agreement with two unauthenticated parties. That is, there are
assurances that there is no MIM but no gains on authentication. Lastly, there
is no means to complete the authorization between the two MPs. However,
once a key has been secured among the two MPs, though maybe lacking
in authentication and authorization, it can provide the following additional
properties:

1. Resistant to passive and DoS attacks, limited active attacks possible
2. May allow using ephemeral keys for management frame protection

after authentication is complete
3. No authorization, it is to be used for mesh formation only
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4. No master key exposure issues as shared secret is known by only
two nodes

The Diffie–Hellman computation is generally expensive to perform in
hardware even though there are optimized versions of the algorithm now
available. There is also no real re-authentication or key refresh mechanisms
built into Comminus, nor is there a means to address mobility. Further, it
is not clear about the lifetime of the session keys in case of link or node
outage between the two nodes sharing the same secret. Comminus does not
provide a full WLAN mesh security solution. Hence, it proposes to use EAP
methods along with AAA/RADIUS for a mesh node to servicing additional
mesh functionalities, such as routing and bridging on top of mesh link
formation.

12.9 Discussion and Conclusion
Security is often an afterthought in new technology evolutions. But to make
these technologies a commercial success, security problems need to be
solved up front with careful considerations into topics like authentication,
authorization, and access control of all members of the network; data and
management frame confidentiality, privacy, authenticity, and integrity; in-
trusion detection and prevention; rogue member detection and preven-
tion; malicious attack detection and prevention; and damage containment
and mitigation plans. Especially for multi-hop wireless networks, e.g., a
WLAN mesh, it is necessary to address end user concerns over these require-
ments. This chapter discussed many security issues, threats, and solution
approaches for WLAN mesh networks with some highlights of the current
security proposals discussed within the IEEE 802.11 TGs. Further, there are
open issues that remain:

� Centralized AAA and AS schemes are not scalable in WLAN mesh
networks.

� There is no single efficient and reliable security solution suitable for
WLAN mesh as many of those solutions may be compromised due
to vulnerabilities of channels and nodes in shared media, absence
of reliable links to infrastructure, and dynamic topology changes.

� Attackers may launch MIM and modification attacks against routing
protocols, such as AODV and OLSR.

� Without strong authorization, attackers may enter into the network
and impersonate legitimate nodes and not follow protocol rules.

� Attackers may create sinkholes, black holes, gray holes, and worm-
holes to disrupt network traffic and take shortcuts.

� Greedy nodes may utilize MAC back-off procedures and NAV for vir-
tual carrier sense mechanisms of 802.11 MAC and cause congestions
in the network.
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� Availability of an AS and mechanisms to authenticate in its exchanges
using peer-based mutual authentication schemes need security anal-
ysis for WLAN mesh.

� Group key management remains a challenge in the absence of a
central authority, trusted third party, or server to manage the keys.
Some distributed and self-organizing key management schemes may
be needed for WLAN mesh.

Most WLAN mesh security technologies (inclusive of the ones proposed
at IEEE TGs) are attempting to leverage existing EAP and IEEE 802 se-
curity mechanisms and embed mesh-specific extensions as needed. How-
ever, techniques for security monitoring, response systems to detect attacks,
monitoring service disruption, responding quickly to attacks, and mitigat-
ing/containing damage in WLAN mesh networks are still limited [24,25].
TGs focuses only in addressing the link and network layer security prob-
lems as it presumes use of other security mechanisms such as IPSec, VPN,
and other technologies for securing the higher layers. Unfortunately, there
is very little focus on cross- and multi-layer coordinated security protocols
to combat simultaneous attacks on different protocol layers. Much work
remains to develop a framework for building systems that can actually bat-
tle multi-protocol attacks as well as detect and prevent intrusion in WLAN
mesh networks.
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The recently adopted IEEE 802.15.4 standard is poised to become the key
enabler for low complexity, ultra-low power consumption, low data rate
wireless connectivity among inexpensive devices such as sensors. This stan-
dard will play an important role in sensitive applications including habitat
monitoring, burglar alarms, inventory control, medical monitoring, emer-
gency response, and battlefield management which needs reliable and se-
cure data transfer.

Two network topologies are allowed by the standard, but both of them
rely on the presence of a central controller device known as the PAN coor-
dinator. In the peer-to-peer topology, devices can communicate with one
another directly, as long as they are within the physical range. In star-based
topology, the devices must communicate through the PAN coordinator. The
network uses two types of channel access mechanism: one based on a
slotted CSMA-CA algorithm in which the slots are aligned with the beacon
frames sent periodically by the PAN coordinator, and another based on un-
slotted CSMA-CA in which there are no beacon frames. The beacon-enabled
mode and the star-based1 hierarchical topology appear to be better suited
to sensor network implementation than their peer-to-peer counterparts be-
cause the PAN coordinator can act as both the network controller and the
sink to collect the data from the sensor nodes. Within one cluster, time is
organized in superframes which are delineated by beacons sent by the PAN

1 In the text that follows we will refer to star-based topology as cluster-based topology.
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coordinator. A superframe is further organized in active part, where nodes
can transmit using CSMA-CA or TDMA (called guaranteed time slots), and
inactive part, where all nodes sleep. Larger areas under surveillance can be
efficiently covered by interconnecting clusters in mesh topology through
their coordinators. This feature is enabled through the existence of the in-
active superframe part because the coordinator can then switch to another
cluster and communicate as an ordinary node. When communication in a
foreign cluster is finished, the coordinator returns to its own cluster.

Wireless devices used for sensing the environment are low in com-
putational power and memory resources. The bandwidth offered by IEEE
802.15.4 standard is low, because the standard allows the PAN to use ei-
ther one of three frequency bands: 868 to 868.6, 902 to 928, and 2400 to
2483.5 MHz with raw data rates of 20, 40, and 250 kbps, respectively. How-
ever the bandwidth available to the application is further decreased due to
CSMA-CA access with small back-off windows (default back-off window
sizes without power saving mode are 8, 16, 32, 32, 32, respectively, for five
allowed back-off attempts). Also, in downlink communications, the PAN
coordinator first has to advertise the packet in the beacon, then the node
has to send the request packet asking for downlink transmission, and fi-
nally, downlink transmission can commence. Therefore, in the presence of
many nodes in the cluster, effective bandwidth left to the application is less
than 20 percent of the raw bandwidth [15].

Providing security services in such wireless sensor networks is a techni-
cal challenge. Algorithms for key exchange which naturally include authen-
tication elements and addition of packet signature will further decrease the
bandwidth available to the sensing application. Besides, complex compu-
tations often involved in public key cryptography might consume too much
energy and memory resources. Therefore, the goal of designing low-power
sensor devices forces security mechanism to fit under processing, memory,
and bandwidth constraints.

This chapter is organized as follows. In Section 13.1, we explain the
relationship between the sensor network architecture and its availability
for both data collection and event sensing applications. We believe that
network availability for sensing applications has the same importance as
data integrity and to some extent data confidentiality. Section 13.2 ex-
plains the need of security in wireless sensor networks and which types
of security techniques are considered in such networks. A detailed de-
scription of security features of IEEE 802.15.4-based [3] sensor networks is
presented in Section 13.3. Section 13.4 discusses keying models currently
used in WPANs. Security issues addressed by the ZigBee alliance speci-
fications [4] are discussed in Section 13.5. Finally, Section 13.6 concludes
this chapter.
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13.1 Cluster-Based Networks and Network Lifetime
One of the most significant benefits of sensor networks is that they ex-
tend the computation capability to physical environments where human
beings cannot reach. However, energy possessed by sensor nodes is lim-
ited, which becomes the most challenging issue in designing sensor net-
works. The main power consumptions in sensor networks are computation
and communication between sensor nodes. In particular, the ratio of energy
consumption for communication and computation is typically in the scale
of 1000 [12]. Therefore it is critical to enable collaborative information pro-
cessing and data aggregation to prolong the lifetime of sensor networks.
The choice of network topology in wireless sensor networks is still an
open question. However, it seems that the choice of topology is an issue of
trade-off between node simplicity and homogeneity versus the duration of
network lifetime. For sensor networks covering large geographic areas, it
is difficult to replace sensor batteries when they are exhausted, and there-
fore when nodes close to the sink die the whole network is unavailable.
Therefore, from the aspect of availability, long network lifetimes become
an important security aspect.

Wireless sensor networks can carry two different types of sensing. The
first kind of sensing is data collection where nodes in the network fre-
quently communicate to report measurements that lead to continuous flow
of data from nodes. Depending on the application requirements, some
collective sleep technique for all the nodes in the cluster can be used to
extend the network lifetime. Data collection applications exploit spatial
correlation of sensed data and, to save bandwidth, perform some kind of
data aggregation. In peer-to-peer IEEE 802.15.4 architectures, aggregation
is performed in nodes which are conveying sensed data toward the sink.
In cluster-based architectures, aggregation occurs at the PAN coordinator
and aggregated packets are conveyed to the next coordinator along the
path, possibly over a more powerful link (GTS) compared to the link type
which is available to ordinary nodes (CSMA-CA). From the aspect of avail-
able bandwidth, the presence of GTS links between the cluster coordinators
gives the cluster-based networks an advantage over the peer-to-peer net-
works. Also, the aggregation done by the coordinator can be made much
more secure than the aggregation in peer-to-peer networks because the
coordinator is always aware of the identities of the nodes which partici-
pate in the aggregation (because this is done in the attachment process),
while the set of neighbors in the peer-to-peer network might depend on
the type of query. From the aspect of lifetime, it is reasonable to assume
that PAN coordinators will have higher power resources than the ordinary
nodes, which, combined with the GTS access, will extend the lifetime of
the network (because they will relay packets).
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In the second kind of sensing, communication occurs only when some
important event occurs and data is communicated in bursty fashion from
nodes toward the sink. For applications where event detection is the target
(e.g., enemy troops movement, detection of noise level), sensors are re-
quired to be vigilant most of the time, which means that collective sleep of
the nodes is prohibited. Event detection requires reporting only when an
event occurs in contrast to data collection where communication of mea-
surements is more frequent. In this case aggregation is avoided and it is
important to deliver the sensed data to the sink within some time bound
(time bounds are not important for data collection due to time correlation
of sensed data). In event-detection applications, network availability and
data integrity are much more critical than in data collection applications.
Again, we argue that a cluster-based architecture where PAN coordinators
have higher power resources, GTS links for communication, and reliable in-
formation about cluster members offers better availability and data integrity
than a peer-to-peer architecture.

Nodes in wireless sensor networks can directly communicate with nearby
nodes. Nodes that are not within direct communication range use other
nodes to relay messages between them. Routing in such a multi-hop net-
work is challenging due to the lack of central control and the high dynamics
of the network. Recent work has focused on discovering and maintaining
routes that keep the connectivity between the nodes or that minimize the
number of hops on a path. One important restriction of a wireless sensor
network is that nodes are energy-constrained as they are normally powered
by batteries. However, the algorithms that aim to minimize the path length
may ignore fairness in routing, for example, the shortest-path routing is
likely to use the same set of hops to relay packets for the same source and
destination pair. This will heavily load those nodes on the path even when
other feasible paths exist. Such an uneven use of the nodes may cause
some nodes to die earlier, thus creating holes in the network, or worse,
leaving the network disconnected.

Low available bandwidth to nodes, CSMA-CA access, data aggregation,
and routing in wireless sensor networks based on IEEE 802.15.4 make the
implementation of security a technical challenge. Even at the MAC layer it is
possible to launch a denial-of-service attack which will drastically increase
the number of collisions and prevent data communication (due to CSMA-
CA access and small back-off windows). The processing, communication,
and aggregation cost of secure packets first increases both computational
and communication overhead. To decrease this overhead all the security
parameters and keying models under which the network will work are
selected with great care so that the objectives of both secure communication
and longer network life are achieved. These two objectives are competing
and trade-off between them is necessary. For implementation of secure
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sensor network we have to compromise on network life to some extent
and vice versa.

13.2 Security in Wireless Sensor Networks
Radio is a shared medium; everything that is transmitted or received over a
wireless network can be intercepted in such an environment. An adversary
can gain access to information by monitoring the communication among
nodes. For example, few wireless receivers placed outside a house might
be able to monitor the light and temperature sensor readings of a sensor
network inside the house, thus revealing detailed information about the
occupant’s daily personal activity. Similarly, an attacker can obtain a com-
modity sensor node and present it as a legitimate node inside the network;
once an attacker has a few nodes like that in a network, he can launch
a different types of attack, for example, denial of service, falsification of
sensed data, dropping of sensed data, etc.

13.2.1 Security Techniques

Different security techniques are employed to safeguard threats of such
eavesdropping, and we will discuss such techniques next.

13.2.1.1 Data Confidentiality

All nodes in a sensor network communicate through one wireless medium,
and listening to this medium is easy. Hence a network should not leak sen-
sor data to any neighboring network or any node that is not part of the net-
work. The standard approach for keeping sensitive data secret is to encrypt
the data with a secret key that is carried by the intended receivers only.

13.2.1.2 Data Authentication

Data authentication allows the receiver to verify that the data was really
sent by the claimed sender. Authentication also prevents an attacker from
modifying a hacked device to impersonate another device. Because an ad-
versary can easily inject messages, the receiver needs to ensure that the
data used in any decision-making process originates form a trusted source.
Data authentication is usually achieved through a symmetric mechanism
where sender and receiver share a key to compute the Message Authenti-
cation Code (MAC). The data is appended along with its MAC, and once
the receiver gets the data, it recalculates the MAC. If the same MAC is cal-
culated that it received from same sender, it shares the key. Authentication
can be achieved both at the cluster level and the device level. Cluster-
level authentication is achieved using a common network key, whereas
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device-level authentication is achieved by using unique pairwise keys for
each link in the network.

13.2.2 Data Integrity

Data integrity allows the receiver to verify that the data received is the
same as the data sent by the sender and is not changed during its trans-
mission to the receiver. If the MAC calculated by the receiver is the same
as received, it means that the data was not altered during transmission to
receiver. Message authentication codes must be hard to forge without the
secret key. Consequently, if an adversary alters a valid message or injects
a bogus message, he will not be able to compute the corresponding MAC,
and authorized receivers will reject these forged messages. In sensor net-
works data integrity is usually achieved in symmetric fashion and is again
relied on the appended MAC, hence integrity and authentication options
allow trade-off between message protection and message overhead.

13.2.3 Replay Protection

An adversary that eavesdrops on a legitimate message sent between two
authorized nodes and replays it at some later time engages in replay attack.
Because the message originated from an authorized sender, it will have a
valid MAC, so the receiver will accept it again. Replay protection prevents
these types of attacks. The sender typically assigns a monotonically increas-
ing sequence number to each packet and the receiver rejects packets with
a smaller sequence number than it has already seen.

In symmetric mechanisms sender and receiver share one common key
and rely on different security techniques for the secrecy of these keys.
Hence the whole security model revolves around the secrecy of symmetric
keys that can be either at the network level or a link level.

13.3 Overview of IEEE 802.15.4 Security Operations
IEEE 802.15.4, a link layer security protocol, provides four basic security ser-
vices: access control, message integrity, message confidentiality, and replay
protection. The security requirements can be tuned by setting the appro-
priate control parameters of the protocol stack. If an application does not
set any parameters, then security is not enabled by default. An application
must explicitly enable security features.

13.3.1 Addressing

For unique identification in a network or cluster, addressing in IEEE 802.15.4
is accomplished via a 64-bit node identifier and a 16-bit network identifier.
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IEEE 802.15.4 supports a few different addressing modes. For example,
a 16-bit truncated address may be used in place of the full 64-bit node
identifier in certain cases. This allows the size of the source and destination
addresses to vary between 0 and 10 bytes, depending on whether truncated
or full addresses are used, and whether or not the node sends to broadcast
address.

The specification defines four packet types for the media access control
layer:

1. Beacon packets
2. Data packets
3. Acknowledgment packets
4. Control packets

The specification does not support security for acknowledgment packets
although security is optional for other packet types, depending on the
need of application. Depending on the threat environment, the application
has a choice of security suites that control the type of security protection
provided for the transmitted data. Each security suite offers a different set of
security properties and results in different packet formats. The IEEE 802.15.4
specification defines eight different security suites outlined in Table 13.1.

We can classify the suites by the properties they offer:

� No security
� Encryption only (AES-CTR)
� Authentication only (AES-CBC-MAC)
� Encryption and authentication (AES-CCM)

Table 13.1 Security Suites Supported by 802.15.4

Security Access Data Frame
Identifier Suite Name Control Encryption Integrity Description

0 × 00 None — — — No security
0 × 01 AES-CTR X X — Encryption only
0 × 02 AES-CCM-128 X X X Encryption and

128-bit MAC
0 × 03 AES-CCM-64 X X X Encryption and

64-bit MAC
0 × 04 AES-CCM-32 X X X Encryption and

32-bit MAC
0 × 05 AES-CBC-MAC-128 X — X 128-bit MAC
0 × 06 AES-CBC-MAC-64 X — X 64-bit MAC
0 × 07 AES-CBC-MAC-32 X — X 32-bit MAC
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Figure 13.1 Access control list entry. (From M. Khan, F. Amini, and J. Mišić, in
Mobile Ad-hoc and Sensor Networks, Springer, 2006. With permission.)

The specification supports MAC of sizes that can be either of 4, 8, or 16
bytes long. The security feature of authentication is directly proportional to
the length of MAC and it is very difficult for an adversary to break or guess
a MAC of longer size. For example, with a 16-byte MAC, an adversary has
a 2−128 chance of forging the MAC. The trade-off is a larger packet size for
increased protection against authenticity attacks. The choice of secure au-
thentication is tied with the addressing of devices in IEEE 802.15.4 devices.
Hence security suites are based on source and destination authentication
addresses. Every device supporting IEEE 802.15.4 has an access control list
(ACL) that controls what security suite and keying information is used by
each device. Each device can support up to 255 ACL entries. Each entry
contains an 802.15.4 device address, a security suite identifier, and security
material as shown in (Figure 13.1).

The security material is the persistent state necessary to execute the
security suite. It consists of

� Cryptographic key
� Security suite identifier
� Nonce state must be preserved across different packet encryption

invocations

13.3.1.1 Outgoing Frame Packet and Use of ACL

If security is enabled, the media access control layer looks up the destina-
tion address in its ACL table. If there is a match ACL entry, the security suite
and nonce specified in that ACL entry are used to encrypt or authenticate
the outgoing packets. On the other hand, in case of broadcast type of data
packet where no specific destination address is mentioned, a default ACL
entry is used, and this default entry matches all destination addresses.

13.3.1.2 Incoming Frame Packet and Use of ACL

On packet reception the media access control defined by IEEE 802.15.4 ex-
amines flag fields in the packet to determine if any security suite has been
applied to that packet. If no security was applied, the packet is passed to
an upper layer. Otherwise, the media access control layer finds an appro-
priate ACL entry corresponding to the sender’s address. It then applies the
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Frame counter Encrypted MACEncrypted payloadKey counter

Figure 13.2 Frame format after adding security features. (From M. Khan, F.
Amini, and J. Mišić, in Mobile Ad-hoc and Sensor Networks, Springer, 2006. With
permission.)

appropriate security suite and replay counter to the incoming packet. The
general structure of secured frame is shown in (Figure 13.2).

We will now provide more detail about the categories of security suites.

13.3.2 No Security

This is the simplest security suite. Its inclusion is mandatory in all radio
chips. It does not have any security material and operates as the identity
function. It does not provide any security guarantees.

13.3.3 AES-CTR

This suite provides confidentiality protection using the AES (Advanced En-
cryption Standard) block cipher with counter mode. To encrypt data under
counter mode, AES block cipher breaks the plaintext packet into 16-byte
blocks p1....., pn and computes ci = pi ⊕ Ek(xi). Each 16-byte block uses
its own varying counter, which we call xi . The recipient recovers the orig-
inal plaintext by computing pi = ci ⊕ Ek(xi). Clearly the recipient needs
the counter value xi to reconstruct pi .

The xi counter, known as nonce or IV, is composed of

� a static flag field,
� the sender’s address, and
� three separate counters: a four-byte frame counter that identifies

the packet, a one-byte key counter field (the key counter is under
application control and can be incremented if the frame counter
ever reaches its maximum value), and a two-byte block counter that
numbers the 16-byte blocks within the packet.

The requirement for employing infallible security is that the nonce
must never repeat within the lifetime of any single key, hence frame and
key counters are introduced to prevent nonce re-use. The two-byte block
counter ensures that each block will use a different nonce value.

In summary, the sender includes the frame counter, key counter, and
encrypted payload into the data payload field of the packet as shown in
(Figure 13.2).
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13.3.4 AES-CBC-MAC

This suite provides integrity protection using CBC-MAC. The sender can
compute either a 4-, 8-, or 16-byte MAC using the CBC-MAC algorithm,
leading to three different AES-CBC-MAC variants. The MAC can only be
computed by parties with the symmetric key. The MAC protects packet
headers as well as the data payload. The sender appends the plaintext data
with the MAC. The recipient verifies the MAC by computing the MAC and
comparing it with the value included in the packet.

13.3.5 AES-CCM

This security suite uses CCM mode for encryption and authentication.
Broadly, it first applies integrity protection over the header and data pay-
load using CBC-MAC, and then encrypts the data payload and MAC using
AES-CTR mode. As such, AES-CCM includes the fields from both the authen-
tication and encryption operations: a MAC and the frame and key counters.
These fields serve the same function as above. Just as AES-CBC-MAC has
three variants depending on the MAC size, AES-CCM also has three variants.

13.3.6 Replay Protection

A receiver can optionally enable replay protection when using a security
suite that provides confidentiality protection. This includes AES-CTR and all
of the AES-CCM variants. The recipients use the frame and key counter as a
five-byte value, the replay counter, with the key counter occupying the most
significant byte of this value. The recipient compares the replay counter
from the incoming packet to the highest seen, as stored in the ACL entry.
If the incoming packet has a larger replay counter than the stored one, then
the packet is accepted and the new replay counter is saved. If, however,
the incoming packet has a smaller value, the packet is rejected and ap-
plication is notified of the rejection. We refer to this counter as the replay
counter, even though it is the same counter as the nonce, which is used for
confidentiality. The replay counter is not exposed to the application to use.

13.4 Key Management Models
Key management is the process by which keys are generated, stored, pro-
tected, transferred, updated, and destroyed. Keying refers to the process of
deriving common secret keys among communicating parties. Pre-deployed
keying refers to the distribution of key(s) to the nodes before their deploy-
ment. Pairwise keying involves two parties agreeing on and communicating
with a session key after deployment, and group keying involves more than
two parties using a common group key. Group keying is important for
multicasting.
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The keying model that is most appropriate for an application depends
on the threat model that an application faces and what type of resources
it is willing to expend for key management. Depending on application
types, key management models can be discussed under the following pa-
rameters: (1) network architectures such as distributed or hierarchical, (2)
communication styles such as pairwise (unicast), groupwise (multicast),
or networkwise (broadcast), (3) security requirements such as authenti-
cation, confidentiality, or integrity, and (4) keying requirements such as
pre-distributed or dynamically generated pairwise, groupwise, or network-
wise keys. The constrained energy budgets and the limited computational
and communication capacities of sensor nodes make use of public cryp-
tography impractical in large-scale sensor networks. At present, the most
practical approach for bootstrapping secret keys in sensor networks is to
use pre-deployed keying in which keys are loaded into sensor nodes be-
fore they are deployed. Several solutions based on pre-deployed keying
have been proposed in the literature, including approaches based on the
use of a global key shared by all nodes, approaches in which every node
shares a unique key with the base station, and approaches based on ran-
dom key sharing. In wireless sensor networks, nodes use pre-distributed
keys directly, or use keying materials to dynamically generate pairwise and
groupwise keys. The challenge is to find an efficient way of distributing
keys and keying materials to sensor nodes prior to deployment. Solutions
to key distribution problems in WSN can use one of the following popular
approaches.

13.4.1 Probabilistic Keying Models

In probabilistic solutions, keychains are randomly selected from a keypool
and distributed to sensor nodes. For example, random pairwise key scheme
[8] addresses unnecessary storage problems. In this scheme, each sensor
node stores a random set of Np pairwise keys to achieve probability p that
two nodes are connected. At key setup phase, each node identity is matched
with Np other randomly selected nodes with probability p. A pairwise key is
generated for each node pair, and is stored in every node’s keychain along
with the identity of its corresponding node. Similarly, [10] also proposed
probabilistic key pre-distribution scheme that relies on probabilistic key
sharing among the nodes of a random graph and uses a simple shared-key
discovery protocol for key distribution, revocation, and node re-keying.
This scheme showed that a pair of nodes may not share a key, but if
a path of nodes sharing keys pairwise exists between the two nodes at
network initialization, the pair of nodes can use that path to exchange a
key that establishes a direct link. Therefore, full shared-key connectivity
offered by pairwise private key sharing between every two nodes becomes
unnecessary.
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13.4.2 Deterministic Keying Models

In deterministic solutions, deterministic processes are used to design the
keypool and the keychains to provide better key connectivity. For example,
[5] suggested that all possible link keys in a network of size N can be
represented as an N × N key matrix. It is possible to store a small amount
of information to each sensor node, so that every pair of nodes can calculate
a corresponding field of the matrix, and use it as the link key. Multiple space
key pre-distribution scheme [9] improves the resilience of Blom’s scheme. It
uses a public matrix G and a set of ω private matrices D. Polynomial-based
key pre-distribution scheme [6] distributes a polynomial share (a partially
evaluated polynomial) to each sensor node by using whichever pair of
nodes can generate a link key.

13.4.3 Hybrid Keying Models

Finally, hybrid solutions use probabilistic approaches on deterministic so-
lutions to improve scalability and resilience. Polynomial pool-based key
pre-distribution scheme [13] considers the fact that not all pairs of sen-
sor nodes have to establish a key. It combines polynomial-based key pre-
distribution scheme [6] with the keypool idea in [8,10] to improve resilience
and scalability.

13.4.4 Groupwise Keying Models

In hierarchical WSNs, sensor nodes require groupwise keys to secure mul-
ticast messages. One approach is to use secure but costly asymmetric cryp-
tography [7], and IKA2 [17] use a Diffie–Hellman-based group key transport
protocol. Recently, some works on the public key cryptography protocols
(e.g., elliptic curve cryptography) evaluation and efficiency measurements
on sensor node platforms showed optimistic results [11,18]. In a hierarchi-
cal network, where a base station shares pairwise keys with all the sensor
nodes, the base station can intermediate establishment of groupwise keys.
Localized Encryption and Authentication Protocol (LEAP) [19] provides a
mechanism to generate groupwise keys which follow the LEAP pairwise
key establishment phase.

An important design consideration for security protocols based on sym-
metric keys is the degree of key sharing between the nodes in the system.
At one extreme, we can have networkwide keys that are used for encrypt-
ing data and for authentication. This key sharing approach has the lowest
storage costs and is very energy-efficient because no communication is re-
quired between nodes for establishing additional keys. However, it has the
obvious security disadvantage that the compromise of a single node will
reveal the global keys. At the other extreme, we can have a key sharing
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approach in which all secure communication is based on keys that are
shared pairwise between two nodes. From the security point of view, this
approach is ideal because the compromise of a node does not reveal any
keys that are used by the other nodes in the network. However, under this
approach, each node will need a unique key for every other node that it
communicates with. Moreover, in many sensor networks, the immediate
neighbors of a sensor node cannot be predicted in advance; consequently,
these pairwise shared keys will need to be established after the network
is deployed. A unique issue that arises in sensor networks that needs to
be considered while selecting a key sharing approach is its impact on the
effectiveness of in-network processing. Particular keying mechanisms may
reduce the effectiveness of in-network processing.

IEEE 802.15.4-compliant devices can share a network key such that each
cluster shares only one key among all devices to exchange data and for
authentication purposes. This will ease the key management and memory
overhead issues, but this comes at the cost of lower security. Similarly, IEEE
802.15.4-compliant devices can also support pairwise key exchange that im-
proves the overall security of a network where any two devices exchanging
data will share a different key. This improved robustness of network se-
curity comes at a cost, particularly in the overhead of key management. A
device communicating with many devices in a network has to have differ-
ent keys for each corresponding communicating device, which will increase
the memory overhead on resource-scarce devices used in the network.

13.4.5 Key Updates

Key management schemes are at the heart of securing such networks. Key
management schemes for sensor networks can be classified broadly into
static and dynamic keying based on administrative key updates after net-
work deployment. While static schemes assume no updates, dynamic ones
provide for post-deployment key updates. The general security and perfor-
mance objective of key management schemes include minimizing number
of keys stored per sensor node, providing rich logical pairwise connectivity,
and enhancing network resilience to node capture.

13.4.5.1 Static Keying Schemes

Static keying management schemes (a.k.a. key-predistribution) perform key
management functions statically prior to or shortly after the deployment of
the network. Administrative keys are generated at the sensor manufacturing
time or by the base station upon network bootstrapping. Key assignment
to nodes may be performed on a random basis or may take place based
on some deployment information. Once generated and assigned, keys are
pre-distributed to nodes. The main feature of static key management is the
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fact that the above key management cycle takes place only once at or prior
to initialization. Accordingly, lost keys due to node capture or failure are
not compensated.

13.4.5.2 Dynamic Keying Schemes

The main feature of dynamic key management schemes is repeating the key
management process either periodically or on-demand to respond to node
capture. After initial keying, key generation, assignment, and distribution
might take place (in a process known as re-keying) to create new keys that
replace the keys assumed lost or revealed to an attacker so that the network
is refreshed and the attacker loses information earned by node capture. An-
other advantage of dynamic keying is that upon adding new nodes, unlike
static keying, the probability of network capture does not necessarily in-
crease. Various dynamic key management techniques have been proposed
with different key management responsibility taken by different network
components.

13.4.6 Limitations of IEEE 802.15.4 Standard from
the Security Aspect

Higher layers will determine when the security is to be used at the MAC
layer by any device and provide all keying material necessary to provide the
security services. Key management, device authentication, and freshness
protection may be provided by the higher layers, but is not addressed
in IEEE 802.15.4 standard. The management and establishment of keys is
the responsibility of the implementer of higher layers. There is no simple
way to group keys in IEEE 802.15.4-enabled WSNs because, as mentioned
earlier, the ACL entries are only associated to a single destination address. A
detailed analysis of shortcomings of security features is mentioned by [16].

13.5 Security Services Provided by ZigBee Alliance
As explained above, the IEEE 802.15.4 addresses good security mecha-
nisms, but it still does not address what type of keying mechanism will be
used to employ supported security techniques.

ZigBee Alliance [4] is an association of companies working together
to enable wireless networked monitoring and control products based on
IEEE 802.15.4 standard. After the acceptance of 802.15.4 as IEEE standard,
ZigBee Alliance is mainly focused on developing network and application
layer issues. ZigBee Alliance is also working on application programming
interfaces (API) at the network and link layers of IEEE 802.15.4. The Al-
liance also introduced secure data transmission in wireless sensor networks
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based on IEEE 802.15.4 specification, but most of this work is in general
theoretical descriptions of security protocol at the network layer. There is
no specific study or results published or mentioned by ZigBee Alliance
in regard to which security suites perform better in different application
overheads. ZigBee Alliance has recommended both symmetric and asym-
metric key exchange protocols for different networking layers. Asymmetric
key exchange protocols that mainly rely on public key cryptography are
computationally intensive and their feasibility in wireless sensor networks
is only possible with devices that are resource-rich both in computation
and power.

13.5.1 Keyed Hash Function for Message Authentication

A hash function is a way of creating a small digital fingerprint of any data.
Cryptographic hash function is a one-way operation and there is no prac-
tical way to calculate a particular data input that will result in a desired
hash value, thus it is difficult to forge. A practical motivation for construct-
ing hash functions from block ciphers is that if an efficient implementation
of block cipher is already available within a system (either in hardware
or in software), then using it as the central component for a hash func-
tion may provide latter functionality at little additional cost. IEEE 802.15.4
protocol supports a well-known block cipher AES, and hence ZigBee Al-
liance specification also relied on AES. ZigBee Alliance suggested the use
of Matyas–Meyer–Oseas [14] as the cryptographic hash function that will be
based on AES with a block size of 128 bits.

Mechanisms that provide integrity checks based on a secret key are usu-
ally called MACs. Typically, message authentication codes are used between
two parties that share a secret key to authenticate information transmitted
between these parties. ZigBee Alliance specification suggests the keyed
hash message authentication code (HMAC) as specified in the FIPS Pub
198 [2]. A MAC takes a message and a secret key and generates a M ACtag,
such that it is difficult for an attacker to generate a valid (message, tag)
pair and is used to prevent attackers forging messages. The calculation of
MacT ag (i.e., HMAC) of data MacData under key MacK ey will be shown
as follows:

MacTag = MACMacKeyMacData

13.5.2 Symmetric-Key Key Establishment Protocol

Key establishment involves two entities, an initiator device and a responder
device, and is prefaced by a trust-provisioning step. Trust information (e.g.,
a master key) provides a starting point for establishing a link key and can
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Generate a challenge 
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device U. 
Check if a valid 

challenge QEV within 

domain D is received. 

If a valid challenge

QEU within domain D

is received.

Device 
PAN 

coordinator 

U⎥⎥ V⎥⎥ QEU⎥⎥ QEV

U⎥⎥ QEU

Initiator 

U 

Responder 

V 

Figure 13.3 Exchange of ephemeral data. (From M. Khan, F. Amini, and J. Mišić, in
Mobile Ad-hoc and Sensor Networks, Springer, 2006. With permission.)

be provisioned in-band or out-band. In the following explanation of the
protocol, we assume unique identifiers for initiator devices as U and for
responder device (PAN coordinator) as V . The master key shared among
both devices is represented as Mkey.

We will divide Symmetric-Key Key Establishment (SKKE) protocol
between initiator and responder in the following major steps.

13.5.2.1 Exchange of Ephemeral Data

Figure 13.3 illustrates the exchange of the ephemeral data where the initia-
tor device U will generate the challenge QEU . QEU is a statistically unique
and unpredictable bit string of length challengelen by either using a ran-
dom or pseudo-random string for a challenge Domain D. The challenge
domain D defines the minimum and maximum length of the challenge.

D = (minchallengeLen, maxchallengeLen)

Initiator device U will send the challenge QEU to a responder device
which upon receipt will validate the challenge QEU by computing the bit-
length of bit string challenge QEU as Challengelen and verify that

Challengelen ∈ [minchallengelen, maxchallengelen]

Once the validation is successful, the responder device will also generate
a challenge QEV and send it to initiator device U . The initiator will also
validate the challenge QEV as described above.
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Z = MACTag

Calculate the shared secret Z

MACTag = MACMkeyMACData

Responder

V

Initiator

U

Device
PAN

coordinator

U⎥⎥ V⎥⎥ QEU⎥⎥ QEV

U⎥⎥ QEU

MACData = U⎥⎥ V⎥⎥ QEU⎥⎥ QEV

Z = MACTag

Calculate the shared secret Z

MACTag = MACMkeyMACData

MACData = U⎥⎥ V⎥⎥ QEU⎥⎥ QEV  

Figure 13.4 Generation of shared secret. (From M. Khan, F. Amini, and J. Mišić, in
Mobile Ad-hoc and Sensor Networks, Springer, 2006. With permission.)

13.5.3 Generation of Shared Secret

Both parties involved in the protocol will generate a shared secret based on
unique identifiers (i.e., distinguished names for parties involved), symmetric
master keys, and challenges received and owned by each party, as shown
in Figure 13.4.

1. Each party will generate a MACData by appending their identifiers
and respective valid Challenges together as follows:

MACData = U ||V ||QEU ||QEV

2. Each party will calculate the MACTag (i.e., keyed hash) for M AC
Data using Mkey (master key for the device) as the key for keyed
hash function as follows:

MACTag = M ACMkeyMACData

3. Now both parties involved have derived the same secret Z. (Note:
This is just a shared secret, not the link key. This shared secret will
be involved in deriving the link key, but is not the link key itself.)

Set Z = MACTag
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13.5.4 Derivation of Link Key

Each party involved will generate two cryptographic hashes (this is not the
keyed hash) of the shared secret as described in ANSI X9.63-2001 [1].

Hash1 = H(Z||01)

Hash2 = H(Z||02)

The hash value Hash2 will be the link key among two devices
(Figure 13.5). Now for confirming that both parties have reached the same
link key (KeyData = Hash2), we will use value Hash1 as the key for gen-
erating keyed hash values for confirming the stage of the protocol.

MACKey = Hash1 (13.1)

KeyData = Hash2 (13.2)

K KeyData = Hash1||Hash2 (13.3)

Calculate the shared secret 

Z = MACTag 

Derive link key

KeyData = H(Z⎥⎥ 02)

and also

MACKey = H(Z⎥⎥ 01)

Calculate the shared secret 

Z = MACTag 

Derive link key

KeyData = H(Z⎥⎥ 02)

and also

MACKey = H(Z⎥⎥ 01)

Initiator 

U 

PAN 

coordinator 

Responder 

V 

Device 

U⎥⎥ V⎥⎥ QEU⎥⎥ QEV

U⎥⎥ QEU

Both devices have generated link keys, now will

confirm that they have generated same link keys.

Figure 13.5 Generation of link key.
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13.5.5 Confirming Link Key

Up to this stage of protocol, both parties are generating the same values
and now they want to make sure that they have reached the same link key
values, but they do not want to exchange the actual key at all. For this, they
will once again rely on keyed hash functions and now both devices will
generate different MACTags based on different data values, but will use the
same key (i.e., MACKey) for generating the keyed hashes (MACTags).

1. Generation of MACTags : Initiator and responder devices will first
generate MACData values and based on these values will generate
MACTags . Initiator device D will receive the MACTag1 from the
responder device V and generate MACTag2 and send to device V .

We explain the generation of both MACData values and M AC
T ags as follows. First, both devices will calculate MACData val-
ues:

MACData1 = 0216||V ||U ||QEU ||QEV

MACData2 = 0316||V ||U ||QEU ||QEV

From the above MACData values both devices will generate the
MACTags using the key M ACkey (Equation 13.1) as follows:

MacT ag1 = M ACMacK ey MacData1

MacT ag2 = M ACMacK ey MacData2

2. Confirmation of MACTags: Now the initiator device D will receive
MacT ag1 from the responder and responder device V will receive
MACTag2 from device D and both will verify that the recieved
MACTags are equal to corresponding calculated MACTags by each
device. Now if this verification is successful, each device knows that
the other device has computed the correct link key, as shown in
Figure 13.6.

13.5.6 Communication Steps in SKKE Protocol

SKKE protocol can be implemented in four major communication steps, as
described in ZigBee specification [4] as shown in Figure 13.7.

1. SKKE-1: Initiator U will send the challenge QEU and wait for the
challenge QEV from responder V .
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2. SKKE-2: Responder V will receive the challenge QEU from initiator
U , calculate its QEV , and in the same data packet will send the
MacT ag1.

3. SKKE-3: Initiator will verify the MacT ag1 and if it is verified suc-
cessfully, will send its MacT ag2. Now the initiator has a link key,
but will wait for an acknowledgment that its MacT ag2 has been
validated by the responder V .

4. SKKE-4: Responder will receive and validate the MacT ag2 from the
initiator. If MacT ag2 validates successfully, the responder will send
an acknowledgment and now both initiator and responder have
link keys. Once initiator receives this SKKE-4 message, keys estab-
lishment is complete, and now regular secure communication can
proceed using the link key among the initiator and the responder.

Authors have simulated the key exchange process in IEEE 802.15.4 on
top of the simulation model of this network and initial results confirm
the expected performance decrease of the overall network. They also have
provided data encryption by exchanging link keys between each device and
clusterhead. The signature payload plays a big role on performance of the
cluster. Also we have observed that the total access delay is higher when
encryption and decryption are provided.

13.6 Summary
In this chapter we have outlined a number of problems in achieving the
target of secure communication in wireless sensor networks. IEEE 802.15.4
cluster-based wireless sensor network provides higher bandwidth links for
inter-coordinator communication, and allows higher power resources at
the coordinator, but still the implementer of higher layers should make a
great deal of effort in choosing the right keying model based on the appli-
cation requirements. Even though ZigBee Alliance has outlined protocols
regarding the key exchange, it is necessary to integrate them with the IEEE
802.15.4 MAC protocol. Because key exchange protocols require downlink
communications from the PAN coordinator to the ordinary nodes, it will
consume a lot of bandwidth. Therefore, a period of key exchange is a
crucial design parameter which has to match both security and bandwidth
requirements for the sensing application. Also, addition of the message au-
thentication code at the end of the packet decreases the bandwidth which
is left to the application and affects the complexity of the aggregation. We
expect that future work in this area (by us and other researchers) will de-
liver the reasonable trade-off between the level of security and application
bandwidth in large sensor networks implemented over interconnected IEEE
802.15.4 clusters.
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Wireless sensor networks (WSNs) are used in many applications in military,
ecological, and health-related areas. These applications often include the
monitoring of sensitive information such as enemy movement on the battle-
field or the location of personnel in a building. Security is therefore impor-
tant in WSNs. However, WSNs suffer from many constraints including low
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computation capability, small memory, limited energy resources, suscep-
tibility to physical capture, and the use of insecure wireless communica-
tion channels. These constraints make security challenging in WSNs. In this
chapter, we present a survey of security issues in WSNs. First we outline the
constraints, security requirements, and attacks with corresponding counter-
measures in WSNs. We then present a holistic view of security issues. These
issues are classified into five categories: cryptography, key management,
secure routing, secure data aggregation, and intrusion detection. Along the
way we highlight advantages and disadvantages of various WSN security
protocols and further compare and evaluate these protocols based on each
of these five categories. We also point out the open research issues in each
sub-area and conclude with possible future research directions on security
in WSNs.

14.1 Introduction
Advances in wireless communication and electronics have enabled the de-
velopment of low-cost, low-power, multi-functional sensor nodes. These
tiny sensor nodes, consisting of sensing, data processing, and communi-
cation components, make it possible to deploy WSNs, which represent a
significant improvement over traditional wired sensor networks. WSNs can
greatly simplify system design and operation as the environment being
monitored does not require the communication or energy infrastructure
associated with wired networks [1].

WSNs are expected to be solutions to many applications, such as detect-
ing and tracking the passage of troops and tanks on a battlefield, monitoring
environmental pollutants, measuring traffic flows on roads, and tracking the
location of personnel in a building. Many sensor networks have mission-
critical tasks and thus require security to be considered [2,3]. Improper use
of information, or using forged information, may cause unwanted informa-
tion leakage and provide inaccurate results.

While some aspects of WSNs are similar to traditional wireless ad hoc
networks, important distinctions exist which greatly affect how security is
achieved. The differences between sensor networks and ad hoc networks
[4] are:

� The number of sensor nodes in a sensor network can be several
orders of magnitude higher than the nodes in an ad hoc network.

� Sensor nodes are densely deployed.
� Sensor nodes are prone to failures due to harsh environments and

energy constraints.
� The topology of a sensor network changes very frequently due to

failures or mobility.
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� Sensor nodes are limited in computation, memory, and power
resources.

� Sensor nodes may not have global identification.

These differences greatly affect how secure data transfer schemes are imple-
mented in WSNs. For example, the use of radio transmission, along with the
constraints of small size, low cost, and limited energy, make WSNs more
susceptible to denial-of-service attacks [5]. Advanced anti-jamming tech-
niques such as frequency-hopping spread spectrum and physical tamper-
proofing of nodes are generally impossible in a sensor network due to the
requirements of greater design complexity and higher energy consump-
tion [5]. Furthermore, the limited energy and processing power of nodes
makes the use of public key cryptography nearly impossible. While the re-
sults from recent studies show that public key cryptography might be feasi-
ble in sensor networks [6,7], it remains for the most part infeasible in WSNs.
Instead, most security schemes make use of symmetric key cryptography.
One thing required in either case is the use of keys for secure communica-
tion. Managing key distribution is not unique to WSNs, but again constraints
such as small memory capacity make centralized keying techniques impos-
sible. Straight pairwise key sharing between every two nodes in a network
does not scale to large networks with tens of thousands of nodes as the
storage requirements are too high. A security scheme in WSNs must provide
efficient key distribution while maintaining the ability for communication
between all relevant nodes.

In addition to key distribution, secure routing protocols must be con-
sidered. These protocols are concerned with how a node sends messages
to other nodes or a base station. A key challenge is that of authenticated
broadcast. Existing authenticated broadcast methods often rely on public
key cryptography and include high computational overhead, making them
infeasible in WSNs. Secure routing protocols proposed for use in WSNs,
such as security protocols for sensor networks (SPINS) [8], must consider
these factors. Additionally, the constraint on energy in WSNs leads to the
desire for data aggregation. This aggregation of sensor data needs to be
secure to ensure information integrity and confidentiality [9,10]. Although
this is achievable through cryptography, an aggregation scheme must take
into account the constraints in WSNs and the unique characteristics of the
cryptography and routing schemes. It is also desirable for secure data ag-
gregation protocols to be flexible, allowing lower levels of security for less
important data, saving energy, and higher levels of security for more sen-
sitive data, consuming more energy.

As with any network, the awareness of compromised nodes and attacks
is desirable. Many security schemes provide assurance that data remains
intact and communication unaffected as long as fewer than t nodes are
compromised [11]. The ability of a node or base station to detect when
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other nodes are compromised enables them to take action, either ignoring
the compromised data or reconfiguring the network to eliminate the threat.

The remainder of this chapter discusses the above areas in more detail
and considers how they are all required to form a complete WSN security
scheme. A few existing surveys on security issues in ad hoc networks can
be found in [12–14]. However, only small sections of these surveys focus on
WSNs. A recent survey paper on security issues in mobile ad hoc networks
also included an overview of security issues in WSNs [15]. However, the
paper did not discuss cryptography and intrusion detection issues. Further,
it included only a small portion of the available literature on security in
WSNs.

The rest of the chapter is organized as follows. Section 14.2 presents
background information on WSNs. Section 14.3 discusses attacks in the dif-
ferent network layers of sensor networks, followed by Section 14.4, which
focuses on the selection of cryptography in WSNs. Section 14.5 focuses on
key management, Section 14.6 on secure routing schemes, Section 14.7 on
secure data aggregation, and Section 14.8 on intrusion detection systems.
Section 14.9 discusses future research directions on security in WSNs, and
Section 14.10 concludes the chapter.

14.2 Background

14.2.1 Communication Architecture

A WSN is usually composed of hundreds or thousands of sensor nodes.
These sensor nodes are often densely deployed in a sensor field and
have the capability to collect data and route data back to a base sta-
tion (BS). A sensor consists of four basic parts: a sensing unit, a pro-
cessing unit, a transceiver unit, and a power unit [4]. It may also have
additional application-dependent components such as a location finding
system, power generator, and mobilizer (Figure 14.1). Sensing units are
usually composed of two sub-units: sensors and analog-to-digital convert-
ers (ADCs). The ADCs convert the analog signals produced by the sensors
to digital signals based on the observed phenomenon. The processing unit,
which is generally associated with a small storage unit, manages the pro-
cedures that make the sensor node collaborate with the other nodes. A
transceiver unit connects the node to the network. One of the most impor-
tant units is the power unit. A power unit may be finite, such as a single
battery, or may be supported by power scavenging devices, such as solar
cells. Most of the sensor network routing techniques and sensing tasks
require knowledge of location, which is provided by a location finding
system. Finally, a mobilizer may sometimes be needed to move the sensor
node depending on the application.
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Figure 14.1 The components of a sensor node. (From Y. Wang, G. Attebury, and
B. Ramamurthy, IEEE Communications Surveys and Tutorials, Vol. 8, no. 2, pp. 2–23,
2006. With permission.)

The protocol stack used in sensor nodes contains physical, data link,
network, transport, and application layers defined as follows [4]:

� Physical layer: Responsible for frequency selection, carrier frequency
generation, signal deflection, modulation, and data encryption.

� Data link layer: Responsible for the multiplexing of datastreams,
data frame detection, medium access, and error control. This layer
ensures reliable point-to-point and point-to-multipoint connections.

� Network layer: Responsible for specifying the assignment of ad-
dresses and how packets are forwarded.

� Transport layer: Responsible for specifying how the reliable trans-
port of packets will take place.

� Application layer: Responsible for specifying how the data is re-
quested and provided for both the individual sensor nodes and the
interactions with the end user.

14.2.2 Constraints in WSNs

Individual sensor nodes in a WSN are inherently resource constrained. They
have limited processing capability, storage capacity, and communication
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bandwidth. Each of these limitations is due in part to the two greatest con-
straints: limited energy and physical size. Table 14.1 shows several currently
available sensor node platforms. The design of security services in WSNs
must consider the hardware constraints of the sensor nodes.

14.2.2.1 Energy

Energy consumption in sensor nodes can be categorized into three parts:

1. Energy for the sensor transducer
2. Energy for communication among sensor nodes
3. Energy for microprocessor computation

The study in [20,21] found that each bit transmitted in WSNs consumes
about as much power as executing 800 to 1000 instructions. Thus, commu-
nication is more costly than computation in WSNs. Any message expansion
caused by security mechanisms comes at a significant cost. Further, higher
security levels in WSNs usually correspond to more energy consumption
for cryptographic functions. Thus, WSNs could be divided into different
security levels depending on energy cost [22,23].

14.2.2.2 Computation

The embedded processors in sensor nodes are generally not as powerful
as those in nodes of a wired or ad hoc network. As such, complex crypto-
graphic algorithms cannot be used in WSNs.

14.2.2.3 Memory

Memory in a sensor node usually includes flash memory and RAM. Flash
memory is used for storing downloaded application code and RAM is used
for storing application programs, sensor data, and intermediate computa-
tions. There is usually not enough space to run complicated algorithms after
loading OS and application code. In the SmartDust project, for example,
TinyOS consumes about 3500 bytes of instruction memory, leaving only
4500 bytes for security and applications [20,21]. This makes it impractical
to use the majority of current security algorithms [8]. With an Intel Mote, the
situation is slightly improved, but still far from meeting the requirements
of many algorithms.

14.2.2.4 Transmission Range

The communication range of sensor nodes is limited both technically and
by the need to conserve energy. The actual range achieved from a given
transmission signal strength is dependent on various environmental factors
such as weather and terrain.
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14.2.3 Security Requirements

The goal of security services in WSNs is to protect the information and
resources from attacks and misbehavior. The security requirements in WSNs
include:

� Availability: Ensures that the desired network services are available
even in the presence of denial-of-service attacks.

� Authorization: Ensures that only authorized sensors can be involved
in providing information to network services.

� Authentication: Ensures that the communicating node is the one that
it claims to be.

� Confidentiality: Ensures that a given message cannot be understood
by anyone other than the desired recipients.

� Integrity: Ensures that a message sent from one node to another is
not altered by unauthorized or unknown means.

� Non-repudiation: Denotes that a node cannot deny sending a mes-
sage it has previously sent.

� Freshness: Implies that the data is recent and ensures that no adver-
sary can replay old messages.

The security services in WSNs are usually centered around cryptogra-
phy. However, because of the constraints in WSNs, many already-existing
secure algorithms are not practical for use. We discuss this problem in
Section 14.4.

14.2.4 Threat Model

In WSNs, it is usually assumed that an attacker may know the security
mechanisms that are deployed in a sensor network, and may be able to
compromise a node or even physically capture a node. Due to the high cost
of deploying tamper-resistant sensor nodes, most WSN nodes are viewed
as non-tamper-resistant. Further, once a node is compromised, the attacker
is capable of stealing the key materials contained within that node.

Base stations in WSNs are usually regarded as trustworthy. Most research
studies focus on secure routing between sensors and the base station. Deng
et al. considered strategies against threats which can lead to the failure of
the base station [24].

Attacks in sensor networks can be classified into the following cate-
gories:

� Outsider versus insider attacks: Outside attacks are defined as at-
tacks from nodes which do not belong to a WSN. Inside attacks
occur when legitimate nodes of a WSN behave in unintended or
unauthorized ways.
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� Passive versus active attacks: Passive attacks include eavesdropping
on packets exchanged within a WSN. Active attacks involve some
modifications of the datastream or the creation of a false stream.

� Mote-class versus laptop-class attacks: In mote-class attacks, an ad-
versary attacks a WSN by using a few nodes with similar capabilities
to the network nodes. In laptop-class attacks, an adversary can use
more powerful devices such as a laptop to attack a WSN. These de-
vices have greater transmission range, processing power, and energy
reserves than the network nodes.

14.2.5 Evaluation

We suggest using the following metrics to evaluate whether a security
scheme is appropriate in WSNs.

� Security: A security scheme has to meet the requirements discussed
in Section 14.2.3.

� Resiliency: In case a few nodes are compromised, a security scheme
can still protect against the attacks.

� Energy efficiency: A security scheme must be energy-efficient to
maximize node and network lifetime.

� Flexibility: The key management needs to be flexible to allow for
different network deployment methods such as random node scat-
tering and pre-determined node placement.

� Scalability: A security scheme should be able to scale without com-
promising the security requirements.

� Fault-tolerance: A security scheme should continue to provide secu-
rity services in the presence of faults such as failed nodes.

� Self-healing: Sensors may fail or run out of energy. The remain-
ing sensors may need to be re-organized to maintain a set level of
security.

� Assurance: Assurance is the ability to disseminate different informa-
tion at different levels to end users [25]. A security scheme should
offer choices as to desired reliability, latency, and so on.

14.3 Attacks in Sensor Networks
WSNs are vulnerable to various types of attacks. According to the security
requirements in WSNs, these attacks can be categorized [3] as:

� Attacks on secrecy and authentication: Standard cryptographic tech-
niques can protect the secrecy and authenticity of communication
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channels from outsider attacks such as eavesdropping, packet replay
attacks, and modification or spoofing of packets.

� Attacks on network availability: Attacks on availability are often re-
ferred to as denial-of-service (DoS) attacks. DoS attacks may target
any layer of a sensor network.

� Stealthy attacks against service integrity: In a stealthy attack, the goal
of the attacker is to make the network accept a false data value. For
example, an attacker compromises a sensor node and injects a false
data value through that sensor node.

In these attacks, keeping the sensor network available for its intended
use is essential. DoS attacks against WSNs may permit real-world damage
to the health and safety of people [5]. In this section, we focus only on
DoS attacks and their countermeasures in sensor networks. Section 14.6
discusses attacks on secrecy and authentication and Section 14.8 discusses
stealthy attacks and countermeasures.

The DoS attack usually refers to an adversary’s attempt to disrupt, sub-
vert, or destroy a network. However, a DoS attack can be any event that
diminishes or eliminates a network’s capacity to perform its expected func-
tion [5]. Sensor networks are usually divided into layers, and this layered
architecture makes WSNs vulnerable to DoS attacks, which may occur in
any layer of a sensor network.

Previous discussions on DoS attacks in WSNs can be found in [3,5,26,27].
The remainder of this section summarizes possible DoS attacks and coun-
termeasures in each layer of a sensor network.

14.3.1 Physical Layer

The physical layer is responsible for frequency selection, carrier frequency
generation, signal detection, modulation, and data encryption [4]. As with
any radio-based medium there exists the possibility of jamming in WSNs. In
addition, nodes in WSNs may be deployed in hostile or insecure environ-
ments where an attacker has easy physical access. These two vulnerabilities
are explored in this subsection.

14.3.1.1 Jamming

Jamming is a type of attack which interferes with the radio frequencies
that a network’s nodes are using [3,5]. A jamming source may either be
powerful enough to disrupt the entire network or less powerful and only
able to disrupt a smaller portion of the network. Even with lesser-powered
jamming sources, such as a small compromised subset of the network’s
sensor nodes, an adversary has the potential to disrupt the entire network
provided the jamming sources are randomly distributed in the network.
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Typical defenses against jamming involve variations of spread-spectrum
communication such as frequency hopping and code spreading [5].
Frequency-hopping spread spectrum (FHSS) is a method of transmitting
signals by rapidly switching a carrier among many frequency channels us-
ing a pseudo-random sequence known to both transmitter and receiver.
Without being able to follow the frequency selection sequence, an attacker
is unable to jam the frequency being used at a given moment in time.
However, as the range of possible frequencies is limited, an attacker may
instead jam a wide section of the frequency band.

Code spreading is another technique used to defend against jamming
attacks and is common in mobile networks. However, this technique re-
quires greater design complexity and energy restricting its use in WSNs. In
general, to maintain low cost and low power requirements, sensor devices
are limited to single-frequency use and are therefore highly susceptible to
jamming attacks.

14.3.1.2 Tampering

Another physical layer attack is tampering [5]. Given physical access to a
node, an attacker can extract sensitive information such as cryptographic
keys or other data on the node. The node may also be altered or re-
placed to create a compromised node which the attacker controls. One
defense against this attack involves tamper-proofing the node’s physical
package [5]. However, it is usually assumed that the sensor nodes are not
tamper-proofed in WSNs due to the additional cost. This indicates that a
security scheme must consider the situation in which sensor nodes are
compromised.

14.3.2 Link Layer

The data link layer is responsible for the multiplexing of datastreams, data
frame detection, medium access, and error control [4]. It ensures reliable
point-to-point and point-to-multipoint connections in a communications
network. Attacks at the link layer include purposely introduced collisions,
resource exhaustion, and unfairness. This sub-section looks at each of these
link layer attack categories [5].

14.3.2.1 Collisions

A collision occurs when two nodes attempt to transmit on the same fre-
quency simultaneously [5]. When packets collide, a change will likely occur
in the data portion causing a checksum mismatch at the receiving end. The
packet will then be discarded as invalid. An adversary may strategically
cause collisions in specific packets such as ACK control messages. A pos-
sible result of such collisions is the costly exponential back-off in certain
media access control protocols.
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A typical defense against collisions is the use of error-correcting codes [5].
Most codes work best with low levels of collisions such as those caused
by environmental or probabilistic errors. However, these codes also add
additional processing and communication overhead. It is reasonable to as-
sume that an attacker will always be able to corrupt more than what can
be corrected. Although it is possible to detect these malicious collisions, no
complete defenses against them are known at this time.

14.3.2.2 Exhaustion

Repeated collisions can also be used by an attacker to cause resource
exhaustion [5]. For example, a naive link layer implementation may contin-
uously attempt to retransmit the corrupted packets. Unless these hopeless
retransmissions are discovered or prevented, the energy reserves of the
transmitting node and those surrounding it will be quickly depleted.

A possible solution is to apply rate limits to the admission control in the
medium access control protocol such that the network can ignore excessive
requests preventing the energy drain caused by repeated transmissions [5].
A second technique is to use time-division multiplexing where each node
is allotted a time slot in which it can transmit [5]. This eliminates the need
of arbitration for each frame and can solve the indefinite postponement
problem in a back-off algorithm. However, it is still susceptible to collisions.

14.3.2.3 Unfairness

Unfairness can be considered a weak form of a DoS attack [5]. An attacker
may cause unfairness in a network by intermittently using the above link
layer attacks. Instead of outright preventing access to a service, an attacker
can degrade it to give them an advantage such as causing other nodes in a
real-time medium access control protocol to miss their transmission dead-
line. The use of small frames lessens the effect of such attacks by reducing
the amount of time an attacker can capture the communication channel.
However, this technique often reduces efficiency and is susceptible to fur-
ther unfairness such as an attacker trying to retransmit quickly instead of
randomly delaying.

14.3.3 Network and Routing Layer

The network and routing layer of sensor networks is usually designed ac-
cording to the following principles [4]:

� Power efficiency is an important consideration.
� Sensor networks are mostly data-centric.
� An ideal sensor network has attribute-based addressing and location

awareness.

The attacks in network and routing layer are discussed next:
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14.3.3.1 Spoofed, Altered, or Replayed Routing Information

The most direct attack against a routing protocol in any network is to
target the routing information itself as it is exchanged between nodes. An
attacker may spoof, alter, or replay routing information to disrupt traffic in
the network [26]. These disruptions include the creation of routing loops,
attracting or repelling network traffic from select nodes, extending and
shortening source routes, generating fake error messages, partitioning the
network, and increasing end-to-end latency.

A countermeasure against spoofing and alteration is to append a MAC
after the message. By adding a MAC to the message, the receivers can
verify whether the messages have been spoofed or altered. To defend
against replayed information, counters or timestamps can be included in the
messages [8].

14.3.3.2 Selective Forwarding

A significant assumption made in multi-hop networks is that all nodes in
the network will accurately forward received messages. An attacker may
create malicious nodes which selectively forward only certain messages
and simply drop others [26]. A specific form of this attack is the black hole
attack in which a node drops all messages it receives. One defense against
selective forwarding attacks is using multiple paths to send data [26]. A
second defense is to detect the malicious node or assume it has failed and
seek an alternative route.

14.3.3.3 Sinkhole

In a sinkhole attack, an attacker makes a compromised node look more
attractive to surrounding nodes by forging routing information [5,26]. The
end result is that surrounding nodes will choose the compromised node as
the next node to route their data through. This type of attack makes selective
forwarding very simple as all traffic from a large area in the network will
flow through the adversary’s node.

14.3.3.4 Sybil

The Sybil attack is a case where one node presents more than one identity
to the network [3,26,27]. Protocols and algorithms which are easily affected
include fault-tolerant schemes, distributed storage, and network topology
maintenance. For example, a distributed storage scheme may rely on there
being three replicas of the same data to achieve a given level of redun-
dancy. If a compromised node pretends to be two of the three nodes, the
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algorithms used may conclude that redundancy has been achieved although
in reality it has not.

14.3.3.5 Wormholes

A wormhole is a low latency link between two portions of the network over
which an attacker replays network messages [26]. This link may be estab-
lished either by a single node forwarding messages between two adjacent
but otherwise non-neighboring nodes or by a pair of nodes in different parts
of the network communicating with each other. The latter case is closely
related to the sinkhole attack as an attacking node near the base station can
provide a one-hop link to that base station via the other attacking node in a
distant part of the network. Hu et al. presented a novel and general mech-
anism called packet leashes for detecting and defending against wormhole
attacks [28]. Two types of leashes were introduced: geographic leashes and
temporal leashes. The proposed mechanisms can also be used in WSNs.

14.3.3.6 Hello Flood Attacks

Many protocols which use Hello packets make the naive assumption that
receiving such a packet means the sender is within radio range and is there-
fore a neighbor. An attacker may use a high-powered transmitter to trick a
large area of nodes into believing they are neighbors of that transmitting
node [26]. If the attacker falsely broadcasts a superior route to the base
station, all of these nodes will attempt transmitting to the attacking node
despite many being out of radio range in reality.

14.3.3.7 Acknowledgment Spoofing

Routing algorithms used in sensor networks sometimes require acknowl-
edgments to be used. An attacking node can spoof the acknowledgments of
overheard packets destined for neighboring nodes to provide false informa-
tion to those neighboring nodes [26]. An example of such false information
is claiming that a node is alive when in fact it is dead.

14.3.4 Transport Layer

The transport layer is responsible for managing end-to-end connections [4].
Two possible attacks in this layer, flooding and desynchronization, are
discussed in this sub-section.
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14.3.4.1 Flooding

Whenever a protocol is required to maintain state at either end of a connec-
tion it becomes vulnerable to memory exhaustion through flooding [5]. An
attacker may repeatedly make new connection requests until the resources
required by each connection are exhausted or reach a maximum limit. In
either case, further legitimate requests will be ignored. One proposed solu-
tion to this problem is to require that each connecting client demonstrates
its commitment to the connection by solving a puzzle [5]. The idea is that a
connecting client will not needlessly waste its resources creating unneces-
sary connections. Given an attacker does not likely have infinite resources,
it will be impossible for him to create new connections fast enough to
cause resource starvation on the serving node. Although these puzzles do
include processing overhead, this technique is more desirable than exces-
sive communication.

14.3.4.2 Desynchronization

Desynchronization refers to the disruption of an existing connection [5].
An attacker may, for example, repeatedly spoof messages to an end host
causing that host to request the retransmission of missed frames. If timed
correctly, an attacker may degrade or even prevent the ability of the end
hosts to successfully exchange data causing them instead to waste energy
attempting to recover from errors which never really existed.

A possible solution to this type of attack is to require authentication of all
packets communicated between hosts [5]. Provided that the authentication
method is itself secure, an attacker will be unable to send the spoofed
messages to the end hosts.

Table 14.2 shows the possible DoS attacks and countermeasures in
WSNs.

In the following sections we discuss cryptography, key management
protocols, secure routing protocols, secure data aggregation, and intrusion
detection for WSNs. For the remainder of this article we use the following
notation:

� A, B are principals such as communicating nodes.
� IDA denotes the sensor identifier of node A.
� NA is a nonce generated by A (a nonce is an unpredictable bit string,

usually used to achieve freshness).
� KAB denotes the secret pairwise key shared between A and B.
� MK is the encryption of message M with key K .
� MAC(K , M) denotes the computation of the message authentication

code of message M with key K .
� A −→ B denotes A unicasts a message to B.
� A −→ ∗ denotes A broadcasts a message to its neighbors.
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Table 14.2 Sensor Network Layers and Denial-of-Service Defenses

Network layer Attacks Defense

Physical Jamming Spread-spectrum, priority messages,
lower duty cycle, region mapping,
mode change

Tampering Tamper-proofing, hiding

Link Collision Error-correcting code
Exhaustion Rate limitation
Unfairness Small frames

Network Spoofed, altered, or Egress filtering, authentication,
and routing replayed routing monitoring

information
Selective forwarding Redundancy, probing
Sinkhole Authentication, monitoring, redundancy
Sybil Authentication, probing
Wormholes Authentication, packet leashes by

using geographic and temporal information
Hello flood attacks Authentication, verify the bidirectional link
Acknowledgment Authentication

spoofing

Transport Flooding Client puzzles
Desynchronization Authentication

Source: Y. Wang, G. Attebury, and B. Ramamurthy, IEEE Communications Surveys and
Tutorials, Vol. 8, no. 2, pp. 2–23, 2006. With permission.

14.4 Cryptography in WSNs
Selecting the most appropriate cryptographic method is vital in WSNs as
all security services are ensured by cryptography. Cryptographic methods
used in WSNs should meet the constraints of sensor nodes and be evaluated
by code size, data size, processing time, and power consumption. In this
section, we focus on the selection of cryptography in WSNs. We discuss
public key cryptography first, followed by symmetric key cryptography.

14.4.1 Public Key Cryptography in WSNs

Many researchers believe that the code size, data size, processing time, and
power consumption make it undesirable for public key algorithm tech-
niques, such as the Diffie–Hellman key agreement protocol [29] or RSA
signatures [30], to be employed in WSNs.

Public key algorithms such as RSA are computationally intensive and
usually execute thousands or even millions of multiplication instructions
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to perform a single security operation. Further, a microprocessor’s public
key algorithm efficiency is primarily determined by the number of clock
cycles required to perform a multiply instruction [31]. Brown et al. found
that public key algorithms such as RSA usually require on the order of tens
of seconds and up to minutes to perform encryption and decryption op-
erations in constrained wireless devices, which exposes a vulnerability to
DoS attacks [32]. On the other hand, Carman et al. found that it usually
takes a microprocessor thousands of nano-joules to do a simple multiply
function with a 128-bit result [31]. In contrast, symmetric key cryptographic
algorithms and hash functions consume much less computational energy
than public key algorithms. For example, the encryption of a 1024-bit block
consumes approximately 42 mJ on the MC68328 DragonBall processor us-
ing RSA, and the estimated energy consumption for a 128-bit AES block is
a much lower at 0.104 mJ [31].

Recent studies have shown that it is feasible to apply public key cryp-
tography to sensor networks by using the right selection of algorithms and
associated parameters, optimization, and low power techniques [6,7,33].
The investigated public key algorithms include Rabin’s Scheme [34], Ntru-
Encrypt [35], RSA [30], and Elliptic Curve Cryptography (ECC) [36,37]. Most
studies in the literature focus on RSA and ECC algorithms. The attraction
of ECC is that it offers equal security for a far smaller key size, thereby
reducing processing and communication overhead. For example, RSA with
1024-bit keys (RSA-1024) provides a currently accepted level of security for
many applications and is equivalent in strength to ECC with 160-bit keys
(ECC-160) [38]. To protect data beyond the year 2010, RSA Security rec-
ommends RSA-2048 as the new minimum key size, which is equivalent to
ECC with 224-bit keys (ECC-224) [39]. Table 14.3 summarizes the execution

Table 14.3 Public Key Cryptography: Average ECC and RSA
Execution Times

Algorithm Operation Time (s)

ECC secp160r1 0.81
ECC secp224r1 2.19
RSA-1024 public key e = 216 + 1 0.43
RSA-1024 private key w. CRTa 10.99
RSA-2048 public key e = 216 + 1 1.94
RSA-2048 private key w. CRT 83.26

a Chinese Remainder Theory.
Source: Y. Wang, G. Attebury, and B. Ramamurthy, IEEE Commu-
nications Surveys and Tutorials, Vol. 8, no. 2, pp. 2–23, 2006.
With permission.
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time of ECC and RSA implementations on an Atmel ATmega128 processor
(used by Mica2 mote) [6]. The execution time is measured on average for
a point multiplication in ECC and a modular exponential operation in RSA.
ECC secp160r1 and secp224r1 are two standardized elliptic curves defined
in [40]. As shown in Table 14.3, by using the small integer e = 216 + 1 as
the public key, RSA public key operation is slightly faster than ECC point
multiplication. However, ECC point multiplication outperforms RSA private
key operation by an order of magnitude. The RSA private key operation,
which is too slow, limits its use in a sensor node. ECC has no such issues
because both the public key operation and private key operation use the
same point multiplication operations.

Wander et al. investigated the energy cost of authentication and key
exchange based on RSA and ECC cryptography on an Atmel ATmega128
processor [7]. The result is shown in Table 14.4. The ECC-based signature
is generated and verified with the Elliptic Curve Digital Signature Algorithm
(ECDSA) [41]. The key exchange protocol is a simplified version of the SSL
handshake, which involves two parties: a client initiating the communica-
tion and a server responding to the initiation [42]. The WSN is assumed
to be administered by a central point with each sensor having a certificate
signed by the central point’s private key using an RSA or ECC signature. In
the handshake process, the two parties verify each other’s certificate and
negotiate the session key to be used in the communication. As Table 14.4
shows, compared with RSA cryptography at the same security level, ECDSA
signatures are significantly cheaper than RSA signatures and ECDSA verifi-
cations are within reasonable range of RSA verifications. Further, the ECC-
based key exchange protocol outperforms the RSA-based key exchange
protocol at the server side, and there is almost no difference in the energy
cost for these two key exchange protocols at the client side. In addition, the

Table 14.4 Public Key Cryptography: Average
Energy Costs of Digital Signature and Key Exchange
Computations [mJ]

Signature Key Exchange

Algorithm Sign Verify Client Server

RSA-1024 304 11.9 15.4 304
ECDSA-160 22.82 45.09 22.3 22.3
RSA-2048 2302.7 53.7 57.2 2302.7
ECDSA-224 61.54 121.98 60.4 60.4

Source: Y. Wang, G. Attebury, and B. Ramamurthy,
IEEE Communications Surveys and Tutorials, Vol. 8,
no. 2, pp. 2–23, 2006. With permission.
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relative performance advantage of ECC over RSA increases as the key size
increases in terms of the execution time and energy cost. Table 14.3 and
Table 14.4 indicate that ECC is more appropriate than RSA for use in sensor
networks.

The implementation of RSA and ECC cryptography on Mica2 motes
further proved that a public key-based protocol is viable for WSNs. Two
modules, TinyPK [43], based on RSA, and TinyECC [44], based on ECC,
have been designed and implemented on Mica2 motes using the TinyOS
development environment. Similar work was also conducted by Malan et al.
on ECC cryptography using a Mica2 mote [45]. In their work, ECC was used
to distribute a single symmetric key for the link layer encryption provided
by the TinySec module [46].

While public key cryptography may be possible in sensor nodes, the
private key operations are still expensive. The assumptions in [33,45] may
not be satisfied in some applications. For example, the work in [33,45]
concentrated on the public key operations only, assuming the private key
operations will be performed by a base station or a third party. By se-
lecting appropriate parameters, for example, using the small integer e =
216 + 1 as the public key, the public key operation time can be extremely
fast while the private key operation time does not change. The limita-
tion of private key operation occurring only at a base station makes many
security services using public key algorithms not available under these
schemes. Such services include peer-to-peer authentication and secure data
aggregation.

In contrast, Table 14.5 and Table 14.6 show the execution time and
energy cost of two symmetric cryptography protocols on an Atmel AT-
mega128 processor. In Table 14.5, the execution time was measured on a
64-bit block using an 80-bit key. From the table we can see that symmetric
key cryptography is faster and consumes less energy when compared to
public key cryptography. In the remaining section, we focus on symmetric
key cryptography.

Table 14.5 Symmetric Key Cryptography:
Average RC5 and Skipjack Execution Times

Algorithm Operation Time (ms)

Skipjack (C) [47] 0.38
RC5 (C, assembly) [48] 0.26

Source: Y. Wang, G. Attebury, and B. Ramamurthy,
IEEE Communications Surveys and Tutorials, Vol. 8,
no. 2, pp. 2–23, 2006. With permission.
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Table 14.6 Symmetric Key Cryptography: Average Energy
Numbers for AES and SHA-1

Algorithm Energy

SHA-1 (C) [49] 5.9 μJ/byte
AES-128 Enc/Dec (assembly) [50] 1.62/2.49 μJ/byte

Source: Y. Wang, G. Attebury, and B. Ramamurthy, IEEE Com-
munications Surveys and Tutorials, Vol. 8, no. 2, pp. 2–23,
2006. With permission.

14.4.2 Symmetric Key Cryptography in WSNs

The constraints on computation and power consumption in sensor nodes
limit the application of public key cryptography in WSNs. Thus, most re-
search studies focus on symmetric key cryptography in sensor networks.

Five popular encryption schemes, RC4 [51], RC5 [48], IDEA [51], SHA-
1 [49], and MD5 [51,52], were evaluated on six different microprocessors
ranging in word size from 8-bit (Atmel AVR) to 16-bit (Mitsubishi M16C)
to 32-bit widths (StrongARM, XScale) in [53]. The execution time and code
memory size were measured for each algorithm and platform. The experi-
ments indicated uniform cryptographic cost for each encryption class and
each architecture class. The impact of caches was negligible while Instruc-
tion Set Architecture (ISA) support is limited to specific effects on certain
algorithms. Moreover, hashing algorithms (MD5, SHA-11) incur almost an
order of magnitude higher overhead than encryption algorithms (RC4, RC5,
and IDEA).

In [54], Law et al. evaluated two symmetric key algorithms: RC5 and
TEA [55]. They further evaluated six block ciphers including RC5, RC6 [56],
Rijndael [50], MISTY1 [57], KASUMI [58], and Camellia [59] on IAR Systems’
MSP430F149 in [60]. The benchmark parameters were code, data memory,
and CPU cycles. The evaluation results showed that Rijndael is suitable for
high security and energy efficiency requirements and MISTY1 is suitable for
good storage and energy efficiency. The evaluation results in [60] disagreed
with the work in [8] in which RC5 was selected as the encryption/decryption
scheme, and with the work in [22] in which RC6 was selected. The work
in [60] provides a good resource for deciding which symmetric algorithm
should be adopted in sensor networks.

The performance of symmetric key cryptography is mainly decided by
the following factors:
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� Embedded data bus width: Many encryption algorithms prefer 32-bit
word arithmetic, but most embedded processors usually use an 8-
or 16-bit wide data bus.

� Instruction set: The ISA has specific effects on certain algorithms. For
example, most embedded processors do not support the variable-bit
rotation instruction like ROL (rotate bits left) of the Intel architecture
which greatly improves the performance of RC5.

Due to the constraints in sensor nodes, symmetric key cryptography is
preferred in a WSN.

14.4.3 Open Research Issues

Selecting the appropriate cryptography method for sensor nodes is funda-
mental to provide security services in WSNs. However, the decision de-
pends on the computation and communication capability of the sensor
nodes. Open research issues range from cryptographic algorithms to hard-
ware design as described below:

� Recent studies on public key cryptography have demonstrated
that public key operations may be practical in sensor networks.
However, private key operations are still too expensive in terms
of computation and energy cost to accomplish in a sensor node.
The application of private key operations to sensor nodes needs to
be studied further.

� Symmetric key cryptography is superior to public key cryptography
in terms of speed and low energy cost. However, the key distribu-
tion schemes based on symmetric key cryptography are not perfect.
Efficient and flexible key distribution schemes need to be designed.

� It is also likely that more powerful motes will need to be designed
to support the increasing requirements on computation and com-
munication in sensor nodes.

14.5 Key Management Protocols
Key management is a core mechanism to ensure the security of network
services and applications in WSNs. The goal of key management is to es-
tablish required keys between sensor nodes which must exchange data.
Further, a key management scheme should also support node addition and
revocation while working in undefined deployment environments. Due to
the constraints on sensor nodes, key management schemes in WSNs have
many differences with the schemes in ad hoc networks.

As shown in Section 14.4, public key cryptography suffers from limita-
tions in WSNs. Thus, most proposed key management schemes are based
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Figure 14.2 Key management protocols in WSNs: A taxonomy. (From Y. Wang, G.
Attebury, and B. Ramamurthy, IEEE Communications Surveys and Tutorials, Vol. 8,
no. 2, pp. 2–23, 2006. With permission.)

on symmetric key cryptography. Further, a straight pairwise private key
sharing scheme between every pair of nodes is also impractical in WSNs.
A pairwise private key sharing scheme requires pre-distribution and stor-
age of n − 1 keys in each node, where n is the number of nodes in a
sensor network. Due to the large amount of memory required, pairwise
schemes are not viable when the network size is large. Moreover, most key
pairs would be unusable because direct communication is possible only
among neighboring nodes. This scheme is also not flexible for node addi-
tion and revocation. In this section, we discuss key management protocols
in WSNs. Another investigation of key management mechanisms for WSNs
can be found in [61].

Figure 14.2 shows a taxonomy of key management protocols in WSNs.
According to the network structure, the protocols can be divided into cen-
tralized key schemes and distributed key schemes. According to the prob-
ability of key sharing between a pair of sensor nodes, the protocols can
be divided into probabilistic key schemes and deterministic key schemes.
In this section, we present a detailed overview of the main key manage-
ment protocols in WSNs. We start with key management protocols based
on network structure.

14.5.1 Network Structure-Based Key Management Protocols

The underlying network structure plays a significant role in the operation of
key management protocols. According to the structure, the protocols can
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be divided into two categories: centralized key schemes and distributed
key schemes.

14.5.1.1 Centralized Key Management Schemes

In a centralized key scheme, there is only one entity, which is often called
a key distribution center (KDC), controlling the generation, regeneration,
and distribution of keys. The only proposed centralized key management
scheme for WSNs in the current literature is the LKHW scheme, which is
based on Logical Key Hierarchy (LKH) [62]. In this scheme, the base station
is treated as a KDC and all keys are logically distributed in a tree rooted at
the base station.

The central controller does not have to rely on any auxiliary entity to
perform access control and key distribution. However, with only one man-
aging entity, the central server is a single point of failure. The entire network
and its security will be affected if there is a problem with the controller.
During the time when the controller is not working, the network becomes
vulnerable as keys are not generated, regenerated, and distributed. Further-
more, the network may become too large to be managed by a single entity,
thus affecting scalability.

14.5.1.2 Distributed Key Management Schemes

In the distributed key management approaches, different controllers are
used to manage key generation, regeneration, and distribution, minimizing
the risk of failure and allowing for better scalability. In this approach, more
entities are allowed to fail before the whole network is affected.

Most proposed key management schemes are distributed schemes. These
schemes also fall into deterministic and probabilistic categories, which are
discussed in detail in the following sub-section.

14.5.2 Key Management Protocols Based on the Probability
of Key Sharing

In the remainder of this section, we present the key management protocols
based on the probability of key sharing between a pair of sensor nodes.
We first discuss deterministic approaches and then discuss probabilistic
approaches.

14.5.2.1 Deterministic Approaches

Zhu et al. proposed a key management protocol, Localized Encryption and
Authentication Protocol (LEAP), for sensor networks in [63]. LEAP supports
the establishment of four types of keys for each sensor node:
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� An individual key shared with the base station (pre-distributed)
� A group key shared by all the nodes in the network (pre-distributed)
� Pairwise keys shared with immediate neighboring nodes
� A cluster key shared with multiple neighboring nodes

The pairwise keys shared with immediate neighboring nodes are used to
protect peer-to-peer communication and the cluster key is used for local
broadcast. The pairwise keys can be set up as follows: in the key pre-
distribution stage, each sensor node is loaded with an initial key K I and
each node A generates a master key K A = fK I (A), where f is a pseudo-
random function. Then, in the neighbor discovery stage, A broadcasts a
Hello message and expects an acknowledgment from neighboring nodes,
e.g., node B:

A −→ ∗ : A

B −→ A : B, M AC (K B , A|B)

Node A computes its pairwise key with B, K AB = fK B (A) and node B
knows A, K B and can also compute K AB in the same way. Then, K AB

serves as their pairwise key.
Cluster key establishment follows the pairwise key establishment phase.

Suppose node A wants to establish a cluster key with all its immediate
neighbors B1, B2, . . . , Bm. Node A first generates a random key K c

A, then
encrypts this key with the pairwise key shared with each neighbor, and
finally transmits the encrypted key to each neighbor Bi , where 1 ≤ i ≤ m.

A −→ Bi :
(
K c

A

)
K ABi

LEAP uses unicast for key exchange. Notice that most of the proposed
security protocols were based on point-to-point handshaking procedures
to negotiate session keys. Lai et al. proposed a BROadcast Session Key
(BROSK) negotiation protocol [64]. BROSK assumes a master key is shared
by all nodes in the network. To establish a session key K with its neighbors,
such as node B, a sensor node A broadcasts a key negotiation message:

A −→ ∗ : IDA|NA, M AC (K , IDA|NA)

B −→ ∗ : IDB|NB , M AC (K , IDB|NB)

A and B will receive the broadcast message. They can verify the message
using the master key K and both A and B can calculate the shared session
key:

K AB = M AC (K , NA|NB)
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BROSK therefore establishes pairwise session keys between every two
neighboring nodes. It is both scalable and energy efficient.

Camtepe and Yener proposed a deterministic key distribution scheme
for WSNs using Combinatorial Design Theory [65]. The Combinatorial De-
sign Theory based pairwise key pre-distribution (CDTKeying) scheme is
based on block design techniques in combinatorial design theory. It em-
ploys symmetric and generalized quadrangle design techniques. The
scheme uses a finite projective plane of order n (for prime power n) to
generate a symmetric design with parameters n2 + n + 1, n + 1, 1. The de-
sign supports n2 + n + 1 nodes and uses a key pool of size n2 + n + 1. It
generates n2 + n + 1 key chains of size n + 1 where every pair of key
chains has exactly one key in common, and every key appears in exactly
n + 1 key-chains. After the deployment, every pair of nodes finds exactly
one common key. Thus, the probability of key sharing among a pair of
sensor nodes is 1. The disadvantage of this solution is that the parameter
n has to be a prime power, thus indicating that not all network sizes can
be supported for a fixed key chain size.

Lee and Stinson proposed two combinatorial design theory based de-
terministic schemes: ID-based one-way function scheme (IOS) and deter-
ministic multiple space Blom’s scheme (DMBS) [66]. They further discussed
the use of combinatorial set systems in the design of deterministic key
pre-distribution schemes for WSNs in [67].

14.5.2.2 Probabilistic Approaches

Most proposed key management schemes in WSNs are probabilistic and
distributed schemes.

Eschenauer and Gligor introduced a key pre-distribution scheme for
sensor networks which relies on probabilistic key sharing among the nodes
of a random graph [68]. The scheme consists of three phases: key pre-
distribution, shared key discovery, and path key establishment. In the key
pre-distribution phase, each sensor is equipped with a key ring held in the
memory. The key ring consists of k keys which are randomly drawn from
a large pool of P keys. The association information of the key identifiers in
the key ring and sensor identifier is also stored at the base station. Further,
the authors assumed that each sensor shares a pairwise key with the base
station. In the shared key discovery phase, each sensor discovers its neigh-
bors within wireless communication range with which it shares keys. Two
methods to accomplish this are suggested in [68]. The simplest method is
for each node to broadcast a list of identifiers of the keys in their key ring in
plaintext allowing neighboring nodes to check whether they share a key.
However, the adversary may observe the key-sharing patterns among sen-
sors in this way. The second method uses the challenge–response technique
to hide key-sharing patterns among nodes from an adversary. For every Ki
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on a key ring, each node could broadcast a list α, E Ki (α), i = 1, . . . , k
where α is a challenge. The decryption of E Ki (α) with the proper key by
a recipient would reveal the challenge and establish a shared key with the
broadcasting node. This method requires the challenge α be well known in
the sensor network, allowing the recipient with the proper key to discover
the challenge.

Finally, in the path key establishment phase, a path key is assigned for
those sensor nodes within wireless communication range and not sharing
a key, but connected by two or more links at the end of the second phase.
If a node is compromised, the base station can send a message to all other
sensors to revoke the compromised node’s key ring. Re-keying follows
the same procedure as revocation. The messages from the base station are
signed by the pairwise key shared by the base station and sensor nodes,
thus ensuring that no adversary can forge a base station. If a node is com-
promised, the attacker has a probability of approximately k/P to attack any
link successfully. Because k � P , it only affects a small number of sensor
nodes.

Inspired by the work in [68], which we call the basic random key scheme
in the following section, additional random key pre-distribution schemes
have been proposed in [69–74].

In the basic random key scheme, any two neighboring nodes need to
find a single common key from their key rings to establish a secure link
in the key setup phase. However, Chan et al. observed that increasing
the amount of key overlap in the key ring can increase the resilience of
the network against node capture [69]. Thus, they proposed a q-composite
keying scheme. It is required to share at least q common keys in the key
setup phase to build a secure link between any two neighboring nodes.
Further, they introduced a key update phase to enhance the basic random
key scheme. Suppose A has a secure link to B after the key setup phase
and the secure key is k from the key pool P. Because k may be residing
in the key ring memory of some other nodes in the network, the security
of the link between A and B is jeopardized if any of those nodes are
captured. Thus, it is better to update the communication key between A
and B instead of using a key in the key pool. To address the problem,
they presented a multipath key reinforcement for the key update. Assume
there are j disjoint paths between A and B. A generates j random values
v1, v2, . . . , v j and then routes each random value along a different path to
B. When B has received all j keys, the new link key can be computed by
both A and B as:

k′ = k ⊕ v1 ⊕ v2 ⊕ . . . ⊕ v j

The adversary has to eavesdrop on all j paths if he wants to reconstruct the
communication key. This security enhancement comes at the cost of more
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communication overhead needed to find multiple disjoint paths. Further,
Chan et al. [69] also developed a random-pairwise key scheme for node-
to-node authentication.

Blundo et al. presented a polynomial-based key pre-distribution pro-
tocol for group key pre-distribution in [75], which can also be adapted
to sensor networks. The key setup server randomly generates a bivariate
t-degree polynomial f (x, y) = ∑t

i, j=0 ai j xi y j over a finite field Fq where
q is a prime number that is large enough to accommodate a cryptographic
key such that it has the property of f (x, y) = f (y, x). For each sensor i,
the setup server computes a polynomial share of f (x, y), that is, f (i, y).
For any two sensor nodes i and j, node i can compute the common key
f (i, j ) by evaluating f (i, y) at point j, and node j can compute the same
key f ( j, i) = f (i, j ) by evaluating f ( j, y) at point i. In this approach,
each sensor node i needs to store a t-degree polynomial f (i, x), which
occupies (t + 1) log q storage space. This scheme is unconditionally secure
and t-collusion resistant. However, the storage cost for a polynomial share
is exponential in terms of the group size, making it prohibitive in sensor
networks.

Inspired by the work of [68,69,75], Liu and Ning proposed a polyno-
mial pool-based key pre-distribution scheme in [70], which also includes
three phases: setup, direct key establishment, and path key establishment.
In the setup phase, the setup server randomly generates a set F of bivari-
ate t-degree polynomials over the finite field Fq . For each sensor node,
the setup server picks a subset of polynomials Fi ⊆ F and assigns the
polynomial shares of these polynomials to node i. In the direct key es-
tablishment stage, the sensor nodes find a shared polynomial with other
sensor nodes and then establish a pairwise key using the polynomial-based
key pre-distribution scheme discussed in [75]. The path key establishment
phase is similar to that in the basic random key scheme. Further, the pro-
posed framework allows for the study of multiple instantiations of possible
pairwise key establishment schemes. Two of the possible instantiations, the
key pre-distribution scheme based on random subset assignment and the
grid-based key pre-distribution scheme, are also presented and analyzed
in the paper.

Similar to [70], Du et al. presented another pairwise key pre-distribution
scheme in [72] which uses Blom’s method [76]. The key difference between
[70] and [72] is that the scheme in [70] is based on a set of bivariate t-degree
polynomials and Du’s scheme is based on Blom’s method. The proposed
scheme allows any pair of nodes in a network to be able to find a pairwise
secret key. As long as no more than λ nodes are compromised, the network
is perfectly secure (which is called the λ-secure property). To use Blom’s
method, during the pre-deployment phase, the base station first constructs
a (λ + 1) × N matrix G over a finite field G F (q), where N is the size of
the network and G is considered to be public information. Then the base
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station creates a random (λ + 1) × (λ + 1) symmetric matrix D over G F (q),
and computes an N × (λ + 1) matrix A = (D · G)T , where (D · G)T is the
transpose of D · G . Matrix D needs to be kept secret, and should not be
disclosed to adversaries. It is easy to verify that A · G is a symmetric matrix.

A · G = (D · G)T · G = GT · DT · G = GT · D · G

= (A · G)T

Thus, we know Ki j = K ji . The idea is to use Ki j (or K ji) as the pairwise
key between node i and node j . To carry out the above computation, in
the pre-distribution phase, for any sensor k = 1, . . . , N :

� Store the k th row of matrix A at node k.
� Store the k th column of matrix G at node k.

Therefore, when nodes i and j need to find the pairwise key between
them, they first exchange their columns of G , and then compute Ki j and
Kji, respectively, using their private rows of A.

In the proposed scheme in [72], each sensor node is loaded with G
and τ distinct D matrices drawn from a large pool of ω symmetric matrices
D1, . . . , Dω of size (λ + 1) × (λ + 1). For each Di , calculate the matrix
Ai = (Di · G)T and store the jth row of Ai at this node. After deployment,
each node needs to discover whether it shares any space with neighbors.
If they find out that they have a common space, the nodes can follow
Blom’s method to build a pairwise key. The scheme in [72] is scalable and
flexible. Moreover, it is substantially more resilient against node capture as
compared to [70].

Hwang et al. extended the basic random key scheme and proposed
a cluster key grouping scheme [74]. They further analyzed the trade-offs
involved between energy, memory, and security robustness.

Notice that location information helps to avoid unnecessary key as-
signments and thus improve the performance of sensor networks, such as
connectivity, memory usage, and network resilience against node capture.
Taking this into account, two random key pre-distribution schemes were
proposed in [73] and [77]. Although the presented schemes show improved
performance, the deployment information, such as location, is required
when sensors are deployed.

The above-mentioned schemes are classified and compared in Table 14.7.

14.5.3 Open Research Issues

Although some key management protocols have been proposed for sensor
networks, the design of key management protocols is still largely open to
research. Open research issues include the following:
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� The proposed key management protocols discussed in this section
employ different strategies on the trade-off between memory, pro-
cessing, and communication overhead. These protocols could be
improved and new key management protocols need to be designed.

� All key management protocols discussed in the literature so far are
based on symmetric key cryptography. Recent progress in public
key cryptography has shown that public key cryptography may be
suitable for sensor networks. Key management schemes based on
public key cryptography need to be designed.

� Current proposed key management schemes assume that the base
station is trustworthy. However, there may be situations, such as in
the battlefield, where the security of a base station needs to be con-
sidered. New schemes need to be designed considering the security
of base stations.

14.6 Secure Routing Protocols
Many routing protocols have been specifically designed for WSNs. These
routing protocols can be divided into three categories according to the net-
work structure: flat-based routing, hierarchical-based routing, and location-
based routing [78]. In flat-based routing, all nodes are typically assigned
equal roles or functionality. In hierarchical-based routing, nodes play dif-
ferent roles in the network. In location-based routing, sensor node positions
are used to route data in the network. Although many sensor network rout-
ing protocols have been proposed in the literature, few of them have been
designed with security as a goal. Lacking security services in the routing
protocols, WSNs are vulnerable to many kinds of attacks.

Most network layer attacks against sensor networks fall into one of the
categories described in Section 14.3.3, namely:

� Spoofed, altered, or replayed routing information
� Selective forwarding
� Sinkhole
� Sybil
� Wormholes
� Hello flood attacks
� Acknowledgment spoofing

These attacks may be applied to compromise the routing protocols in a
sensor network. For example, directed diffusion is a flat-based routing
algorithm for drawing information from a sensor network [79]. In directed
diffusion, sensors measure events and create gradients of information in
their respective neighboring nodes. The base station requests data by
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broadcasting interest which describes a task to be conducted by the net-
work. The interest is diffused through the network hop by hop, and broad-
casted by each node to its neighbors. As the interest is propagated through-
out the network, gradients are set up to draw data satisfying the query to-
ward the requesting node. Each sensor that receives the interest sets up a
gradient toward the sensor nodes from which it received the interest. This
process continues until gradients are set up from the sources back to the
base station. Interests initially specify a low rate of data flow, but once a
base station starts receiving events, it will reinforce one or more neighbor-
ing nodes to request higher data rate events. This process proceeds recur-
sively until it reaches the nodes generating events, causing them to generate
events at a higher data rate. Paths may also be negatively reinforced. Di-
rected diffusion is vulnerable to many kinds of attacks if authentication is
not included in the protocol [26]. For example, it is easy for an adversary
to add himself onto the path taken by a flow of events, as described in the
following:

� The adversary can influence the path by spoofing positive reinforce-
ments. After receiving and rebroadcasting an interest, an adversary
could strongly reinforce the nodes to which the interest was sent
while spoofing high rate, low latency events to the nodes from which
the interest was received.

� The adversary can replay the interests intercepted from a legitimate
base station and list himself as a base station. All events satisfying
the interest will then be sent to both the adversary and the legitimate
base station.

By using the attacks above, the adversary can add himself onto the path
and thus gain full control of the flow. The adversary can eavesdrop, mod-
ify, and selectively forward packets of his choosing. He can drop all for-
warded packets and act as a sinkhole. Further, a laptop-class adversary
can exert great influence on the topology by using a wormhole attack.
The adversary creates a tunnel between a node located near a base station
and a node located close to where events are likely to be generated. By
spoofing positive or negative reinforcements, the adversary can push data
flows away from the base station and toward the nodes selected by the
adversary.

Hierarchical and location-based routing protocols not incorporating
security services are also vulnerable to many attacks [26]. For example,
location-based routing protocols such as Geographic and Energy Aware
Routing (GEAR) [80] require location information to be exchanged between
neighbors. However, location information can be misrepresented. Regard-
less of the adversary’s actual location, he may advertise false position data
to place himself on the path of a known flow. Once on that path, the
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adversary can mount selective forwarding and Sybil attacks in the data
flows. Simulations in [81] found that such attacks have great influence on
the overall ratio of successfully delivered messages in the network.

Secure routing in ad hoc networks is similar to that in sensor networks
and has been well studied in literature [14]. However, the defense mecha-
nisms developed for ad hoc networks cannot be directly applied to sensor
networks because of the differences between sensor and ad hoc networks
discussed in Section 14.1.

Ideally, a secure routing protocol should guarantee the integrity, authen-
tication, and availability of messages in the presence of adversaries of arbi-
trary power. In the presence of only outsider adversaries, it is conceivable
to achieve these idealized goals. However, in the presence of compromised
nodes or insider adversaries, especially those with laptop-class capabilities,
it is most likely that some if not all of these goals are not fully attainable. In
this situation, the best we can hope for is graceful degradation instead of a
complete compromise of the network. To achieve the above goal requires
that a routing protocol degrades no faster than a rate approximately propor-
tional to the ratio of compromised nodes to total nodes in the network [26].

A secure routing protocol depends on an appropriate key management
scheme in a WSN, which has been discussed in Section 14.5. Before a
routing protocol starts, sensor nodes should have been loaded with proper
keys, e.g., the key for confidentiality, authentication, etc. One of the fun-
damental security services in sensor networks is broadcast authentication,
which enables the base station to broadcast authenticated data to the entire
sensor network. In this section, we first discuss the broadcast authentication
problem and then review several secure routing schemes.

14.6.1 Broadcast Authentication

Previous proposals for authenticated broadcast are impractical in WSNs for
the following reasons:

� Most proposals rely on public key cryptography for the authentica-
tion. However, public key cryptography is impractical for WSNs.

� Even one-time signature schemes that are based on symmetric key
cryptography have too much overhead.

μTESLA (the “micro” version of the Timed, Efficient, Streaming, Loss-tolerant
Authentication protocol) [10] and its extensions [82,83] have been proposed
to provide broadcast authentication for sensor networks.

μTESLA is an authenticated broadcast protocol which was proposed
by Perrig et al. for the SPINS protocol [8]. μTESLA introduces asymmetry
through a delayed disclosure of symmetric keys resulting in an efficient
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broadcast authentication scheme. μTESLA requires that the base station
and nodes be loosely time synchronized, and that each node knows an
upper bound on the maximum synchronization error.

To send an authenticated packet, the base station simply computes a
MAC on the packet with a key that is secret at that point in time. When
a node gets a packet, it can verify that the corresponding MAC key was
not yet disclosed by the base station. Because a receiving node is assured
that the MAC key is known only by the base station, the receiving node is
assured that no adversary could have altered the packet in transit. The node
stores the packet in a buffer. At the time of key disclosure, the base station
broadcasts the verification key to all receivers. When a node receives the
disclosed key, it can easily verify the correctness of the key. If the key is
correct, the node can now use it to authenticate the packet stored in its
buffer.

Each MAC key is a key from the key chain, generated by a public one-
way function F . To generate the one-way key chain, the sender chooses
the last key Kn from the chain, and repeatedly applies F to compute all
other keys: Ki = F (Ki+1).

Figure 14.3 shows an example of μTESLA. The receiver node is loosely
time synchronized and knows K0 in an authenticated way. Packets P1 and
P2 sent in interval 1 contain a MAC with key K1. Packet P3 has a MAC
using key K2. If P4, P5, and P6 are all lost, as well as the packet that
disclosed key K1, the receiver cannot authenticate P1, P2, and P3. In interval
4 the base station broadcasts key K2, which the nodes authenticate by
verifying K0 = F (F (K2)), and hence know also K1 = F (K2), so they can
authenticate packets P1, P2 with K1, and P3 with K2.

SPINS limits the broadcasting capability to only the base station. If a
node wants to broadcast authenticated data, the node has to broadcast the
data through the base station. The data is first sent to the base station in an
authenticated way. It is then broadcasted by the base station.

To bootstrap a new receiver, μTESLA depends on a point-to-point au-
thentication mechanism in which a receiver sends a request message to
the base station and the base station replies with a message containing all
the necessary parameters. Notice that μTESLA requires the base station to

F F FF

P1 P2 P3 P4 P5 P6 P7

K0 K1 K2 K3 K4 Time

Figure 14.3 Using a time-released key chain for source authentication. (From Y.
Wang, G. Attebury, and B. Ramamurthy, IEEE Communications Surveys and Tutorials,
Vol. 8, no. 2, pp. 2–23, 2006. With permission.)
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unicast initial parameters to individual sensor nodes, and thus incurs a long
delay to boot up a large scale sensor network. Liu and Ning proposed a
multi-level key chain scheme for broadcast authentication to overcome this
deficiency in [82,83].

The basic idea in [82,83] is to predetermine and broadcast the initial
parameters required by μTESLA instead of using unicast-based message
transmission. The simplest way is to pre-distribute the μTESLA parameters
with a master key during the initialization of the sensor nodes. As a result,
all sensor nodes have the key chain commitments and other necessary
parameters once they are initialized, and are ready to use μTESLA as long
as the starting time has passed. Furthermore, Liu and Ning introduced a
multi-level key chain scheme, in which the higher key chains are used to
authenticate the commitments of lower-level ones. However, the multi-level
key chain scheme suffers from possible DoS attacks during the commitment
distribution stage. Further, none of the μTESLA or multi-level key chain
schemes is scalable in terms of the number of senders. In [84], a practical
broadcast authentication protocol was proposed to support a potentially
large number of broadcast senders using μTESLA as a building block.

μTESLA provides broadcast authentication for base stations, but is not
suitable for local broadcast authentication. This is because μTESLA does not
provide immediate authentication. For every received packet, a node has
to wait for one μTESLA interval to receive the MAC key used in computing
the MAC for the packet. As a result, if μTESLA is used for local broadcast
authentication, a message traversing l hops will take at least l μTESLA in-
tervals to arrive at the destination. In addition, a sensor node has to buffer
all the unverified packets. Both the latency and the storage requirements
limit the scheme for authenticating infrequent messages broadcast by the
base station. Zhu et al. proposed a one-way key chain scheme for one-hop
broadcast authentication in LEAP [63]. In this scheme, every node generates
a one-way key chain of certain length and then transmits the commitment
(i.e., the first key) of the key chain to each neighbor, encrypted with their
pairwise shared key. Whenever a node has a message to send, it attaches
to the message to the next authenticated key in the key chain. The authen-
ticated keys are disclosed in reverse order to their generation. A receiving
neighbor can verify the message based on the commitment or an authen-
ticated key it received from the sending node more recently.

14.6.2 Secure Routing

The goal of a secure routing protocol is to ensure the integrity, authentica-
tion, and availability of messages. The proposed secure routing protocols
for WSNs in the literature were all based on symmetric key cryptography
except the work in [85], which was based on public key cryptography.
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SPINS is a suite of security protocols optimized for sensor networks
[8]. SPINS includes two building blocks: SNEP (Secure Network Encryption
Protocol) and μTESLA. SNEP provides data confidentiality, two-party data
authentication, and data freshness for peer-to-peer communication (node
to base station). μTESLA provides authenticated broadcast as discussed
before. We discuss SNEP in this sub-section.

SPINS assumes that each node is pre-distributed with a master key K
which is shared with the base station at creation time. All other keys, in-
cluding a key Kencr for encryption, a key Kmac for MAC generation, and a
key Krand for random number generation, are derived from the master key
using a strong one-way function. SPINS uses RC5 for confidentiality. If A
wants to send a message to base station B, the complete message that A
sends to B is

A → B : D〈Kencr C 〉, M AC (Kmac, C |D)〈Kencr C 〉

where D is the transmitted data and C is a shared counter between the
sender and the receiver for the block cipher in counter mode. The counter
C is incremented after each message is sent and received in both the sender
and the receiver side. SNEP also provides a counter exchange protocol to
synchronize the counter value in both sides.

SNEP offers the following properties: semantic security, data authentica-
tion, replay protection, weak freshness, and low communication overhead.
SPINS identifies two types of freshness: weak freshness and strong fresh-
ness. Weak freshness provides partial message ordering and carries no delay
information; strong freshness provides a total order on a request-response
pair and allows for delay estimation.

� Semantic security: The counter value is incremented after each mes-
sage and thus the same message is encrypted differently each time.

� Data authentication: A receiver can be assured that the message
originated from the claimed sender if the MAC verifies correctly.

� Replay protection: The counter value in the MAC prevents replaying
old messages.

� Weak freshness: The counter also maintains a message ordering in
the receiver side and yields weak freshness. SNEP provides weak
data freshness only because there is no absolute assurance to node
A that a message was created by node B in response to an event in
node A.

� Low communication overhead: The counter state is kept at each
endpoint and does not need to be sent in each message.

Directed diffusion routing protocol was proposed by Intanagonwiwat
et al. without considering security issues [79]. Pietro et al. proposed an
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extension of directed diffusion protocol which provides secure multicasting
in [62]. The extended scheme, Logical Key Hierarchy for WSNs (LKHW),
provides robustness in routing and security and supports both backward
and forward secrecy for sensor join and leave operations. However, it does
not provide data authentication.

Inspired by the work on public key cryptography [6,7,33,43], Du et al.
investigated the public key authentication problem [85]. The use of public
key cryptography eases many problems in secure routing, for example, au-
thentication and integrity. However, before a node A uses the public key
from another node B, A must verify that the public key is actually B’s, i.e.,
A must authenticate B’s public key; otherwise, man-in-the-middle attacks
are possible. In general networks, public key authentication involves a sig-
nature verification on a certificate signed by a trusted third party Certificate
Authority (CA) [86]. However, the signature verification operations are still
too expensive for sensor nodes, as depicted in Table 14.3 and Table 14.4.
Du et al. proposed an efficient alternative that uses only a one-way hash
function for the public key authentication. The proposed scheme can be
divided into two stages. In the pre-distribution stage, a Merkle tree R is
constructed with each leaf L i corresponding to a sensor node (more infor-
mation on Merkle trees is given in Section 14.7). Let pki represent node
i ’s public key, V be an internal tree node, and Vle f t and Vright be V ’s two
children. The value of an internal tree node is denoted by φ. The Merkle
tree can then be constructed as follows:

φ(L i) = h(idi , pki), f or i = 1, . . . , N

φ(V ) = h(φ(Vleft) ‖ φ(Vright))

where “‖” represents the concatenation of two strings and h is a one-
way hash function such as MD5 or SHA-1. Let R be the root of the tree.
Each sensor node v needs to store the root value φ(R) and the sibling
node values λ1, . . . , λH along the path from v to R . If node A wants to
authenticate B’s public key, B sends its public key pk along with the value
of λ1, . . . , λH to node A. Then, A can use the same procedure to reconstruct
the Merkle tree R ′ and calculate the root value φ(R ′). A will trust B to
be authentic if φ(R ′) = φ(R). A sensor node only needs H + 1 storage
units for the extra hash values. Based on this scheme, Du et al. further
extended the idea to reduce the height of the Merkle tree to improve the
communication overhead of the scheme. The proposed scheme is more
efficient than signature verification on certificates. However, the scheme
requires that some hash values be distributed in a pre-distribution stage.
This results in some scalability issues when new sensors are added to an
existing WSN.

The discussion above is summarized in Table 14.8.
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14.6.3 Open Research Issues

The development of secure routing protocols is challenging because sensor
nodes are prone to failures, and the topology of a sensor network changes
frequently due to node failures and possible mobility. Key open research
issues include the following:

� The proposed secure routing protocols for WSNs focus on static
sensor networks only, ignoring mobility. Secure routing protocols
for mobile sensor networks need to be investigated.

� Current broadcast authentication schemes such as μTESLA and its
extensions require the sensor network to be loosely time synchro-
nized. This requirement is often hard to meet and new techniques
that do not require time synchronization are desirable.

� New schemes with higher scalability and efficiency need to be devel-
oped for the authenticated broadcast protocols. The recent progress
on public key cryptography may facilitate the design of authenti-
cated broadcast protocols.

� Quality of service in WSNs needs to be evaluated with the addition
of secure routing services.

14.7 Secure Data Aggregation
Data communication constitutes an important share of the total energy con-
sumption of the sensor network. The simulation in [8] shows that data trans-
mission accounts for 71 percent of the energy cost of computation and
communication for the SNEP protocol. Thus, data aggregation can greatly
help conserve the scarce energy resources by eliminating redundant data.

Data aggregation (fusion) protocols aim at eliminating redundant data
transmitted across the network and are essential for energy-constrained
WSNs. Traditional data aggregation techniques include simple types of
queries such as SUM, COUNT, AVERAGE, and MIN/MAX. Some researchers
also extend data aggregation to median, the most frequent (consensus) data
values, a histogram of the data distribution, and range queries [87]. Data
aggregation can be divided into two stages: detection and data fusion.

In a WSN, there are usually certain nodes, called aggregators, help-
ing aggregate information requested by queries. When an aggregator node
is compromised, it is easy for the adversary to inject false data into sen-
sor networks. Thus, the aggregators are vulnerable to be attacked. An-
other possible attack is to compromise a sensor node and inject forged
data through it. Without authentication, the attackers can fool the aggrega-
tors into reporting false data to the base station. Secure data aggregation
requires authentication, confidentiality, and integrity. Moreover, secure data
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Figure 14.4 Secure data aggregation in WSNs: A taxonomy. (From Y. Wang, G. Atte-
bury, and B. Ramamurthy, IEEE Communications Surveys and Tutorials, Vol. 8, no. 2,
pp. 2–23, 2006. With permission.)

aggregation also requires the cooperation of sensor nodes to identify the
compromised sensors.

However, requirements for confidentiality and data aggregation are at
odds with each other. Confidentiality requires the data to be transmitted
in ciphertext, data aggregation is usually based on plaintext. A straight-
forward method is to invoke end-to-end encryption before evoking data
aggregation. However, the trade-off is that the end-to-end encryption and
decryption operations consume more energy, which is of great concern
in WSNs. An alternative way is to provide data aggregation on concealed
data, which requires a particular class of encryption transformation. How-
ever, this method usually lowers the security level.

Figure 14.4 shows a taxonomy of secure data aggregation protocols
in WSNs. According to the protocol operation, secure data aggregation can
be classified into two categories: plaintext-based and ciphertext-based. This
section reviews the techniques for secure data aggregation.

14.7.1 Plaintext-Based Secure Data Aggregation

Hu and Evans proposed a secure aggregation (SA) protocol for WSNs that
is resilient to both intruder devices and single device key compromises [9].
However, the protocol may be vulnerable if a parent and a child node in
the hierarchy are compromised.

Przydatek et al. proposed a secure information aggregation (SIA) frame-
work for sensor networks [10]. The framework consists of three node cate-
gories: a home server, base station(s), and sensor nodes. A base station is a
resources-enhanced node which is used as intermediary between the home
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server and the sensor nodes, and it is also the candidate to perform the ag-
gregation task. SIA assumes that each sensor has a unique identifier and
shares a separate secret cryptographic key with both the home server and
the aggregator. The keys enable message authentication and encryption if
data confidentiality is required. Moreover, it further assumes that the home
server and base station can use a mechanism, such as μTESLA, to broad-
cast authenticated messages. The proposed solution consists of three parts:
computation of the result, committing to the collected data, and reporting
the aggregation result while proving the correctness of the result.

In the first part, the aggregator collects the data from sensors and locally
computes the aggregation result. The aggregator can verify the authenticity
of each sensor reading.

In the second part, the aggregator commits to the collected data. The
commitment to the input data ensures that the aggregator uses the data
provided by the sensors, and that the statement to be verified by the home
server about the correctness of computed results is meaningful. One ef-
ficient way of committing to the data is a Merkle hash-tree construction.
In this construction, all the data collected from the sensors is placed at the
leaves of the tree. The aggregator then computes a binary hash tree starting
from the leaf nodes. Each internal node in the hash tree is computed as
the hash value of the concatenation of its two child nodes. The root of the
tree is called the commitment of the collected data. As the hash function
in use is collision resistant, once the aggregator commits to the collected
values, it cannot change any of the collected values. Figure 14.5 shows an
example of a Merkle hash tree.

In the third part, the aggregator and the home server engage in a pro-
tocol in which the aggregator communicates the aggregation result and the
commitment to the server while proving to the server that the reported
results are correct using interactive proof protocols. Moreover, the authors
also presented efficient protocols for secure computation of the median
and the average of the measurements, for the estimation of the network
size, and for finding the minimum and maximum sensor reading.

Deng et al. proposed a collection of mechanisms for securing in-network
processing (SINP) for WSNs [88]. Security mechanisms were proposed to
address the downstream requirement that sensor nodes authenticate com-
mands disseminated from parent aggregators and the upstream requirement
that aggregators authenticate data produced by sensors before aggregating
that data. In the downstream stage, two techniques are involved: one way
functions and μTESLA. The upstream stage requires that a pairwise key be
shared between an aggregator and its sensor nodes.

Çam et al. proposed an energy-efficient secure pattern-based data ag-
gregation (ESPDA) protocol for wireless sensor networks in [89,90]. ESPDA
is applicable for hierarchy-based sensor networks. In ESPDA, a clusterhead
first requests sensor nodes to send the corresponding pattern code for the
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Figure 14.5 Merkle hash tree used to commit to a set of values. The aggregator
constructs the Merkle hash tree over the sensor measurement m0, · · · , m7. To con-
struct the Merkle hash tree, the aggregator first hashes the measurements with a
cryptographic hash function, e.g., v3,0 = H(m0), assuming that the size of the hash
is smaller than the size of the data. Then, each internal value of the Merkle hash
tree is derived from its two child nodes: vi, j = H(vi+1,2 j ‖ vi+1,2 j+1). The Merkle
hash tree is a commitment to all the leaf nodes. Once the aggregator commits to the
collected values, it cannot change any of the collected data. A verifier can authen-
ticate any value by verifying that the leaf value is used to derive the root node given
the authentic root node v0,0. For example, to authenticate the measurement m5, the
aggregator sends m5 along with v3,4, v2,3, v1,0, and m5 is authentic if the following
equality holds: v0,0 = H(v1,0 ‖ H(H(v3,4 ‖ H(m5)) ‖ v2,3)). (From Y. Wang, G. Atte-
bury, and B. Ramamurthy, IEEE Communications Surveys and Tutorials, Vol. 8, no. 2,
pp. 2–23, 2006. With permission.)

sensed data. If multiple sensor nodes send the same pattern code to the
clusterhead, only one of them is permitted to send the data to the cluster-
head. ESPDA is secure because it does not require encrypted data to be
decrypted by clusterheads to perform data aggregation.

Further, Çam et al. introduced another secure differential data aggrega-
tion (SDDA) scheme based on pattern codes [91]. SDDA prevents redun-
dant data transmission from sensor nodes by implementing the following
schemes: (1) SDDA transmits differential data rather than raw data, (2)
SDDA performs data aggregation on pattern codes representing the main
characteristics of sensed data, and (3) SDDA employs a sleep protocol to
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coordinate the activation of sensing units in such a way that only one of
the sensor nodes capable of sensing the data is activated at a given time.
In the SDDA data transmission scheme, the raw data from sensor nodes is
compared to reference data with the difference data being transmitted. The
reference data is obtained by taking the average of previously transmitted
data.

Du et al. proposed a witness-based data aggregation (WDA) scheme for
WSNs to assure the validation of the data sent from data fusion nodes to
the base station [92]. To prove the validity of the fusion result, the fusion
node has to provide proofs from several witnesses. A witness is one who
also conducts data fusion like a data fusion node, but does not forward its
result to the base station. Instead, each witness computes the MAC of the
result and then provides it to the data fusion node, which must forward the
proofs to the base station.

Wagner studied secure data aggregation in sensor networks and pro-
posed a mathematical framework for formally evaluating their security [93].
In [11] and [94], the authors proposed two data fusion schemes for the fil-
tering of injected false data in sensor networks, which will be introduced
in Section 14.8.

14.7.2 Ciphertext-Based Secure Data Aggregation

Two ciphertext-based secure data aggregation schemes were proposed in
[95] and [96]. The works in [95] and [96] are based on a particular encryp-
tion transformation: a privacy homomorphism (PH). A privacy homomor-
phism is an encryption transformation that allows direct computation on
encrypted data. Let Q and R denote two rings, and let + denote addition
and × denote multiplication on both. Let K be the key space. We denote
an encryption transformation E : K × Q −→ R and the corresponding
decryption transformation D : K × R −→ Q. Given a, b ∈ Q and k ∈ K ,
we term

a + b = Dk(Ek(a) + Ek(b))

additively homomorphic and

a × b = Dk(Ek(a) × Ek(b))

multiplicatively homomorphic [12].
The proposed scheme, Concealed Data Aggregation (CDA), in [95] is

based on the PH proposed in [97]. Although the study in [98] has shown
that the proposed PH in [97] is unsecure against chosen plaintext attacks for
some parameter settings, the authors in [95] claimed that for the WSN data
aggregation scenario, the security level is still adequate and the proposed
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PH method in [97] can be employed for encryption. CDA can be used to
calculate SUM and AVERAGE in a hierarchical WSN. To calculate AVERAGE,
an aggregator needs to know the number of sensor nodes n.

Castelluccia et al. proposed a simple and provable secure additively ho-
momorphic stream cipher (HSC) that allows for the efficient aggregation of
encrypted data [96]. The new cipher uses modular addition and is therefore
very well suited for CPU-constrained devices such as those in WSNs. The
aggregation based on this cipher can be used to efficiently compute statis-
tical values such as the mean, variance, and standard deviation of sensed
data while achieving significant bandwidth gain.

14.7.3 Open Research Issues

Data aggregation is essential for WSNs, and security is absolutely necessary
to defend against compromised sensor nodes. Open research issues include
the following:

� Several secure data aggregation protocols have been proposed.
However, no comparisons have been conducted on these proto-
cols. Further evaluations and comparisons are desirable to learn the
performance of these protocols. The performance matrices might
include security, processing overhead, communication overhead,
energy consumption, and data compression rate.

� New data aggregation protocols need to be developed to address
higher scalability and higher reliability against aggregator and sensor
node cheating.

14.8 Intrusion Detection
The security mechanisms implemented in secure routing protocols and se-
cure data aggregation protocols are configured ahead of time to inhibit an
attacker from breaking the security of the network. These security mecha-
nisms alone cannot ensure perfect security of a WSN. Because sensor nodes
can be compromised, it is easy for an adversary to inject false data into a
WSN through the compromised nodes. Authentication and data encryption
are not enough for ensuring data security. Another approach to protect
WSNs involves mechanisms for detecting and reacting to intrusions.

An intrusion detection system (IDS) monitors a host or network for sus-
picious activity patterns outside normal and expected behavior [5]. It is
based on the assumption that there exists a noticeable difference in the
behavior of an intruder and legitimate user in the network such that an
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IDS can match those pre-programmed or possibly learned rules. Based on
the analysis model used for analyzing the audit data to detect intrusions,
intrusion detection systems in ad hoc networks are classified into rule-
based and anomaly-based systems. The rule-based intrusion detection sys-
tems are used to detect known patterns of intrusions (e.g., [99] and [100])
while anomaly-based systems are used to detect new or unknown intru-
sions (e.g., [101] and [102]). A rule-based IDS has a low false-alarm rate
when compared to an anomaly-based system, and an anomaly-based IDS
has a high intrusion detection rate in comparison to a rule-based system.

However, WSNs are generally application-specific and lack basic infor-
mation on topology, normal usage, expected communication patterns, etc.
It is impractical to pre-install some fixed patterns in sensors before they
are deployed. Moreover, due to constraints in sensors, to learn and detect
these parameters after deployment is both time and energy consuming.
Thus, existing intrusion detection schemes in ad hoc networks may not be
adapted to WSNs.

The research on intrusion detection in WSNs is still preliminary. Current
research focuses on how to detect and eliminate injected false information.
Note that compromised nodes can always inject false information into a
sensor network. Thus, cooperation among sensors, especially neighboring
nodes, is necessary to decide the validity of a report. In this section, we
discuss the intrusion detection techniques in WSNs.

14.8.1 Intrusion Detection in WSNs

Zhu et al. proposed an interleaved hop-by-hop authentication (IHOP)
scheme in [11]. IHOP guarantees that the base station will detect any in-
jected false data packets when no more than a certain number t of nodes
are compromised. The sensor network is organized in a cluster-based hiera-
rchy. Each clusterhead builds a route to the base station and each interme-
diate node has an upper associate node and a lower associate node that is
t + 1 hops away.

IHOP uses a number of shared keys:

� Every node shares a master secret key with the base station.
� Each node knows its one-hop neighbors and has established a pair-

wise key with each of them.
� A node can establish a pairwise key with another node that is mul-

tiple hops away if needed.

Further, IHOP also assumes that the base station has a mechanism to
authenticate broadcast messages, e.g., μTESLA.

A clusterhead collects information from its members and sends a report
to the base station only when at least t +1 sensors observe the same result.
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Meanwhile, a clusterhead also collects the MACs from detecting nodes.
Each detecting node sends two MACs to the clusterhead: a MAC using the
key shared with the base station, referred to as the individual MAC, and a
MAC using the key shared with its upper associate nodes, referred to as the
pairwise MAC. The clusterhead then compresses the t + 1 individual MACs
by XORing them to reduce the size of a report. However, the pairwise
MACs are not compressed for transmission. If they were, a node relaying
the message would not be able to extract the pairwise MACs of interest to it.
Thus, a legitimate report includes t + 1 pairwise MACs and a compressed
MAC for the base station. When an intermediate node receives a report,
it verifies the MAC of its lower associate node. If it fails, the report is
eliminated. Otherwise, it removes the MAC, generates a new MAC using its
upper associate node pairwise key, and appends it to the report.

IHOP ensures that the base station can detect false data packets when
no more than t nodes are compromised. However, the paper does not show
how to select the parameter t for a sensor network.

Ye et al. proposed a statistical en-route filtering (SEF) mechanism that
can detect and drop false data in [94]. SEF uses a similar key assignment
scheme as the basic random key scheme presented in [68]. There is a global
key pool and each sensor is pre-installed in a partition selected from the
pool. When a stimulus occurs in the fields, the sensors detecting this event
elect one of the nodes as the center-of-stimulus (CoS), a node which col-
lects and summarizes the detection results from all detecting nodes and
produces a synthesized report on behalf of the group. The CoS generates
the report and broadcasts it to all detecting nodes. If a detecting node agrees
with the report, it generates a MAC using a key in its partition and sends
the MAC to the CoS. The CoS reports the stimulus to the base station only
if it receives adequate MACs. A legitimate report carries multiple MACs and
a single compromised node cannot fake all MACs. When an en-route node
receives the report, it verifies the correctness of the MACs probabilistically
and drops those with invalid MACs immediately. Finally, if a report reaches
the base station, the base station checks all the MACs and filters out any
remaining false reports that escaped the en-route filtering. When a stimu-
lus appears, multiple nodes that detect it collaborate to process the signal
and elect the CoS based on the sensing signal strength. The node with
the strongest signal stands out as the CoS. To reduce the communication
overhead, SEF further uses a Bloom filter [103] to reduce MAC sizes. SEF
is designed to protect against injected false information and cannot defend
against selective forwarding attacks.

Deng et al. proposed an intrusion-tolerant routing in wireless sensor
networks (INSENS) in [104] and further evaluated its performance in [105].
INSENS is a proactive routing protocol. The sensors collect local topology
information and send this information back to the base station. The base
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station generates a forwarding table based on the collected information
and sends the routing table to the corresponding sensors. The base station
is the central control point for calculating the routing table which relieves
the computation load of individual sensors. Protecting against intrusions
focuses on three attacks: DoS-type attacks, routing attacks, and select for-
warding attacks. To protect against DoS-type attacks, only the base station
is allowed to broadcast to the entire network and individual sensors can
only send unicast messages. INSENS requires some broadcast authentica-
tion scheme such as μTESLA. Although a compromised node may still alter
a valid message and broadcast that message to its neighbors, the damage
is restricted to only nearby nodes and the downstream nodes. To pro-
tect against routing attacks which propagate erroneous control packets, a
symmetric key is chosen for confidentiality and authentication. Further, to
protect against select forwarding attacks, data is sent to base stations along
two separate paths which are calculated by the base stations in the route
discovery step. However, INSENS is built on a table-based routing protocol,
and as such depends on the base stations to collect all needed topology
information to calculate the forwarding table for each individual sensor.
Thus, INSENS is not scalable in large sensor networks.

Wang et al. proposed a scheme to detect whether a node is faulty or
malicious with the collaboration of neighbor nodes [106]. In the proposed
scheme, when a node suspects that one of its neighbors is faulty, it sends
out messages to request the opinions on the behavior of this suspected
node from other neighbors of the suspect. After collecting the results, the
node analyzes the results to diagnose whether the suspect has a fault. The
authors formalized the problem as how to construct a dominating tree to
cover all the neighbors of the suspect and further proposed two tree-based
propagation collection protocols to construct a dominating tree and collect
information via the tree structure.

14.8.2 Open Research Issues

Intrusion detection in WSNs is still largely open to research. Key research
issues include the following:

� Due to the constraints in WSNs, intrusion detection has many aspects
not of concern in other network types. The problem of intrusion
detection needs to be well defined in WSNs.

� The proposed IDS protocols in the literature focus on filtering in-
jected false information only [11,94,104]. These protocols need to
be improved to address scalability issues.
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14.9 Security in WSNs: Future Directions
WSNs are promising solutions for many applications, and security is often
a key concern. Although research efforts have been made on cryptogra-
phy, key management, secure routing, secure data aggregation, and intru-
sion detection in WSNs, there are still some challenges to be addressed.
First, the selection of the appropriate cryptographic methods depends on
the processing capability of sensor nodes, indicating that there is no uni-
fied solution for all sensor networks. Instead, the security mechanisms are
highly application-specific. Second, sensors are characterized by the con-
straints on energy, computation capability, memory, and communication
bandwidth. The design of security services in WSNs must satisfy these con-
straints. Third, most of the current protocols assume that the sensor nodes
and the base station are stationary. However, there may be situations, such
as battlefield environments, where the base station and possibly the sen-
sors need to be mobile. The mobility of sensor nodes has a great influence
on sensor network topology and thus raises many issues in secure routing
protocols. In particular, we identify some of the future directions in the
study of security issues in WSNs as follows:

� Exploit the availability of private key operations on sensor nodes:
Recent studies on public key cryptography show that public key
operations may be practical in sensor nodes. However, private key
operations are still too expensive to accomplish in a sensor node. As
public key cryptography can greatly ease the design of security in
WSNs, improving the efficiency of private key operations on sensor
nodes is highly desirable.

� Secure routing protocols for mobile sensor networks: Mobility of
sensor nodes has a great influence on sensor network topology and
thus on the routing protocols. Mobility can be at the base station,
sensor nodes, or both. Current protocols assume the sensor net-
work is stationary. New secure routing protocols for mobile sensor
networks need to be developed.

� Continuous stream security in WSNs: Current work on security in
sensor networks focuses on discrete events such as temperature and
humidity. Continuous stream events such as video and images are
not discussed. Video and image sensors for WSNs might not be
widely available now, but will likely be in the future. Substantial
differences in authentication and encryption exist between discrete
events and continuous events, indicating that there will be distinc-
tions between continuous stream security and the current protocols
in WSNs.

� QoS and security: Performance is generally degraded with the ad-
dition of security services in WSNs. Current studies on security in
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WSNs focus on individual topics such as key management, secure
routing, secure data aggregation, and intrusion detection. QoS and
security services need to be evaluated together in WSNs.

14.10 Summary
As WSNs grow in capability and are used more frequently, the need for
security in them becomes more apparent. However, the nature of nodes
in WSNs gives rise to constraints such as limited energy, processing capa-
bility, and storage capacity. These constraints make WSNs very different
from traditional ad hoc wireless networks. As such, special protocols and
techniques have been developed for use in WSNs.

While existing surveys in [12–15] discuss security in wireless networks,
none focus specifically on security in WSNs and the constraints unique to
them. In this chapter, we have surveyed the security issues in WSNs starting
with the attacks and countermeasures in each network layer followed by
the issues and solutions in cryptography, key management, secure routing,
secure data aggregation, and finally intrusion detection. Although the dis-
cussed security services certainly add more computation, communication,
and storage overhead in WSNs consuming more energy, they are highly
desirable and often required in real-world applications.
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Wireless sensor networks and corresponding applications greatly benefit
from the proliferation of energy-aware embedded systems. Various appli-
cation scenarios have successfully shown that the usage of sensor network
technology is applicable in different domains. At the same time, the need
for security solutions is rising. This includes mechanisms for secure man-
agement and control, e.g., routing and software management, as well as
for data communication. Similarly, the demand for higher availability in-
cluding the protection against attacks and misbehaving nodes emerged.
Security architectures have been proposed to address these requirements.
All these solutions are based on cryptographic algorithms and appropri-
ate key management and key distribution solutions. The objective of this
chapter is to provide an overview to state-of-the-art key management and
key distribution techniques. Additionally, a classification of key manage-
ment and key distribution solutions is provided, followed by an in-depth
study of selected key distribution approaches. The chapter also includes
an outlook to application scenarios and outlines the open issues for further
research on key management and key exchange.

15.1 Introduction
Wireless sensor networks (WSN) have become a major research domain
in the communications community [1]. Besides other issues that have been
studied so far [2], energy consumption and security were identified to be the
most challenging problem spaces. These properties are influenced by the
massively distributed operating principle based on self-organization mech-
anisms [3]. Similarly, the lifetime of sensor networks [4] depends strongly
on the operation mode, i.e., the used routing algorithms, the application
behavior, and, finally, the employed security methods.

A survey of security issues in ad hoc and sensor networks can be found
in [5]. Additional related work in the security area, focused on WSN, is
summarized in [6].

The primary requirements on a successful security architecture are avail-
ability, authentication, data confidentiality, integrity, and non-repudiation.
Most of these objectives can be addressed using cryptographic hash func-
tions and appropriate encryption schemes. In ad hoc and sensor networks,
many proposals were published concerning the use of security measures
for particular applications [5]. Security protocols such as SPINS [6] define
complex architectures to be used in a sensor network environment.

Most of these proposals defer the problem of key management — one
of the most sophisticated problems — to be solved elsewhere. Fortunately,
several approaches seem to be adequate in this domain as already studied
in ad hoc networks [7,8]. In this chapter, we discuss various key manage-
ment solutions for sensor networks and provide an overview to general key
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pre-distribution and proactive key exchange solutions. This survey also pro-
vides a classification of key management solutions for wireless sensor net-
works and an outline of open research issues including efficient public-key
encryption in sensor networks [9]. Further discussion on key management
solutions can be found in [10].

Besides security architectures and special solutions for routing or key
management, the aggregation of encrypted data in WSN was discussed [11]
as well as the integration of particular security layers for reliable and secured
communication [12]. Finally, secure overlays were proposed to address the
security concerns in WSN [13].

In summary, it can be said that many promising proposals can be found
in the literature that address the security objectives in sensor networks.
Nevertheless, most of these papers only outline the principles or use simu-
lation environments for verification. Experimentation on real sensor nodes
is necessary to analyze the behavior of proposed security architectures and
to contribute to the sensor network security domain.

All approaches for enabling security in WSN are very scenario depen-
dent. There are different requirements, for example, in an agriculture
scenario [14] compared to a habitat monitoring scenario [15]. Other require-
ments appear in the operation and control domain. Sensor nodes must be
reconfigured, calibrated, and reprogrammed [16]. Such operations are very
sensible for possible attacks. Finally, it must be mentioned that we ignore
the problem of key management. Several solutions have been proposed
that address this issue, e.g., [17].

The rest of this chapter is organized as follows. Section 15.2 outlines
the major security objectives in sensor networks. Then, Section 15.3 dis-
cusses application scenarios that strongly depend on security mechanisms,
and therefore profit from efficient and secure key management. This is fol-
lowed by an overview to key management solutions and mechanisms in
Section 15.4. Selected key management schemes are presented in detail in
Section 15.5. Research challenges and open issues in key management are
outlined in Section 15.6. Finally, Section 15.7 concludes the chapter.

15.2 Sensor Network Security Objectives
In this section, we summarize the security properties required by commu-
nication networks focusing on the specific capabilities of sensor networks.
The necessary security services in sensor networks are not altogether differ-
ent from those of other networks [5]. The goal of these services is to protect
information and resources from attacks and misbehavior. In the context of
sensor network security, the following requirements must be ensured for
an effective security architecture.
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� Data confidentiality: Ensures that the transmitted data cannot be un-
derstood by anyone other than the desired recipient. Concentrating
on sensor networks, it is commonly agreed that the level of neces-
sary confidentiality grows with the concentration or aggregation of
multiple sensor measures. Confidentiality is typically enabled by
applying either symmetric or asymmetric data encryption techniques.
Therefore, keys must be exchanged before a transmission can occur.

� Message authentication: Data or message authentication is of par-
amount importance for many applications in sensor networks. Tech-
nically, message authentication ensures the genuineness of received
messages. Also covered is data integrity (see below). Usually, cryp-
tographic hash functions using appropriate key material are used to
fulfill this objective. In summary, data authentication ensures that
received messages were sent by the expected source and not modi-
fied during the transmission.

� Data integrity: Ensures that the received data was not modified dur-
ing the transmission. In contrast to message authentication, there
is no key material involved in processes to ensure data integrity.
Similar cryptographic hash functions can be applied in this context.
Looking at the properties of sensor networks, data integrity alone is
not sufficient due to the inherent property of multi-hop sensor net-
works that any node can intercept messages, modify them (including
the computation of a new hash value), and transmit the modified
messages to the final destination.

A detailed analysis of security solutions for WSN is out of the scope of
this discussion. More information on this topic can be found in [5,6,18]. In
summary, it can be said that cryptographic hash functions and encryption
schemes can be employed to ensure the most prominent security objectives
in sensor networks. A prerequisite for this is the exchange of key material.
This step must occur before any sensor data can be exchanged.

15.3 Application Scenarios
The security objectives as outlined in the previous section must be con-
sidered in various application scenarios for wireless sensor networks. In
this section, we summarize selected applications that need to be secured
by means of network security solutions. Additionally, we discuss the need
for inherently integrating key management solutions into the security ap-
proaches to validate the efficiency and performance.

One of the first applications of network security mechanisms was secure
routing in ad hoc and sensor networks [18,19]. In most routing protocols,
routers exchange information on the topology of the network to establish
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routes between nodes. Such information could become a target for mali-
cious adversaries who intend to bring the network down. There are two
sources of threats to routing protocols. The first comes from external attack-
ers [20]. By injecting erroneous routing information, replaying old routing
information, or distorting routing information, an attacker could success-
fully partition a network or introduce excessive traffic load into the network
by causing retransmission and inefficient routing. The second and also the
more severe kind of threat comes from compromised nodes, which ad-
vertise incorrect routing information to other nodes. Detection of such in-
correct information is difficult: merely requiring routing information to be
signed by each node would not work, because compromised nodes are
able to generate valid signatures using their private keys. Several solutions
have been proposed [18,21] that all rely on an efficient key management, in-
cluding the detection of compromised or malicious nodes, and appropriate
revocation mechanisms are strongly demanded.

Similarly, the data dissemination and data forwarding needs to be
secured. Proposals such as SPINS [6] address this issue. Key management
techniques become even more critical if data must be aggregated, modified,
or pre-processed within the network [22,23]. This case was, for example,
discussed by Castelluccia and co-workers in their study on efficient aggre-
gation of encrypted data in wireless sensor networks [11]. In this case, every
node that receives a packet needs to share a key with the sender to pro-
cess the message. Key management can easily become unserviceable if too
many keys need to be stored in each device or if too many nodes become
involved in a single-hop message exchange. We discuss this issue later in
Section 15.5. Higher-layer solutions also rely on efficient key management
that is assumed to support end-to-end communication as well in a reliable
and secure fashion [12].

If software modules are distributed in a sensor network, it must be
verified that no attacker will be able to compromise a single node and
distribute modified, i.e., infected, software modules. Software management
solutions for sensor nodes were discussed in several proposals [16,24,25].
Key management solutions must provide the basis for secured incremental
network programming for wireless sensors [25].

Service discovery is a more generalized form of knowledge distribution.
If specific services should be announced and used in a dynamic way, it must
be ensured that the identity of the service provider is unambiguous and it
has not been compromised so far [26]. A case study for secure distributed
service directory for wireless sensor networks outlined the needs of key
management solutions [27]. In this context, a secure overlay for service-
centric sensor networks was proposed [13].

Looking at middleware applications such as service discovery, coordi-
nation issues must be considered. Some of the most interesting solutions in
the context of ad hoc and sensor networks address security issues, including
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key management objectives as well as particular challenges that emerge in
such massively distributed systems. For example, a distributed coordina-
tion framework for wireless sensor and actor networks was proposed [28]
as well as a cooperation technique for self-organizing mobile ad hoc net-
works [29].

15.4 Key Management in Sensor Networks

15.4.1 Overview to Key Management

The organization of key management techniques strongly depends on the
selected cryptographic scheme. As mentioned above, we only consider
cryptographic hash and encryption mechanisms. In this section, we focus
on symmetric schemes that rely on appropriate key exchange and key dis-
tribution instead of key verification. In Section 15.6, Open Research Chal-
lenges, we give an outlook to issues for key management and verification
for asymmetric operations.

Key management includes several functionalities. The most prominent,
and in several solutions the only one, is key distribution. Nevertheless, key
management is also responsible for issues such as key revocation and re-
keying. Additionally, it must ensure resiliency to sensor-node capture. All
these issues are outlined in Section 15.4.2. In this sub-section, we present
a general classification of key distribution and key exchange solutions.

In theory, key management can be addressed in three ways:

1. Key pre-distribution
2. Proactive key distribution
3. On-demand key exchange

To date, the only practical option for the distribution of keys to sensor
nodes in a large-scale sensor network would have to rely on key pre-
distribution [30]. Keys would have to be installed in sensor nodes to ac-
commodate secure connectivity between nodes. However, traditional key
pre-distribution offers two inadequate solutions: either a single mission key
or a set of separate n − 1 keys, each being pairwise privately shared with
another node, must be installed in every sensor node. These and more
recent solutions that rely on probabilistic schemes [31] or on deployment
information [32] are discussed in Section 15.4.3.

Proactive key distribution stands for key exchange after the deploy-
ment of the sensor network, but before any data communication occurs.
Proactive solutions usually rely on central base stations that provide the
necessary key material. On the other hand and to provide more reliabil-
ity, probabilistic solutions have been proposed that reduce the necessary
keys to a minimum, but still cover secure communication paths between all
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nodes [33]. Some of the proactive key distribution mechanisms also require
some pre-deployment actions such as the computation and selection of
key rings to be stored in all nodes [30]. Finally, tree-based key distribution
algorithms belong to this domain such as [10,34]. More detailed information
on proactive solutions is provided in Section 15.4.4.

Finally, on-demand key exchange mechanisms address the needs of
typical applications not to focus on previously exchanged key material,
but to set up security relations on demand [35]. Public key solutions can
be seen to be on-demand solutions as the verification step takes place
after the communication was initiated [36]. In general, there are only a
few approaches available that make use of public-key cryptography. The
primary reason is the strong resource limitations in sensor networks, e.g.,
the computational power or the available memory. Novel approaches that
counteract these limitations are still works in progress such as [9].

15.4.2 Key Management Issues

In this sub-section, we present the basic features of key management
solutions. All solutions for key management basically concentrate on key
distribution or key pre-distribution. Nevertheless, issues such as revocation
and re-keying must be considered as well.

� Key distribution: Key distribution is the basis of all key management
schemes [30]. It can be solved either by key pre-distribution prior
to deployment or proactive in a sensor network prior to any data
communication. Key distribution is the main topic of this chapter
and is outlined in the following sub-sections.

� Revocation: When a sensor node is compromised, it is essential to
be able to revoke keys associated with this sensor node. This may
involve a complete new key distribution in case of a single mission
key. Usually, only the according key rings need to be discarded and
re-built. Revocation procedures rely on an agreement that defines
which keys need to be discarded. In most schemes, a controller
node coordinates such a process. If there is no central controller
available, election algorithms are used to select a node that performs
the necessary tasks.

� Re-keying: The lifetime of (particular) keys can be limited using
expiration times. Although such mechanisms are rarely used in sen-
sor networks, the expiration of keys and the necessary re-keying
is a fundamental function in key management solutions. Basically,
re-keying is equivalent to a self-revocation of a key by a node. It
involves all nodes that share the specific key. Re-keying schemes
were categorized into two classes: stateful and stateless [17].
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� Resiliency to sensor-node capture: The unattended operation of sen-
sor nodes in hostile areas raises the possibility of sensor-node cap-
ture. Although node capture is a general threat that affects all security
mechanisms, key management solutions must be aware of such sit-
uations and provide adequate mechanisms to counteract such cap-
tures. Basically, similar mechanisms as for general key revocation
can be used in this case.

15.4.3 Key Pre-Distribution

Traditional Internet-based key exchange and key distribution protocols re-
quire an infrastructure providing trusted third parties. Such approaches are
not feasible for large-scale sensor networks because the network topol-
ogy is not known prior to deployment, the communication range is very
limited, and the networks are dynamic in terms of sleep cycles or even
node failures. Therefore, most key management approaches are based on
key pre-distribution. Keys would have to be installed in sensor nodes to
accommodate secure connectivity between nodes. Figure 15.1 depicts well-
known key pre-distribution schemes. The intention of key pre-distribution
is to make key material available during or before the deployment to min-
imize subsequent cryptographic overhead for key generation. In the fol-
lowing sub-section, the schemes are explained and discussed.

� Single mission key: This approach deals with a pre-installed key on
all sensor nodes. Usually, this key cannot be changed, and lasts for
the whole lifetime of the network. Depending on the scenario, a
single mission key might be a feasible approach considering a small
network that needs to perform an application with a limited run-
time. In any other case, such a solution is inadequate because the
capture of any single node may compromise the complete network.
Additionally, attacks can be initiated to recover the key using eaves-
dropped packets. Because all nodes use the same key, an attacker

Key pre-distribution

Single mission

key
n-1 keys

Random pre-

distribution

Deployment

knowledge

Figure 15.1 Overview of key pre-distribution techniques.
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will be able to collect enough data for such an attack in quite a short
time. The selective revocation is not possible in this scenario.

� Set of n−1 keys: In contrast to the single mission key approach, the
pairwise private sharing of keys between every two sensor nodes
avoids the compromising of the entire sensor network upon node
capture because selective key revocation becomes possible. How-
ever, this solution requires pre-distribution and storage of n−1 keys
in each sensor node and n(n − 1)/2 per sensor network. It was
shown in [30] that this approach is impractical for sensor networks
consisting of more than 10,000 nodes, for both intrinsic and tech-
nological reasons. First, pairwise private key sharing between any
two sensor nodes would be unusable because direct node-to-node
communication is achievable only in small node neighborhoods de-
limited by communication range and sensor density. Second, incre-
mental addition and deletion as well as re-keying of sensor nodes
would become both expensive and complex as they would require
multiple keying messages to be broadcast networkwide to all nodes
during their non-sleep periods (i.e., one broadcast message for every
added/deleted node or re-key operation). Third, a dedicated RAM
memory for storing n − 1 keys would push the on-chip, sensor-
memory limits for the foreseeable future, even if only short, 64-bit
keys are used and would complicate fast key erasure upon detec-
tion of physical sensor tampering. More scalable approaches in this
context were proposed in [30,37].

� Random pre-distribution: The overhead due to the storage require-
ments for n(n − 1)/2 keys can, for example, be reduced using ran-
domized techniques. Instead of storing the whole key ring for all
n × n communication relationships, only samples of the complete
key ring are stored in each sensor node. To simplify the deployment
of the sensor network as well as to allow the adding of nodes at any
time without the necessity of key exchange procedures, probabilistic
methods can be used to choose part of the key ring for each sensor.
Such scenarios were investigated by several groups [30,31,38]. The
complexity of such approaches does not lie in the key management,
but in the identification of paths through the network that represent
trusted chains. In such a chain, two neighboring nodes must share
identical keys out of their key ring samples. So the problem of key
distribution can be reduced to the problem of path finding or rout-
ing. Specific solutions using random subset assignment and grid
assignment techniques were studied in [39].

� Pre-distribution using deployment knowledge: Finally, another ap-
proach can be used to reduce the storage requirements known from
the set of n − 1 key solutions, the use of state information. Such
solutions exploit the deployment knowledge, i.e., the state of the



P1: Binod

July 28, 2008 13:6 AU8250 AU8250˙C015

502 � Security in Wireless Mesh Networks

sensors, to avoid unnecessary key assignments and to reduce the
number of required keys that each sensor node should carry. At
the same time, it is possible to support higher connectivity and bet-
ter resilience against node failures. In this context, state informa-
tion means the classification of sensor node states into active and
sleep [32,40]. Using this information, the efficiency of pure proba-
bilistic schemes can be noticeably improved.

15.4.4 Proactive Key Distribution

In contrast to key pre-deployment strategies, proactive key distribution
schemes are based on dynamic key generation or key exchange algorithms,
respectively. Most of these approaches need to be initialized by a key pre-
deployment mechanism as described above. Afterward, keys can be gen-
erated and replaced dynamically. It must be mentioned that the dynamics
in proactive solutions are limited. Compared to on-demand algorithms that
can create new keys just in time with a forthcoming communication [35],
proactive mechanisms need to be executed prior to any data communi-
cation, i.e., before the key material might be needed. Figure 15.2 depicts
an overview of typical proactive key distribution methodologies. In the
following, possible solutions for such schemes are discussed.

� Base station approach: Bootstrapping any further secured communi-
cation can be initiated by selected base stations. Considering typical
sensor network architectures, base stations are used to provide con-
nectivity between the sensor network and a fixed communication
infrastructure. Therefore, compromising the base station could ren-
der the entire sensor network useless. Thus, the base stations are a

Probabilistic 

key sharing 

Base station 

approach 

Balanced Unbalanced 

Tree-based 

Proactive key

exchange

Figure 15.2 Proactive key management techniques.
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necessary part of the trusted computing base [6]. A trust setup mim-
ics this, and so all sensor nodes intimately trust the base station: at
creation time, each node is given a master key, which is shared with
the base station. All other keys are derived from this key.

� Probabilistic key sharing: Another solution space is again based on
probabilistic schemes. Initially, trust is created by the use of subsets
of key rings. The subsets can be either balanced, i.e., each node is re-
quired to store the same amount of keys [30]. This procedure results
in a homogeneous distribution of both, keys and subsequent pro-
cessing requirements, due to key management actions. Depending
on the topology of the sensor network and the communication re-
lationships, e.g., arbitrary communication vs. base station solutions,
this approach can lead to unfair exhaustion of resources of single
sensor nodes. Additionally, heterogeneity of sensor nodes cannot be
exploited, e.g., if the network consists of small nodes with very lim-
ited resources and larger ones that are able to store huge amounts
of keys. Unbalanced approaches have been discussed that promise
to solve this problem [33].

� Tree-based key management: In many sensor network scenarios,
either the communication can be compared to a tree with a single
base station or gateway at the root [9] or the deployment follows a
hierarchical structure [10]. In both cases, the key management can
be adapted to the tree structure to reduce the number of keys that
need to be pre-distributed or proactively computed.

15.5 Selected Key Management Schemes
In this section, we provide more details on selected key management
schemes. Again, we follow the classification presented in the previous
section. Many proposed solutions are constructed on top of each other.
Therefore, we try to follow the chronological order as well. The first three
methods, i.e., balanced random pre-distribution, unbalanced random pre-
distribution, and state-based pre-distribution, can directly be compared in
terms of p(λ), the probability that two sensors share at least one key after
the pre-distribution phase. This parameter is outlined in each sub-section.
Afterward, tree-based key distribution is discussed.

15.5.1 Balanced Random Pre-Distribution in Homogeneous
Networks

Eschenauer and Gligor presented a scheme for key management in dis-
tributed sensor networks using probabilistic key sharing and a simple pro-
tocol for shared-key discovery and path-key establishment, and for key
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revocation, re-keying, and incremental addition of nodes [30]. Here, we
discuss the three phases key pre-distribution, shared-key discovery, and
path-key establishment.

The key pre-distribution phase consists of five offline steps:

1. Generation of a large pool of P keys (e.g., 217–220 keys) and of
their key identifiers

2. Random drawing of k keys out of P without replacement to estab-
lish a key ring of a sensor

3. Loading the key ring into the memory of each sensor node
4. Saving key identifiers of a key ring and associated sensor identifier

on a trusted controller node
5. For each node, loading the ith controller node with the key shared

with that node

This procedure ensures that only a small number of keys need to be placed
on each sensor node’s key ring to ensure that any two sensor nodes share
at least a key with a chosen probability.

The shared-key discovery phase takes place during the sensor network
initialization. where every node discovers its neighbors in the wireless com-
munication range with which it shares keys. The simplest way to discover
neighboring nodes that share a key with a specific node is to broadcast, in
cleartext, the list of identifiers of the keys on the local key ring. Therefore,
this phase establishes the topology of the sensor network as seen by the
network layer. A link between any two neighboring nodes exists if they
share a key. The other way around, if a link exists between two nodes,
all communication between these nodes can be secured using appropriate
cryptographic algorithms.

The path-key establishment phase finally assigns a path-key to selected
pairs of nodes that do not share a key, but are connected by two or more
links at the end of the shared-key discovery phase.

Using random graph theory, Eschenauer and Gligor have shown that,
given a pool of P keys and randomly choosing k keys for the key ring, the
probability p of sharing a key between any two nodes in a neighborhood
can be calculated as follows:

p = 1 − Pr [two nodes do not share any key]

= 1 − ((P − k)!)2

(P − 2k)!P !
(15.1)

In [30], the following numerical example was depicted. Let us assume a
sensor network consisting of n = 10,000 nodes and a desired probability
of Pc = 0.99999 for obtaining an “almost certainly” connected network, and
a wireless communication range that allows the neighborhood connectivity
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of 40 nodes. Then k = 250 out of P = 100,000 keys must be stored in each
node. If the connectivity increases to 60, only 200 keys are needed.

15.5.2 Unbalanced Random Pre-Distribution
in Heterogeneous Networks

Traynor and co-workers demonstrated that a probabilistic unbalanced dis-
tribution of keys throughout the network that leverages the existence of a
small percentage of more capable sensor nodes can not only provide an
equal level of security, but also reduce the consequences of node com-
promise. They demonstrated the effectiveness of this approach on small
networks using a variety of trust models and then demonstrated the appli-
cation of this method to very large systems [33].

As shown in the previous sub-section, random key pre-deployment in
sensor networks has assumed very large random-graph arrangement such
that all neighbors within the transmission radius of a given node are reach-
able. Communication between adjacent nodes is therefore limited only by
key matching. This model is not always realistic for a number of reasons.
In the unbalanced case, the network now consists of a mix of nodes with
different capabilities and missions. The sensing or Level 1 (L1) nodes are
assumed to be very limited in terms of memory and processing capabil-
ity, and perform the task of data collection. Level 2 (L2) nodes have more
memory and processing ability. These nodes are equipped with additional
keys, and take on the role of routers and gateways between networks.

Again, the connectivity must be analyzed. In the following, n is the
number of L1 nodes in a neighborhood, and g is the number of L2 nodes
in a neighborhood, where applicable. The scheme for the unbalanced dis-
tribution of keys throughout a wireless sensor network builds upon the
previously described balanced approach of Eschenauer and Gligor. Given
the same generated key pool of size P , we store a key ring of size k keys
in each sensor (L1) node, and a key ring of size m keys in each L2 node,
where m � k. Then, the probability of an L2 and L1 having at least one
key in common can be calculated as follows:

p = 1 − Pr [two nodes do not share any key]

= 1 − (P − k)!(P − m)!

(P − m − k)!P !
(15.2)

Traynor and co-workers demonstrated that their unbalanced approach has
similar security capabilities as the balanced case. In a simulation, they have
proven that a key ring of 328 keys (considering 40 neighboring nodes) is
comparable to 5 L2-nodes with 711 keys and 35 L1-nodes with 30 keys,
respectively. Therefore, they achieved a noticeable reduction of the load of
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typical sensor nodes by exploiting heterogeneous sensor network environ-
ments. Additionally, the unbalanced scheme not only reduces the number
of transmissions necessary to establish session-keys, but also reduces the
effects of both single and multiple node captures. Lastly, the unbalanced
scheme allows for even the most memory constrained platforms, from sen-
sor nodes to RFID tags, to hold enough keys to establish secure connections
for communication.

15.5.3 State-Based Key Pre-Distribution Supporting
Busy–Sleep Cycles

Location information can be facilitated as deployment knowledge for im-
provement of the previously discussed key pre-distribution schemes. If two
sensor nodes are closely located to each other, they have very low prob-
ability to be in active-state at the same time. Therefore, unnecessary key
assignments can be eliminated because keys shared only between such
closely located nodes may be hardly used. In [32,40], Park and co-workers
propose a random key pre-distribution scheme that exploits new deploy-
ment knowledge, the state of the sensors, to avoid unnecessary key as-
signments and to reduce the number of required keys that each sensor
node must carry while supporting higher connectivity and better resilience
against node captures.

In Figure 15.3, an example is shown for key assignments in a sensor net-
work. si and kj (with i = 1, 2, ... and j = 1, 2, ...) denote the sensor nodes
and their pre-distributed keys, respectively. Let Ti denote the time-interval
when sensor si is supposed to be in active-state with high probability. Two
sensors, s1 and s2, are deployed closely, so they may share more keys as

s1(k1, k2, k3, k4)

s2

s1

s2 (k1, k3, k5, k6)

Active node

Passive node

T1 T2

Figure 15.3 Typical key assignments in sensor networks monitored at timeT1 andT2 .
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proposed in [32]. Suppose that s1 and s2 have key set {k1, k2, k3, k4} and
{k1, k3, k5, k6}, respectively. During T1, s1 and s2 are in active-state and
sleep-state, respectively. Then, as time goes by, s1 and s2 transit their states
to sleep and active, respectively. If s1 and s2 are in active-state at the same
time with very low probability, the shared key only between them, {k1, k3},
may be hardly used. Therefore, the key assignments of these keys to s1 and
s2 are unnecessary.

Park and co-workers used this idea to develop a state-based key man-
agement scheme [40]. They assumed that sensor nodes are implemented
to be in active-state at specific time-intervals with high probability and in
other time-intervals the probability is relatively low. Then, sensor nodes
can be grouped by the time-intervals when they have high probabilities to
be in active-state. For instance, if sensor s1 has high probability to be in
active-state at time-interval T1, it may be grouped within the first group.
Using these assumptions, the active-state group (ASG) can be defined as
the group of sensor nodes with high probability to be in active-state at
the same time interval. The calculation of the active-probability is depicted
in [40].

For key distribution, Park et al. use two key pools:

1. Global key pool (GlP): A GlP S is a pool of random symmetric keys,
from which a group key pool is generated. The cardinality of S is
equal to |S|.

2. Group key pool (GrP): A GrP Si is a subset of GlP S for ith group,
from which a key ring is generated. The cardinality of Si is equal
to |SG |.

These pools are used for the key pre-distribution phase. Assuming L groups
defined during the modeling of the ASG, the key server generates a large
GlP S and divides it into L GrPs Si for each ASG Gi . The purpose of setting
up the GrP is to allow the time-neighbor ASGs to share more keys. After
completing the GrP setup, for each sensor node j in ASG Gi , a randomly
selected key ring R j,i from its corresponding GrP Si is loaded into the
memory of the sensors. For the assignment, an overlapping factor a is used
that determines a certain number of common keys between two nearby
time-interval groups. Because keys selected from the other groups are all
distinct, the sum of all the number of keys should be equal to |S|. Therefore,
|SG | can be calculated as follows:

|SG | = |S|
L − aL + a

(15.3)

The probability that two sensors share at least one common key can be
expressed as 1 − Pr [two nodes do not share any key]. Because the size of
GrP is |SG |, the number of keys shared between two GrPs is λ|SG |, where
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is λ is 1, a, or 0. According to the value of λ, we should consider three
cases for finding the required probability: two sensors come from same
group (λ = 1), the neighbor two groups (λ = a), and the different groups
which are not neighbors of each other (λ = 0). The same overlapping key
pool method used in [32] can be adopted. The first node selects i keys
from the λ|SG | shared keys; it then selects the remaining R − i keys from
the non-shared keys. The second node selects R keys from the remaining
|SG |− i keys from its GrP. Therefore, p(λ), the probability that two sensors
share at least one key when their GrPs have λ|SG | keys in common, can
be calculated as:

p (λ) = 1 − Pr [two nodes do not share any key]

= 1 −

min(R ,λ|SG |)∑

i=0

(
λ|SG |

i

) (
(1 − λ)|SG |

R − i

) ( |SG | − i
R

)

( |SG |
R

)2 (15.4)

A detailed performance analysis of this approach is presented in [40]. In
many scenarios, this scheme offers a better performance compared to the
approaches from Eschenauer and Gligor [30] and Du et al. [32].

15.5.4 Tree-Based Key Distribution

Chen and Drissi contributed to the proactive key management by arranging
the sensor nodes in a hierarchical form [10]. They express the communi-
cation in a sensor network in a well-structured way and provide several
application examples that support and confirm this approach. Given such
a hierarchical design of a sensor network as depicted in Figure 15.4, two
forms of communication are necessary: between neighboring nodes at the
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Figure 15.4 Hierarchical or tree-based organization of sensors and the according
keys.
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same level n (and the same group) and between sensors and their direct
leaders in the next higher level n + 1.

Appropriate keys must be distributed according to the communication
paths in the network. Chen et al. propose the following scheme in which all
nodes (except leaves and the root) are given four types of keys, namely, the
group key (only one), the uplevel pairwise key (only one), the downlevel
group key (only one), and the downlevel pairwise key (can be many).
These keys and their usage are described in the following. Hereby, we
follow the notation as used in Figure 15.4.

� Group key: The group key must be known by each group member to
communication in the direct neighborhood, i.e., in the local group.
Examples are nodes A and B, C and D, and F and G, respectively.
A and B belong to the same group. Therefore, they must share the
key KG{A, B} for secure communication. This group key must also
be known by the direct group leader, i.e., node F in our example.
This knowledge is used for key management and command issues
instead of data communication.

� Downlevel group key: The downlevel group key is the same key as
the group key described above. This key is only used for command
purposes, e.g., key management issues for sensor node addition,
replacement, and deletion.

� Uplevel pairwise key: Communication between disjunctive groups
must occur via the network-inherent hierarchy, e.g., communication
between A and C must use node F as a gateway. Therefore, each
sensor node must share a private key with its uplevel group leader.
Examples are pairwise keys K {A, F } between nodes A and F and
K {F , H} between F and H.

� Downlevel pairwise key: This key was is the same as the uplevel
pairwise key, but seen from the different angle.

As already mentioned, the communication paths follow the hierarchy as do
the key sharings. If node A wants to send a message to D, the following
transmissions will occur: A→F using K {A, F }, F→G using KG{F , G}, and
G→D using K {D, G}.

Considering the performance of this approach, we examine the amount
of keys necessary for communication and key management in such a hier-
archical design. As described in [10], a network of n sensor nodes with a
depth of the tree of d (assuming a complete tree) results in logd n sensor
nodes per group. Each leaf sensor only needs to store two keys; the root
sensor needs to store approximately logd n + 1 keys. All the other nodes
need to store about logd n+3 keys. Therefore, the key storage requirement
is O(logd n).
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A similar tree-based approach for secure key distribution is described by
Bla et al. [34]. In this work, the primary objective is on securely integrating
new nodes in an existing tree. Additionally, the hierarchical structure is not
based on a pre-defined setup, but on the real communication paths that
can be observed in the network.

15.6 Open Research Challenges
The typical hardware and software constraints make it impractical to use the
majority of the current secure algorithms, which were designed for powerful
workstations. For example, the working memory of a sensor node is insuffi-
cient even to hold the variables (of sufficient length to ensure security) that
are required in asymmetric cryptographic algorithms (e.g., RSA and Diffie–
Hellman), let alone perform operations with them [6]. A particular challenge
is broadcasting authenticated data to the entire sensor network. Current
proposals for authenticated broadcast are impractical for sensor networks.
First, most proposals rely on asymmetric digital signatures for the authen-
tication, which are impractical for multiple reasons (e.g., long signatures
with high communication overhead of 50 to 1000 bytes per packet, very
high overhead to create and verify the signature). The main problem of any
public key-based security system is to make each user’s public key available
to others in such a way that its authenticity is verifiable. In mobile ad hoc
networks, this problem becomes even more difficult to solve because of
the absence of centralized services and possible network partitions. More
precisely, two users willing to authenticate each other are likely to have
access only to a subset of nodes of the network (possibly those in their ge-
ographic neighborhood). Self-organized public key management is a first
approach to address the security requirements in a scalable way [36]. On the
other hand, cryptographic primitives are the fundamental building blocks
of every secure protocol and the knowledge of algorithm usability is cru-
cial for the design of new protocols for sensor networks. More acceptable
encryption schemes using elliptic curve cryptography are proposed in [9].

Broadcast authentication is another problem. Even previously proposed
purely symmetric solutions for broadcast authentication are impractical:
Gennaro and Rohatgi’s initial work required over 1 KB of authentication in-
formation per packet [41], and Rohatgi’s improved k-time signature scheme
requires over 300 bytes per packet [42]. Perrig et al. implemented the neces-
sary primitives [6]. The available computational resources are usually very
limited and often not concerned security solutions. A typical performance
evaluation must employ adequately calibrated simulation models [43]. In
this reference, measurements of typical sensor nodes are depicted that show
that even symmetrical cryptography has practical limitations in real sensor
networks.
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A common characteristic of sensor networks is their severely limited
energy supply. Ultimately, the available energy determines that, for exam-
ple, base stations differ from nodes in having longer-lived energy supplies
and having additional communications connections to outside networks.
To minimize the energy usage, a security sub-system should place mini-
mal requirements on the processor, and add minimal information to each
message transmitted. On the other hand, the limited lifespan of each node
limits the lifetime of usable keys. Given the severe hardware and energy
constraints, we must be careful in the choice of cryptographic primitives
and the security protocols in the sensor networks.

Key agreement is necessary based on scalable and efficient solutions.
In [44], three approaches to the problem of user-friendly key agreement
(and mutual authentication) in settings where the users do not share any
authenticated information in advance were proposed. The first approach
belongs to the family of solutions requiring the users to compare strings of
words, whereas the other two approaches are based on radio channel spe-
cific techniques, namely, distance-bounding and integrity-codes (I-codes).
Scalable key management with inherent self-configuration will allow the
deployment of even larger networks [45].

Last but not least, group key management including group re-keying
mechanisms for sensor networks are needed. Most existing group re-keying
schemes are not suitable for sensor networks because they have large
overhead and are not scalable. This problem was addressed by a family
of pre-distribution and local collaboration-based group re-keying (PCGR)
schemes [17]. These schemes are designed based on the ideas that future
group keys can be preloaded to the sensor nodes before deployment, and
neighbors can collaborate to protect and appropriately use the preloaded
keys.

In summary, the following research aspects and challenges for key man-
agement solutions can be formulated:

� Energy-aware key management
� Public key management (key infrastructure)
� Feasible public key cryptography
� Key agreement mechanisms
� Group key management

15.7 Conclusion
Security issues in wireless sensor networks have been studied by various
groups to fulfill the raising demands of applications in this domain. In these
works, special requirements on security solutions have been identified that
are correlated to the specific characteristics of sensor networks (strongly
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limited resources in terms of processing and storage capacity, communi-
cation bandwidth, and energy). Based on the results, many proposals for
security in WSNs are available that focus on routing, data aggregation, and
cooperation issues. All of them rely on appropriate key management solu-
tions that must be made available for sensor network installations.

In this chapter, we presented an overview to key management and key
distribution approaches for application in wireless sensor networks. We
started with a first categorization of key management solutions in the area
of WSN. Basically all proposals are based on efficient key pre-distribution
or proactive key exchange supporting symmetric cryptographic techniques.
The different classes can be distinguished by the presumed knowledge
about network topology and routing mechanisms.

Based on this classification, we described selected examples in detail
to demonstrate the basic principles of the available solutions. We added a
brief discussion on the performance to each of these mechanism.

Besides a few academic proposals and testbeds, asymmetric solutions
cannot be found in sensor networks. There are two reasons for this ob-
servation: first, asymmetric cryptographic operations cannot be efficiently
used in small embedded systems and, second, to date there is no public
key infrastructure available for use in wireless sensor networks.

Finally, we also provided a section outlining open issues and chal-
lenges in the domain of security in WSN focusing on key management.
This roundup is intended to motivate further research work in this domain.
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