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Preface

Lasers are effective material-processing tools that offer distinct advantages, including
choice of wavelength and pulse width to match the target material properties as well as
one-step direct and locally confined structural modification. Understanding the evolution
of the energy coupling with the target and the induced phase-change transformations is
critical for improving the quality of micromachining and microprocessing. As current
technology is pushed to ever smaller dimensions, lasers become a truly enabling solu-
tion, reducing thermomechanical damage and facilitating heterogeneous integration of
components into functional devices. This is especially important in cases where con-
ventional thermo-chemo-mechanical treatment processes are ineffective. Component
microfabrication with basic dimensions in the few-microns range via laser irradiation
has been implemented successfully in the industrial environment. Beyond this, there
is an increasing need to advance the science and technology of laser processing to the
nanoscale regime.

The book focuses on examining the transport mechanisms involved in the laser–
material interactions in the context of microfabrication. The material was developed in
the graduate course on Laser Processing and Diagnostics I introduced and taught in
Berkeley over the years. The text aims at providing scientists, engineers, and graduate
students with a comprehensive review of progress and the state of the art in the field by
linking fundamental phenomena with modern applications.

Samuel S. Mao of the Lawrence Berkeley National Laboratory and the Mechani-
cal Engineering Department of UC Berkeley contributed major parts of Chapters 5,
6, and 9. I wish to acknowledge the contributions of all my former and current stu-
dents throughout this text. Hee K. Park’s, David J. Hwang’s, and Seung-Hwang Ko’s
input extended beyond their graduate studies to post-doctoral stints in my laboratory.
I am grateful to Gerald A. Domoto of Xerox Co. for introducing me to an interest-
ing laser topic that evolved into my doctoral thesis at Columbia University. Dimos
Poulikakos of the ETH Zürich talked me into starting this book project when I was
on sabbatical in Zurich in 2000. His contributions in collaborative work form a key
part of the text. I thank Professor Jean M. J. Fréchet of the UC Berkeley College of
Chemistry for his contributions as well as Costas Fotakis of the IESL FORTH, Greece,
and Dieter Bäuerle of Johannes Kepler University, Austria, for their support and input.
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I am indebted to the NSF, DOE, and DARPA for funding work this book benefited from.
The expert help of Ms. Ja Young Kim in preparing the artwork was key in completing
this book.

Costas P. Grigoropoulos
Berkeley, California, USA



1 Fundamentals of laser
energy absorption

1.1 Classical electromagnetic-theory concepts

1.1.1 Electric and magnetic properties of materials

Electric and magnetic fields can exert forces directly on atoms or molecules, resulting
in changes in the distribution of charges. Thus, an electric field �E induces an electric
dipole moment or polarization vector �P , while the magnetic induction field �B drives
a magnetic dipole moment or magnetization vector �M . It is convenient to define the
electric displacement vector �D and the magnetic field �H such that

�D = ε0 �E + �P , (1.1)

�H = 1

µ0

�B − �M, (1.2)

where ε0 and µ0 are the electric permittivity and magnetic permeability, respectively,
in vacuum. For isotropic electric materials the vectors �D, �E, and �P are collinear, while
correspondingly for isotropic magnetic materials the vectors �H , �B, and �M are collinear.

Introducing the electric susceptibility χ , the polarization vector is written as

�P = χε0 �E, (1.3)

and, therefore,

�D = ε0(1 + χ ) �E = εrε0 �E = ε �E, (1.4)

where ε is the electric permittivity of the material and εr = ε/ε0 the relative permittivity.
Analogous expressions are used to describe the magnetic properties of materials:

�B = µ �H = µrµ0 �H, (1.5)

where µ is the material’s magnetic permeability and µr the relative magnetic per-
meability. In a medium where the charge density ρ moves with velocity �v, the free
current-density vector �J is defined as

�J = ρ�v. (1.6)
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The magnitude of this current, | �J |, represents the net amount of positive charge crossing
a unit area normal to the instantaneous direction of �v per unit time. The current-density
vector is related to the electric field vector via the electric conductivity, σ,

�J = σ �E, (1.7)

which is the continuum form of Ohm’s law. In isotropic materials, σ is a scalar quantity,
but for crystalline or anisotropic solids σ is a second-order tensor.

1.1.2 Maxwell’s equations

The system of Maxwell’s equations constitutes the basis for the theory of electromag-
netic fields and waves as well as their interactions with materials. For macroscopically
homogeneous (uniform) materials, for which ε and µ are constants independent of
position, the following relations hold:

(I)

∇ × �E = −µ∂
�H

∂t
, (1.8)

(II)

∇ × �H = �J + ∂ �D
∂t

, (1.9)

(III)

∇ · �D = ρ, (1.10)

(IV)

∇ · �B = 0, (1.11)

where �D, �B, and �J are related to �E and �H through the constitutive Equations (1.4),
(1.5), and (1.7). In vacuum where there is no current or electric charge, the Maxwell
equations have a simple traveling plane wave solution with the electric and magnetic
field orthogonal to one another, and to the direction of propagation.

1.1.2 Boundary conditions

Consider an interface i, separating two media (1) and (2) of different permittivities
ε1, ε2 and permeabilities µ1, µ2 (Figure 1.1). According to Born and Wolf (1999) the
sharp and distinct interface is replaced by an infinitesimally thin transition layer. Within
this layer ε and µ are assumed to vary continuously. Let �n12 be the local normal at the
interface pointing into the medium (2). An elementary cylinder of volume �V and surface
area �A is taken within the thin transition layer. The cylinder faces and peripheral wall
are normal and parallel to vector �n12, respectively. Since �B and its derivatives may be
assumed continuous over this elementary control volume, the Gauss divergence theorem
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elementary
rectangle

1

2

C

interface

δA

elementary surface

1

2

n12
i

i
S

Figure 1.1. Schematics of an elementary volume of height �n and an elementary rectangular
contour of width �s across the distinct interface separating media 1 and 2.

is applied to Equation (1.11):∫ ∫
�V

∫
∇ · �B dV =

∫
�S

∫
�B · d�S = 0. (1.12)

The second integral is taken over the surface of the cylinder. In the limit, as the height
of the cylinder �h → 0, contributions from the peripheral wall vanish and this integral
yields

( �B1 · �n1 + �B2 · �n2)�A = 0, (1.13)

where �n1 = −�n12 and �n2 = �n12. Consequently,

�n12 · ( �B2 − �B1) = 0. (1.14)

The electric displacement vector �D is treated in a similar manner by applying the Gauss
theorem to Equation (1.10):∫ ∫

�V

∫
∇ · �D dV =

∫
�S

∫
�D · d�S =

∫ ∫
�V

∫
ρ dV. (1.15)

In the limit,

lim�h→0

∫ ∫
�V

∫
ρ dV =

∫
�A

∫
σs dA. (1.16)

The above relation defines the surface charge density σs. Owing to the vanishing contri-
bution over the peripheral wall as �h → 0, Equation (1.16) gives

�n12 · ( �D2 − �D1) = σs. (1.17)

These boundary conditions (1.14) and (1.17) can be expressed as

B2n = B1n, (1.18a)

D2n −D1n = σs, (1.18b)
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where B2n = �B2 · �n, B1n = �B1 · �n, D2n = �D2 · �n, and D1n = �D1 · �n. In other words, the
normal components of the magnetic induction vector �B are always continuous and the
difference between the normal components of the electric displacement �D is equal in
magnitude to the surface charge density σs.

To examine the behavior of the tangential electric and magnetic field components,
a rectangular contour C with two long sides parallel to the surface of discontinuity is
considered. Stokes’ theorem is applied to Equation (1.8):∫

�S

∫
∇ × �E · d�S =

∫
�S

∫
∇ × �E · �s dS =

∫
C

�E · d�l = −µ
∫
�S

∫
∂ �H
∂t

· �s dS. (1.19)

In the limit as the width of the rectangle �h → 0, the last surface integral vanishes and
the contour integral of �E is reduced to

�E1 · �t1 + �E2 · �t2 = 0. (1.20)

Considering the unit tangent vector �t along the interface, �t1 = −�t = −�s × �n12, �t2 = �t =
�s × �n12, Equation (1.20) gives

�n× ( �E2 − �E1) = 0. (1.21)

If a similar procedure is applied to Equation (1.9), then

�n× ( �H2 − �H1) = �K, (1.22)

where �K is the surface current density.
The boundary conditions (1.21) and (1.22) are written in the following form:

E2t = E1t, (1.23a)

H2t −H1t = Kt. (1.23b)

The subscript t implies the tangential component of the field vector. Thus, the tangential
component of the electric field vector �E is always continuous at the boundary surface
and the difference between the tangential components of the magnetic vector �H is
equal to the line current density K, and in radiation problems where σs = 0, K = 0.
Consequently, the normal components of �D and �B and the tangential components of �E
and �H are continuous across interfaces separating media of different permittivities and
permeabilities.

1.1.3 Energy density and energy flux

Light carries energy in the form of electromagnetic radiation. For a single charge qe, the
rate of work done by an external electric field �E is qe�v · �E, where �v is the velocity of
the charge. If there exists a continuous distribution of charge and current, the total rate
of work per unit volume is �J · �E, since �J = ρ�v. Utilizing (1.9),

�J · �E = �E · (∇ × �H ) − �E · ∂
�D

∂t
. (1.24)
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The following identity is invoked:

∇ · ( �E × �H ) = �H · (∇ × �E) − �E · (∇ × �H ), (1.25)

and applied to (1.24):

�J · �E = −∇ · ( �E × �H ) − �H · ∂
�B

∂t
− �E · ∂

�D
∂t

. (1.26)

The above equation is cast as follows:

∂U

∂t
+ ∇ · �S = − �J · �E, (1.27a)

where

U = 1

2
( �E · �D + �B · �H ), (1.27b)

�S = �E × �H. (1.27c)

The scalar U represents the energy density of the electromagnetic field and in the SI
system has units of [J/m3]. The vector �S is called the Poynting vector and has units
[W/m2]. It is consistent to view | �S| as the power per unit area transported by the
electromagnetic field in the direction of �S. Hence, the quantity ∇ · �S quantifies the net
electromagnetic power flowing out of a unit control volume. Equation (1.27a) states the
Poynting vector theorem.

1.1.4 Wave equations

Recalling the vector identity ∇ × (∇ ×) = ∇ · (∇ ·) − ∇2, Equation (1.8) yields

∇ × ∇ × �E = ∇ · (∇ · �E) − ∇2 �E = −µ∇ × ∂ �H
∂t

. (1.28)

Invoking (1.9), the right-hand side of the above is

−µ∇ × ∂ �H
∂t

= −µ∂
�J

∂t
− µε

∂2 �E
∂t2

,

and (1.28) gives

∇2 �E − ∇
(
ρ

ε

)
= µ

(
∂ �J
∂t

+ ε
∂2 �E
∂t2

)
,

or

∇2 �E − ∇
(
ρ

ε

)
= µσ

∂ �E
∂t

+ µε
∂2 �E
∂t2

. (1.29a)

Similarly, it can be shown that

∇2 �H = µσ
∂ �H
∂t

+ µε
∂2 �H
∂t2

. (1.29b)
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For propagation in vacuum, ρ = 0, σ = 0, µ = µ0, and ε = ε0, and Equations (1.29a)
and (1.29b) give

∇2 �E = µ0ε0
∂2 �E
∂t2

, (1.30a)

∇2 �H = µ0 ε0
∂2 �H
∂t2

. (1.30b)

The above are wave equations indicating a speed of wave propagation c0 = 1/
√
µ0ε0,

i.e. the speed of light in vacuum. For propagation in a perfect dielectric, ρ = 0, σ = 0,
and the following apply

∇2 �E = µε
∂2 �E
∂t2

, (1.31a)

∇2 �H = µε
∂2 �H
∂t2

. (1.31b)

The propagation speed in this case is c = 1/
√
µε. The index of refraction then is

defined:

n = c0

c
=

√
µε

µ0ε0
. (1.32)

Since, at optical frequencies, µ0
∼= µ, the refractive index is approximated as

n ∼=
√

ε

ε0
. (1.33)

Equations (1.30) and (1.31) can be satisfied by monochromatic plane-wave solutions
with a constant amplitude A and of the general form

ψ = Aei(ωt−�r·�s), (1.34)

where �r and �s are the position vector and the wavevector, respectively.
The angular frequency ω and the magnitude of the wavevector �s are related by

|�s| = ω
√
µε. (1.35)

According to (1.34), the field has the same values at locations �r and times t that satisfy

ωt − �r · �s = const. (1.36)

The above prescribes a plane normal to the wavevector �s at any time instant t (Figure
1.2). The plane is called a surface of constant phase, often referred to as a wavefront.

The plane-wave electromagnetic fields are expressed by

�E = �u1E0ei(ωt−�r·�s), (1.37a)
�H = �u2H0ei(ωt−�r·�s), (1.37b)

where �u1 and �u2 are constant unit vectors and E0 and H0 are the constant-in-space
complex amplitudes.
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y
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z

wavefront
s

r

Figure 1.2. A schematic diagram depicting a plane wave propagating normal to the direction �s.

s

u2

u1

H

E

Figure 1.3. A schematic diagram depicting the instantaneous vectors �E and �H that form a
right-hand triad with the unit vector �s along the propagation direction.

In a homogeneous, charge-free medium, ∇ · �E = ∇ · �H = 0. Hence,

�u1 · �s = �u2 · �s = 0, (1.38)

meaning that �E and �H are both perpendicular to the direction of propagation (Figure
1.3). For this reason, electromagnetic waves in dielectrics are said to be transverse.

The curl Maxwell equations impose further restrictions on the field vectors. By apply-
ing (1.38) in (1.8), it can be shown that

�u2 = �s × �u1

|�s| . (1.39)

The triad (�u1, �u2, �s) therefore forms a set of orthogonal vectors, and �E and �H are in
phase with amplitudes in constant ratio, provided that ε and µ are both real (Figure 1.4).
The plane wave described is a transverse wave propagating in the direction �s with a
time-averaged flux of energy

�S = |E0|2
2ωµ

�u3 =
�E∗ · �E
2ωµ

�u3, (1.40)
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H

E

H

s

E

u2

u3

u1

Figure 1.4. In a medium of real refractive index, the electric and magnetic fields are always in
phase.

where �E∗ is the conjugate of the complex electric field vector. The time-averaged energy
density

U = 1

2
ε|E0|2 = 1

2
ε �E · �E∗. (1.41)

1.1.5 Electromagnetic theory of absorptive materials

The optical properties of perfect dielectric media are completely characterized by the
real refractive index. In such media, it is assumed that electromagnetic radiation interacts
with the constituent atoms with no energy absorption. In contrast, especially for metals,
very little light penetrates to a depth beyond 1 �m at visible wavelengths. Consider
then media with nonzero electric conductivity that absorb energy but do not redirect a
collimated light beam. Let �E and �H be the real parts of periodic variations:

�E(x, y, z, t) = Re[ �Ec(x, y, z)eiωt ], (1.42a)
�H (x, y, z, t) = Re[ �H c(x, y, z)eiωt ]. (1.42b)

The superscript c indicates a complex quantity. Utilizing Maxwell’s equations (1.8)–
(1.11),

∇ × �Ec = −iωµ �H c, (1.43a)

∇ × �H c = (σ + iωε) �Ec, (1.43b)

∇ · �Ec = 0, (1.43c)

∇ · �H c = 0. (1.43d)

Taking the curl of (1.43a) and combining this with (1.43b) gives

∇ × ∇ × �Ec = −iωµ(σ + iωε) �Ec. (1.44)

Utilizing the identity ∇ × ∇ × �Ec = ∇ · (∇ · �Ec) − ∇2 �Ec combined with (1.43c),

∇ × ∇ × �Ec = −∇2 �Ec. (1.45)
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Combining the above with (1.43a) and (1.43b) gives

∇2 �Ec = iωµ(σ + iωε) �Ec, (1.46)

or

∇2 �Ec = −ω2µ

(
ε − i

σ

ω

)
�Ec, (1.47)

which is written as

∇2 �Ec + (kc)2 �Ec = 0. (1.48)

The complex wavenumber kc satisfies

(kc)2 = ω2µ

(
ε − i

σ

�

)
= ω2µεc.

The quantity

εc = ε − i
σ

ω

is the complex dielectric constant.
A complex velocity vc and a complex refractive index nc can then be defined:

vc = 1√
µεc

, (1.49)

nc = c0

vc
=

√
µεc

µ0ε0
. (1.50)

Let nc = n− ik, where n is the real part of the complex refractive index and k the
imaginary part, the so-called attenuation index:

(nc)2 = n2 − k2 − 2ink = µc2
0

(
ε − i

σ

ω

)
. (1.51)

Equating the real and the imaginary parts, and solving for n2 and k2, gives

n2 = c2
0

2



√
µ2ε2 +

(
µσ

2πν

)2

+ µε


, (1.52a)

n2 = c2
0

2



√
µ2ε2 +

(
µσ

2πν

)2

− µε


. (1.52b)

Equation (1.48) implies wave propagation. The simplest solution is that of a plane,
time-harmonic wave:

�Ec(�r, t) = �Ec
0e−i[kc(�r·�s)−ωt], (1.53)

where �s is a unit vector along the direction of propagation. Since

kc = ωnc

c0
= ω(n− ik)

c0
,
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the above can be written as

�Ec = �Ec
0e− ω

c0
k(�r·�s)eiω[− n

c0
(�r·�s)+t]

. (1.54)

The real part of this expression represents the electric vector:

�E = �E0e− ω
c0
k(�r·�s) cos

{
ω

[
− n

c0
(�r · �s) + t

]}
. (1.55)

A similar expression can be developed for the magnetic field vector. The energy flux per
unit area is given by the Poynting vector, �S = �E × �H , which is then

�S = Re
( �Ec

0eiωt
) × Re

( �H c
0 eiωt

)
, (1.56)

and then

�S = 1

4

[( �Ec
0eiωt + �Ec∗

0 e−iωt)] × [( �H c
0 eiωt + �H c∗

0 e−iωt)],
�S = 1

4

[ �Ec
0 × �H c

0 e2iωt + �Ec∗
0 × �H c∗

0 e−2iωt + �Ec∗
0 × �H c

0 + �Ec
0 × �H c∗

0

]
. (1.57)

Consider a time interval [−T ′, T ′] large compared with the fundamental wave period,
T = 2π/ω, which is O(10−15 s):

1

2T ′

∫ T ′

−T ′
e2iωt dt = 1

4iωT ′ [e
2iωt ]T

′
−T ′ = 1

4i
2π

T
T ′

2 cos(ωT ′) = T

2π iT ′ cos(ωT ′).

(1.58)

Evidently, if the EM energy flux given in (1.57) is averaged over [−T ′, T ′] with T ′ �
T, the first two periodic terms will contribute very little. Hence, the averaged energy is

�Sav = 1

2
Re

( �Ec
0 × �H c∗

0

) = �s 1

2

Re(nc)

µc0

∣∣ �Ec
0

∣∣2. (1.59)

The above expressions indicate that the energy flux carried by a wave propagating in
an absorbing medium is proportional to the squared modulus of its complex amplitude
and to the real part of the complex refractive index of the medium. The modulus of the
Poynting vector, i.e. the monochromatic radiative intensity, I ′

λ, is

I ′
λ = | �Sav| = I ′

λ,0e− 2ω
c0
k(�r·�s) = I ′

λ,0e−γ (�r·�s), (1.60)

where γ is the absorption coefficient of the medium:

γ = 2ωk

c0
= 4πk

λ0
. (1.61)

In the above, λ0 is the wavelength in vacuum. As shown in Figure 1.5, the energy flux
drops to 1/e of I ′

λ,0 after traveling a distance d, the so-called absorption penetration
depth:

d = 1

γ
= λ0

4πk
. (1.62)
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)(rIλ′

n − ik

Figure 1.5. A schematic diagram depicting the exponential decay of a monochromatic beam in a
medium of complex refractive index n – ik.

1.1.7 Refraction and reflection at a surface

Perfect dielectric media
Consider a plane light wave of electric field �E+

0 incident at the plane interface of
two perfect dielectric media, characterized by the real refractive indices n0 and n1

(Figure 1.6). The electric field is decomposed to the two polarized components E+
0p and

E+
0s, where p and s indicate polarizations parallel and normal to the plane of incidence

(xOz). The superscripts + and – indicate forward and backward wave propagation. Let
θ+ and θt be the angles of incidence and refraction. The phase factors associated with
the incident and refracted waves are of the form

exp

{
iω

[
t − n0

c0
(�r · �s+)

]}
(incident),

exp

{
iω

[
t − n0

c0
(�r · �s−)

]}
(reflected),

exp

{
iω

[
t − n1

c0
(�r · �st)

]}
(transmitted).

At the boundary separating the two media (z = 0), the phase-factor arguments have
to match. Consequently,

t − n0

c0
(�r · �s+) = t − n0

c0
(�r · �s−) = t − n1

c0
(�r · �st). (1.63)
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Figure 1.6. A plane wave is incident on the flat interface (z = 0) separating two semi-infinite
media of refractive indices n0 and n1. The electric field vector is decomposed to the parallel (p)
and normal (s) polarizations.

At �r = (x, y, 0),

n0(xs+
x + ys+

y ) = n0(xs−
x + ys−

y ) = n1(xsx,t + ysy,t). (1.64)

Since the above has to hold for all (x, y),

n0s
+
x = n0s

−
x = n1sx,t, (1.65)

n0s
+
y = n0s

−
y = n1sy,t. (1.66)

On the other hand,

s+
x = sin θ+, s+

y = 0, s+
z = cos θ+ ≥ 0, (1.67a)

s−
x = sin θ−, s−

y = 0, s−
z = cos θ− ≤ 0, (1.67b)

sx,t = sin θt, sy,t = 0, sz,t = cos θt ≥ 0. (1.67c)

Equation (1.65) therefore gives

n0 sin θ+ = n0 sin θ− = n1 sin θt. (1.68)

Since sin θ+ = sin θ− and cos θ+ = −cos θ−, it is inferred that

θ+ = θ = π − θ−. (1.69)

Equation (1.68) and the statement that the directional vector �s− of the reflected wave
lies on the plane of incidence (xOy), as expressed by (1.67b), constitute the law of
reflection. By considering Equations (1.66) and (1.67c), we find that

n0 sin θ+ = n1 sin θt. (1.70)
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The above equation, combined with the fact that the directional vector �st of the
refracted wave lies on the plane of incidence as deduced from (1.67c), expresses Snell’s
law of reflection. The tangential components of the electric and magnetic vectors have
also to be continuous across the interface:

E0x = (E+
0p + E−

0p) cos θ = E1x = E+
1p cos θt,

E0y = E+
0s + E−

0s = E1y = E+
1s,

H0x = n0(−E+
0s + E−

0s) cos θ = H1x = −n1E
+
1s cos θt,

H0y = n0(E+
0p − E−

0p) = H1y = n1E
+
1p.

From the above, the Fresnel coefficients for reflection, rF,1, and transmission, tr1, are
derived for the p and s polarizations:

E−
0p

E+
0p

= n0 cos θt − n1 cos θ

n0 cos θt + n1 cos θ
= rF,1p, (1.71a)

E+
1p

E+
0p

= 2n0 cos θ

n0 cos θt + n1 cos θ
= tr1p, (1.71b)

E−
0s

E+
0s

= n0 cos θ − n1 cos θt

n0 cos θ + n1 cos θt
= rF,1s, (1.71c)

E+
1s

E+
0s

= 2n0 cos θ

n0 cos θ + n1 cos θt
= tr1s. (1.71d)

The monochromatic, directional reflectivities for the two polarizations are

ρ ′
λ,p = (E−

0p)2

(E+
0p)2

= r2
F,1p, (1.72a)

ρ ′
λ,s = (E−

0s)
2

(E+
0s)

2
= r2

F,1s, (1.72b)

and the respective transmissivities are

τ ′
λ,p = n1(E+

1p)2

n0(E+
0p)2

= n1

n0
tr2

1p, (1.73a)

τ ′
λ,s = n1(E+

1s)
2

n0(E+
0s)

2
= n1

n0
tr2

1s. (1.73b)

For normal incidence on an isotropic medium the reflectivity and transmissivity become

ρ ′
λ,p = ρ ′

λ,s =
(
n0 − n1

n0 + n1

)2

, (1.74a)

τ ′
λ,p = τ ′

λ,s = 4n0n1

(n0 + n1)2
. (1.74b)
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Figure 1.7. The angular dependence of the surface reflectivity for a bulk dielectric sample having
refractive index n1 = 1.45 for radiation incident through a medium of refractive index
n0 = 1. The curve labeled “reflp” is for parallel polarization and the curve marked “refls” is for
normal polarization. The Brewster angle is indicated by “θB.”

For θ > 0, Equations (1.73), combined with (1.72) and Snell’s law of refraction, are
used to obtain the reflectivities and transmissivities. Equations (1.72) can be simplified:

rF,1p = tan(θ − θt)

tan(θ + θt)
, (1.75a)

tr1p = 2 sin θt cos θ

sin(θ + θt)cos(θ − θt)
, (1.75b)

rF,1s = − sin(θ − θt)

sin(θ + θt)
, (1.75c)

tr1s = 2 sin θt cos θ

sin(θ + θt)
. (1.75d)

The denominators are finite, except in the case of p-polarization, when tan(θ + θt) → ∞,
for θ + θt = π/2. In this case,

sin θt = sin

(
π

2
− θ

)
⇒ n0

n1
sin θ = cos θ ⇒ tan θ = n1

n0
.

At this angle, the polarizing or Brewster angle is ρ ′
λ,p = 0. Figure 1.7 gives an example

of the angular reflectivity variation for a perfectly dielectric (transparent) bulk material
for the parallel and normal polarizations. It is noted that for unpolarized light, the
reflectivity is

ρ ′
λ(θ ) = 1

2
(ρ ′

λ,p(θ ) + ρ ′
λ,s(θ )). (1.76)

Reflection at the surface of an absorbing medium
The equations for light propagation in a transparent medium can be modified for the
case of an absorbing medium, by replacing the real refractive index by its complex
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Figure 1.8. The angular dependence of the surface reflectivity for a bulk absorbing sample having
refractive index nc

1 = 0.7 − 2i for radiation incident through a medium of refractive index n0 =
1. The curve labeled “reflp” is for parallel polarization and the curve marked “refls” is for normal
polarization.

counterpart:

n1 → nc
1 = n1 − ik1.

In this case the angle of refraction is complex, and is identified by the generalized version
of Snell’s law of refraction:

sin θ c
t = n0 sin θ

n1 − ik1
. (1.77)

The complex Fresnel coefficients for normal incidence are

rF,1p = rF,1s = n0 − n1 + ik1

n0 + n1 + ik1
. (1.78)

The normal incidence surface reflectivity is

ρ ′
λ,p = ρ ′

λ,s = (rF,1)2 = (n0 − n1)2 + k2
1

(n0 + n1)2 + k2
1

. (1.79)

Figure 1.8 gives an example of the angular reflectivity variation for an absorbing
medium. For parallel polarization, the reflectivity exhibits a minimum at the so-called
“pseudo-Brewster” angle, although it does not vanish there.

Consider light impinging on the surface of an absorbing medium at an oblique angle
of incidence. The complex electric field in the medium (1) is

�Ec
1(�r, t) = �Ec

t,0e−i[kc
1(�r·�st)−ωt], (1.80)

where kc
1 = ω(n1 − ik1)/c0.
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The complex unit vector of propagation in medium (1) is defined by

st,x = sin θ c
t = sin θ

n1 − ik1
= sin θ (n1 + ik1)

n2
1 + k2

1

, (1.81a)

st,y = 0, (1.81b)

st,z = cos θ c
t =

√
1 − sin2θ c

t =
√

1 −
[

sin θ (n1 + ik1)

n2
1 + k2

1

]2

=
√√√√1 −

(
n2

1 − k2
1

)
sin2θ(

n2
1 + k2

1

)2 − i
2n1k1 sin2θ(
n2

1 + k2
1

)2 . (1.81c)

According to Born and Wolf (1999), it is convenient to set

st,z = qeiδ, (1.82)

where q and δ are real. By taking the squares and equating the real and imaginary parts
of (1.80c) and (1.81), it can be shown that

q2 cos(2δ) = 1 −
(
n2

1 − k2
1

)
sin2θ(

n2
1 + k2

1

)2 , (1.83a)

q2 sin(2δ) = −2n1k1 sin2θ(
n2

1 + k2
1

)2 . (1.83b)

The phase factor is then given by

kc
1(�r · �st) = ω

c0
(n1 − ik1)(xst,x + zst,z)

= ω

c0
(n1 − ik1)

[
x sin θ (n1 + ik1)

n2
1 + k2

1

+ z(q cos δ + iq sin δ)

]

= ω

c0
[x sin θ + zq(n1 cos δ + k1 sin δ) + izq(n1 sin δ − k1 cos δ)]. (1.84)

On examining (1.80) and (1.84), it is evident that the surfaces of constant amplitude
are given by

z = const, (1.85)

i.e. they are planes parallel to the surface z = 0. On the other hand, the surfaces of
constant phase are given by

x sin θ + zq(n1 cos δ + k1 sin δ) = const. (1.86)
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Figure 1.9. In an absorbing medium the planes of constant phase and constant amplitude coincide
only in the case of normal incidence.

These are planes whose normal vectors are at an angle θ ′
t with respect to the outward

normal to the boundary:

cos θ ′
t = q(n1 cos δ + k1 sin δ)√

sin2 θ + q2(n1 cos δ + k1 sin δ)2
, (1.87a)

sin θ ′
t = sin θ√

sin2 θ + q2(n1 cos δ + k1 sin δ)2
. (1.87b)

Since the planes of constant amplitude and constant phase do not coincide, as is the case in
lossless media, light propagation in absorbing materials takes the form of inhomogeneous
waves (Figure 1.9).

1.1.8 Laser light absorption in multilayer structures

A laser beam is incident on a multilayer stack of films, z0 ≥ . . . ≥ zj−1 ≥ z ≥
zj ≥ . . . zN , which is stratified in the z-direction, as shown in Figure 1.10. The laser-
beam propagation axis is on the x–y plane. A wave of unit strength, and wavelength,
λ0, is considered incident on the stratified structure at the angle θ0. The case of arbi-
trary polarization can be treated as a superposition of TE (transverse electric) and TM
(transverse magnetic) polarized waves. For TE-polarized light

Ey = U (z)exp

[
i

(
2π

λ0
n0 sin θ0 y − ωt

)]
, (1.88a)

Hy = V (z)exp

[
i

(
2π

λ0
n0 sin θ0 y − ωt

)]
, (1.88b)

Hz = W (z)exp

[
i

(
2π

λ0
n0 sin θ0 y − ωt

)]
. (1.88c)
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Figure 1.10. A schematic diagram of a laser beam incident on a multilayer structure.

Using Maxwell’s equations, it is found that W is linearly dependent on U, and that the
solution can be expressed in the form of a characteristic transmission matrix, defined by{

U0

V0

}
= Mc(z)

{
U (z)
V (z)

}
, (1.89a)

where

Mc(z) =




cos

(
2π

λ0
ncz cos θ c

)

−ipc sin

(
2π

λ0
ncz cos θ c

) − i

pc
sin

(
2π

λ0
ncz cos θ c

)

cos

(
2π

λ0
ncz cos θ c

)

. (1.89b)

In the above expression, pc = nc cos θ c for a TE wave, and pc = cos θ c/nc for a TM
wave. The angle θ c is complex for absorbing films and is defined by the generalized
version of Snell’s law of refraction:

nc sin θ c = n0 sin θ0. (1.90)

The multilayer system transmission matrix is

Mc =
N∏
j=1

Mc(zj − zj−1). (1.91)

The lumped structure reflectivity and transmissivity can be obtained. The reflection and
transmission Fresnel coefficients, rF and tr, are

rF =
[
Mc(1, 1) +Mc(1, 2)nc

ss

]
nc

a − [
Mc(2, 1) +Mc(2, 2)nc

ss

]
[
Mc(1, 1) +Mc(1, 2)nc

ss

]
nc

a + [
Mc(2, 1) +Mc(2, 2)nc

ss

] , (1.92a)

tr = 2nc
a[

Mc(1, 1) +Mc(1, 2)nc
ss

]
nc

a + [
Mc(2, 1) +Mc(2, 2)nc

ss

] , (1.92b)
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Figure 1.11. The temperature dependence of the optical properties for a 0.5-�m silicon film on a
glass substrate at the 514.5-nm Ar+-laser wavelength.

where the subscripts ss and a indicate the substrate (Z > ZN) and ambient (Z < Z0),
respectively.

The structure reflectivity and transmissivity, in terms of rF and tr, follow:

R = |E−
a |2

|E+
a |2 = |rF|2, (1.93a)

τ = nss|E+
ss |2

na|E+
a |2 = nss

na
|tr|2. (1.93b)

As an example, Figure 1.11 shows the calculated temperature dependences of the reflec-
tivity, transmissivity, and absorptivity, for normal incidence of Ar+ laser light, of wave-
length λ = 0.5145 �m, upon a silicon layer of thickness dSi = 0.5 �m, deposited on a
glass substrate. The variation with temperature of the complex refractive index of silicon
(Sun et al., 1997) generates distinct changes in the optical properties of the film due
to interference effects, even though the bulk-silicon normal-incidence reflectivity varies
slowly with temperature. When silicon melts, it exhibits a metallic behavior with an
abrupt rise in reflectivity and drop in absorptivity.

Returning to the stratified multilayer structure, the time-averaged power flow per unit
area that crosses the plane perpendicular to the z-axis is given by the magnitude of the
Poynting vector,

S(z) = 1

2
Re[ �E(z) × �H ∗(z)]. (1.94)

A plane wave is assumed incident on the structure, with electric field amplitude E+
a . The

corresponding energy flow along the z-direction is

�S = na

2µc
|E+

a |2�k. (1.95)

The electric field amplitudes of the reflected and transmitted waves, E−
a and E+

ss , are
obtained using the above expressions. The electric and magnetic fields in the mth layer,
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m = 1 . . . , N, are given by

Em(z) = E+
m exp

[−ikc
m(z − zm)

] + E−
m exp

[+ikc
m(z − zm)

]
, (1.96a)

Hm(z) = nc
m

cµ

{
E+
m exp

[−ikc
m(z − zm)

] − E−
m exp

[+ikc
m(z − zm)

]}
, (1.96b)

where

kc
m = 2π

λ
nc
m, zm =

m−1∑
j=1

dj .

Continuity of the electric and magnetic field at the interfaces is applied to obtain a
recursive formula for the amplitudes of the electric field:

E+
m = 1

2

[
E+
m−1

(
1 + nc

m−1

nc
m

)
e−ikc

m−1dm−1 + E−
m−1

(
1 − nc

m−1

nc
m

)
e+ikc

m−1dm−1

]
, (1.97a)

E−
m = 1

2

[
E+
m−1

(
1 − nc

m−1

nc
m

)
e−ikc

m−1dm−1 + E−
m−1

(
1 + nc

m−1

nc
m

)
e+ikc

m−1dm−1

]
. (1.97b)

Calculation of the amplitudes E+
m and E−

m starts from the first layer, for which dm−1 =
0. Once the electric field has been determined, the power flow is evaluated everywhere
in the structure. At a location z within the mth layer

�Sm(z) = 1

2µc
Re

[(
nc
m

)∗(
E1
m(z) + E2

m(z)
) × (

E1
m(z) − E2

m(z)
)∗] �k, (1.98)

where

E1
m(z) = E+

m exp
[−ikc

m(z − zm)
]
, (1.99a)

E2
m(z) = E−

m exp
[+ikc

m(z − zm)
]
. (1.99b)

The local energy flow is normalized by the energy flux incident on the structure:

�Sm(z) = 1

na|E+
a |2 Re

[(
nc
m

)∗(
E1
m(z) + E2

m(z)
) × (

E1
m(z) − E2

m(z)
)∗]

. (1.100)

The local laser-energy absorption per unit volume is

Qabs(x, y, z, t) = Qlas(x, y, t)
dS(z)

dz
, (1.101)

where Qlas is the incident laser intensity distribution.
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1.2 Optical properties of materials

1.2.1 Classical theories of optical constants

Consider a medium characterized by a complex refractive index nc = n− ik. The com-
plex dielectric constant (or complex permittivity) is defined by

εc = ε0(1 + χ ) − i
σ

ω
= ε0(ε′ − iε′′), (1.102)

where

ε′ = Re(εc)

ε0
= 1 + Re(χ ) = n2 − k2 (1.103a)

and

ε′′ = Im(εc)

ε0
= Im(χ ) − σ

ωε0
= 2nk. (1.103b)

The above equation implies that both the electric conductivity and the susceptibility
contribute to the imaginary part of the complex permittivity and thereby to the absorption
characteristics of the material. The part Im[−σ/(ωε0)] represents the contribution due to
the free current density, while the part Im(χ ) is caused by the current density associated
with bound charges. For a nonmagnetic material (i.e. µ = µ0) the components of the
complex refractive index are derived from (1.103a) and (1.103b):

n =
√√

ε′2 + ε′′2 + ε′

2
, (1.104a)

k =
√√

ε′2 + ε′′2 − ε′

2
. (1.104b)

The Lorentz model for nonconductors
According to this model, polarizable matter is represented as a collection of identical,
independent, and isotropic harmonic oscillators of mass m and charge e, whereas elec-
trons are permanently bound to the core and immobile atoms. In response to a driving
force produced by the local (effective) field, the oscillators undergo a displacement from
equilibrium �x and are acted upon by a linear restoring force Ks �x, where Ks is the spring
stiffness, and a damping force b �̇x, where b is the damping constant. The equation of
motion is

m �̈x + b �̇x +Ks �x = e �Elocal. (1.105)

The excitation is assumed of periodic form,

�Elocal = �E0,locale
iωt . (1.106)

Of interest is the resulting periodic response:

�x = �x0eiωt . (1.107)
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Equation (1.105) yields

�x = (e/m) �Elocal

ω2
0 − ω2 − iζω

. (1.108)

where the resonance frequency ω0 = √
Ks/m and ζ = b/m. For ζ 
= 0, the displace-

ment and the electric field are not in phase. Equation (1.108) is rewritten

�x = (e/m) �E0eiωteiφ√(
ω2

0 − ω2
)2 + ζ 2ω2

, (1.109)

or

�x = Aeiφ, (1.110)

where

A = 1√(
ω2

0 − ω2
)2 + ζ 2ω2

, φ = arctan

(
ζω

ω2
0 − ω2

)
.

The induced dipole moment of an oscillator is e�x. If N is the number of oscillators
per unit volume, the polarization �P (dipole moment per unit volume), neglecting local
effects, is

�P = Ne�x = ω2
p

ω2
0 − ω2 − iζω

ε0 �E, (1.111)

where the plasma frequency ωp =
√
Ne2/(mε0) and ω0 is the resonance frequency.

The complex permittivity is then extracted:

εc

ε0
= 1 + χ = 1 + ω2

p

ω2
0 − ω2 − iζω

, (1.112a)

ε′ = 1 + χ ′ = 1 + ω2
p

(
ω2

0 − ω2
)

(
ω2

0 − ω2
)2 + ζ 2ω2

, (1.112b)

ε′′ = χ ′′ = ω2
pζω(

ω2
0 − ω2

)2 + ζ 2ω2
. (1.112c)

The maximum value of ε′′ occurs approximately at ω0, under the condition that ζ � ω0.
For frequencies close to resonance, Equations (1.112b) and (1.112c) yield

ε′ = 1 + ω2
p(ω0 − ω)/(2ω0)

(ω0 − ω)2 + (ζ/2)2
, (1.113a)

ε′′ = ζω2
p/(4ω0)

(ω0 − ω)2 + (ζ/2)2
. (1.113b)

According to (1.113b), the maximum value of ε′′ is approximately ω2
p/(ζω0) and the

full-width-at-half-maximum points are at ω = ω0 ± ζ/2.
In the ideal case of no absorption, i.e. ζ = 0, the real refractive index goes to infinity,

nω→ω±
0

⇒ ±∞. The regime of anomalous dispersion is the only region in the radiation
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spectrum of decreasing n with increasing frequency. Taking the limit of Equation (1.112)
for high frequencies, ω � ω0:

ε′ ∼= 1 − ω2
p

ω2
⇒ n ∼=

√
ε′ ∼= 1 − ω2

p

2ω2
, (1.114a)

ε′′ ∼=
ζω2

p

ω3
⇒ k ∼= ε′′

2
∼=

ζω2
p

2ω3
. (1.114b)

Consequently, the reflectivity at normal incidence exhibits the following trend:

ρ ′ ∼=
(
ωp

2ω

)4

. (1.115)

The behavior of the dielectric constant in the infrared (IR) regime, i.e. for ω � ω0, is as
follows:

ε′ ∼= 1 + ω2
p

ω2
0

, (1.116a)

ε′′ ∼=
ζω2

pω

ω4
0

. (1.116b)

Hence, the real part of the electric permittivity asymptotically approaches a constant
value in the far IR, while the imaginary part tends to vanish. The trends predicted
by the single Lorentz model are exhibited in Figure 1.12. Measured refractive-index
components of glassy SiO2 can be found, for example, in Palik (1985).

In general, the dielectric function of a collection of oscillators is given by

εc

ε0
= 1 +

∑
j

ω2
pj

ω2
0j − ω2 − iζjω

, (1.117)

whereωpj ,ω0j , and ζj are the plasma frequency, the resonance frequency, and the damp-
ing constant assigned to the j th harmonic oscillator. This multiple-oscillator model can
be used for fitting the radiation properties of materials over a broad spectral range. The
most important resonance arises from interband transitions of valence-band electrons to
the conduction band. To induce an interband transition, the photon energy has to exceed
the band-gap energy Eg. Insulators have band-gap energies in the deep ultraviolet range
and concentrations of free carriers (electrons and holes) are very small in the visible
range. The band-gap energy of semiconductors is in the visible or near-IR range. It is
therefore possible for free carriers to contribute to the optical response spectra in the
visible range. In addition to electronic transitions, resonant coupling to high-frequency
optical phonons usually occurs at near-IR frequencies.

The Drude model for conductors
In conducting media, not all electrons are bound to atoms. The optical response of
metals is dominated by free electrons in states close to the Fermi level. If an external
field is applied, their motion will become more orderly. Since there are no resonance
frequencies, the optical response of a collection of free electrons can be obtained by
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Figure 1.12. Lorentz-model predictions of the components of the complex dielectric function, the
components of the complex refractive index, and the normal-incidence reflectance. A single
resonance mode is assumed, with h̄ω0 = 4 eV, h̄ζ = 1 eV, and oscillator number density
N = 5 × 1028 m−3.

eliminating the restoring spring constant from the Lorentz model:

m �̈x + b �̇x = e �E, (1.118)

where �E is the applied macroscopic electric field. In contrast to the equation of motion
for a bound electron, the macroscopic field is presumed a better approximation of the
field acting on the free electron. In the absence of an external field, the equation of
motion is

�̈x + ζ �̇x = 0 ⇒ �x = �x0 − 1

ζ
�v0e−ζ t . (1.119)

The velocity �̇x = �v = �v0e−ζ t = v0e− t
τ .

The characteristic decay time or relaxation time τ = 1/ζ . The damping constant is
therefore related to the time between collisions due to impurities, imperfections, and
lattice vibrations. Typical relaxation times are O(τ ) ≈ 10−13 s.

The solution to Equation (1.118) for a time-harmonic field �E = �E0eiωt is

�x = − e

m(ω2 + iζω)
�E, (1.120)

where m is the effective electron mass.
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Assuming a volumetric number density N of electrons, the current vector is

�J = Ne �̇x = Ne2 �E
m(ζ − iω)

. (1.121)

The above relation defines the frequency-dependent and complex electrical conducti-
vity:

σ = Ne2

m(ζ − iω)
. (1.122)

For frequencies in the far IR, ω � ζ , the electrical conductivity may be approximated
by the static, dc, value:

σ0 = Ne2

mζ
, (1.123)

which is real and positive.
In straightforward analogy with the Lorentz model, the complex dielectric function

is

εc

ε0
= 1 − ω2

p

ω2 + iζω
, (1.123a)

with real and imaginary parts

ε′ = 1 − ω2
p

ω2 + ζ 2
, (1.123b)

ε′′ = ω2
pζ

ω(ω2 + ζ 2)
. (1.123c)

The plasma frequency ωp =
√
Ne2/(mε0) typically resides in the visible–UV range,

O(ωp) ≈ 1015 s−1.
For low frequencies, ω � ζ , the components of the dielectric function are approxi-

mated by

ε′ ∼= − Ne2

mε0ζ 2
= − σ0

ε0ζ
, (1.124a)

ε′′ = σ0

ε0ω
. (1.124b)

Table 1.1 gives values of the plasma frequencyωp calculated utilizing the above relations
for several metals, providing comparison with the fitting of IR experimental data. As
a consequence of Equations (1.124), the components of the complex refractive index
assume nearly equal values in the far IR:

n ∼= k ∼=
√

σ0

2ε0ω
. (1.125)
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Table 1.1. Plasma frequency and relaxation times for various metals (Prokhorov et al., 1990). The relaxation times
derived from ε′(ω = ζ ) = −ε′′(ω = ζ ) ∼= ω2

pτ
2/2 were used to obtain the data shown in the last column.

ωp (1016 rad s−1) τ (10−14 s)

Metal ωp = [Ne2/(mε0)]1/2 IR data fitting Equation (1.123) IR data fitting ε′(ω) = −ε′′(ω)

Ag 1.43 1.37 3.49 3.66 3.46
Al 2.23 2.24 0.80 0.82 0.76
Au 1.32 1.37 2.47 2.46 2.46
Cu 1.17 1.20 1.25 1.91 2.08
Pb 1.12 1.17 0.32 0.37 0.34
W 0.87 0.91 1.29 1.23 1.23

For a bulk metal, the surface absorptivity and the absorption coefficient are

1 − R ∼=
√

2ε0ω

σ0
, (1.126)

γ ∼=
√

2ωσ0

ε0c2
. (1.127)

Since ωp � ζ the following approximation can be made at visible and ultraviolet fre-
quencies:

ε′ ∼= 1 − ω2
p

ω2
, (1.128a)

ε′′ ∼=
ω2

pζ

ω3
. (1.128b)

These relations are identical to the behavior of the Lorentz model at high frequencies.
For frequencies in the range 1/ζ � ω < ωp, i.e. in the near-IR and visible spectrum,
the refractive index is nearly completely imaginary while the surface absorptivity and
absorption coefficient are constant:

n ∼= ωpζ

2ω2
∼= 0, k ∼= ωp

ω
, (1.129a)

A = 1 − R ∼= 2ζ

ωp
= 2ε0ωp

σ0
, (1.129b)

γ = 2ωp

c
. (1.129c)

At frequencies much higher than the plasma frequency, Equation (1.128) suggests that
ε′ → 1 and ε′′ → 0, and, consequently, n → 1, k → 0. This is the so-called regime
of UV transparency. Typical behavior of the Drude-model prediction is displayed in
Figure 1.13. The simple Drude theory is remarkably effective in the prediction of optical
properties of metals such as aluminum. However, it fails by itself to explain the optical
behavior of many other metals. For example, the reflectivity of bulk silver exhibits a
precipitous drop to near zero at the photon energy of 4 eV (Palik, 1985). Yet, above this
plasma frequency it rises and falls again to low values at higher frequencies. This trend
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Figure 1.13. Drude-model predictions of the components of the complex dielectric function, the
components of the complex refractive index, and the normal-incidence reflectance. The plasma
frequency is located at h̄ωp = 15 eV, and h̄ζ = 0.6 eV, corresponding to aluminum.

can be explained by assuming that the dielectric function contains contributions from
both free and bound charges.

1.2.2 Optical properties of semiconductors

Photon absorption in semiconductor material strongly depends on the interaction
between the incident photon flux and the electronic and lattice structures of the semi-
conductor. As the most important semiconductor material, silicon (Si) is a good example
to illustrate the variations of optical properties of semiconductors in crystalline, poly-
crystalline, amorphous, and liquid forms.

Crystalline Silicon
Figure 1.14 gives the temperature dependences, measured by spectroscopic ellipsom-
etry (Sun et al., 1997), of the components of the refractive index and the normal-
incidence reflectivity. These measurements extend prior experiments by Jellison and
Modine (1983) to a higher temperature range, up to 1527 K. The following expressions
are used to fit the components of the complex refractive index and the normal incidence
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Figure 1.14. Spectral temperature dependences (a) of the refractive index, n, of pure
single-crystalline silicon; and (b) of the extinction coefficient, k, of pure single-crystalline
silicon. From Sun et al. (1997), reproduced with permission from Elsevier.

reflectivity:

n(λ, T ) = n0(λ) + an(λ)(T − T0n), (1.130a)

k(λ, T ) = ak(λ) exp

(
T

T0k

)
, (1.130b)

R(λ, T ) = R0(λ) + aR(λ)(T − T0R). (1.130c)

where T0n = 25 ◦C, T0k = 498 ◦C, and T0R = 25 ◦C are reference temperatures for
fitting. The components of the complex dielectric function, together with the absorption
coefficient, are shown in Figure 1.15. The peak E0 is considered to arise primarily from
aM0 critical point in the joint density of states for the�ν

25 → �c
15 transition. TheE1 peak

in ε′′ near 3.4 eV corresponds to either an M0 or an M1 critical point for �ν
3 → �c

1. The
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Figure 1.15. Spectral temperature dependences of the components of the complex dielectric
function εc = ε0(ε′ − iε′′) of pure single-crystalline silicon. From Sun et al. (1997), reproduced
with permission from Elsevier.

E2 peak in ε′′ near 4.4 eV is considered to be due to several critical points, including the
transitions �ν

2 →�c
3. All these features become broader as the temperature increases.

Photon absorption in semiconductor material strongly depends on the interaction
of the incident photon flux, the electronic structure, and the lattice dynamics of the
semiconductor. Owing to the collective electronic interaction in crystalline silicon, an
electronic indirect band gap of 1.12 eV exists, with the Fermi level usually placed
between the conduction band and the valence band. On the other hand, the lattice phonon
spectrum is generated by the finite-temperature field experienced by the crystalline
silicon. Incident photons interact with the crystalline silicon via three routes: photon–
phonon interaction, photon–electron interaction (including both conducting and valence
electrons), and phonon–electron–photon interaction. Light absorption is essentially a
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result of these interactions in solid silicon. These interactions are often influenced by
each other during the absorption process. As the incident photon energy, hν, increases,
i.e. the wavelength decreases, an increasing number of valence electrons can be excited
to the conduction band. More interestingly, electrons in the deep valence band or the
lower valence band surface that are shifted from the center of the E–k diagram can be
excited directly to the other conduction band without phonon-assisted excitation in cases
of sufficiently high photon energies. This phenomenon can be seen for all temperatures
from 298 K to 1183 K. However, the relative decrease in the absorption coefficient
observed for photon energies higher than 4.0 eV may be related to the existence of
multiple conduction bands in k-space. The other important issue in photon absorption is
the dependence on temperature. As stated earlier, the nature of the indirect band gap in
silicon requires phonon-assisted electron excitation by the photon from the valence band
to the conduction band, in order to conserve both energy and momentum. Therefore, the
phonon spectrum in silicon at a fixed lattice temperature greatly influences the absorption
process. Higher lattice temperature corresponds to higher-momentum phonons, thereby
helping the excitation of more electrons to different conduction bands in the k-space. This
is consistent with the experimental observation that the absorption coefficient increases
with lattice-temperature elevation up to 4.0 eV photon energy. The opposite absorption
trend with temperature above 4.0 eV was discussed above. The decrease of the band
gap at elevated temperatures also enhances the electron excitation, resulting in a higher
absorption coefficient. At very high lattice temperature, direct phonon absorption of
photons can be realized. This provides an additional channel for absorption enhancement
in crystalline silicon.

Detailed analysis of the fine structure of the absorption near the absorption edge has
been given by McFarlane et al. (1958).

The optical band gap is also a function of temperature, given by Thurmond (1975):

Eg(T ) = E0
g − AT 2

β + T
, (1.131)

where the value of the optical band gap at 0 K is taken at 1.17 eV, and the fitting
parameters are A = 4.73 × 10−4 eV K−1 and β = 635 K.

Amorphous silicon and polysilicon
The optical properties of a-Si are sensitive to preparation conditions, surface condi-
tions, surface oxides, hydrogen content, and also the degree of disorder in the sample.
Figure 1.16 shows the temperature-dependent properties of 50-nm-thick a-Si films that
were deposited by low-pressure chemical vapor deposition from silane (SiH4) at 550 ◦C
on quartz substrates (Moon et al., 2000). The hydrogen content in these films was lower
than 2%. Spectroscopic ellipsometry was performed over the range 250–1520 nm and
up to a temperature of 671 K, in order to prevent crystallization. The measured spectra
do not exhibit the sharp features of c-Si, but instead show a rather broad and smooth
shoulder.

The structure and consequently the complex refractive index of silicon films deposited
by chemical vapor deposition are in general dependent on the deposition conditions and
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the post-processing annealing procedures. It is believed that polysilicon films can be
modeled as mixtures of void fractions and amorphous and single-crystalline components
using effective-medium theory (Montaudon et al., 1985). Polysilicon films were grown
from 50-nm-thick a-Si films by line-scanning a XeCl excimer laser beam of nanosecond
pulse duration at wavelength λ= 308 nm. Thirty excimer laser pulses at the laser energy
density (fluence) of 380 mJ/cm2 were used to produce an average grain size of about
80 nm and maximum roughness less than 10 nm. As shown in Figure 1.17, the measured
results are similar to data given in Palik (1985) for crystalline silicon.

Liquid silicon
Spectroscopic ellipsometry was applied by Shvarev et al. (1974) to measure the opti-
cal properties of liquid silicon in the wavelength range 0.4–1.0 �m at temperatures
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of 1450 and 1600 ◦C (the equilibrium melting temperature is 1412 ◦C). Within the
range 0.4–1 �m, the measured components of the complex refractive index can be fit-
ted by linear relations to n(λ) = 1.8 + 5(λ− 0.4) and k(λ) = 4 + 5(λ− 0.4), where
λ is in micrometers. The conductivity, σ (ω) = nk(c/λ), increases with wavelength,
reaching the value of 9.7 × 1015 s−1 at 1 �m, which is close to the dc conductivity of
10.9 × 1015 s−1, implying a short relaxation time. No evidence of interband absorp-
tion was revealed in these data that produced an excellent match with the Drude-model
predictions.
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2 Lasers and optics

2.1 Lasers for materials processing

Lasers (the acronym from light amplification by stimulated emission of radiation), with
their unique coherent, monochromatic, and collimated beam characteristics, are used
in ever-expanding fields of applications. Different applications require laser beams of
different pulse duration and output power. Lasers employed for materials processing
range from those with a high peak power and extremely short pulse duration to lasers
with high-energy continuous-wave output.

2.1.1 Continuous-wave – millisecond – microsecond lasers

Continuous-wave (CW) and long-pulsed lasers are typically used to process materi-
als either at a fixed spot (penetration material removal) or in a scanning mode whereby
either the beam or the target is translated. Millisecond- and microsecond-duration pulses
are produced by chopping the CW laser beam or by applying an external modulated
control voltage. Fixed Q-switched solid-state lasers with pulse durations from tens of
microseconds to several milliseconds are often used in industrial welding and drilling
applications. Continuous-wave carbon dioxide lasers (wavelength λ = 10.6 �m and
power in the kilowatt range) are widely employed for the cutting of bulk and thick
samples of ceramics such as SiN, SiC, and metal-matrix ceramics (e.g. Duley, 1983).
Continuous-wave laser radiation allows definition of grooves and cuts. On the other
hand, low-power CO2 lasers in the 10–150-W range are used for marking of wood,
plastics, and glasses. Argon-ion lasers operating in the visible range (λ = 419–514 nm)
are utilized for trimming of thick and thin resistors. In the biomedical field various CW
lasers have been used. For example, the CO2 laser radiation is absorbed in the tissue
within a layer of depth about 20 �m, thus achieving a continuous ablation front. On the
other hand, the Nd : YAG (λ = 1064 nm) and argon-ion radiation penetration is of the
order of millimeters, giving rise to explosive ablation events. Srinivasan et al. (1995)
used an argon-ion laser operating in the UV ranges of 275–305 and 350–380 nm to
ablate polyimide Kapton films. By chopping the laser beam to produce millisecond
and microsecond pulses, they showed that the ablation process scales with an intensity
threshold rather than the commonly used fluence threshold. This is certainly not surpris-
ing, since, if the laser energy is spread over a long pulse, the beam intensity weakens
and the induced temperature and structural and chemical response of the target may be
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of different nature. In fact, Srinivasan (1992) showed that the etching of polymer films
with long, millisecond–microsecond pulses leaves evidence of molten material and car-
bonization of the walls, although not indicative of the ablation process that characterizes
nanosecond-pulse UV laser ablation. Microfabrication applications involving direct writ-
ing can be effected by CW Ar+ and Kr+ lasers, utilizing frequency-doubled lines. High-
power CW Nd : YAG lasers operating on the fundamental wavelength and on frequency-
doubled and -tripled harmonics are often used for various cutting and microprocessing
applications.

2.1.2 Nanosecond lasers

Technological development in the manufacturing of gas and solid-state lasers has greatly
advanced in terms of reliability and in many cases has enabled the transition from the lab-
oratory environment to industrial applications. Many pulsed laser ablation experiments
have used excimer lasers (usually KrF at λ = 248 nm, but also XeCl at λ = 308 nm and
ArF at λ = 193 nm) with pulse duration in the range 20–30 ns, maximum pulse energy in
the range of 0.25–1 J, and pulse repetition rate typically 5–300 Hz. Since most materials
are strong absorbers of UV-wavelength radiation, the excimer-laser light is absorbed in
a very shallow region near the irradiated material surface. On the other hand, the very
short duration of the laser pulse brings the peak power up to 1010 W/cm2. These two
features make the excimer laser a successful tool for initiating photochemical and/or
photothermal ablation. Thus, the excimer laser is the most efficient ablation tool oper-
ating in the UV range for precision micromachining and surface patterning (Brannon,
1989; Horiike et al., 1987; Patzel and Endert, 1993), chemical or physical modification
(Rothschild and Ehlrich, 1988; Phillips et al., 1993; Srinivasan and Braren, 1989), and
via-hole formation in electronic-circuit packaging (Lankard and Wolbold, 1992). On
the other hand, pulsed laser deposition (PLD) using excimer lasers has enabled fabri-
cation of novel thin-film materials of high quality and superior properties than those
obtainable with conventional manufacturing techniques. This method is comprehen-
sively reviewed in Chrisey and Hubler (1994). Q-switched Nd : YAG lasers with pulse
duration of about 7–10 ns, pulse energies in the near-IR wavelength of λ = 1064 nm, of
power typically from 10 mJ to about 1 J, and with repetition rates of 10 Hz are versatile
ablation tools since they can operate at various wavelengths. Frequency-doubled pulses
at λ = 532 nm, tripled pulses at λ = 355 nm, and quadrupled pulses at λ = 266 nm
carry respectively lower energies. Pulsed laser deposition can be effected with solid-
state lasers; for example Davanloo et al. (1992) reported the production of amorphic
diamond (diamondlike) films using Q-switched Nd : YAG laser radiation at λ= 1064 nm.
A relatively inexpensive ablation tool is the transversely excited atmospheric pressure
(TEA) CO2 laser, that generates low-repetition-rate high-energy pulses in the kilojoule
range, while it provides low-energy (∼1 J) pulses at the 1 kHz repetition rate. The pulse
has a short high-energy spike 100–200 ns wide and a longer trailing component of
duration 1–10 ms; the two parts may carry comparable energies. Another cost-effective
ablation laser for applications requiring relatively low energies is the N2 laser that oper-
ates at λ = 337 nm, with pulse duration from 7–10 ns, pulse energies in the 100-mJ
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range to <10 mJ, and repetition rates of about 10 Hz. Diode-pumped solid-state lasers
such as Nd : YLF and Nd : YAG and having pulse energies of hundreds of millijoules
and operating on the fundamental or frequency-doubled wavelengths are attractive for
micromachining applications because of their small size, flexibility, and high repetition
rates (tens of kilohertz). For ablation of biological materials, free-running solid-state
lasers are often used. They have long pulse duration of hundreds of milliseconds, which
can be shortened by Q-switching to tens of nanoseconds, with corresponding energies
in the 1-J range and tens of millijoules. Typical crystals are Ho : YAG (λ = 2.1 �m)
and Er : YAG (λ = 2.94 �m) modules, with respective radiation-penetration depths in
water of about 40 �m and 1 �m, thus achieving different absorption characteristics.
For reference, it is noted that the wavelength 2.94 �m is located right at the peak
absorption in water. In general, the nature of the ablation process in terms of angu-
lar distributions and energies of the ejected particles depends on the laser wavelength.
Even though the structure and properties of the target material obviously affect the out-
come, Sappey and Nogar (1994) note that, for comparable energies, long wavelengths
usually produce thermal behavior, whereas UV ablation exhibits nonthermal character-
istics and intermediate visible wavelengths yield results whose interpretation may be
ambiguous.

2.1.3 Picosecond lasers

Whereas the nanosecond time scale is much longer than the characteristic relaxation
times in metallic systems, invoking the thermal picture, the picosecond regime is still
longer, but comparable. It has been claimed that picosecond-laser ablation of multicom-
ponent targets offers the distinct advantage of preserving the target’s stoichiometry in
the chemistry of the ejected plume. It is noted that collisional and chemical-reaction
effects in the target phase may introduce departures, since conflicting evidence has been
presented. Most of the ablation work with picosecond lasers is done with pulsed solid-
state lasers. For example, a 35-ps Nd : YAG laser producing 15 mJ at λ = 1064 nm and
10 mJ at λ = 266 nm was used to ablate Cu by Mao et al. (1993). A mode-locked
Nd : YAG laser with pulse duration 50 ps, operating at λ = 532 nm, was used by Bostan-
joglo et al. (1994) to ablate free-standing metal films of thickness 50–90 nm under
fluences in the range 0.6–8 J/cm2. Fundamental studies on the picosecond-laser–plasma
interactions were for example conducted using a Nd : glass laser system based on the
chirped pulse amplification and compression (CPAC) technique that yielded 1.3-ps,
1.05-�m pulses with an average energy of 10 mJ (Chen et al., 1993). For pulsed-
laser processing in the IR range, the free-electron laser (FEL) offers tunability and
high power as has been demonstrated for advanced materials-science (Brau, 1988) and
medical (Danly et al., 1987) applications.

2.1.4 Femtosecond lasers

In the sub-picosecond or femtosecond regime, the laser pulse is shorter than the relaxation
times, and the equilibrium assumption is no longer valid, necessitating treatment of
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the microscopic mechanisms of energy transfer via quantum mechanics. One notable
characteristic of femtosecond lasers is the high radiation intensity that has the ability to
create high-density plasmas. On the other hand, by beating the thermal diffusion time
scale, femtosecond-laser radiation can in principle be used for micromachining with
minimal thermal damage to the surrounding area. In the UV range, KrF (λ = 248 nm)
excimer lasers with typical pulse duration 500 fs and pulse energies in the range several
to tens of millijoules have been demonstrated in the processing of Al and glassy C
(Sauerbrey et al., 1994), Ni, Cu, Mo, In, Au, W (Preuss et al., 1995), fused silica
(Ihlemann, 1992), and ceramics such as Al2O3, MgO, and ZrO2 (Ihlemann et al., 1995),
and for polymer ablation (Bor et al., 1995; Wolff-Rottke et al., 1995). KrF excimer lasers
have also been used in studies of high-density-gradient Al and Au plasmas (Fedosejevs
et al., 1990) and for production of soft X-rays from Al (Teubner et al., 1993). The latter
was also accomplished from Cu and Ta targets by near-IR Ti : sapphire-laser irradiation
at λ = 807 nm, with pulse duration 120 fs and pulse energy 60 mJ (Kmetec et al.,
1992). A Ti : sapphire system with pulse duration of 150 fs and λ = 770 nm was used
in studies of gold ablation (Pronko et al., 1995), while pulse durations of 170–200 fs
at wavelength λ = 798 nm and energy 4 mJ ablated polymers through a multiphoton
ablation mechanism. Ti : sapphire-laser technology is often utilized in the laboratory
environment and has recently made inroads into industrial applications, for example
in the repair of lithographic masks. Amplified systems typically deliver 1-mJ near-IR
pulses at maximum frequency 1 kHz. By utilizing stronger pumping lasers it is possible
to extract pulses in the range tens of millijoules, albeit at reduced frequencies. On the
other hand, the laser system could be configured to deliver microjoule or picojoule
pulses at higher frequencies. Intense, visible dye-laser radiation (pulse duration 160 fs,
λ = 616 nm, energy 5 mJ) generated Si plasmas of high-energy-X-ray-emitting density
(Murnane et al., 1989). In a biomedical application (Kautek et al., 1994), a dye laser
(pulse duration 300 fs, λ = 615 nm, pulse energy >0.18 mJ) produced high-quality
ablation in human corneas, characterized by damage zones less than 0.5 �m wide. An
interesting development in high-repetition-rate femtosecond-laser systems has been the
development of (fiber) lasers that may give megahertz repetition rates with hundreds of
nanojoules per pulse or correspondingly pulse rates of ∼100 kHz at tens of microjoules
per pulse at λ = 1,064 nm with pulse duration ∼200 fs. Similar specifications have
been achieved with disk or directly diode-pumped high-energy femtosecond oscillators.
These lasers are utilized for film micromachining and the internal writing of optical
waveguide structures in transparent materials.

2.2 Some specific laser systems

2.2.1 CO2 lasers

The CO2 laser has very high conversion efficiency of 20%–30%. The emission is due
to rotational lines in the 9.4–10.4-�m bands of the CO2 molecule. Dispersive elements,
such as gratings, are used to select the desired wavelength. With no wavelength selec-
tion, operation occurs with peak intensity in the neighborhood of 10.6 �m. Pumping is
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accomplished either by electron impact or via collisions with vibrationally excited back-
ground N2 gas. Continuous-wave lasing is triggered by longitudinal electrical discharge
through flowing gas in an axial tube configuration. Electrical pulsing can produce trains
of millisecond- or microsecond-long pulses, while electro-optical or acousto-optical
intensity modulation can yield trains of O(ns)-long pulses. Because of practical limits in
the length of the laser cavity, commercial CW CO2 lasers in the 500–1000-W range use
a folded-tube configuration and axial flow conditions. High CW CO2 laser powers in the
range of tens of kilowatts can be obtained by fast flow transport. Conversely, low powers
can be obtained by discharge confined within a waveguide. Sealed-off cavities can be
used for laser powers in the range of 10 W. Pulsed operation is triggered in transversely
excited atmospheric-pressure (TEA) lasers, where the discharge is applied transverse
to the optical axis. After an elapsed time of milliseconds a strong spike pulse of width
100–200 ns is emitted, followed by a longer and lower-amplitude tail that lasts for tens
of microseconds.

The quality, symmetry, beam profile, and stability of the CO2 laser are affected
by gradients of the refractive index within the cavity. These gradients are caused by
temperature and pressure gradients in the flow. Slow-axial-flow lasers exhibit large power
and wavelength instabilities, whereas fast-flow lasers have more stable performance but
are more complicated mechanically.

2.2.2 Argon-ion lasers

Continuous-wave Ar+ lasers emit a bunch of wavelengths (more than 15) in the spec-
tral range 351–514.5 nm. The stronger lines are in the visible at 514.5, 488, and
465.8 nm. Single-line operation at 514.5 nm can produce power of tens of watts. How-
ever, such power levels are reached at the cost of a requirement for significant electrical
energy, since the efficiency is about 0.1%. Continuous-wave ion lasers have collisionally
broadened linewidths of ∼10 GHz, meaning that many longitudinal modes will appear
for a resonator length of 1 m. Selection of a single lasing frequency can then be done
using an internal Brewster prism that may be integrated with a reflective resonator mir-
ror. The large linewidth of the Ar+-laser transitions implies that mode-locking can be
done with pulse lengths of ∼100 ps.

2.2.3 Excimer lasers

Excimers (excited dimers) are diatomic molecules that exist only in an electronically
excited state and dissociate in the ground state. This fundamental characteristic is partic-
ularly useful, since inversion between the upper bound state and the dissociating lower
state is automatically maintained. Figure 2.1 shows a simplified schematic diagram
with the general features of the transition process. Electron excitation of the neutral
atoms A + B leads to A∗ + B and the bound state (AB)∗ having energy level of several
electron-volts. The bound state then falls to an unstable ground state that cannot survive
and breaks apart to neutral atoms.
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Figure 2.1. A schematic diagram of the transition process in an excimer laser.

The excimer molecules used are rare-gas halides (RGHs), including ArF (193 nm),
KrCl (222 nm), KrF (248 nm), XeBr (282 nm), XeBr (282 nm), XeCl (308 nm), and
XeF (351 nm). The pulse lengths are typically in the range of tens of nanoseconds. A
fast switching device regulates the high-voltage discharge. The KrF excimer-laser beam
output yields the strongest emission, with pulse energies of the order of 1 J, and maximum
repetition rates of 500 Hz. The temporal shape of the laser intensity profile varies with the
laser system. Concerns limiting widespread implementation of excimer lasers stem from
the toxic nature of the halogen gases and the limited gas lifetime due to accumulation of
impurities in the laser cavity. The latter has been significantly improved with installation
of gas processors. One has to recognize that excimer lasers produce powerful pulses
in the UV range that may be advantageous for precision micromachining, especially of
organic materials. As will be later discussed in a subsequent chapter, interaction of UV
pulses with polymers triggers unique photo-physico-chemical mechanisms.

2.2.4 Nd : YAG lasers

The crystal rods are a neodymium (Nd3+)-doped yttrium aluminum garnett,
(Y3Al5O12)13, matrix. This material has excellent thermal stability and properties (ther-
mal conductivity) suitable for both short-pulse and CW operation. Pumping of these
lasers is done by arc lamps, such as krypton or xenon lamps, or diode lasers. The output
of the Nd : YAG laser is relatively insensitive to temperature, lending itself to wide use
for medium- to high-power applications. The dominant laser emission is in the near-IR
spectrum at the fundamental 1ω wavelength of 1064 nm. Higher harmonics can be gen-
erated via nonlinear crystals, namely 2ω at 532 nm, 3ω at 355 nm, and 4ω at 266 nm.
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However, the efficiency of the lasing process tends to decrease rapidly for the higher
harmonics, while the pulse-to-pulse stability also deteriorates.

2.2.5 Ti : sapphire lasers (femtosecond lasers)

Generation of femtosecond laser pulses requires a medium with a broadband gain
spectrum together with an active or passive mode-locking mechanism. Since the late
1980s, titanium (Ti)-doped sapphire crystals have been a primary medium of choice
owing to its broad gain bandwidth to support femtosecond pulses. Through a Kerr-lens
mode-locking (KLM) mechanism, laser pulses with only two optical cycles at full-
width half-maximum (FWHM) with center wavelength 800 nm have been generated
with Ti : sapphire laser oscillators (Sutter et al., 1999; Ell et al., 2001). Kerr-lens mode-
locking, which was developed in 1990, applies the nonlinear optical Kerr effect in the
laser gain medium (refractive index increases with intensity) to lock the phase between
different cavity modes. The pulse energy obtained from mode-locked femtosecond laser
oscillators is typically a few nanojoules, which is insufficient to induce most nonlinear
optical and electronic processes involved in laser–material interactions. However, direct
amplification of femtosecond-laser pulses could lead to damage of the laser gain medium
as well as optical components due to their high peak intensity. The chirped pulse
amplification (CPA) scheme invented in the 1980s (Strickland and Mourou, 1985) avoids
such damage by inducing a positive chirp that stretches the femtosecond pulses in time
before amplification, followed by compressing the amplified pulses back to the initial
short pulse. For instance, a 100-fs laser pulse with energy of 1 nJ can be stretched to
100 ps through a grating stretcher with large positive group-velocity dispersion, before
being amplified to typically 1 mJ in a regenerative amplifier consisting of an optical
cavity with an optical relay to regulate the number of passes through the amplifying
medium. The amplified pulse is eventually compressed back to the initial 100 fs (1 mJ)
in a grating compressor with matching negative group-velocity dispersion. Applications
of CPA to femtosecond lasers have enabled the construction of multi-terawatt photon
sources.

2.3 Basic principles of laser operation

2.3.1 Light amplification

The basic laser structure consists of an active optical gain medium that amplifies elec-
tromagnetic waves, a pumping source that pumps energy into the active medium, and
an optical resonator that is composed of two highly reflective mirrors. The pump source
could be a flash lamp, a gas discharge, or an electrical current source. Using radiative
transition between atomic energy levels as an example, under thermodynamic equilib-
rium at temperature T, the population number density Ni, i.e., the number of atoms
per unit volume at the ith energy level (Demtröder, 1996) is, according to Boltzmann
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statistics,

Ni = N
gi

Z
e− Ei

kBT . (2.1)

The statistical weights gi satisfy

Z =
∑
i

gie
− Ei

kBT ,

and

N =
∑
i

Ni.

The pumping action boosts the population N(Ek) corresponding to the kth energy level
to exceed the population N(Ei) at the energy level Ei, thereby achieving inversion:

Nk = N (Ek) > N (Ei) = Ni. (2.2)

The transition from higher to lower energy levelEk → Ei is accompanied by the release
of a photon of frequency ν:

Ek − Ei

h
= ν. (2.3)

The corresponding absorption coefficient is

γ (ν) =
[
Ni −

(
gi

gk

)
Nk

]
σc(ν), (2.4)

where σc(ν) is the cross section for the radiative transition. The axial intensity depen-
dence in the active medium is

I (ν, z) = I (ν, 0)e−γ (ν)z. (2.5)

If Nk > (gk/gi)Ni , the absorption coefficient becomes negative, implying amplification
rather than attenuation. The intensity after a round-trip between the resonator mirrors
that are spaced at the distance Lcav would be

I (ν, 2Lcav) = I (ν, 0)exp(−2γ (ν)Lcav − γloss), (2.6)

where the factor γloss lumps together the losses induced by the partial reflectivity of the
mirrors, attenuation by impurities and contamination in the active medium, diffraction
and scattering of the propagating laser beam, etc.

For amplification, −2γ (ν)Lcav − γloss > 0. Considering (2.4), a population threshold
for lasing is defined by

�N = Nk

gi

gk
−Ni > �Nthr = γloss

2σc(ν)Lcav
. (2.7)

2.3.2 Circular Gaussian beams in a homogeneous medium

The spatial profile of a laser beam at the laser exit aperture is determined by the
geometry of the laser cavity. When the cross section of the cavity is symmetrical, as
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in the case of cylindrically or rectangular shaped cavities, the spatial profiles become
simple. Transverse electromagnetic modes are characterized by TEMmn, where m and
n indicate the number of modes in two orthogonal directions. The mode of highest
symmetry is the TEM00 mode. It can be shown (Yariv, 1971, 1989) that the electric field
intensity for a TEM00 Gaussian laser beam that is propagating in the z-direction and has
a circular profile is

E(x, y, z) = E0
w0

w(z)
exp

{
−i(kwz − η(z)) − r2

[
1

w2(z)
+ ikw

2Rw(z)

]}
, (2.8)

where r =
√
x2 + y2, kw = 2πn/λ, and

w2(z) = w2
0

(
1 + z2

z2
R

)
, (2.9a)

Rw(z) = z

(
1 + z2

R

z2

)
, (2.9b)

η(z) = tan−1

(
z

zR

)
, (2.9c)

zR = πw2
0n

λ
. (2.9d)

The parameterw(z) represents the distance at which the field amplitude drops by a factor
1/e compared with its value on the beam axis. At that location, the beam intensity drops
by a factor of 1/e2. The parameter w0 is the minimum beam-spot size, located at the
plane z = 0. The analogy to radiation emitted from a point source located at the origin
of the coordinate system may be drawn. The complex electric field is

E ∝ e−ikwR

R
= 1

R
exp

(
−ikw

√
x2 + y2 + z2

)
. (2.10)

Far away from the point source and for z �
√
x2 + y2, the above is approximated by

E ∝ 1

R
exp

(
−ikwz − ikw

x2 + y2

2z

)
∼= 1

R
exp

(
−ikwz − ikw

x2 + y2

2R

)
. (2.11)

Comparison of (2.8) with (2.11) indicates that the parameter R in (2.8) may be viewed
as the radius of curvature of the wavefronts at z. The quantity zR signifies the distance
at which the diameter of the laser beam changes by a factor of

√
2 and is called the

Rayleigh length. Furthermore, dR/dz|z=zR = 0, indicating that the absolute value of the
radius of curvature assumes an infinite value at z = 0, passes through a minimum at
z = zR, and then increases linearly with z for z = zR. It is noted that the wavelength λ

and the minimum focal beam waist w0 completely specify the shape of the propagating
laser beam.

The depth of focus is given by the following relation:

ddof = πw2
0

λ

√
χ2

dof − 1. (2.12)

On setting the acceptable focus to be within 2%, i.e. χdof = w(z = ddof)/w0 = 1.02, the
depth of focus is estimated to be about 60 �m for w0 = 10 �m and λ = 1.064 �m. For
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large z, the hyperboloids x2 + y2 = const × w2(z) are asymptotic to the cone of half-
apex angle θbeam = λ/(πw0). This angle indicates the beam half-divergence in radians.
At long distances, z � zR, the beam size is therefore given by w(z) = zθbeam.

2.3.3 Elliptic Gaussian beams in a homogeneous medium

The wave equation allows solutions in which the variation in the x and y directions is
given by

E ∝ exp

(
− x2

w2
x

− y2

w2
y

)
(2.13)

with wx 
= wy . Specifically, the spatial beam-intensity profile will be given by

E(x, y, z) = E0

√
w0xw0y√

wx(z)wy(z)
exp

[
− i(kwz − η(z))

− x2

(
1

w2
x(z)

+ ikw
2Rwx(z)

)
− y2

(
1

w2
y(z)

+ ikw
2Rwy(z)

)]
. (2.14)

The elliptically shaped beam can be viewed as a composition of two independent circular
Gaussian beams in the x- and y-directions. The x-beam waist and radius of curvature
are

w2
x(z) = w2

0x

[
1 +

(
λ(z − zx)

πw2
0xn

)2
]
, (2.15a)

Rwx(z) = (z − zx)

[
1 +

(
πw2

0xn

λ(z − zx)

)2
]
. (2.15b)

Analogous expressions apply for the y-beam. The phase delay is

η(z) = 1

2
tan−1

(
λ(z − zx)

πw2
0xn

)
+ 1

2
tan−1

(
λ(z − zy)

πw2
0yn

)
. (2.16)

2.3.4 Higher-order beams

If the condition of azimuthal symmetry is removed, the spatial distribution of the electric
field allows higher-order modes:

El,m(x, y, z) = E0
w0

w(z)
Hl

(√
2

x

w(z)

)
Hm

(√
2

y

w(z)

)

× exp

[
−x2 + y2

w2(z)
− ikw(x2 + y2)

2Rw(z)
− ikwz + i(l +m+ 1)η

]
, (2.17)

where η = tan−1(z/zR) and zR = πw2
0n/λ. The functions Hl and Hm are Hermite poly-

nomials of orders l and m.
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The phase-shift along the beam-propagation axis z is

ϑ(z) = kwz − (l +m+ 1)tan−1

(
z

zR

)
. (2.18)

2.3.5 Optical resonators with spherical mirrors

Consider a circular Gaussian beam formed in a laser cavity with the spatial profile given
by Equation (2.9). Suppose that a resonator is formed by two reflectors, placed at the
locations z1 and z2, so that their radii of curvature Rw1 and Rw2 are the same as those of
the wavefronts at the respective locations:

Rw1 = z1 + z2
R

z1

, z1 = +Rw1

2
± 1

2

√
R2
w1 − 4z2

R, (2.19a)

Rw2 = z2 + z2
R

z2
, z2 = +Rw2

2
± 1

2

√
R2
w2 − 4z2

R. (2.19b)

If the mirrors are separated by the distance Lcav, the Rayleigh length is determined by

z2
R = Lcav(−Rw1 − Lcav)(Rw2 − Lcav)(Rw2 − Rw1 − Lcav)

(Rw2 − Rw1 − 2Lcav)2
,

w0 =
(
λzR

πn

)1
2

. (2.20)

A symmetrical resonator is formed if Rw2 = −Rw1 = Rw. In this case, the Rayleigh
length is

z2
R = (2Rw − Lcav)Lcav

4
. (2.21)

For a confocal resonator, Rw = Lcav and the beam waist is

w0|conf =
(
λLcav

2πn

)1
2

, (2.22)

and the beam size at the mirrors is

w1,2 =
√

2w0|conf . (2.23)

2.3.6 Resonance frequencies of optical resonators

Consider a spherical resonator with mirrors at the locations z1 and z2 (Yariv, 1971). The
resonance condition for the (l, m) mode is

ϑl,m(z2) − ϑl,m(z1) = ξπ, (2.24)

where ξ is any integer, and the phase ϑl,m(z) is given by Equation (2.18). For a resonator
length Lcav = z2 − z1, the above equation gives

kwξLcav − (l +m+ 1)

[
tan−1

(
z2

zR

)
− tan−1

(
z1

zR

)]
= ξπ, (2.25)
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and consequently, for a fixed (l, m) mode, the wavenumber and frequency separation
are

kwξ+1 − kwξ = π

Lcav
, (2.26a)

νξ+1 − νξ = c

2nLcav
. (2.26b)

For a fixed ξ , higher-order modes will resonate as

kw1Lcav − (l +m+ 1)1

[
tan−1

(
z2

zR

)
− tan−1

(
z1

zR

)]
= ξπ, (2.27a)

kw2Lcav − (l +m+ 1)2

[
tan−1

(
z2

zR

)
− tan−1

(
z1

zR

)]
= ξπ. (2.27b)

The wavenumber spacing is

kw1 − kw2 = 1

Lcav
[(l +m+ 1)1 − (l +m+ 1)2]

[
tan−1

(
z2

zR

)
− tan−1

(
z1

zR

)]
.

(2.28)

The corresponding frequency separation, �ν|l+m, caused by the change �(l +m) is

�ν|l+m = c

2πLcavn

[
tan−1

(
z2

zR

)
− tan−1

(
z1

zR

)]
. (2.29)

For the confocal resonator, z2 = −z1 = zR and

tan−1

(
z2

zR

)
− tan−1

(
z1

zR

)
= π

4
.

Hence, the frequency spacing becomes

�ν|l+m = 1

2
�(l +m)

c

2nLcav
. (2.30)

The frequencies generated by the mode-order change either coincide with the resonance
frequencies or fall half-way between them (Figure 2.2).

2.3.7 Spectral characteristics of laser emission

The design of the laser resonator can be optimized to allow amplification of only the
fundamental TEM00 mode, since the higher-order modes suffer severe scattering losses
due to high divergence. The spectral content of the laser emission depends on the
spectral width of the absorption line of the active medium. As shown in Figure 2.3,
only frequencies exceeding the population threshold and contained within the frequency
span (ν0 − �νthr, ν0 + �νthr) will be amplified. It is also apparent that these surviving
frequencies will experience a different amplification gain as they are removed from the
central resonance frequency. For a gas laser, the typical Doppler broadening width is
O(MHz), limiting the number of lasing frequencies. In contrast, for solid-state or liquid
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Figure 2.2. Location of the resonance frequencies in a confocal resonator as a function of the
longitudinal mode ξ and the beam-profile modes m and n.
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Figure 2.3. Surviving frequencies within the frequency span of a resonator.

(dye) lasers, the line width is larger, O(GHz), thus allowing more longitudinal modal
frequencies.

Emission of a single longitudinal mode can be forced by reducing the length of the
resonator, so that c/(2nLcav) > �νthr. However, this method might not be practical, since
the laser output intensity scales with the volume and length of the active medium. Selec-
tion of a single mode could then be done externally by a spectrometer or interferometer,
but preferably internally by inserting a spectral selective device such as a filter, an etalon,
a Michelson-type interferometer, or a grating into the laser cavity.
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Figure 2.4. A schematic diagram of a Q-switching process.

2.3.8 Q-Switching

Short pulses can be produced by the Q-switching method schematically outlined in
Figure 2.4. The pump pulse builds, on a rather slow time scale, a transient population
density N(t), but no amplification can happen because the losses and hence the population
threshold are kept high (low quality factor, Q). At the time t0, the losses are drastically
reduced, the quality factor Q is switched to a high value, and the energy built into the
high value of N(t0) is released to produce the so-called “giant” pulse.

The switching device may be an electro-optical (E-O) Q-switch based on the bire-
frigence effect of an electro-optical element that is characterized by different refractive
indices for light polarized in two orthogonal directions. Electro-optical Q-switches used
in practice employ either the Pockels-cell effect (longitudinal or transverse) or the Kerr
effect. In longitudinal E-O Q-switches, the electric voltage is applied parallel to the cell.
When the voltage is “off,” the crystal is uni-axial, but, when the voltage is turned “on,”
the crystal becomes bi-axial, producing birefringence. The most frequently used crystals
are KDP (0.4–0.8 �m), KD∗P (0.25–1.2 �m), CDP, LiNbO3 (1–4 �m), CdTe (2–4 �m),
and GaAs (2–4 �m) with rise times of ≈1 ns. A drawback is that the operating voltage
has to be in the kilovolt range, adding bulk to the device.

Acoustic waves propagating through elasto-optical solids modify the refractive index
of the material. Consequently, a standing acoustic-wave pattern generated by a tempo-
rally modulated RF voltage source creates an optical grating that diffracts the laser beam
away from the original direction of propagation. Common materials for the acousto-
optical (A-O) Q-switches are quartz in the visible and near-IR ranges, and Te and GaAs
in the IR range. Typical rise times are about 100 ns per millimeter thickness.

Mechanical Q-switches are formed by rotating, translating, or oscillating an optical
element to interrupt the beam path. For example, loss of parallelism by only part of a
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milliradian inhibits lasing. Since the motion is mechanical, the switching action cannot
be very fast, and the minimum rise time is tens of microseconds.

Saturable absorbers that normally absorb at the laser wavelength generate passive Q-
switching. As the electromagnetic (EM) intensity increases, the absorption coefficient
decreases due to depletion of ground-state molecules, and the material becomes trans-
parent or bleached. Passive Q-switches in the visible and near-IR spectral ranges are
usually based on organic-dye solutions, pigmented plastics, or colored glasses. Passive
Q-switches in the far-IR are based on gas saturation absorbers.

2.3.9 Mode-locking

As outlined previously, laser oscillations take place at a number of frequencies, separated
by

ωξ+1 − ωξ = πc

Lcav
= ω. (2.31)

At any point inside the laser cavity, the electric field resulting from the multimode
oscillation is

E(t) =
∑
n

Enei[(ω0+nω)t+ϑn]. (2.32)

It is therefore inferred that E(t) is periodic with period

Tp = 2π

ω
= 2Lcav

c
,

i.e. the round-trip time in the oscillator. While the different modes generally oscillate
randomly, useful results are achieved if the phasesϑn are fixed, sayϑn = 0. For simplicity,
it is assumed that there exist Nmod oscillating modes having equal amplitudes. The
corresponding electric field is

E(t) = E0

Nmod+1
2∑

− Nmod−1
2

ei(ω0+nω)t = E0eiω0t
sin(Nmodωt/2)

sin(ωt/2)
. (2.33)

The laser intensity is

I (t) ≈ E(t)E∗(t) ≈ sin2(Nmodωt/2)

sin2(ωt/2)
. (2.34)

The above expression represents a train of pulses with period Tp and peak power Nmod

times the average power distributed over all the locked modes (Figure 2.5). If the
spectral width of the laser line above threshold is �ωthr, the number of the locked modes
is Nlock ≈ �ωthr/ω. The individual pulse width is then

tpulse = Tp

Nlock
≈ 2π/ω

�ωthr/ω
= 2π

�ωthr
= 1

�νthr
.
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Figure 2.5. Plots of optical field amplitude resulting from phase locking of 5 and 15 laser modes.

For Nd : YAG lasers, the line frequency at λ = 1064 nm is �νthr = 1.2 × 1010 s−1,
yielding a pulse length of tpulse ∼ 80 ps. Gas lasers may have a lower line frequency
width above the lasing threshold, in the range of megahertz, and can therefore produce
mode-locked lengths only in the nanosecond range, whereas dye lasers can in principle
produce mode-locked pulses as short as femtoseconds. Active mode-locking by an A-O
or E-O device entails periodic modulation of the EM field at a frequency equal to the
intermodal frequency ω.

2.4 Definition of laser intensity and fluence variables

2.4.1 Gaussian beams

Fundamental TEM00 operation implies that the instantaneous distribution of laser inten-
sity across the beam is Gaussian:

I (r, t) = Ipk(t)exp

(
−2r2

w2

)
, (2.35)

where w is the radius of the point where the intensity drops by a factor of 1/e2 with
respect to the peak intensity Ipk at r = 0 and r is the radial coordinate. Frequently,
the radius at which the laser-beam intensity drops by a factor of 1/e is specified as
w1/e = w/

√
2.
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2.4.2 Continuous-wave laser beams

Continuous-wave (CW) laser beams are those for which the laser intensity is constant
with time, Ipk(t) = Ipk except for transient fluctuations and the long-term drift:

I (r, t) = Ipk exp

(
−2r2

w2

)
. (2.36)

The total laser power is defined by

P =
∫ +∞

0
I (r)2πr dr = πw2

2
Ipk. (2.37)

2.4.3 Pulsed laser beams

The dimensionless temporal pulse profile is characterized by

p(t) =



Ipk(t)

Ipk;max
, t < tpulse,

0, t > tpulse,

(2.38)

where Ipk;max is the peak intensity at t = tmax. It is common to characterize pulse lengths
with the FWHM pulse length, tFWHM. This is the temporal width of the pulse evaluated
at the intensity IFWHM = Ipk;max/2.

The local transient laser fluence may be defined as follows:

Ftr(r, t) =
∫ t

−∞
I (r, t ′)dt ′. (2.39)

This quantity represents the energy per unit area incident at a specific location, until the
elapsed time t. The total energy carried by the laser pulse is given by

Epulse =
∫ +∞

−∞

∫ +∞

0
I (r, t ′)2πr dr dt ′. (2.40)

The pulse fluence, F, is defined as the pulse energy divided by an area corresponding to
a circular disk of radius w:

F = Epulse

πw2
. (2.41)

The intensity distribution I (r, t) is

I (r, t) = 2Epulse

πw2

p(t)∫ +∞

−∞
p(t ′) dt ′

exp

(
−2r2

w2

)
. (2.42)

For a triangular temporal profile,

p(t) =




0, t < 0,
t

tmax
, 0 < t < tmax,

tpulse − t

tpulse − tmax
, tmax < t < tpulse.

(2.43)



50 Lasers and optics

Smooth pulses whose peak intensities lie at t = tmax can be fitted by

p(t) =
(

t

tmax

)ξ
exp

[
ρtemp

(
1 − t

tmax

)]
, (2.44)

where ρtemp is a parameter characterizing the temporal profile. For a sinusoidally mod-
ulated CW laser beam

p(t) = 1 − cos(ωmodt), (2.45)

where ωmod is the modulation frequency.
If a Gaussian beam of circular cross section is focused by a cylindrical lens, or if the

beam is incident on the target at an oblique angle of incidence, the resulting profile is
elliptical. On the other hand, the output of excimer, nitrogen, TEA CO2, and solid-state
lasers may have a roughly flat-topped cross section. In general, the laser intensity profile
is non-Gaussian and the intensity is a function of the spatial coordinates (x, y) on the
irradiated target plane and time: I(x, y, t). The local transient laser fluence may be defined
in a manner analogous to Equation (2.36):

Ftr(x, y, t) =
∫ t

−∞
I (x, y, t ′)dt ′. (2.46)

If A is the area of the irradiated spot, the pulse fluence is defined simply as

F = E

A
. (2.47)

The laser parameters regulating laser processing are the wavelength, λ, the polarization,
and the intensity distribution I(x, y, t) on the target surface. The temporal and spatial
dependence of the intensity distribution depends on the mode structure and on the
external modulation through the beam-delivery system.

2.5 Optical components

Spherical lenses are most commonly used in ablation systems. If beam expansion along
one direction is needed, cylindrical lenses can be used. For example, the raw excimer-
laser beam usually is of rectangular-elliptical cross section, with an aspect ratio of ∼3–5;
a cylindrical lens can be used for expanding the shorter dimension to give a square cross
section. The lens performance, with regard to the theoretical prediction, depends on lens
aberrations: spherical aberration, coma, astigmatism, field curvature, and distortion. To
reduce spherical aberration, apertures can be used to attenuate the beam rays diverging
from the optical axis. Alternatively, a condensing plano-convex lens can be used, with the
convex surface facing the incoming laser beam. Coma, which results from imaging light
rays from off-axis points as ring-like structures, can be eliminated by control over the
lens shape, as well as by utilizing apertures, again at the expense of some power loss. For
demanding applications, custom-made lenses providing the necessary corrections may



2.6 Beam delivery 51

be necessary. In any case, the choice of the materials for optical components depends
on the laser wavelength, energy level, and pulse-repetition rate.

Operation in the wavelength range from 350 to 1000 nm can be handled with quartz,
pyrex, or other glasses. In the UV range, from 190 to 350 nm, UV-grade fused silica
is adequate for relatively low repetition rates, but color formation and a significant
transmission loss have been observed under prolonged operation at high repetition
rates (Krajnovich et al., 1992). In this case, single-crystalline quartz, CaF2, or MgF2

lenses must be used. For the near-IR Nd : YAG, Nd : YLF, Nd : glass lasers and the like,
anti-reflection-coated quartz and glass lenses are normally adequate. However, these
materials are not transparent farther into the infrared. The crystalline alkali halides
NaCl and KCl, and various semiconductor materials, such as ZnSe, CdTe, GaAs, and
Ge, are highly transmitting in the far IR, in the 10-�m spectral range of CO2 laser
radiation. While transmission is a major concern, high thermal conductivity, hard-
ness, smoothness, and chemical resistance are also desirable when coatings need to be
applied. Thin-film antireflective (AR) coatings typically reduce the surface reflectance to
about 0.01.

The selection of mirrors must also be done carefully, to avoid damage by the incident
laser radiation. Multilayer dielectric coatings are designed to enhance the reflectiv-
ity to 0.99 for the particular wavelength and laser-beam incidence angle. It should
be cautioned that use of these mirrors at other wavelengths and incidence directions
might have adverse effects, since the reflectance is decreased. Beamsplitters are also
used to sample part of the beam for temporal profile measurement, to divert a por-
tion of the beam for pump–probe schemes, or to share the laser beam among separate
experiments.

For controlled ambient pressure and composition, but also to provide the appropriate
chemical-reaction environment, for example in pulsed-laser-deposition systems, exper-
iments are being conducted in vacuum chambers. The laser windows through which the
laser enters the deposition chamber have to be made from high-quality optical materials.
To avoid losses by scattering, the window surfaces must be optically smooth (λ/10 flat-
ness). Deposition of ablated particles onto the windows may lead to gradual transmission
loss and potentially to local damage.

2.6 Beam delivery

2.6.1 Gaussian beam focusing

Consider focusing of a laser beam by a thin lens of focal length, f (Figure 2.6). Let the
incoming beam’s half-divergence angle be θ1, and assume that the beam waist w01 is
formed at a distance z1 from the lens, with x1 = z1 − f . The focused beam’s focal waist
w02 is formed at a distance z2 ahead of the lens with x2 = z2 − f , and the half-divergence
angle is θ2. The thin-lens equation in Newtonian form is (O’Shea, 1985)

x1x2 = (z1 − f )(z2 − f ) = f 2 − f 2
0 , (2.48)
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Figure 2.6. Focusing of a circular Gaussian beam with a thin spherical lens.

where the term f0 accounts for diffraction effects and is given by

f 2
0 = zR1zR2. (2.49)

The focused beam’s parameters are

w02 = αfocw01, (2.50)

where

αfoc = |f |√
(z1 − f )2 + z2

R1

. (2.51)

The location of the focused beam’s waist, the Rayleigh range, and the half-beam diver-
gence are

z2 = f + α2
foc(z1 − f ), (2.52)

zR2 = α2
foczR1, (2.53)

θ2 = w02

zR2
. (2.54)

Suppose that the incoming beam is collimated, i.e. z1 � f . In this case,

αfoc
∼= f√

z2
1 + z2

R1

. (2.55)

Two limiting cases may be distinguished. When the incoming beam’s focal waist is
well within the Rayleigh range, z1 � zR1,

αfoc = f

zR1
, (2.56a)

w02
∼= f θ1, (2.56b)

z2
∼= f. (2.56c)
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In the more common case, if the lens is positioned far outside the Rayleigh range,
z1 � zR1,

αfoc
∼= f

z1
, (2.57a)

w02
∼= fw01

z1
, (2.57b)

θ2
∼= z1θ1

f
, (2.57c)

z2
∼= f. (2.57d)

Recalling that

z1
∼= wl

θ1
= wl

λ/(πw01)
,

where wl is the incoming beam’s size at the lens, Equation (2.57b) yields

w02
∼= f λ

πwl

= 2λ

π
f #, (2.58)

where f # = f/(2wl) is the f-number of the focusing system.
In laser microprocessing systems where tight focusing is required, the beam diver-

gence is first reduced via collimating and expanding systems that may be either con-
verging or diverging. In principle, if a beam were perfectly collimated, i.e. θ2 = 0, the
minimum beam radius w02 would have to be infinite. Hence, it makes sense to look
for either a minimum divergence or a maximum distance of the beam waist from the
lens element. In the first case, a minimum of θ2 according to Equation (2.54) would
correspond to a maximum zR2, which occurs for z2 = f . In the second case, according
to (2.52) z2 is a maximum when z1 = f + zR1, implying that the beam is considered col-
limated when a positive focal-length element displaces the focal waist by one Rayleigh
range ahead of the focal point. Consequently,

αfoc = |f |√
(z1 − f )2 + z2

R1

= |f |√
2zR1

, (2.59a)

z2 = f + α2
foc(z1 − f ) = f + f 2

2z2
R1

(zR1) = f + f 2

2zR1
. (2.59b)

Equation (2.59b) shows that good collimation can be obtained by utilizing a long
focal length accepting a tightly focused (and hence of small Rayleigh range) laser beam.
Focusing systems with f-numbers f # < 1 require special design and high-quality materi-
als. Thus, in practice, the achievable focal radius w0 ∼ λ. When the beam divergence is
decreased and the spot size is decreased, the depth of focus is also decreased. This might
not be advantageous in ablation applications for which a relatively large focal depth is
required, such as in the processing of nonplanar specimens. Equation (2.48) shows that,
when w0 ∼ λ, the depth of focus ddof becomes a fraction of λ, requiring high-precision
positioning.
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If laser processing is performed in an ambient gas environment, consideration must
be given to gas breakdown, the probability of which is increased by the presence of
dust particles and impurities that are first removed from the target. As discussed by
Von Allmen (1987), air-breakdown thresholds in the vicinity of absorbing targets are
of the order of 107 W/cm2 for CO2 lasers and 109 W/cm2 for Nd lasers. Direct writing
is achieved by focusing the Gaussian laser beam at normal incidence onto the speci-
men. For preserving the optical alignment in patterning operations, it is customary to
translate the substrate using precision micropositioning stages. Another practical lim-
iting factor when using short-focal-length objectives is that ablation products may be
deposited at the lens surfaces. Another major problem in the processing of electronic
components is the redeposition of debris onto the target surface. To avoid debris accu-
mulation, nozzles are sometimes used to blow an inert gas such as nitrogen over the
surface.

Whereas direct ablation of the target by irradiation from the top is the usual ablation
mode, in the laser-induced-forward-transfer (LIFT) technique, a target film is transferred
to the receiving wafer (Kantor et al., 1995). The irradiated film is deposited onto a
transparent substrate, through which the laser beam is focused. The thickness of the
ablated film is of the order of 100 nm, and the gap between the receiving wafer and the
film is in the tens-of-micrometers range.

2.6.2 Beam shaping and homogenization

In several applications, it is necessary to produce uniform irradiation at the target surface
through homogenization. In the case of coherent laser beams that have Gaussian profiles,
this is accomplished by diffractive optics using gratings (Veldkamp, 1982), phase plates
(Possin et al., 1983), or holographic techniques. Diffractive optical elements may also be
used to obtain, for example, ring-shaped beams that are markedly free of depth-of-focus
restrictions. The shaping of beams resulting from unstable laser resonators that typically
have strong ring ripples is not straightforward. It is, however, possible to achieve shaping
of beams from stable solid-state laser resonator configurations to nearly flat-top profiles
via two-dimensional lens arrays.

The raw beam emerging from the excimer laser is incoherent and spatially nonuniform.
To avoid hot spots for quantitative experiments, it is necessary to provide means of
homogenizing. The simplest homogenizer (Figure 2.7) is a tunnel type, whose internal
surfaces are finely polished. The tunnel material of preference is aluminum, since it can
be polished easily, yielding a reflectance in the UV range of about 90%. The excimer-
laser beam is focused slightly outside the tunnel opening. Very tight focusing may lead
to air-plasma and/or tunnel-material damage at the entrance. The size of the opening is
determined by the desired laser fluence range and shape from the cross-sectional profile
of the laser beam. On the other hand, the length of the homogenizer is designed to
provide an adequate number of bounces and beam mixing at the tunnel exit. Use of
diffuser plates upstream of the homogenizer entrance may improve beam quality. If the
beam fluence needs to be characterized accurately, one may try to eliminate the falling
crests of the laser beam by placing an aperture after the exit of the homogenizer. The
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Figure 2.7. The top and middle parts show the schematics of a tunnel-type beam homogenizer and
a fly’s-eye homogenizer, respectively. For the excimer-laser beam profile, the bottom left shows a
homogenized-field (11 mm × 11 mm) image captured using a beam profiler, CCTV lens, and
fluorescence plate. The bottom right shows a YAG beam profile (7.5 mm × 7.5 mm) captured by
a CCD camera combined with a beam profiler.

beam homogenizer provides a simple and flexible means for improving the beam quality
at the expense of a power reduction that can reach 40% in the case of tight focusing and
multiple bounces on the tunnel walls.

Another alternative is to use a fly’s-eye-type beam homogenizer, as is often done in
mask-projection lithography. Shown in Figure 2.7 is a homogenizer consisting of two
arrays of cylindrical lenses that are parallel to each other. The spatially nonuniform
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incoming laser beam is first divided into many bundles, which form arrays of point
images when focused onto a plane. The laser light is further made to diverge by a
second array of cylindrical lenses and then refocused by a spherical lens. To keep
the power losses low, all optical elements may be coated by AR thin films, and the
fabrication finish of the various optical components has to be precise. For example, gaps
between the cylindrical lens elements of the homogenizer due to poor machining and
surface matching would lead to significant reduction of the available power. With careful
design, the fly’s-eye beam homogenizer allows the use of large optical elements that
facilitate the high-throughput processing of large specimen areas.

2.6.3 Projection machining

Projection machining is suitable for processing of large specimen areas, which makes
it suitable for industrial-scale applications. The overall design strategy for the excimer
micromachining tool (e.g. Zhang et al., 1996) is to use the excimer-laser beam to project
the mask image onto the wafer surface. There are two commonly used ways for masking
the laser beam: absorption and reflection. Because of the strong absorption of the UV
irradiation, metal masks tend to be thermally damaged by mechanisms such as sputtering,
melting, and/or thermal–mechanical deformation. Conventional chromium masks cannot
sustain higher excimer-laser fluences in micromachining processes. Dielectric masks,
made from thin films on transparent substrates are far more resistant than chromium
masks, and usually can sustain fluences up to 1 J/cm2. The dielectric thin film is designed
in such a way that the masked part reflects most of the laser energy at the specific
excimer-laser wavelength, so that the thermal damage induced on the mask is greatly
suppressed.

Rothschild and Ehlrich (1988) reviewed optical design considerations for excimer-
laser projection-lithography systems. In the case of imaging of equal lines and spacings
with incoherent light, the absolute cutoff linewidth isλ/(4NA), whereλ is the wavelength
and NA is the numerical aperture in the image space. Typically, the achievable linewidth
is about three times the absolute cutoff linewidth. On increasing NA, the linewidth
decreases, but this is compromised by the decrease in field of depth. A measure of toler-
ance for the acceptable defocusing is the Rayleigh range, zR = λ/[2(NA)2]. The resolu-
tion of excimer-laser projection micromachining is mainly limited by the chromatic aber-
ration of the optical system for projection. To overcome chromatic aberration, reflective
optics such as Schwarzschild microscope objectives have been employed in scanning
projection systems for finer patterning. Besides optical considerations, care must be
taken regarding the mechanical and thermal stability of the projection-micromachining
system.

2.6.4 Beam profile and power

Commercial beam analyzers are available that are based on charge-coupled-device
(CCD) cameras in the UV–visible range and pyroelectric matrix cameras in the IR
range, involving linear or two-dimensional arrays of photodiodes. These analyzers are
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equipped with frame grabbers and image-processing systems to provide precise mea-
surements of the laser-beam profile for CW as well as pulsed lasers for laser-beam
diameters exceeding tens of micrometers. Such information may be important for eval-
uating the stability and performance of the laser system, and to ensure process quality,
for example in micromachining applications. The beam profile can be estimated by
chopping the laser beam using a mechanical chopper, or by mechanically scanning a
sharp knife edge (Suzaki and Tachibana, 1975), pinhole, or slit through the laser beam.
For focused laser beams with spot size in the micrometer range, the variation of the laser
power, Pd(x), measured by a single-element detector yields the laser-beam profile as a
function of the distance of the knife edge from the spot center:

Pd(x) =
∫ +∞

x

∫ +∞

−∞
Ipke− 2(x2+y2)

w2 dx dy = Pl

2
erfc

(√
2x

w

)
, (2.60)

where Pl is the laser-beam power. The beam radius, w, is obtained by fitting Pd(x).
The laser power can be measured by calibrated commercial power meters and Jouleme-

ters that accept beams extracted from the main ablation beam via beamsplitters. If abla-
tion is performed at low fluences, it is perhaps a better strategy to run the laser at higher
laser energies and then attenuate the beam. For polarized solid-state lasers, rotating-
polarizer beamsplitter cubes or liquid-crystal devices can do this. For excimer lasers,
one may try combinations of quartz beamsplitter plates. In the IR regime, laser pulses
can be modulated and their intensity amplitude adjusted by acousto-optical modulators.
The beam power for CW lasers and pulse profile can be monitored by reading the signal
deflected from beamsplitters or simply the energy scattered from optical components
to sufficiently fast detectors. For short-pulse lasers, several techniques based on phase
sensing have been presented.
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3 Thermal processes in
laser–materials interactions

3.1 Macroscopic transport

Because of their relative simplicity, classical continuum transport models are often used
effectively to describe laser interactions with materials where nonequilibrium processes
are not dominant. When the diffusion time scale of the system is much larger than the
relaxation time scale of relevant energy carriers, and when the characteristic length scale
of the system is much larger than the mean free path, local thermodynamic equilibrium
(LTE) can be established over space and time. In this case, macroscopic transport laws
are operative. The characteristic relaxation times for energy transfer typically are in
the picosecond regime. Fourier heat conduction is therefore sufficiently accurate for
modeling nanosecond or longer-duration pulsed-laser heating of materials.

3.1.1 Energy absorption

As detailed in Chapter 1, the energy coupling into the target material is determined by
the material’s optical properties, i.e. the complex refractive index nc = n− ik, which
depends on the incident laser wavelength and the material temperature. The absorption
depth in the material is dabs = 1/γ = λ/(4πk) while the volumetric energy intensity
absorbed by the material at a depth z from the surface is given by

Qab(x, y, z, t) = (1 − R)I (x, y, t)γ e−γ |z|, (3.1)

where R is the surface surface reflectivity, which for normal incidence is

R = (n− 1)2 + k2/(n+ 1)2 + k2.

More generally, for a temperature-dependent absorption coefficient

Qab(x, y, z, t) = (1 − R(Ts))I (x, y, t)γ (T (z))exp

[
−

∫ z

0
γ (T (z′))dz′

]
, (3.2)

where Ts is the surface temperature. Steep thermal gradients into the material alter
the absorbed-energy profile by introducing nonlinear effects. It is noted that for rough
surfaces (RMS roughness >λ/10), the absorption of the laser energy is complicated
because of surface light scattering. The light propagation in materials that are nonho-
mogeneous at the scale of the light wavelength is subject to volumetric scattering. In
fact, the absorption may be different from the expected contribution from the constituent
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components of the composite medium. It is also important to keep in mind that tabulated
optical properties of materials refer to carefully prepared surfaces, usually under vac-
uum conditions. Surface oxides affect the material absorptivity and the coupling of the
laser energy to the surface. The concept of the complex refractive index is inadequate
for describing the coupling of electromagnetic energy with ultra-small particles and
surface features in the case of absorbing films that are thinner than 1/γ . Surface modes
such as the excitation of plasmons and electron scattering can be dominant in this case.
Finally, the simple heating picture presented does not address nonlinear issues, including
(i) thermal lensing and self-focusing in transparent media due to gradients of the real
part of the complex refractive index, and (ii) optical generation of free carriers in semi-
conductors and insulators that result in a steep increase in absorption with increasing
laser energy (Von Allmen, 1987).

3.2 Conductive heat transfer

For nanosecond or longer-duration laser pulses, the electrons and the lattice are at thermal
equilibrium, characterized by a common temperature, T. The transient temperature field
can then be calculated by solving the heat-conduction equation

ρCp(T )
∂T

∂t
= ∇ · (K(T )∇T ) +Qab(x, y, z, t), (3.3)

where ρ, Cp, K, and T represent density, specific heat for constant pressure, thermal
conductivity, and temperature, respectively. These properties in general are functions
of temperature, but, for a first estimate, constant thermal properties may be assumed
in order to derive approximate analytical solutions. For a laser beam incident on the
surface, z = 0, of a bulk substrate of thickness d and initial temperature T0, the initial
condition for the heat-transfer problem is

T (t = 0) = T0, (3.4)

and the boundary conditions are

K
∂T

∂z

∣∣∣∣
z=0

= hconv,u(T (x, y, 0, t) − T∞) + εem,uσSB
(
T (x, y, 0, t)4 − T 4

∞
)
, (3.5a)

−K ∂T

∂z

∣∣∣∣
z=d

= hconv,L(T (x, y, d, t) − T∞) + εem,LσSB
(
T (x, y, d, t)4 − T 4

∞
)
. (3.5b)

In the above, hconv,u and hconv,L are the coefficients for linear convective heat transfer
from the top and bottom surfaces of the sample, εem,u and εem,L are the corresponding
emissivities, σSB is the Stefan–Boltzmann constant, and T∞ is the ambient temperature.
The thermal-diffusion penetration depth into the material is given by dth = √

αtpulse,
where α is the thermal diffusivity, α = K/(ρCp), and tpulse is the pulse duration. For
dth � d (and dabs � d) the target material can be considered semi-infinite.
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If dabs/dth � 1, the absorption of laser radiation is essentially a skin surface phe-
nomenon, which is a valid approximation for metals irradiated by laser pulses of duration
longer than nanoseconds. Barring plasma effects, the efficiency of energy coupling with
the material is in this case to a considerable degree determined by the surface reflectiv-
ity. For metals, the surface reflectivity is high in the IR range, typically over 0.90 for
>5 �m, but it may be lower in the near-IR and visible ranges (e.g. Palik, 1985). Upon
melting, the absorptivity is enhanced in a step-wise manner (Miller, 1969). If the absorp-
tion coefficient is weak and dabs/dth � 1, radiation penetrates deeper into the material,
giving rise to shallower thermal gradients and a more uniform temperature field. A more
serious assumption is that of a constant absorption coefficient and surface reflectivity
during the laser pulse.

3.2.1 Scanning a beam over a semi-infinite substrate

Consider a beam of elliptic Gaussian beam cross section with half-spans wx and wy

scanning over a semi-infinite substrate with a velocity U, that may be time-varying,
i.e. U = U (t), but is here considered constant. For negligible thermal emission and
convective heat-transfer losses from the material surface, the heat-transfer field induced
by a two-dimensional laser intensity distribution is described by the following system
of equations:

∂T

∂t
= α

(
∂2T

∂x2
+ ∂2T

∂y2
+ ∂2T

∂z2

)
+ Qab(x, y, z, t)

ρCp

. (3.6)

The volumetric absorption is

Qab(x, y, z, t) = (1 − R)γ I0 exp

[
−
(
x − Ut

wx

)2

−
(
y

wy

)2

− γ z

]
. (3.7)

The initial condition is

T (x, y, z, 0) = 0. (3.8)

The boundary conditions are

∂T

∂z

∣∣∣∣
z=0

= 0, (3.9a)

Tx,y,z→∞ → 0. (3.9b)

The auxiliary problem defining the respective Green function is

∂G

∂t
= α

(
∂2G

∂x2
+ ∂2G

∂y2
+ ∂2G

∂z2

)
+ δ(�r − �r ′|t − t ′)

ρCp

, (3.10a)

G(�r, t |�r ′, t ′) = 0, t < t ′, (3.10b)
∂G

∂z

∣∣∣∣
z=0

= 0, t = t ′, (3.10c)

G|�r−�r ′ |→∞ → 0, t > t ′. (3.10d)
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The Green-function solution is

G(x, y, z, t |x ′, y ′, z′, t < t ′) = 1

8[πα(t − t ′)]3/2

×
[

e− (x−x′ )2+(y−y′)2+(z−z′ )2
4α(t−t ′ ) + e− (x−x′)2+(y−y′)2+(z+z′ )2

4α(t−t ′)

]
, (3.11)

and the temperature distribution is

T (x, y, z, t) = 1

ρCp

∫ t

t ′=0

∫ +∞

x ′=−∞

∫ +∞

y ′=−∞

∫ +∞

z′=0
Qab(x ′, y ′, z′, t ′)

×G(x, y, z, t |x ′, y ′, z′, t ′) dx ′ dy ′ dz′ dt ′. (3.12)

The solution is given in integral form with respect to time:

T (x, y, z, t) = (1 − R)I0γwxwy

ρCp

∫ t

0

dt ′√[
w2
x + 4α(t − t ′)

][
w2
y + 4α(t − t ′)

]

× exp


−




x2w2
x

4α(t − t ′)
− Ut ′x + U 2t ′2

w2
x + 4α(t − t ′)

+
y2w2

y

4α(t − t ′)
w2
y + 4α(t − t ′)




+ γ 2α(t − t ′)




×
[

e−γ z erfc

(
γ
√
α(t − t ′) − z

2
√
α(t − t ′)

)

+ eγ z erfc

(
γ
√
α(t − t ′) + z

2
√
α(t − t ′)

)]
. (3.13)

If the sample thickness d is comparable to the thermal penetration depth, the respective
boundary conditions on the top and bottom surfaces are

∂T

∂z

∣∣∣∣
z=0

= 0, (3.14a)

T (x, y, d) = 0. (3.14b)

The corresponding Green function is

G(x, y, z, t |x ′, y ′, z′, t ′) = GX(x, t |x ′, t ′) ·GY (y, t |y ′, t ′) ·GZ(z, t |z′, t ′), (3.15)
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where

GX(x, t |x ′, t ′) = 1√
4πα(t − t ′)

e− (x−x′)2
4α(t−t ′) , (3.16a)

GY (y, t |y ′, t ′) = 1√
4πα(t − t ′)

e− (y−y′)2
4α(t−t ′) , (3.16b)

GZ(z, t |z′, t ′) = 2

d

∞∑
m=1

e−ζ 2
mα(t−t ′)/d2

cos

(
ζm

z

d

)
cos

(
ζm

z′

d

)
, (3.16c)

where the eigenvalues are ζm = π (m− 1
2 ).

Some simple solutions are given in the following discussions.

3.2.2 One-dimensional heat conduction

For a spatially uniform laser-beam distribution, I (x, y, t) = I (t), if the radius or char-
acteristic dimension of the laser beam is much larger than dabs and dth, the temperature
profile in the material is one-dimensional.

(i) For dabs/dth � 1, negligible heat losses from the surface, and assuming a laser
source incident on an infinite target, the one-dimensional solution to Equation
(3.1) yields a surface temperature Tsu(t) as follows:

Tsu(t) = (1 − R)
√
α/π

K

∫ t

0

I (t ′)dt ′√
t − t ′

. (3.17)

(ii) For a surface source and triangular temporal laser pulse profile that would, for
example, be fitted to an excimer-laser pulse,

Tsu(t) = 8
√
α/π

K
F (1 − R)

[
t3/2 −

(
1 + tmax

tpulse − tmax

)
(t − tmax)3/2

]
,

tmax < t < tpulse, (3.18)

where F is the pulse fluence and tmax is the time instant of the peak temporal
intensity.

The peak surface temperature Tsu,pk occurs at a time tpk = t2
pulse/(2tpulse − tmax)

and is given by

Tsu,pk = 8F (1 − R)

3K

√
α/π

2tpulse − tmax
. (3.19)

(iii) For a beam of constant intensity impinging on a slab of thickness d with skin
absorption and insulated surfaces:

T (z, t) = (1 − R)Ipkt

ρCpd
+ (1 − R)Ipkd

K

[
3z2 − d2

6d2
− 2

π2

∞∑
n=1

(−1)n

n2

× exp

(
−αn2π2t2

d2

)
cos

(
nπz

d

)]
. (3.20)
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(iv) For a pulse with temporal shape I (t) = Btm/2, where m = −1, 0, 1, 2, . . . incident
on a medium of thickness d:

T (z, t) = 2m+1(1 − R)Btm/2
√
αt�(m/2 + 1)

K

×
∞∑
n=0

[
im+1 erfc

(
(2n+ 1)d − z√

4αt

)
+ im+1 erfc

(
(2n+ 1)d + z√

4αt

)]
,

(3.21)

where erfc is the complementary error function, while the � function is defined
as

�(υ) =
∫ ∞

0
ξυ−1 exp(−ξ )dξ,

and the repeated integrals of the error function are

im erfc(υ) =
∫ ∞

υ

im−1 erfc(ξ )dξ, m = 0, 1, 2, . . .

(v) Considering the laser-beam attenuation in a semi-infinite medium subjected to
constant laser intensity, the temperature distribution is

T (z, t) = 2(1 − R)Ipk

K

√
αt i erfc

(
z

2
√
αt

)
− (1 − R)I0

γK
e−γ z

+ (1 − R)Ipk

2γK
exp(γ 2αt − γ z)erfc

(
γ
√
αt − z

2
√
αt

)

+ (1 − R)Ipk

2γK
exp(γ 2αt + γ z)erfc

(
γ
√
αt + z

2
√
αt

)
. (3.22)

Accordingly, the surface temperature is

Tsu(t) = Ipk(1 − R)

K

{√
αt

π
− 1

γ

[
1 − eγ

2αt erfc(γ
√
αt)

]}
. (3.23)

(vi) For a beam of constant intensity incident on a slab of thickness d with finite
absorption coefficient

T (z, t) = (1 − R)Ipk

2γαρCp

+∞∑
n=−∞

σnAn + (1 − R)Ipk

ρCp

(
t

α

)1
2

×
+∞∑

n=−∞
σnBn − (1 − R)Ipke−γ z

γ αρCp

, (3.24)
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where σn = (−1)n,

An = exp[γ 2αt ± γ (z − 2nd)]

[
erfc

(
γ
√
αt ± z − 2nd√

4αt

)

− erfc

(
γ
√
αt ± z − 2nd√

4αt
+ d√

4αt

)]
,

Bn = 2i erfc

( |z − 2nd|√
4αt

)
− exp(−γ d)i erfc

[ |z − (2n± 1)d|√
4αt

]
.

(vii) In the case of a large absorption depth compared with the thermal penetration
depth, 1/γ � √

αtpulse, the above equation yields the peak surface temperature at
the end of the laser pulse:

Tsu,pk = γF (1 − R)

ρCp

. (3.25)

It is noted that the peak surface temperature in this case is in direct proportionality
to the laser pulse energy and does not depend on the pulse duration.

(viii) Consider surface skin-depth absorption in a layer of thickness d, with ther-
mal conductivity and diffusivity K1 and α1, respectively, on a semi-infinite
medium of thermal conductivity and diffusivity K2 and α2. The temperature in the
layer is

T1(z, t) = (1 − R)Ipk

K1

√
4α1t

[ +∞∑
n=−∞

ξ |n|i erfc

( |z − 2nd|√
4α1t

)
+ 2i erfc

(
z√

4α1t

)]
,

(3.26)

where

ξ = K1
√
α2 −K2

√
α1

K1
√
α2 +K2

√
α1
.

The temperature in the substrate is

T2(z′, t) = 2TL
�+ 1

+∞∑
n=0

ξnI1(z∗), (3.27)

where z′ = z − d ,

TL = 2(1 − R)Ipk
√
α2t√

πK2
, � = K1

K2

√
α2

α1
,

z∗ = z′
√

4α2t
+ (2n+ 1)d√

4α1t
, I1(x) = √

π i erfc(x).
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3.2.2 Beams of circular cross section

In the case of radial symmetry it is more convenient to set the problem in cylindrical
coordinates (r, z). The energy equation for constant properties is

1

α

∂T

∂t
= ∂2T

∂r2
+ 1

r

∂T

∂r
+ ∂2T

∂z2
+ Qab(r, z, t)

K
. (3.28)

The energy-absorption term is

Qab(r, z, t) = (1 − R)γ Ipk exp

(
− r2

w2
− γ z

)
. (3.29)

Consider the beam incident on a semi-infinite medium whose surface experiences
negligible losses. The respective initial and boundary conditions are

T (r, z, 0) = 0, (3.30a)
∂T

∂z

∣∣∣∣
z=0

= 0, (3.30b)

T (r, z → ∞) → 0. (3.30c)

The solution is written as

T (r, z, t) = 1

ρCp

∫ t

t ′=0

∫ +∞

r ′=0

∫ +∞

z′=0
Qab(r ′, z′, t ′)G(r, z, t |r ′, z′, t ′)2πr ′ dr ′ dz′ dt ′.

(3.31)
The Green function is

G(r, z, t |r ′, z′, t ′) = GR(r, t |r ′, t ′) ·GZ(z, t |z′, t ′), (3.32)

where

GR(r, t |r ′, t ′) = 1

4πα(t − t ′)
exp

[
− (r − r ′)2

4α(t − t ′)

]

× exp

[
− rr ′

2α(t − t ′)

]
I0

[
rr ′

2α(t − t ′)

]
, (3.33a)

GZ(z, t |z′, t ′) = 1√
4πα(t − t ′)

{
exp

[
− (z − z′)2

4α(t − t ′)

]
+ exp

[
− (z + z′)2

4α(t − t ′)

]}
. (3.33b)

In the above, I0 is the modified Bessel function of the first kind and zeroth order.
Consider a beam of power P over a disk of radius w, incident on a semi-infinite

substrate. The intensity is uniform over the irradiated area, I (t) = P (t)/(πw2), and the
laser energy is absorbed over a skin depth.

(i) A pulse of energyEpulse is instantaneously released on the surface, i.e. I (t) = Ipkδ(t),
where δ(t) is the Kronecker delta function:

T (r, z, t) = (1 − R)Epulse

2ρCpπw2(πα3t3)1/2

×
∫ w

0
exp

(
− r2 + r ′2 + z2

4αt

)
I0

(
rr ′

2αt

)
r ′ dr ′. (3.34)
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(ii) A pulse of arbitrary temporal distribution I (t) is incident on the surface:

T (r, z, t) = 1 − R

4πρCpα3/2

∫ t

0

∫ w

0

I (t ′)
(t − t ′)3/2

exp

(
− r2 + r ′2 + z2

4α(t − t ′)

)

× I0

(
rr ′

2α(t − t ′)

)
r ′ dr ′ dt ′. (3.35)

3.2.3 Gaussian laser beams

A variety of analytical expressions for the temperature rise induced by laser beams
of Gaussian intensity cross-sectional profiles incident on semi-infinite substrates, finite
slabs, and thin films, are given in Bäuerle (1996) and Prokhorov et al. (1990). For
negligible heat-transfer losses the following expressions are derived on the basis of the
1/e intensity radius, w = w1/e.

(i) For surface absorption by an arbitrary temporal distribution of peak intensity Ipk(t)

T (r, z, t) = (1 − R)w2

ρCp(πα)1/2

∫ t

0

Ipk(t ′)
(t − t ′)1/2[4α(t − t ′) + w2]

× exp

(
− z2

4α(t − t ′)
− r2

4α(t − t ′) + w2

)
dt ′. (3.36)

(ii) An approximate expression for the rise in surface temperature at the origin (r = 0,
z = 0) induced by a rectangular laser pulse is

T (0, 0, t) = Ipk(1 − R)γw2

ρCp

∫ t

0

1

w2 + 4αt ′
erfc

(
γ
√
αt ′

)
exp(γ 2αt ′)dt ′. (3.37)

(iii) The following expression can be derived for the temperature induced by a laser
beam of time-varying peak intensity Ipk(t) and for volumetric absorption:

T (r, z, t) = 2(1 − R)γ

K

∫ √
αt

µ=0


µ exp

(
γ 2µ2 − r2

w2 + 4µ2

)
w2 + 4µ2




×
{

exp(−γ z)

[
1 − erf

(
γµ− z

2µ

)]

+ exp(γ z)

[
1 − erf

(
γµ+ z

2µ

)]}
Ipk(µ)dµ, (3.38)

where the variable µ is defined as µ = √
α(t − t ′).

If a laser beam of Gaussian cross section is considered, the heat flow is essentially
perpendicular to the target surface direction if the beam radius is much greater than the
thermal penetration depth, i.e. w � √

αtpulse. In the other extreme case, if w � √
αtpulse

the laser heat source may be considered a point source and the isotherms concentric
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hemispherical surfaces:

T (r, 0, t) = (1 − R)w2

ρCp

√
πα

∫ t

0

I (t ′)
(t − t ′)2[4α(t − t ′) + w2]

exp

(
− r2

4α(t − t ′) + w2

)
dt ′.

(3.39)

More-complicated expressions for the linear heat conduction, accounting for the absorp-
tion of laser energy in the material, can be derived using Green-function methods (Özisik,
1993). For the purpose of a quick estimate, it is useful to recall simple relations for the
temperature rise of the target, such as

T ≈ (1 − R)Epulse

ρCpVHAZ
, (3.40)

where Epulse is the laser pulse energy and VHAZ is an estimate of the heat-affected material
volume:

VHAZ =


πw2√αtpulse, w � √

αtpulse,
4

3
π (αtpulse)3/2, w � √

αtpulse.
(3.41)

3.2.4 Beam motion–quasi-static thermal field

Equation (3.6) is written as

∂2T

∂x2
+ ∂2T

∂y2
+ ∂2T

∂z2
+ Qab(x, y, z, t)

K
= 1

α

∂T

∂t
. (3.42)

Consider now scanning of the laser beam with a constant velocity U along the positive x-
axis. A new ξ -coordinate is introduced so that the coordinate system (ξ, y, z) is anchored
to the laser beam:

ξ = x − Ut. (3.43)

The heat-conduction equation (3.42) is transformed to the new set of coordinates:

∂2T

∂ξ 2
+ ∂2T

∂y2
+ ∂2T

∂z2
+ Qab(ξ, y, z, t)

K
= 1

α

(
∂T

∂t
− U

∂T

∂ξ

)
. (3.44)

In an alternative point of view, the solid appears as moving at a velocity U and in the
negative ξ -direction toward an observer situated at the origin of the coordinate system
(ξ, y, z). The negative sign in front of the velocity term in Equation (3.44) is due to this
apparent motion.

If the solid target is long enough in the x-direction compared with the thermal pen-
etration depth, the temperature field becomes stationary with respect to the coordinate
system (ξ, y, z). In other words, the temperature field appears to be independent of
time for an observer stationed at the origin of the (ξ, y, z) coordinate system. For this
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quasi-static temperature field, the transient term ∂T /∂t vanishes:

∂2T

∂ξ 2
+ ∂2T

∂y2
+ ∂2T

∂z2
+ Qab(ξ, y, z, t)

K
= −U

α

∂T

∂ξ
. (3.45)

Equation (3.29) can be transformed to a more convenient form by introducing a new
dependent variable T (ξ, y, z) = �(ξ, y, z)e− Uξ

2α :

∂2�

∂ξ 2
+ ∂2�

∂y2
+ ∂2�

∂z2
−

(
U

2α

)2

�+ Qab(ξ, y, z, t)e
Uξ

2α

K
= 0. (3.46)

Assuming a point source of continuous power Pl scanning over a semi-infinite medium,
the above equation yields the following elementary solution:

T (r, ξ ) = (1 − R)Pl
2πKr

exp

(
−Ur

2α
− Uξ

2K

)
, (3.47)

where r =
√
ξ 2 + y2 + z2.

Quasi-static solution for an elliptic beam profile
Consider a beam of elliptic Gaussian intensity distribution scanning with constant veloc-
ity U over a semi-infinite target. The absorption of laser light is considered a skin-depth
event. The beam intensity profile is

I (ξ, y) = Ipk exp

[
−
(
ξ 2

r2
x

+ y2

r2
y

)]
. (3.48)

Following the derivation by Moody and Hendel (1982), the characteristic radius r and
eccentricity β are defined as follows:

r = √
rxry, β = ry/rx.

The quasi-static temperature distribution (fixed with respect to the (ξ, y) coordinate
system) is described by

∂2T

∂ξ 2
+ ∂2T

∂y2
+ ∂2T

∂z2
− U

α

∂T

∂ξ
= 0, (3.49a)

−K ∂T

∂z

∣∣∣∣
z=0

= (1 − R)I (ξ, y), (3.49b)

T (ξ, y, z → ±∞) = 0. (3.49c)

The solution to the above system is given by

T (ξ, y, z) = (1 − R)Ipkr√
πK

∫ ∞

0
φ(χ )dχ, (3.50)

where

φ(χ ) =
exp

{
−
[

(ξ ′ + U ′χ2)2

χ2 + 1/β
+ y ′2

χ2 + β
+ z′2

χ2

]}
√

(χ2 + 1/β)(χ2 + β)
. (3.51)
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In the above the parameters are defined as follows:

ξ ′ = ξ

r
, y ′ = y

r
, z′ = z

r
, U ′ = Ur

4αr
. (3.52)

Scanning beam over a substrate of finite thickness
Consider a Gaussian beam of elliptic cross section. The beam is scanned over a slab
that is extensive in the x- and y-directions but of finite thickness d in the z-direction.
Losses represented by a linearized heat-transfer coefficient, hconv,u, are allowed from
the top surface, while the bottom surface at z = d is kept at the ambient temperature,
which is taken to be zero for convenience. The initial condition and boundary conditions
complementing the field equation (3.28) are

T (ξ, y, z, 0) = 0, (3.53)

K
∂T

∂z

∣∣∣∣
z=0

= hconv,uT (ξ, y, 0, t), (3.54a)

T (ξ, y, d) = 0, (3.54b)

T (ξ, y → ±∞) = 0. (3.54c)

The following transformation may be applied:

T (ξ, y, z, t) = W (ξ, y, z, t)exp

(
−Uξ

2α
− U 2t

4α

)
. (3.55)

The field equation and initial and boundary conditions on the transformed variable W
are written as follows:

∂W

∂t
= α

(
∂2W

∂ξ 2
+ ∂2W

∂y2
+ ∂2W

∂z2

)
+ Qab,W (ξ, y, z, t)

ρCp

. (3.56)

The absorption term Qab,W is

Qab,W (ξ, y, z, t) = (1 − R)γ Ipk exp

[
−
(
ξ

wx

)2

−
(
y

wy

)2

− γ z + Uξ

2α
+ U 2

4α
t

]
.

(3.57)

The initial condition is

W (ξ, y, z, 0) = 0. (3.58)

The boundary conditions are

K
∂W

∂z

∣∣∣∣
z=0

= hconv,u,WW (ξ, y, 0), (3.59a)

where hconv,u,W = hconv,u +KU/(2α),

W (ξ, y, d) = 0, (3.59b)

Wξ,y→±∞ → 0. (3.59c)
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The temperature distribution is given by

W (x, y, z, t) = 1

ρCp

∫ t

t ′=0

∫ +∞

ξ ′=−∞

∫ +∞

y ′=−∞

∫ +∞

z′=0
Qab,W (ξ ′, y ′, z′, t ′)

×G(ξ, y, z, t |ξ ′, y ′, z′, t ′) dx ′ dy ′ dz′ dt ′. (3.60)

The Green-function solution is

G(x, y, z, t |x ′, y ′, z′, t ′) = 1

4πα(t − t ′)
e− (ξ−ξ ′)2+(y−y′ )2

4α(t−t ′)
2

d

∞∑
m=1

e−ζ 2
mα(t−t ′)/d2

×
(
ζ 2
m + B2

)
sin

[
ζm

(
1 − z

d

)]
sin

[
ζm

(
1 − z′

d

)]
ζ 2
m + B2 + B

,

(3.62)

where the eigenvalues are given by the transcendental equation ζm cot ζm = −B and
B = hconv,u,Wd/K .

3.3 Melting

3.3.1 Interface boundary conditions

In pure-element materials, the transition to the melting phase normally occurs at a
specified temperature. The propagation of the solid/liquid interface is prescribed by
the energy balance, which may be thought of as a kinematic boundary condition. The
moving interface is assumed to be isothermal at the equilibrium melting temperature,
Tm, if no overheating or undercooling is assumed:

Ts(�r ∈ Sint) = Tl(�r ∈ Sint) = Tm, (3.63)

ks
∂Ts

∂n

∣∣∣∣
�r∈Sint

− kl
∂Tl

∂n

∣∣∣∣
�r∈Sint

= LslUint;n, (3.64)

where Lsl is the latent heat for melting, ∂/∂n indicates the derivative of the interface
along the normal direction vector �n at any location of the interface, �r ∈ Sint, and pointing
into the liquid region, while Uint;n is the velocity of the interface along �n. The above
interfacial boundary conditions, together with the heat-conduction equations in the
solid and liquid regions, specify the “Stefan problem.” Analytical solutions are scarce
and limited to the one-dimensional phase change in materials with constant properties
that is driven by a surface temperature differential, the so-called “Neumann solution”
(Carslaw and Jaeger, 1959). Numerical solutions implementing the exact boundary
conditions are nontrivial in multiple dimensions, requiring front-fixing or front-tracking
techniques.
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3.3.2 The enthalpy formulation

An alternative way of modeling phase change is the enthalpy method, which circumvents
the need for exact tracking of the transient interface motion. The enthalpy function is
used to account for phase change:

H (T ) =
∫ T

T0

ρs(T )Cp,s(T )dT , T < Tm, (3.65)

H (T ) =
∫ Tm

T0

ρs(T )Cp,s(T )dT +
∫ T

Tm

ρl(T )Cp,l(T )dT + Lsl, T > Tm, (3.66)

where the density ρ and specific heat Cp vary differently with temperature in the solid
and liquid phases. For T = Tm the enthalpy function assumes values between Hs and
Hl,

Hs =
∫ Tm

T0

ρs(T )Cp,s(T )dT , (3.67a)

Hl =
∫ Tm

T0

ρs(T )Cp,s(T )dT + Lsl. (3.67b)

The enthalpy value H = Hs is assigned to solid material at the melting temperature,
while H = Hl corresponds to pure liquid at the same temperature. Thus, there exists a
region in which the melting is partial, which is defined by

Hs < H < H1; T = Tm. (3.68)

Each point within this region can be assigned a solid fraction fph,s and a liquid fraction
fph,l, for which

fph,s + fph,l = 1. (3.69)

The enthalpy function during melting at T = Tm is given by

H = Hs + fph,lLsl. (3.70)

Using the enthalpy as dependent variable, together with the temperature, Equation (3.3)
is written

∂H

∂t
= ∇ · (K(T )∇T ) +Qab(x, y, z, t). (3.71)

The above scheme can be readily implemented numerically utilizing either explicit
or implicit schemes in multi-dimensional domains (e.g. Grigoropoulos et al., 1993a).
Because of the relative simplicity of the numerical approach, enthalpy-based schemes
are usually preferred, unless a more accurate specification of the motion of the boundary
and the driving temperature field gradients is required, as for example in crystal growth.
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3.3.3 Approximations

The time for the inception of melting, tm, can be calculated using expressions for the
temperature rise:

Tsu(tm) = Tm. (3.72)

For a rectangular large-area pulse incident on a bulk surface absorber, the threshold
fluence, Fth,m, necessary for melting is given from Equation (3.17) assuming t = tpulse:

Fth,m = 1

2(1 − R)

√
π

α
K(Tm − T0)

√
tpulse. (3.73)

Approximate expressions for the maximum melt depth, dl,max, are given in Bäuerle
(1996):

(a) for fluences close to Fth,m

dl,max ≈
√
αtpulse

π

F − Fth,m

Fth,m
; (3.74)

(b) for F > Fth,m

dl,max ≈ √
αtpulse

[
ln

(
F − Fth,m

Fth,m

)]1
2

≈ √
αtpulse

(
F − Fth,m

Fth,m

)1
2

; (3.75)

(c) and for F � Fth,m (but still below the vaporization threshold) energy balance gives

dl,max ≈ (1 − R)F − qloss

ρCp(Tm − T0) + Lsl
, (3.76)

where the losses via conduction, convection, and radiation are lumped together in
qloss.

The sensible heat, ρCpTm, or more accurately
∫ Tm

T0
ρCpT dT , is in general of compa-

rable order of magnitude to the latent heat. In the case of one-dimensional nanosecond
laser melting of metals, the temperature in the molten layer becomes uniform rather
rapidly, and most of the solidification process is driven by the thermal gradient across
the solid–liquid interface into the solid material.

3.3.4 Departures from equilibrium at the melt interface

The Stefan statement of the phase-change problem assumes that the interface dynamics
is governed by the heat flow rather than the phase-transition kinetics. This assumption is
true only for low melting speeds. According to the quasi-chemical formulation of crystal
growth from the melt (Jackson and Chalmers, 1956; Jackson, 1975), for a flat interface
the velocity of recrystallization (Uint(Tint) > 0), or melting (Uint(Tint) < 0), is

Uint(Tint) = C exp

(
− Qact

kBTint

)[
1 − exp

(
− Lsl �T

kBTintTm

)]
, (3.77)
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where

C = R0
M exp

(
− Lsl

kBTm

)
; �T = Tm − Tint.

In the above, kB is Boltzmann’s constant, Tint is the interface temperature, Qact is the
activation energy for viscous or diffusive motion in the liquid, and R0

M is the rate of
melting at equilibrium. For moderate �T, Equation (3.77) is linearized:

Uint(Tint) = cint �T. (3.78)

In the above, cint is the slope of the interface velocity response function near Tm. On
the basis of the above arguments, the melt-front temperature is higher than Tm, while
undercooling is observed in resolidification. To calculate the motion of the phase bound-
ary, it is necessary to solve the heat-conduction equation in the solid and liquid phases
and apply (3.64) and (3.78) as boundary conditions at the interface. The classical theory
implies symmetry for cint in the melting and recrystallization processes. Evaluation of
the X-ray diffraction studies by Larson et al. (1982, 1986) has challenged this argu-
ment (Peercy et al., 1987) by showing that there is asymmetry in the interface response
function, yielding significant undercooling in the recrystallization process. However,
although departures from equilibrium are important for determining the recrystalliza-
tion process, they usually do not affect severely the overall energy balance and therefore
are of relatively minor consequence to ablation.

3.4 Ablative material removal

There are several ablative mechanisms by which material, either atomic or bulk, can
be released from the surface of the target. References to “thermal” or “photothermal”
ablation generally embrace a model in which laser light is converted to lattice vibra-
tional energy before bond breaking liberates atomic material from the bulk surface.
The thermal mechanism is distinct from a “photochemical” or “electronic” processes,
in which laser-induced electronic excitations lead directly to bond breaking before an
electronic to vibrational energy transfer has occurred. Both thermal and electronic sput-
tering mechanisms lead to the liberation of atomic-size material from the surface. This
is distinct from two other ablation mechanisms, identified in the literature as “hydrody-
namical” and “exfoliational,” which introduce bulk material into the ablation plume. The
hydrodynamical mechanism is ascribed to the liberation of micrometer-sized droplets,
following motion in the molten phase. Exfoliation refers to an erosive-like mechanism
by which material is removed from the surface in solid flakes. Separation of flakes from
the surface is thought to occur along energy-absorbing defects in the material. It should
be pointed out that these mechanisms are not necessarily distinguishable in a specific
laser-ablation system, in which more than one mechanism can occur, either simultane-
ously or in different phases of the ablation process, depending upon the range of the
laser parameters.
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At first sight, one can invoke the classical picture of thermal vaporization from a
heated surface through transition to the liquid phase to describe material removal from
metallic targets for moderate laser fluences on time scales that allow establishment of
LTE. That would be the case for nanosecond laser irradiation, since relaxation times in
metals are in the sub-picosecond regime. Experiments have shown that laser sputtering
of metals can occur at very low fluences, well below the perceived melting threshold.
Experiments on sputtering from the molten phase also unveiled evidence that cannot be
explained through the classical thermal-vaporization model. At higher laser fluences, the
nascent metal vapor is photo-ionized, leading to further heating of the plasma through a
cascade process as discussed for example by Dreyfus (1991). Even though laser ablation
is a complex phenomenon defying a unified treatment, it is worth recalling some relevant
thermal considerations.

3.4.1 Surface vaporization

Experimentally, it is usually easier to achieve vaporization than to control melting
without significant material loss to the vapor phase. For moderate laser intensities, the
laser-induced peak target surface temperature is below the thermodynamic critical point,
and a sharp interface separates the vapor from the liquid phase. Both the sensible heat and
the latent heat of melting are typically much smaller than the latent heat of vaporization,
implying that evaporation is dominant in the energy balance. For a surface absorber,
1/γ � √

αtpulse, simple energy-balance considerations give the following estimate for
the material-removal depth, dabl:

dabl = (1 − R)(F − Fsh) − qloss

ρCp(Tbp − T0) + Lsl + Llv
, (3.79)

where Fsh represents the fluence loss due to plasma shielding. This estimate is
more appropriate for short pulses, since conduction losses become more significant
for longer pulses. For laser energy intensities I < 108 W/cm2, energy absorption
by the evaporated particles is insignificant, so the vapor phase may be considered
transparent.

According to the thermal surface-vaporization picture, the material-removal rate is
limited by the surface temperature. Neglecting recondensation of vapor onto the surface,
the rate of evaporation from the liquid surface, jev, can be described using kinetic
theory:

jev = Nl

(
kBTl

2πma

)1
2

exp

(
− Llv

kBTl

)
− ϑsNv

(
kBTv

2πma

)1
2

, (3.80)

where Nl and Nv are the numbers of atoms per unit volume for liquid and vapor, hlv and
Tv are the latent heat of vaporization and temperature of vapor, ma is the atomic mass,
and kB is the Boltzmann constant. The first term on the right represents the evaporation
rate from the liquid surface at temperature Tl. The second term represents a damping
of this evaporation rate due to the return of liquid molecules to the liquid surface. The
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Figure 3.1. Time histories of the surface temperature of a gold substrate subjected to
excimer-laser pulses of duration 26 ns and various fluences. The ambient pressure is P∞ =
1 atm and the laser-spot radius is 1 mm. From Ho et al. (1995), reprinted with permission from
the American Institute of Physics.

parameter ϑs, called the sticking coefficient, represents the probability that a vapor atom
returning to the liquid surface is finally adsorbed on the liquid surface.

The total ablation depth, dabl, due to surface evaporation is

dabl =
∫ ∞

0
jev(t)ma/ρ dt. (3.81)

If it is assumed that the thermodynamic path of the process rides the saturation curve,
calculated surface temperatures (Ho et al., 1995) may exceed the nominal atmospheric
boiling temperature, as shown in Figure 3.1. Often the concept of a surface temper-
ature fixed at the nominal atmospheric boiling temperature is adopted, leading to the
unfounded prediction of subsurface heating and explosive material removal. The pre-
viously outlined thermal model implies that the material removal from the melt is a
continuous process. However, as the liquid surface temperature increases, the ablation
rate also increases sharply. It is reasonable to assume that most of the material is removed
near the peak surface temperature and that an ablation threshold ascribed to substantial
removal rates (e.g. >1 Å/pulse) can be defined.

For nanosecond laser pulses, the duration of melting is of the order of a few tens of
nanoseconds. Hydrodynamic motion due to the melt instability caused by the acceler-
ation of the molten phase following the volumetric expansion upon melting may thus
develop over hundreds of pulses (Kelly and Rothenberg, 1985; Bennett et al., 1995).
In the case of thin metal films on poorly conducting substrates, the melt duration is
substantially longer, in the microsecond range, thus allowing sufficient time for the
development of fluid flow and the removal of metal film material hundreds of nanome-
ters thick, in sharp contrast to the expectations arising from the thermal-vaporization
model. Figure 3.2 shows the dependence of the average ablation depth on laser fluence
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Figure 3.2. The dependence of the ablation rate on laser fluence and argon background gas
pressure for excimer-laser ablation of a 0.5-�m-thick gold film on a quartz microbalance. From
Zhang et al. (1997), reprinted with permission from Springer-Verlag.

and background pressure for a 0.5-�m-thick gold film deposited on a quartz crystal
microbalalance (QCM) (Benes, 1984) and ablated by low-energy excimer-laser pulses
at the wavelength λ = 248 nm (Zhang et al., 1997).

Besides surface vaporization and material removal due to melt instabilities, boil-
ing could be thought of as providing another material-removal mechanism. For
ideally absorbing media that are free from impurities, voids, and structural microde-
fects, and for laser intensities I < 1 GB/cm2, with corresponding sub-micrometer
laser-radiation penetration depths, Rykalin et al. (1988) argued that volumetric vapor-
ization could be significant only at temperatures exceeding tens of thousands of kelvins.
Such high temperatures exceed the critical point. Further thermodynamic considera-
tions showed that volumetric vaporization is important for large radiation-penetration
depths.

3.4.2 Knudsen-layer effects

Assuming a thermally activated process, vapor molecules escaping from the free surface
possess a half-Maxwellian velocity distribution:

f forw
s ∝ exp

[
−2eI +m

(
u2
x + u2

y + u2
z

)
2kBTsu

]
, uz ≥ 0, −∞ < ux, uy < +∞,

(3.82)

where the direction z is normal to the target surface, eI is the accessible internal energy,
and Tsu is the surface temperature. The average uz in the above equation is

〈uz〉 =
√

2kBTsu

πm
. (3.83)
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Table 3.1. Flow-property ratios across the Knudsen layer for γad = 5/3

MK ρK/ρs TK/Ts PK/Ps β T0K/Ts
ρKwK

ρs
√
RTs/(2π)

0 1 1 1 1 1 0
0.005 0.927 0.980 0.908 1.007 0.981 0.148
0.1 0.861 0.960 0.827 1.017 0.964 0.273
0.2 0.748 0.922 0.690 1.051 0.935 0.465
0.4 0.576 0.851 0.490 1.215 0.896 0.688
0.6 0.457 0.785 0.358 1.682 0.879 0.786
0.8 0.371 0.725 0.269 2.947 0.879 0.817
1.0 0.308 0.669 0.206 6.287 0.892 0.816

The evaporated molecules experience collisions that generate backward flow toward
the surface. As few as 2–3 collisions per emitted particle suffice to establish an equilib-
rium isotropic Maxwellian distribution at the edge of the so-called Knudsen layer (KL).
The resulting distribution is of the form

fK ∝ exp

[
−2eI +m

(
u2
x + u2

y + (uz − uK)2
)

2kBTK

]
. (3.84)

In the above, the subscript K indicates conditions at the edge of the KL. In addition, the
flow velocity uK is considered equal to the sonic velocity at the KL boundary,

uK ≈
√
γadkBTK

m
, (3.85)

and the temperature ratio TK/Tsu is given by√
TK

Tsu
= −

√
πγad/2

2(η + 4)
+

√
1 + πγad

8(η + 4)2
. (3.86)

The adiabatic exponent γ ad is the ratio of the specific heats:

γad = Cp

Cv

= η + 5

η + 3
, (3.87)

where η is the number of accessible internal degrees of freedom, with η = 0 for an atom,
2 for a rotating diatomic molecule, and 4 for a rotating and vibrating diatomic molecule.
The KL may be treated numerically by solving the distributions (3.84) and enforcing
conservation of mass, momentum, and energy. Assuming that all back-scattered particles
recondense on the surface, the following expressions were derived by Knight (1979):

TK

Tsu
=



√

1 + π

(
γad − 1

γad + 1

m

2

)2

− √
π
γad − 1

γad + 1

m

2




2

, (3.88a)

ρK

ρsu
=

√
Tsu

TK

[(
m2 + 1

2

)
em

2
erfc(m) − m√

π

]
+ 1

2

Tsu

TK
[1 − √

πmem
2

erfc(m)],

(3.88b)
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Figure 3.3. Spinodal lines and metastable regions on a P–v diagram. From Carey (1992),
reproduced with permission from Taylor & Francis.

According to Knight (1979), the KL analysis provides no information about the value
of m, which is defined through the Mach number, MK, just outside the KL:

MK = uK√
γadRTK

= m

√
2

γad
. (3.89)

Anisimov (1968), assumed sonic conditions at the outer edge of the KL. In contrast, the
analysis described above allows free specification of MK, whose value can be determined
by the flow state away from the KL. In a more detailed analysis, Knight (1976) showed
that application of jump conditions should be restricted to MK ≤ 1. Table 3.1 gives
flow-property ratios across the KL for atomic material ejection. Also the pressure,
PK = ρKRTK, and the stagnation temperature of the gas leaving the Knudsen layer,
T0K = [1 + (γad − 1)M2

K/2]TK, are given.
If the Knudsen–Hertz vaporization relation is assumed, the forward flow of vaporized

particles will be

j forw = Ns

√
kBTsu

2πma
, (3.90)

where Ns is the particle number density at the vaporizing surface. By assuming atomic
material ejection and recognizing that the recess surface velocity is much lower than the
material-ejection velocity, it can be shown that 18% of all evaporating particles return to
the surface (j back ≈ 0.18j forw), where recondensation is nearly certain to occur. Hence,
the net evaporation rate is lower than the equilibrium vaporization prediction:

jev ≈ 0.82j forw. (3.91)
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3.4.3 Explosive phase-change

The criterion for mechanical stability of a pure substance is that the density increases
with pressure at constant temperature:(

∂P

∂v

)
T

< 0, (3.92)

where P is pressure, v specific volume, and T temperature. A liquid that is superheated
above its equlibrium saturation temperature exists in a nonequilibrium condition referred
to as a metastable state.

Figure 3.3 depicts an isotherm traversing the vaporization dome as v is increased.
While the metastable liquid is not in equlibrium, it is mechanically stable, i.e. it Satisfies
Equation (3.99). The situation changes between points C and E, where (∂P/∂v)T >

0, signifying a violation of the stability criterion. The locus of the spinodal-limit or
intrinsic-stability states across which the coefficient (∂P/∂v)T changes from negative
to positive is called the spinodal curve. Either the van der Waals or the Berthelot
equation of state may be assumed to hold under the nonequilibrium conditions of
interest:

(P + aT −cv−2)(v − b) = RT, (3.93)

where the parameter c is 0 for the van der Waals and 1 for the Berthelot equation of state.
By enforcing both (∂P/∂v)T = 0 and (∂2P/∂v2)T = 0 at the critical point (Pc, Tc, vc)
the constants a and b can be deduced in terms of the critical-point coordinates and the
equation of state is written as

(
Pr + 3T −c

r v−2
r

)(
vr − 1

3

)
= 8

3
Tr, (3.94)

where the reduced thermodynamic variables are

Pr = P

Pc
, Tr = T

Tc
, vr = v

vc
. (3.95)

In terms of the reduced properties, the spinodal limit is found at(
∂Pr

∂vr

)
Tr

= 0, (3.96)

and the following relation is obtained for the spinodal limit:

(Tr)sp =
[

(3vr − 1)2

4v3
r

]1/(c+1)

. (3.97)

The van der Waals equation of state predicts that a liquid can be superheated to
over 80% of the critical point before reaching the spinodal limit. Slightly higher values
are predicted by the Berthelot equation of state. These arguments can be extended to
metals subjected to pulsed heating (Miotello and Kelly, 1995; Kelly and Miotello, 1996)
following the work by Martynyuk (1974, 1976).



82 Thermal processes

1

0.8

0.6

0.4

0.2R
ed

u
ce

d
 P

re
ss

u
re

 P
r =

 P
/P

C

0
0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1

Reduced Temperature Tr = T/TC

onset of anomalies

equilibrium vaporization
(1)

spinodalsuperheating

(2)

(3)

TC

Figure 3.4. The phase diagram of a metal in the neighborhood of the critical point Tc (Kelly and
Miotello, 1996). Equilibrium vaporization refers to experimental equilibrium vapor pressures
obtained for Cs when both liquid and vapor are present.

Figure 3.4 shows the P–T diagram for a typical metal (Martynyuk, 1983). The curve
marked by (1) is the experimental equilibrium binodal; curve (2) is the spinodal calcu-
lated by use of the Berthelot equation of state; and line (3) marks the onset of anomalies
in the density and specific heat. Upon approaching the critical point, Tc (for T ∼> 0.80 Tc)
the specific heat exhibits a rapid rise, while the density drop deviates from the essentially
linear dependence followed until that range. Under conditions of slow heating, the liquid
pressure is expected to increase, riding the saturation curve, until Psat(T ) = P∞, where
P∞ is the ambient pressure. The transition temperature Tboil is the equilibrium boiling
temperature. However, under fast heating rates the system is forced into the metastable
(superheated) regime.

Homogeneous nucleation is expected in a superheated liquid. The nucleation rate for
stationary (steady-state) conditions follows the classical relation

Inuc ≈ NlB exp

(
−�Gc

kBT

)
, (3.98)

where Nl is the number of atoms per unit volume of the liquid, �Gc is the work of
formation of a critical vapor nucleus at the temperature T, and B is a function of rather
weak dependence with respect to temperature and pressure. Homogeneous nucleation
is possible only at relatively high levels of superheating. Martynyuk (1974) calculated
that for cesium Inuc = 1 cm−3 s−1 at T = 0.874Tc. However, Inuc = 1026 cm−3 s−1 at
just T = 0.905Tc. The homogeneous nucleation following the instantaneous conversion
of a liquid into the metastable state is in effect a transient process whose temporal
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dependence is given by

Inuc ≈ Inuc,0 exp

(
−τ

t

)
. (3.99)

In the above, τ is the characteristic time scale for the establishment of steady-state
nucleation. The range of τ for many metals is 10−9–10−8 s. Consequently, transient
effects will manifest themselves for heating times <10−7 s and corresponding heating
rates >1011 K s−1. Typical absorption depths in metals are about 10 nm = 10−8 m.
According to Miotello and Kelly (1995) it may be assumed that this skin depth is instan-
taneously raised to the critical-point neighborhood. The volume per unit area of this
superheated zone is V∗ = 10−8 cm3. A reasonable estimate of the critical vapor nucleus
radius is O(10−6 cm), leading to a number of critical nuclei in V∗ of O(1011). The number
of critical nuclei formed within the duration of the laser pulse would then be I0V

∗tpulse,
yielding O(1011–1012) critical nuclei under the assumption of I0 = 1026 cm−3 s−1 as
mentioned above and for pulse durations tpulse in the range 1–10 ns. On the basis of this
simplified qualitative analysis, it is therefore argued that the homogeneous-nucleation
theory is relevant for the length and temporal scales of nanosecond pulsed laser
heating.

Latent-heat effects vanish in the vicinity of Tc. The advancement of the vaporiza-
tion front can then be traced with the temporal progress of the spinodal isotherm. It
is also pertinent to note that the pressure rises sharply near Tc. This may result in liq-
uid expulsion in the form of droplets, thereby further enhancing the material-removal
rate.

It is noted that, although explosive boiling may be an inevitable process when the
liquid is superheated, there are limitations according to kinetic theory. When the liquid
is superheated, homogeneous bubble nucleation occurs and the liquid experiences large
density fluctuation. Only if these bubbles reach a critical radius, rc, will they grow
spontaneously. Bubbles with radius less than rc are likely to collapse, and it takes the
bubble a time τc to grow to the critical radius rc. The expressions for rc and τc are (Carey,
1992)

rc = 2σST

Psat(Tl)exp[νl(Pl − Psat(Tl))/(RTl)] − Pl
, (3.100)

τc = rc

[
2

3

(
Tl − Tsat(Pl)

Tsat(Pl)

)
Lvρv

ρl

]− 1
2

, (3.101)

where σST is the surface tension of the liquid,Lv andR are the latent heat of vaporization
and gas constant, respectively, ρl and ρv are the densities of superheated liquid and vapor,
with νl = 1/ρl. Tl is the temperature of the superheated liquid, which can be taken as
0.85Tc when explosive boiling occurs, Psat and Tsat are the saturation pressure and
temperature at the temperature of the superheated liquid, which can be obtained from
the Clausius–Clapeyron relation, and Pl is the pressure of the superheated liquid, which
can be approximated by the recoil pressure of the evaporating vapor (Von Allmen, 1987),
which is 0.54psat(Tl). According to the power-law relation of surface tension σ for a
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liquid metal (Yoshida, 1994), the surface tension drops about 80% at the assumed Tl.
Using these parameters, it can be estimated that rc and τc are approximately 0.6 �m and
70 ns for a nanosecond laser ablation of silicon.

These calculations indicate that it would take bubbles about 70 ns to grow to the
critical radius of 0.6 �m. Subsequently, the superheated liquid will undergo a transition
into a mixture of vapor and liquid droplets, followed by explosive boiling of the liquid–
vapor mix. However, during the nanosecond laser pulse as studied by Lu et al. (2002),
the bubble doesn’t have enough time to reach the critical radius during the laser pulse.
As a result, without efficient energy dissipation, the liquid temperature can exceed the
critical temperature if the laser irradiance is sufficiently high.

The thermal penetration depth dth = 0.969(ατ )1/2 during a laser pulse of duration
τ is much larger than the optical penetration 1/γ in the case of 3-ns laser irradiation
of silicion, where α is the thermal diffusivity of the liquid silicon, which is about
0.75 cm2/s, and γ is the absorption coefficient. Therefore, the thermal penetration depth
is calculated to be about 0.47 �m. The critical diameter of the bubble is dc = 2rc, or
1.2 �m, which is larger than the thermal penetration depth; the bubble cannot grow to
its critical radius during the laser pulse.

On the basis of the above analysis, a refined delayed-phase-explosion model (Lu
et al., 2002) was proposed to describe nanosecond ablation where explosive boiling
plays a role in material removal. Explosive boiling will not occur during the laser
pulse. However, without significant bubble formation, a high-temperature layer will
form below the target surface during the laser pulse, with a depth equal to about the
thermal penetration depth. At the same time the target undergoes normal vaporization
from the extreme outer surface. Mass ablation below the laser-irradiance threshold is
generated by this normal-vaporization mechanism, with the vaporization flux governed
by the Hertz–Knudsen equation. At high laser irradiance, after the laser pulse has been
completed, the high-temperature liquid layer will propagate into the target with thermal
diffusion. Part of the liquid layer in the target may approach the critical temperature and,
therefore, new bubbles will emerge inside the superheated liquid, eventually leaving the
target.
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4 Desorption at low laser
energy densities

4.1 Vapor kinetics

4.1.1 Statistical mechanics

For a single molecule the partition function q should result from a summation of the ener-
gies corresponding to the different microstates over all possible generalized momenta p̂
and position coordinates q̂:

q = Cq

∫ ∫ ∫
. . .

∫
e

−Ĥ (p̂1 ,p̂2 ,...,p̂ξ ,q̂1 ,q̂2 ,...,q̂ξ )

kBT dp̂1 dp̂2 · · · dp̂ξ dq̂1 dq̂2 · · · dq̂ξ , (4.1)

where Ĥ is the Hamiltonian corresponding to the particular microstate and Cq is a
proportionality constant (e.g. Carey, 1999). In the specific case of the classical limit of
a monatomic gas, energy is stored only by translation. In this case, the Hamiltonian Ĥ

and the constant Cq are

Ĥ = 1

2m

(
p̂2
x + p̂2

y + p̂2
z

)
, Cq = 1

h3
, (4.2)

where m is the atom mass and h Planck’s constant.
The translational partition function is then

qtr = V

h3

∫ ∫ ∫
e

−p̂2
x+p̂2

y+p̂2
z

2mkBT dp̂x dp̂y dp̂z, (4.3)

where V is the gas volume and the integration limits extend from −∞ to +∞. Evaluation
of Equation (4.3) gives

qtr = V(2πmkBT )3/2

h3
. (4.4)

The probability of finding an atom with momenta between 〈p̂x, p̂y, p̂z〉 and 〈p̂x +
dp̂x, p̂y + dp̂y, p̂z + dp̂z〉 is

fprob(p̂x, p̂y, p̂z) =
1

h3
e− (p̂2

x+p̂2
y+p̂2

z)
2mkBT dp̂x dp̂y dp̂z

qtr

=
(

1

2πmkBT

)3
2

exp

[
− p̂2

x + p̂2
y + p̂2

z

2mkBT

]
dp̂x dp̂y dp̂z. (4.5)
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By transforming from the momentum to the velocity phase space we obtain

fprob(ux, uy, uz) =
1

h3
e− m(u2

x+u2
y+u2

z)
2kBT dux duy duz

qtr

=
(

m

2πkBT

)3
2

exp

[
−m

(
u2
x + u2

y + u2
z

)
2kBT

]
dux duy duz.

If a spherical polar coordinate system is adopted, the above expression is written

fprob(u) =
(

m

2πkBT

)3
2

exp

(
− mu2

2kBT

)
u2 sin θ dθ dφ du. (4.6)

Integrating the above over a full sphere gives the probability distribution for the absolute
magnitude of the velocity:

fprob(u) du =
(

m

2πkBT

)3
2

exp

(
− mu2

2kBT

)
u2 du

∫ π

0
sin θ dθ

∫ 2π

0
dφ

= 4πu2

(
m

2πkBT

)3
2

exp

(
− mu2

2kBT

)
du. (4.7)

The number of molecules per unit volume of the gas with speed in the range of u to u +
du is

Nu = Nfprob(u)du, (4.8)

where N is the number of molecules per unit volume.
Consider now the efflux of molecules from a plane surface of area S. The number of

molecules crossing S in time dt with speed in the range u to u + du within a pencil of a
solid angle d� along the direction θ with respect to the normal to S is

Nu

d�

4π
uS cos θ dt .

Since d� = sin θ dθ dφ, the number of molecules crossing unit area per unit time is

N

(
m

2πkBT

)3
2

u3 exp

(
− mu2

2kBT

)
du sin θ cos θ dθ dφ. (4.9)

The total number of molecules released from a unit area of the surface can be found by
integrating (4.9) over all speeds through a hemisphere:

j = N

(
m

2πkBT

)3
2
∫ ∞

0
u3 exp

(
− mu2

2kBT

)
du

∫ π
2

0
sin θ cos θ dθ

∫ 2π

0
dφ

= N

(
m

2πkBT

)3
2 π

2

(
2kBT

m

)2

. (4.10)
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The probability then of a molecule leaving the surface possessing a speed between u
and u + du is found by integrating (4.9) over a hemisphere and scaling with (4.10):

fprob(u)du =
N

(
m

2πkBT

)3
2

u3 exp

(
− mu2

2kBT

)
duπ

N

(
m

2πkBT

)3
2 π

2

(
2kBT

m

)2

=
m2u3 exp

(
− mu2

2kBT

)
du

2(kBT )2
. (4.11)

The translational energy probability is found by imposing fprob(Etr)dEtr = f (u)du with
Etr = mu2/2 and dEtr = mu du:

fprob(Etr) =
Etr exp

(
− Etr

kBT

)
(kBT )2

. (4.12)

The mean translational energy is

Ētr =
∫ ∞

0
Etrfprob(Etr)dEtr = 2kBT . (4.13)

Correspondingly, the mean translational speed is

ū =
∫ ∞

0
ufprob(u)du = 3

(
πkBT

2m

)1
2

. (4.14)

4.1.2 Collisional processes in the plume

The above relations were derived under the assumption that the nascent distribution
is preserved, i.e. in the limit of collisionless sputtering. If, for a hard-sphere model,
the scattering cross section σc is considered independent of the absolute and relative
velocities, the differential rate of near-surface collisions is

djcol = κcN1N2σc �urfprob(�u1)fprob(�u2)d�u1 d�u2, (4.15)

where �ur is the relative velocity:

�ur = �u1 − �u2 = �ucol
1 − �ucol

2 . (4.16)

κc is a symmetry factor equal to 1
2 if fprob(�u1) and fprob(�u2) describe identical atoms and

equal to 1 otherwise.
The atom speeds before and after the collision process are

�u1 = �ucm + m2

m1 +m2
�ur, (4.17a)

�u2 = �ucm − m1

m1 +m2
�ur, (4.17b)
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where �ucm is the center-of-mass velocity:

�ucm = m1 �u1 +m2 �u2

m1 +m2
. (4.18)

The differential collisional rate is evaluated by changing the variables from �u1 and �u2

to �ur and �ucm. According to (4.17), the Jacobian of this transformation is

∂(u1x, u2x)

∂(urx, ucmx)
=

∣∣∣∣∣∣∣∣
∂u1x

∂urx

∂u1x

∂ucmx

∂u2x

∂urx

∂u2x

∂ucmx

∣∣∣∣∣∣∣∣
= 1. (4.19)

Hence,

djcol = κcN1N2σc,col �urfprob(�ur)fprob(�ucm)d�ur d�ucm. (4.20)

On considering the velocity distributions of Equation (4.11) and integrating for
ucmz > 0, Equation (4.20) gives the collision rate per unit volume in an effusive flux:

jcol = κcN1N2σc,col
4

3

(
2πkBT

m1 +m2

)1
2

. (4.21)

For a one-component gas, κc = 1/2,

jcol = N2σc,col
2

3

(
πkBT

m

)1
2

(4.22)

and the collision rate per atom released from the surface is

jcol,a = Pvσc,col
2

3

(
π

mkBT

)1
2

, (4.23)

where Pv is the vapor pressure at the condensed-phase temperature.

4.2 Time-of-flight instruments

4.2.1 Overview of mass/energy analyzers

Mass and energy characterization of laser-ablated species provide valuable information
for the study of laser-induced desorption processes. Mass analyzers (a general schematic
diagram is given in Figure 4.1) can be classified into scanning mass analyzers and time-
of-flight (TOF) mass analyzers on the basis of their principles of operation.

Scanning mass analyzers
In scanning mass analyzers, electromagnetic fields separate ions according to their mass-
to-charge ratios. In the magnetic mass spectrometer, ions pass through a magnetic sector
after acceleration to high velocities. A magnetic field is applied in the direction normal
to the ion motion. Assuming that the accelerating field has a potential Vf, the kinetic
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Figure 4.1. A schematic diagram of a general mass/energy analyzer system.

energy gained by the ions after passing through the electric field is

qcVf = mu2/2, (4.24)

where qc, m, and u represent the charge, mass, and velocity of the ions.
According to the Lorentz force law,

qcuB = mu2/r. (4.25)

Hence, the working equation for a magnetic-sector spectrometer is

m/qc = B2r2/(2Vf ). (4.26)

The magnetic-sector mass spectrometer operates either by holding the field constant at Vf

and scanning the magnetic field, or by holding B constant and scanning Vf. The different
mass-to-charge ratios are scanned across a slit placed ahead of the detector measuring the
ion current. Double-focusing magnetic-sector mass analyzers offer the best quantitative
performance, with high resolution, sensitivity, and dynamic range. However, they are
not well suited for pulsed ionization methods and are usually larger and heavier than
other mass analyzers.

The quadrupole mass spectrometer (QMS) is essentially a “mass filter” enforced
by combined DC and RF potentials on quadrupole rods that allow passage only of ions
having a selected mass-to-charge ratio. The QMS instruments have good reproducibility,
and are compact and relatively less costly, but they offer limited resolution.

Time-of-flight mass spectrometers
A time-of-flight (TOF) mass spectrometer measures the mass-dependent time it takes
for the ionized species to reach the detector. Ions of the same kinetic energy will move
with different velocities. The kinetic energy gained by the ions from the electric field is

mu2/2 = qcVf . (4.27)
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Figure 4.2. A schematic diagram of a TOF mass spectrometer.

The flight time it takes for an ion to traverse an electric field of length L is

tf = L/u. (4.28)

Consequently, the working equations for a TOF mass spectrometer are

tf = L

√
m

2qcVf
, (4.29a)

m = 2qcVf t
2
f

L2
. (4.29b)

It is noted that the ions leaving the ion source have a distribution of kinetic energies
and are generated over a time interval. The resolution of the mass spectrometer may be
affected by these factors. The TOF instruments are the fastest mass analyzers, acquiring
complete spectra instantaneously, and they have high mass range and ion-transmission
ratio. Figure 4.2 shows a schematic diagram of a TOF mass spectrometer. A positive
voltage Vf is applied across the source region, ssource, that is defined by the backing plate
and the extraction grid. All ions of mass m and charge state Z are then accelerated to
the same kinetic energy:

mu2

2
= ZeVfssource. (4.30)

The exiting velocities, however, depend on the mass-to-charge ratio:

u =
√

2ZeVfssource

m
. (4.31)

The ions then pass through a much longer drift region (of length Ddrift) with constant
velocities. The time it takes for the ions to fly from the source to the detector is

tf = Ddrift

√
m

2ZeVfssource
. (4.32)
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The time-of-flight data are then converted into a mass spectrum by using known values
of the accelerating electric field and the lengths of the source region and drift tube:

m

Z
= 2eVfssource

(
tf

Ddrift

)2

. (4.33)

In practice, the following empirical equation is used for calibrating the mass spectrum
and determining unknown masses:

m

Z
= at2

f + b, (4.34)

where the constants a and b are found by measuring the flight times of ions having at
least two known masses. The mass resolution of a mass spectrometer is determined by
the full width at half maximum (FWHM) of the ion peak. A resolution of 100 means
that the peak for an ion of m/Z = 100 is one mass unit wide. The resolution is related
to the flight-time spread �tf:

m

�m
= tf

2
�tf . (4.35)

Consequently, in order to improve the mass resolution of a TOF instrument, the
spread in flight times for a given m/Z value must be minimized. As analyzed by Wiley
and McLaren (1955) and Cotter (1962), the magnitude of the spread is affected by
uncertainties in the time and location of ion formation, and the initial kinetic energy of
the ions (Figure 4.3).

Techniques aiming to improve the mass resolution include time-lag focusing, pulsed
ionization, double-field acceleration, and reflectron arrangements. The resolution of a
linear TOF mass spectrometer is typically in the range 100–300, whereas the resolution
of the mass reflectron can be greater than 1000. As shown in Figure 4.3(a), ions of the
same mass-to-charge ratio and endowed with the same kinetic energy tend to maintain
a constant difference in time and space across the drift tube. Pulsing electric fields
and laser-assisted ionization with lasers of pulse duration tens of nanoseconds are
utilized to minimize these effects. Figure 4.3(b) depicts the effect of uncertainty in ion-
formation location. When two ions of the same mass-to-charge ratio are formed with
the same initial velocity, the ion formed closer to the backing plate will be accelerated
to higher kinetic energy to attain higher velocity through the drift region. The effects
of uncertainties related to the initial spatial distribution of ions can be minimized by
adjusting the extraction field. A major factor limiting the mass resolution of linear mass
spectrometers is due to the initial kinetic-energy distribution (Figure 4.3(c)). Mamyrin
et al. (1973) introduced the mass-reflectron device, consisting of a series of retarding
plates at the end of the flight tube (Figure 4.4). The faster ions arrive earlier at the
reflectron and penetrate it deeper, achieving longer residence times than those of their
slower counterparts. Eventually the reflectron fields reverse the direction of the ions and
accelerate them out of the reflectron. By adjusting the reflectron field strength, all ions
can be made to arrive at the detector at the same time.
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Figure 4.3. Effects of initial time, space, and kinetic-energy distributions on mass resolution:
(a) two ions formed at different times; (b) two ions formed at different locations in the
ion-extraction field; (c) two ions formed with different kinetic energies; and (d) two ions with the
same initial kinetic energy that have initial velocities in opposite directions (Cotter, 1992).

Laser beam
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pump 1
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Figure 4.4. A schematic diagram of a TOF mass spectrometer, composed of a source chamber,
acceleration electric fields, ion optics, a flight tube, a reflectron assembly, two detectors, a
vacuum system, a laser optical system, and a data-acquisition and control system.
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Laser mass spectrometry
In laser-ablation/ionization mass spectrometry, a pulsed laser is used to ablate and
ionize the sample in a single-step process. The initiation of the plasma and its tem-
poral evolution result from many complex physical processes, as shall be explained in
Chapter 5. Intact neutral molecules are desorbed from the sample at low laser energy
densities. In laser-ablation/post-ionization spectrometry, these neutral species are ion-
ized via pulsed laser-induced multiphoton ionization (MPI), or by electron ionization.
Photo-ionization occurs if the photon energy exceeds the ionization potential. Since
typical ionization potentials for metals are in the range of 10 eV, this is not an efficient
process. Multiphoton ionization is a higher-order process that can be achieved with high
powers of the ionizing laser. Resonant MPI occurs when the frequency of the ionizing
laser (typically a narrow-line-width dye laser) is tuned to an intermediate electronic
state of the molecule. Extremely high selectivity and sensitivity can be achieved with
resonant MPI.

Time-of-flight measurements characterize the translational kinetic energies of the
ejected plume. In the absence of collisional and plasma effects or chemical reactions in
the plume, it would appear that the TOF kinetic-energy distributions can be referred to
the surface thermal condition with probability density given by Equation (4.12). If the
surface flux is approximated by a point source, and the particle stream is collisionless
with u2

z � u2
x, u

2
y and uz = L/t f , the detector signal is

Id(t) ∼ 1

t4
f

exp

(
−m(L/tf)2

2kBT

)
. (4.36)

In the limit of a small surface vapor flux, the expansion of vapor into vacuum is
collisionless, the energy distribution is Boltzmannian, and the mean translational energy
should be indicative of the surface phase temperature, as indicated by Equation (4.13).
With the development of a stream velocity ũ, the flight distance relative to coordinates
moving at ũ becomes L̃ = L− ũtf , so Equation (4.36) becomes

Id(t) ∼ 1

t4
f

exp

(
−m[(L− ũtf)/tf]2

2kBT

)
. (4.37)

The temporal behavior of the density signal can be converted into a flux-sensitive
energy distribution:

f̃prob(Etr) ∼ Etr exp

(
− Etr

kBT̃
+ 2G̃ũ

√
Etr

kBT̃
− G̃2ũ2

)
, (4.38)

where G̃2 = m/(2kBT̃ ). Kelly and Dreyfus (1988) have argued that ũ is at least the sonic
velocity at the outer edge of the Knudsen layer. If this is assumed, then, for a monatomic
perfect gas, ũ = √

5/6G̃, and Equation (4.38) becomes

f̃prob(Etr) ∼ Etr exp

(
− Etr

kBT̃
+ 2

√
5

6

Etr

kBT̃
− 5

6

)
. (4.39)

The mean kinetic energy of the above distribution is Ētr = 3.67kBT̃ .
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4.3 Kinetic distributions of ejected particles

4.3.1 Thermal expectations

Stritzker et al. (1981), and Pospiesczyk et al. (1983) used a QMS in a TOF arrangement
to determine the kinetic energies of evaporated Si and GaAs targets by 20-ns-long pulsed
ruby-laser irradiation. From these energy distributions, they extracted the temperature
of the evaporated atoms by fitting Maxwellian distributions from gas-kinetic theory.
Furthermore, by assuming that this temperature represented the lattice temperature, they
concluded that the process was thermal. Gibert et al. (1993) applied highly sensitive
resonance ionization mass spectrometry (RIMS) to investigate the emission of neutral
and ionized Fe atoms induced by N2 laser irradiation (λ = 337 nm) in ultrahigh vacuum
(10−10 torr). The experiment was conducted at low laser fluences (<275 mJ/cm2), well
below the plasma-formation regime. The kinetic energies of the neutral atoms derived
from the TOF distributions at various heights from the irradiated surface yielded most
probable velocities and temperatures in broad agreement with the thermal expectations
(Figure 4.5). The thresholds for detection of 100 atoms or ions were 25 mJ/cm2 and about
100 mJ/cm2, correspondingly. On the other hand, the number of Fe+ ions released per
pulse from the surface at the highest laser fluence of 275 mJ/cm2 was about three orders of
magnitude less than the number of neutral atoms. The same method of investigation was
used to probe soft laser sputtering of InP(100) surfaces by Dubreuil and Gibert (1994).
For low fluence values (<190 mJ/cm2) it was found that sputtering results mainly
from absorption and excitation of defect sites. At higher laser fluences, the process
assumes a thermal-like behavior. Measurements of the kinetic energies of the neutral
ablated In and P atoms indicated that the transition between these regimes occurred at
a temperature of ∼1400 K, which is close to the melting temperature of InP, namely
1333 K.

4.3.2 The role of electronic excitations

Experiments have provided evidence that electronic excitations may be involved in des-
orption processes from metals at low photon energies. Hoheisel et al. (1993) showed
that metal atoms can be desorbed from small metal clusters by low-power CW laser
radiation. The dependence on wavelength, power, and cluster size indicated that collec-
tive plasmon excitations play a role in stimulating desorption. Lee et al. (1993) observed
bimodal energy distributions of gold atoms desorbed from a continuous film with pulsed
laser irradiation at λ = 532 nm with duration tpulse = 7 ns, and attributed the 0.3-eV
high-energy peak to an electronic de-excitation process involving surface plasmons. It
is noted that the experimental geometry used in this work was conducive to plasmon
excitation, since the gold film was coated onto a glass prism and total internal reflection
(TIR) was used to enhance plasmon excitation via evanescent wave. Kim and Helvajian
(1994) observed energetic desorption of ∼0.7-eV energetic Ag+ ions from continuous
films utilizing both a TIR geometry and a direct surface-irradiation scheme.
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Figure 4.5. (a) A laser-sputtering experiment and RIMS detection geometry. (b) Temperature of
the sputtered Fe atoms as a function of the laser fluence. ✘ Kinetic temperature deduced from
the time-of-flight distributions. � Excitation temperature deduced from the sublevel population
distributions. —— Fit by the solution of the one-dimensional heat-flow equation for
laser-sputtering yields. (c) The time-of-flight distribution of sputtered Fe atoms for various
heights above the target surface and two laser fluences (upper part 275 mJ/cm2; lower part 170
mJ/cm2). The relative Fe-atom density values are deduced from the RIMS signals. The curves
are the best fits produced by half-range Maxwellian functions with respective temperatures 3130
and 2210 K (lower part). (d) Numbers of neutral and ionized Fe atoms sputtered per laser shot as
a function of the laser fluence. The neutral-atom emission yield represents the yield for the a 3D4

ground state only and does not take into account the contribution of higher excited states when
the temperature increases. The dotted line gives an indication of the total atom yield. Note that,
at the threshold, about 100 atoms are detected by RIMS. From Gibert et al. (1993), reproduced
with permission from the American Institute of Physics.
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Figure 4.5. (cont.)
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Figure 4.6. The experimental arrangement for laser-induced-desorption studies of metal atoms.
Desorption is accomplished by the light of a pulsed (7 ns) Nd : YAG laser and its higher
harmonics at λ = 1064, 532, 355, and 266 nm. The desorbed atoms are photoionized with the
light of an excimer laser fired after a variable delay time and finally identified by a time-of-
flight mass spectrometer. From Götz et al. (1996a), reproduced with permission from
Springer-Verlag.

Laser-induced desorption of metal atoms has been studied by Götz et al. (1996a,
1996b). The experimental setup shown in Figure 4.6 basically consists of an ultrahigh-
vacuum chamber, two lasers for stimulating desorption and ionizing the desorption
products, and a TOF mass spectrometer. Sodium was deposited in situ by thermal
evaporation from a source at 300 K onto a quartz crystal maintained at 80 K and
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characterized by optical transmission spectroscopy. The samples were irradiated with
the fundamental and higher harmonics of a Nd : YAG laser of pulse width 7 ns at λ =
1064, 532, 355, and 266 nm at an angle of incidence of 50◦ with respect to the normal
to the sample surface. At a distance of 20 mm above the target, the desorbed atoms were
ionized with an excimer-laser beam at λ = 193 nm. The measured TOF distributions
Id(tf) were converted into energy distributions by applying the relation

fprob(Etr) = CId(tf)t
2
f , (4.40)

where C is a constant and t is the temporal delay between the desorbing and the ionizing
pulses.

Figure 4.7 displays a series of three kinetic-energy distributions that were obtained
by desorbing atoms at λ = 355 nm from the target kept at 80 K. At very low Na cover-
ages (Figure 4.7(a)) two maxima appear in the kinetic-energy distribution, at 0.16 and
0.33 eV. These values remain fixed as the coverage increases in Figures 4.7(b) and (c).
The effect of the laser fluence is shown in Figure 4.8.

At energy densities higher than F = 32 mJ/cm2, the contributions of desorbed atoms
possessing low kinetic energies mask the peak at 0.16 eV. Their distribution follows an
exponential decay, but the peak at 0.33 eV is still detectable at F = 52 mJ/cm2. Irradiation
by the wavelengths 266 and 532 nm revealed no evidence of a bimodal kinetic-energy
distribution, but only the 0.16-eV peak, independently of the applied laser fluence and
the polarization of the laser light (Figure 4.9).

On the other hand, irradiation with λ = 1064 nm required energy densities exceed-
ing 80 mJ/cm2 and did not produce any distinct peak, but rather a broad exponential
decay, similar in nature to the one depicted in Figure 4.8(d). Given that (a) the energy
of the observed peaks is substantially independent of the laser fluence, substrate tem-
perature, and surface coverage, and (b) the temperature experienced by the Na film is
moderate (Hoheisel et al., 1993), it is concluded that the desorption at λ = 266, 355,
and 532 nm and low fluences occurs as a nonthermal process. The transition to the
thermal process as the laser fluence increases can be traced by observing the broad-
ened exponential decay of the kinetic-energy distribution that eventually overwhelms
the energy peaks. Evidently, desorption brought about by irradiation at the wavelength
λ = 1064 nm is observed at substantially higher energy densities, displaying the broad
profile that is characteristic of a thermal process. The fact that bimodal distributions are
observed for λ = 355 nm suggests the effect of the wavelength on the desorption pro-
cess. Wavelengths of λ= 266, 355, and 532 nm carry photon energies of 4.64, 3.48, and
2.32 eV, respectively, that are much higher than the binding energy of the surface atoms,
0.7 eV, implying that the initial excitation decays by the release of heat to a lower-energy
state before desorption occurs. Depending on the photon energy used to stimulate des-
orption, the process populates a state that is located more than 1 eV above the ground
level.

These experimental results suggest a desorption mechanism along the lines of
the Menzel–Redhead–Gomer mechanism (Menzel and Gomer, 1964). As depicted in
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Figure 4.7. Kinetic-energy distributions of Na atoms desorbed with pulsed (7 ns) laser light of
λ = 355 nm from the surface of small Na particles with average radii of (a) Rave = 5 nm, (b)
Rave = 7 nm, and (c) Rave = 10 nm. The laser fluence was F = 6.6 mJ/cm2. From Götz et al.
(1996a), reproduced with permission from Springer-Verlag.
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Figure 4.8. Kinetic-energy distributions of Na atoms desorbed with pulsed (7 ns) laser light
of λ = 355 nm from the surface of small Na particles with fluences of (a) F = 0.3 mJ/cm2,
(b) F = 6.6 mJ/cm2, (c) F = 32 mJ/cm2, and (d) F = 52 mJ/cm2. The average particle size was
7 nm. From Götz et al. (1996a), reproduced with permission from Springer-Verlag.

Figure 4.10, absorption of laser light at the wavelengths λ = 266, 355, and 532
nm initially populates different electronic levels denoted as IV, III, and II, respec-
tively. Each of these excitations is followed by rapid relaxation into a lower-lying
state that has to be antibonding and identical for the three wavelengths. The atoms
are then accelerated away from the surface, gaining kinetic energy EA. Its value
depends upon the lifetime of the repulsive state that in turn determines the kinetic
energy of the particles released at photon energy 0.16 eV. For λ = 1064 nm and pho-
ton energy of 1.16 eV (depicted by level I), the antibonding state cannot be reached
and the photon energy absorbed can only be converted into heat, causing thermal
desorption.
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Figure 4.9. Kinetic-energy distributions of Na atoms desorbed with pulsed (7 ns) laser light of
λ = 532 nm from the surface of small Na particles for three coverages of a, 5.6 × 1014

atoms/cm2, b, 2.9 × 1015 atoms/cm2, and c, 5.9 × 1015 atoms/cm2. The incident laser fluence was
F = 6.6 mJ/cm2. From Götz et al. (1996a), reproduced with permission from Springer-Verlag.

4.3.3 The effect of topography development

It was previously remarked that the development of the temperature field in the heating of
a bulk metal target with an excimer-laser beam of millimeter size is normally understood
as a one-dimensional phenomenon. However, the development of surface topography
has been observed in various systems. For metals under atmospheric conditions, Kelly
and Rothenberg (1985) observed the development of surface topography under multiple-
pulse irradiation. Bennett et al. (1995) examined the pulsed laser heating and melting
of gold in a 10−6-torr vacuum and demonstrated that a steady-state surface topography
grows from the molten phase over several hundreds of pulses. Heat-transfer modeling
of the near-surface thermal conditions and a hydrodynamic stability analysis ascribed
the origin of the observed characteristic periodicity to the acceleration that the molten
layer experiences due to the volumetric expansion upon melting. The characteristics of
the distribution of translational energy in the ablation plume released from the surface
showed that both the mean translational energy and the ablation yield achieve a steady
state, together with the surface topography. In the aforementioned study, the material-
removal rates were kept small (10 Å/pulse) and it was verified that the laser intensity
was not sufficient to induce plasma effects in the vapor plume.

Figures 4.11(a)–(d) demonstrate the effect of laser fluence on the steady-state kinetic-
energy distribution in the plume. The laser fluence was varied from a near-threshold
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Figure 4.10. A schematic diagram of the potential-energy diagram of a surface atom illustrating
non-thermal desorption of metal atoms within the framework of the Menzel–Gomer–Redhead
mechanism. Laser light with λ = 266, 355, and 532 nm initially populates different electronic
levels denoted by IV (4.64 eV), III (3.48 eV), and II (2.32 eV), respectively. For the sake of
clarity only the excitation into state III is shown. Rapid relaxation consequently leads to a
repulsive state A; the atom is accelerated and desorbs with Ekin = 0.16 eV. For near-infrared light
with λ = 1064 nm (level I, 1.16 eV) the antibonding state cannot be reached, preventing
non-thermal desorption. From Götz et al. (1996a), reproduced with permission from
Springer-Verlag.

fluence (∼0.68 J/cm2) to about 1.0 J/cm2 over the course of this experiment. For these
QMS measurements, the detector was located normal to the surface and centered over
the ablation area, and the laser beam was incident at 45◦ from the surface normal. Details
of the experimental apparatus are given in Krajnovich (1995). Depicted in the figures are
inverted TOF measurements in comparison with the theoretically predicted Boltzmann
distribution. The first observation to be made is the apparent success of the Boltzmann
distribution in describing the energy distribution in the plume. The second finding is that
the measured mean kinetic energies (up to several electron-volts) correspond to tempera-
tures far exceeding the thermal expectations (1 eV ∼ 11 620 K). The temperature in Equa-
tion (4.36) implicitly refers to the vapor temperature rather than the surface temperature.
Nevertheless, it was shown that the Boltzmann distribution fits the experimental results
better than does the “stream-velocity-corrected” distribution derived in Equation (4.39).
The implication is that the 10 or 20 collisions per particle obtained by a simple estimate
for the material-removal rates considered are not sufficient to impart a significant stream
velocity.
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The size of the surface features developed in the above study was comparable to
the depth of the molten zone and the thermal diffusion depth in the material, thereby
invalidating the assumption of one-dimensional field development and a homogeneous
surface temperature. To retain this assumption, Bennett et al. (1996) devised an exper-
iment in which, after cleaning and chemical etching, the target was preconditioned by
surface melting effected by N = 30 pulses delivered onto the gold target, which was pre-
heated statically at T0 = 1100 K. This treatment produced a reasonably smooth surface
(Figure 4.12), thus ensuring accuracy of peak-surface-temperature prediction within a
200-K confidence window. The average yields and mean translational energies exhib-
ited little dependence on the partitioning ratio between the energy delivered by the laser
and the steady target preheating while the calculated peak surface temperature was kept
constant (Figure 4.13(a)). Similar behavior was observed for Ag, Cu, and a Cu–Au alloy,
whereas Ni exhibited a thermal-like trend.
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Figure 4.12. (a) An AFM image of a gold surface after etching in aqua regia. (b) The same surface
after preconditioning at high temperature (T0 = 1100 K, F = 0.55 J/cm2, N = 30 pulses). Note
that the height scale is exaggerated by more than 10× relative to the scale of the x ad y axes in
both images. The maximum slope on the smoothed surface is only 3–4◦. From Bennett et al.
(1995), reproduced with permission from the American Institute of Physics.

Following the initial thermal expectation for the mass efflux from the target, it can be
argued that the integrated TOF signal, Y, can be related to the vapor pressure, Pv, and
temperature:

Y ∼ Pv ∼ exp

(
− Lv

kBT

)
. (4.41)

Hence

lnY ∼ − Lv

kBT
+ const. (4.42)

Figure 4.13(b) shows that this relation fits the experimental results for polycrystalline
Au. With the exception of Ni, the experimental data appear to support the view that
the surface vaporization is thermally mediated, in accordance with the observation on
excimer-laser ablation of Cu by Dreyfus (1991). From the results of this study, it can be
stated that the use of the mean translational energy to extract the peak surface temperature
is questionable. On the other hand, the ablation yield obeys the behavior predicted from
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thermal considerations, but then again it is difficult to obtain precise measurement of
the ablation yield in absolute terms.
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5 Dynamics of laser ablation
C. Grigoropoulos and S. Mao

5.1 Introduction

Various theoretical models have been proposed to describe material removal from a
solid surface heated by laser irradiation. The thermal models of Afanas’ev and Krokhin
(1967), Anisimov (1968), and Olstad and Olander (1975) represent early theoretical
contributions to this problem. Chan and Mazumder (1987) developed a one-dimensional
steady-state model describing the damage caused by vaporization and liquid expulsion
due to laser–material interaction. Much of the above work was driven by laser appli-
cations such as cutting and drilling, and was thus focused primarily on modification
of the target’s morphology, with no particular interest in the detailed description of the
properties and dynamics of the evaporated and ablated species. Moreover, these models
dealt with continuous-wave (CW) laser sources, or relatively long (millisecond) time
scales.

During the first stage of interaction between the laser pulse and the solid material, part
of the laser energy is reflected at the surface and part of the energy is absorbed within a
short penetration depth in the material. The energy absorbed is subsequently transferred
deeper into the interior of the target by heat conduction. At a later stage, if the amount
of laser energy is large enough (depending upon the pulse length, intensity profile,
wavelength, and thermal and radiative properties of the target material), melting occurs
and vaporization follows. The vapor generated can be ionized, creating high-density
plasma that further absorbs the incident laser light. Effects of this laser-plasma shielding
have been shown via the simplified one-dimensional model of Lunney and Jordan
(1998). The physical picture of laser-energy interaction with evaporating materials at
high fluence then becomes quite complicated. Of interest are the descriptions of the
vaporization and ionization processes, the associated fluid motions and gas-dynamics
phenomena (including the vapor/plasma expansion and possible formation of shock
waves against the ambient environment pressure) (Phipps and Dreyfus, 1993).

Phipps et al. (1988) developed a simple model to predict the ablation pressure and
the impulse exerted on laser-irradiated targets for laser intensities exceeding the plasma-
formation threshold. The model was shown by Phipps and Dreyfus (1993) to follow
the experimental trends for the mass-loss rate and the ablation depth within a fac-
tor of two. In their computational studies, Aden et al. (1990, 1992) dealt with the
laser-induced expansion of metal vapor against a background pressure. Vertes et al.
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(1989, 1993) developed a one-component, one-dimensional model to describe the expan-
sion of laser-generated plasmas. The model incorporated the conservation equations for
mass, momentum, and energy. Singh and Narayan (1990) proposed a theoretical model
for simulating laser-plasma–solid interactions, assuming that the plasma formed initially
undergoes a three-dimensional isothermal expansion followed by an adiabatic expan-
sion. This model yielded athermal, non-Maxwellian velocity distributions of the atomic
and molecular species, as well as thickness and compositional variations of the deposited
material as functions of the target–substrate distance and the irradiated-spot size.

Several studies have focused on the role of Knudsen-layer formation in laser vapor-
ization, sputtering, and deposition. Kelly and Dreyfus (1988a) showed that, under the
condition that the particle emission is driven by a thermal mechanism, the ejection
velocities at the target surface are described by a half-range Maxwellian distribution.
For as few as three collisions per particle, a Knudsen layer forms and is confined within
a distance of a few mean free paths from the solid surface. Within this Knudsen layer,
the density distribution function evolves to a full-range Maxwellian in a center-of-mass
coordinate system. Moreover, Kelly and Dreyfus (1988b) showed that Knudsen-layer
formation leads to forward-peaking of the kinetic-energy distributions of the ejected
particles. Angular profiles following cos4θ to cos10θ functions were thus expected, in
general agreement with experimental measurements. For relatively high evaporation
yields exceeding, for instance, half of a monolayer per 10-ns laser pulse, Kelly (1990)
showed that the resulting gas-phase interactions cause the Knudsen layer to evolve into
an unsteady, adiabatic expansion, resembling the case of a gun firing a finite charge
into an infinite, one-dimensional barrel. An explicit solution for the speed of sound and
the gas velocity was obtained, emphasizing the importance of the Mach number and
the specific heat ratio γad = Cp/Cv in the interpretation of experimental time-of-flight
(TOF) measurements. Comparison of the gas-dynamics model with numerical solutions
of the flow equations and with direct simulations of the Boltzmann equation by Sibold
and Urbassek (1991) showed reasonable agreement.

Finke et al. (1990a) and Finke and Simon (1990) treated the steady-state formation
of the Knudsen layer numerically by solving the Boltzmann equation using an integral
approach. Their solution yielded temperature, mass density, and velocity distributions
in the Knudsen layer, as well as the decrease of pressure along the ejected vapor stream.
Furthermore, Finke et al. (1990b) studied the energy supply of a collisional plasma
with a low degree of ionization, coupled with kinetic considerations, with reference to
steady-state laser-welding problems.

Chen et al. (1995, 1996) showed that dynamic source and partial-ionization effects
dramatically accelerate the expansion of laser-ablated material in the direction perpen-
dicular to the target, leading to highly forward-peaking plumes. Leboeuf et al. (1996)
conducted dynamical computations of the plume propagation in vacuum and in an ambi-
ent gas using particle-in-cell hydrodynamics, continuum gas dynamics, and scattering
models. The first two approaches were shown to reproduce the broad hydrodynamic
features of plume expansion in vacuum and in ambient gas. On the other hand, the scat-
tering model captured trends of plume splitting that had been observed by emission and
absorption spectroscopy diagnostics once a critical background gas pressure had been
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reached. This result indicated that models adopting collisional scattering schemes may
be more suitable for the long-mean-free-path flows encountered under typical pulsed-
laser-deposition (PLD) conditions. In another study (Capewell and Goodwin, 1995), the
Monte Carlo method for simulating rarefied gas dynamics was applied to simulate the
dynamics of a hot Si plume expanding into background Ar gas. The results showed
qualitative agreement with images of ablation plumes in PLD experiments.

5.2 Laser-induced plasma formation

5.2.1 Relaxation in plasmas

Plasmas can be visualized as mixtures of two gases, an ion gas and an electron gas, with
masses mi and me, respectively. Since me � mi, collisional transfer of energy between
these systems is difficult, as is manifested by the substantial differences between their
average kinetic energies over relatively long time periods. The most frequently used
expression for the electron–ion collision time is taken from Spitzer (1962):

τei = 3

4

(
me

2π

)1
2 k

3/2
B T 3/2

Z4e4Ni ln�
. (5.1)

In the above, Z is the average charge state of the ions, e the proton charge, and ln � the
Coulomb logarithm,

� = 3

2e3

(
k3

BT
3

πNe

)1
2

. (5.2)

When the difference between the ion and electron temperatures is not too large, the
change of temperatures can be described by a simple relaxation equation:

dTe

dt
= Ti − Te

τei
. (5.3)

For weakly ionized gases, the above equation is still valid, provided that the exchange
with neutral atoms is taken into account. In this case, the relaxation time constant is
modified as follows:

1

τei+n
= 1

τei
+ 1

τen
. (5.3)

The relaxation time in collisions of electrons with neutral species is

1

τen
≈ Neūeσc,e,elast

2me

mi
, (5.4)

where σc,e,elast is the average cross section for elastic electron–atom collisions.
The plasma absorption coefficient, γpl, is

γpl = 2ω

c
Im


(

1 − ω2
pl

ω2 [1 + (i/τei)]

)1
2


, (5.5)
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where ω = 2πν is the angular frequency of the laser light. The term ωpl =
4π(Nee

2/me)1/2 is the electron plasma frequency.

5.2.2 Plasma absorption

The equilibrium electron and ion densities, Ne and Ni, can be calculated using the
Saha–Eggert equation (Spitzer, 1962):

NeNi

Nn
= QeQi

Qn

memi

me +mi
exp

(
− �i

kBT

)
. (5.6)

In the above, Qe, Qi, and Qn represent the internal partition functions of electrons, ions,
and neutral species, respectively; �i is the ionization potential of a neutral atom; and me

and mi are the electron and ion masses.

Absorption due to free–free transitions
It is well known that radiation is emitted from a free electron subject to the Coulomb field
exerted by a positively charged ionic core. In this Bremsstrahlung emission process, the
electron loses kinetic energy and slows down. Laser radiation is therefore absorbed via
inverse Bremsstrahlung by an electron that consequently accelerates past the ion. The
radiation absorption due to inverse Bremsstrahlung via scattering of electrons with ions
is quantified by the continuous spectral absorption cross section, σc,IB,ν , and coefficient,
γIB,ν :

σc,IB,ν = 4

3

(
2π

kBTe

)1
2 Z2e6

hcm
3/2
e ν3

Nigff

[
1 − exp

(
− hν

kBTe

)]
, (5.7a)

γIB,ν = σc,IB,νNe, (5.7b)

where gff is the Gaunt factor that is introduced in a quantum-mechanical theory, c the
speed of light and h Planck’s constant. The term within the last bracket represents the
effective decrease in absorption caused by induced emission. Bremsstrahlung emission
(and absorption) can occur via collisions with scattering centers that may be atoms,
molecules, or ions. In typical laser-induced plasmas, σc,IB,ν is O(10−20 cm2). While this
is still small relative to the cross sections of atomic absorption, it is sufficient to produce
intense interactions with laser fluences in the range of 1019 photons/cm2 (Dreyfus, 1993).
According to Zel’dovich et al. (1966), the relationship between the differential cross
section for the emission of a photon hν and the cross section for the elastic scattering of
a photon is given by

dσc,ν

dν
= 8

3

e2u2

c3hν
σc,tr, (5.8)

where u is the absolute electron velocity and σ c,tr is the so-called transport scattering
cross section. The Bremsstrahlung absorption cross sections for ions and neutral species
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compare as

(dσc,ν)ion

(dσc,ν)neut
≈ πr2

0

σc,tr
= πZ2e4

σc,tr(hν)2
= πa2

0

σc,tr

(
2�i,H

hν

)2

Z2, (5.9)

where a0 = h2/(4πme2) is the Bohr radius and �i,H = 13.5 eV is the ionization poten-
tial of hydrogen. Since σc,tr/(πa2

0) ∼ 1–10 and we are dealing with photon energies
in the range of a few electron-volts, it is estimated that the effectiveness of neutral
species for Bremsstrahlung absorption is one or two orders lower than that of ions.
However, it should be mentioned that neutral species are ejected in much larger numbers
than ions during the early phase of ablation. Hence, it is conceivable to assume that
inverse Bremsstrahlung due to neutral species does contribute to absorption, leading to
a temperature rise and thus further enhancing absorption (Amoruso, 2004).

Absorption due to bound–free transitions
Consider photo-ionization, i.e. the absorption of a photon accompanied by the transition
of an electron past the ionization threshold into the continuous energy spectrum. The
number density of excited atoms in the nth state is given by the Boltzmann distribution:

Nn = N1
gn

g1
e− En−E1

kBT = N1
gn

g1
e− �i

kBT
(1− 1

n2 )
, (5.10)

where gn = 2n2 is the statistical weight of the nth level and N1 is the atom number
density in the ground state. The cross section for absorption of a photon of energy hν is

σc,PI,νn = 64π4

3
√

3

e10meZ
4

h6cν3n5
. (5.11)

The total spectral coefficient of absorption
The absorption coefficient representing bound–free transitions is given by

γPI,ν =
∞∑
n∗

Nnσc,PI,ν . (5.12)

The lower bound of the summation is determined by the condition that the photon energy
is greater than the binding energy of the electron in the atom. The composite coefficient
of bound–free absorption is

γ T
PI,ν = 64π4
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e10meZ
4N

h6cν3
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1
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kBT
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)
. (5.13)

On adding the absorption contribution due to inverse Bremsstrahlung, the total absorption
coefficient is

γ T
ν = γ T

PI,ν + γIB,ν = 64π4
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kBT
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kBT
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]
. (5.14)
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Provided that the photon energy is much lower than the ionization potential (hν � �i),
the spectral coefficient of absorption is given by the Kramers–Unsöld formula:

γν = 16π2

3
√

3

e6Z2kBTN

h4cν3
e− �i−hν

kBT . (5.15)

For ultraviolet (UV) wavelengths, direct photo-ionization of the vapor atoms is
expected to be a main ionization mechanism. For high plasma temperatures, the absorp-
tion is dominated by free–free inverse Bremsstrahlung. Phipps and Dreyfus (1993) note
that, under most experimental conditions, electrons are probably present because of mul-
tiphoton ionization of atomic or molecular species in the plume, ionization from excited
states in the plume, ejection of ions and electrons from the surface, and thermionic
emission from the surface. Whatever the mechanism, the threshold for plasma initiation
is significantly lower than what would be expected from equilibrium considerations. As
previously noted, close to the plasma-ignition threshold, coupling of the laser energy
with the plasma may occur via mechanisms other than inverse Bremsstrahlung. How-
ever, that mechanism regulates the energy transfer as the laser pulse progresses. Most
of the laser absorption occurs in a vapor layer confined close to the target surface.
In that layer, the electron–ion density is very high (1020–1023 cm−3) and the plasma
pressure may exceed hundreds of kilobars. This higher-pressure region may launch a
compressional wave toward the target surface (Ho et al., 1996), leading to transverse
flow of the trailing ejected particles or removal of material in the form of molten
droplets. The penetration depth for light absorption in the hot, dense plasma region sit-
uated over the target surface may be in the micrometer range, producing optically thick
conditions.

According to Zel’dovich, all elementary excitation and ionization processes can be
divided into two categories: (a) excitation and ionization of atoms by collisions with
other particles, and (b) photo-processes in which the role of the exciting agent is played
by a photon instead of a particle. In the first category, a distinction must be made between
electron-impact collisions and inelastic collisions with heavy particles. Accordingly, the
following basic ionization reactions can be written:

A + e = A+ + e + e, (5.16a)

A + B = A+ + B + e, (5.16b)

A + hν = A+ + e. (5.16c)

The reverse reactions, proceeding from right to left, result in recombination of electrons
with ions.

A + e = A∗ + e, (5.17a)

A + B = A∗ + B, (5.17b)

A + hν = A∗. (5.17c)

The first two reverse processes represent de-excitation of excited atoms by collisions
of the second kind, while the third reverse process depicts spontaneous emission
of an excited atom. It is then possible to ionize not only neutral species, but also
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excited atoms:

A∗ + e = A+ + e + e, (5.18a)

A∗ + B = A+ + B + e, (5.18b)

A∗ + hν = A+ + e. (5.18c)

Even though the number of neutral atoms is usually much higher than the number of
excited atoms, the latter make a non-negligible contribution to ionization, since the
ionization of excited atoms requires lower energy. Zel’dovich et al. (1966) derived the
rate equations for (i) electron-impact ionization of ground-state atoms, (ii) electron-
impact excitation of atoms from the ground state, and (iii) electron-impact ionization of
excited states.

5.2.3 High-irradiance ablation

Phipps and Dreyfus (1993) and Phipps et al. (1988) developed a theory correlating experi-
mental results on high-irradiance (I ≥ 1011 W/cm2), short-pulse (tpulse ≈ 10 ns) ablation
of materials. The theory is based on the following assumptions: (1) one-dimensional flow,
(2) an inverse-Bremsstrahlung absorption mechanism, (3) Mach-1 flow (the Chapman–
Jouguet condition, M = 1), (4) ideal-gas behavior, (5) macroscopic charge neutrality,
and (6) self-regulating plasma opacity, giving an optical thickness of unity at the laser
wavelength after a brief transition time, tI. For surface absorbers in vacuum, an estimate
of the onset of plasma dominance is given by the relationship

I
√
tpulse ≥ B. (5.19)

The above holds over a five-orders-of-magnitude range in pulse duration from 5 ms to
10 ns and for laser wavelength in the range 0.25–10 mm for Bmax ≈ 8 × 108 W s1/2 m−2

with the plasma-formation threshold at B ≈ Bmax/2. The following expressions are
derived.

Pressure:

P = 1.84 × 10−4�
9/16

A1/8

I 3/4

(λ
√
tpulse)1/4

(Pa). (5.20)

Electron temperature:

Te = 2.98 × 103 A1/8Z3/4

(Z + 1)5/8
(Iλ

√
tpulse)1/2 (K). (5.21)

Electron density:

Ne = 1.135 × 1015 A5/16

Z1/8 (Z + 1)9/16

I 1/4

(λ
√
tpulse)3/4

(m−3). (5.22)

Ablation rate:

ṁ = 26.6
�9/8I 1/2

A1/4λ1/2t
1/4
pulse

(�g m−2 s−1). (5.23)
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The parameter

� = A

2[Z2(Z + 1)]1/3
. (5.24)

A is the average ionic mass number, Z the average ionic charge.
It is recalled that the high-irradiance theory assumes a constant optical thickness and

therefore plasma transmission. Second, there is no provision in the theory for the physical
mechanism of the evaporation process (and hence of the actual surface temperature).
Third, the high-irradiance theory does not take into account the optical properties of the
target. This may be important when the large spectral variation of the surface reflectivity
is recalled.

5.3 Modeling of ablation-plume propagation

5.3.1 The Euler equation for the dynamics of a compressible gas

The vaporized material ejected from the liquid surface is modeled as a compressible,
inviscid ideal gas (Ho et al., 1995). The dynamic state of the metal vapor phase is
described by the compressible and nondissipative Euler conservation equations for
mass, momentum, and energy.

Mass conservation:

∂ρ

∂t
+ ∇ · (ρ �V ) = 0. (5.25)

Momentum conservation:

∂ �V
∂t

+ �V · ∇ �V = − 1

ρ
∇P. (5.26)

When an intense laser pulse interacts with metal vapor, a significant amount of the laser
radiation is absorbed by the ionized particles. Consequently, the radiation absorption and
emission may couple strongly with the plume hydrodynamics. The energy-conservation
equation in the absorbing and radiatively participating plume is

ρ

(
∂ε

∂t
+ ∇ε · �V

)
= −P∇ · �V + γplIlas exp(−γpl|z|) + ∇ · (−�qr), (5.27)

where the exponentially decaying term accounts for the absorption of laser energy by
the plume and �qr is the radiative-flux vector. The radiation source term is defined via

∇ · �qr = γav(4πIb −G). (5.28)

In the above equation, G = ∫
4π I d�, where the integration over the solid angle � is

carried out over a sphere, Ib is the blackbody radiation intensity, and γav is the Planck
mean absorption coefficient defined as

γav =

∫ ∞

0
Ibνγν dν∫ ∞

0
Ibν dν

. (5.29)
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Utilizing Equation (5.7a), the above expression yields:

γav =
(

128

27
kB

)1
2
(
π

me

)3
2 Z2e6gff

hc3

NeNi

T 7/2
. (5.30)

In order to calculate the radiation heat flux, the radiation transport equation (RTE)
(Siegel and Howell, 1992) for an absorbing and emitting, but nonscattering, medium is
solved for the total, directional radiative intensity, I:

�s · ∇I (�r, s) = −γavI (�r, s) + γavIb. (5.31)

Two more equations define the total energy per unit mass, εt,

εt = ε + 1

2
(u2 + v2), (5.32)

and the equation of state for an ideal gas,

P = (γad − 1)ρε, (5.33)

where γ ad is the ratio of the specific heats, γ ad = Cp/Cv. A species-transport equation
is used to specify the mass content of metal vapor per unit volume. Because of the
ideal-gas assumption, and since the kinetic energy is much larger than the dissipation
or interaction energies, homogeneous flow conditions are assumed. Thus, the species-
transport equation is simplified to

∂y

∂t
+ �V · ∇y = 0, (5.34)

where y = ρv/ρ is the local mass fraction of the ejected vapor.
The boundary conditions across the discontinuity (Knudsen layer) at the vapor/liquid

interface are as follows.

Mass conservation:

ρv(−Vv − Vint) = ρl(Vl − Vint). (5.35a)

Momentum conservation:

Pv − Pl = ρv(−Vv − Vint)(Vl + Vv). (5.35b)

Energy conservation:

Hl + Lv = Hv + 1

2

(
V 2

v − V 2
l

)
. (5.35c)

Computations were done for an aluminum target irradiated by an excimer laser of
fluence F = 25 J/cm2 with an Ar background gas atmosphere of P∞ = 10−3 atm
(Ho et al., 1996). Figures 5.1 and 5.2(a)–(c) show the development of the pressure
and velocity vector fields in the vapor phase at various times (t = 40, 100, and
500 ns). The shock front produced by the high-pressure plasma propagates with an



118 Dynamics of laser ablation

2.0

5

4

3

2

1

0
2 0 2

10

5

0

10

5

0
5 0 5

5 0 5

B       78191.80 B       581 27

A       528.44
9       475.61

8       422.78

7       369.95

6       317.12
5       264 29
4       211.45

3       158.62
2       105.79

1         52.96

A       71083 55

9        63975 29
8        56867.04

7        49758.78

6        42650 52
5        35642 27

4        28434.02
3        21325.76

2        14217 50

1          7109 25

D        4401.00

B        178.85
A        162.60

9        146.35

8        130.10
7        113.85
6          97.60

5          81.35

4          65.10
3          48.85

2          32.60

1          16.35

C        4001.00
B        3601.00

A        3201.00
9        2801.00

8        2401.00
7        2001.00

6        1601.00
5        1201.00

4          801.00

3          401.00
2          272.88
1          185.62

1.0

z 
(m

m
)

z 
(m

m
)

z 
(m

m
)

z 
(m

m
)

0.0
1.0 0.0

r (mm)

r (mm) r (mm)

r (mm)
1.0

P ′

P ′

P ′

P ′

(a) (c)

(b) (d)

Figure 5.1. Dimensionless pressure, P′, contours for an aluminum target subjected to excimer-
laser pulses of duration 26 ns and fluence, F = 25 J/cm2 at (a) t = 40 ns, (b) t = 100 ns, (c) t =
500 ns, and (d) t = 500 ns, assuming a transparent vapor plume. The ambient pressure is P∞ =
10−3 atm and the diameter of the laser spot is rlas = 0.5 mm. From Ho et al. (1996), reproduced
with permission by the American Institute of Physics.

average speed of about 12 000 m/s into the ambient gas. An average shock-wave speed
is predicted under the transparent-vapor-plume assumption depicted in Figures 5.1 and
5.2(d). A major assumption in this analysis stems from the use of the local-thermal-
equilibrium framework, i.e. the existence of a one-component system whose energy
is represented by a single temperature. This is unlikely to prevail, especially during
the early stages of the ablation process. The inclusion of nonequilibrium absorption
via photo-ionization and emission by recombination is a key element in further work,
together with recondensation in the plume. The local fraction of metal vapor has been cal-
culated by considering advective mixing and utilizing ideal-gas approximations for the
internal-energy function. This appears reasonable, since the plume ejection is primarily
driven by the high rise in pressure.

5.3.2 Molecular-dynamics models

Molecular-dynamics (MD) simulations offer the possibility of capturing the inter-
play of the different processes involved in ablation-plume evolution, including cluster
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Figure 5.2. Velocity vectors for the conditions of Figure 5.1. From Ho et al. (1996), reproduced
with permission by the American Institute of Physics.

formation. As discussed by Zhigilei (2003), the size of atomic-scale MD simulations
of ablative events is simply too large for meaningful computations extending well into
the picosecond and nanosecond regimes to be performed. In the breathing-sphere model
(Zhigilei et al., 1997) it is assumed that each molecule (or group of atoms) can be
represented by a single particle that has the true translational degrees of freedom but
approximate internal degrees of freedom. This model was applied by Zhigilei (2003) in
the context of ablation of an idealized molecular solid, although the predictions repre-
sented general trends. It was found that the cluster composition of the ablation plume
strongly depends on the irradiation conditions. At sufficiently high laser fluences, the
phase explosion of the overheated material leads to the formation of a foamy transient
structure of interconnected liquid regions that subsequently decompose into a mixture
of liquid droplets, gas-phase molecules, and clusters. A typical simulation example for
early plume propagation in this regime is given in Figure 5.3. As overheating becomes
weaker with increasing depth, the fraction of the liquid phase increases and large droplets
are formed in the tail of the plume. Simulations performed with shorter pulses show that,
in the regime of stress confinement, thermoelastic stress triggers hydrodynamic motion
leading to the ejection of larger and more numerous droplets (Figure 5.4) than in the
regime of thermal confinement.
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5.3.3 Direct Monte Carlo simulations

Shock-wave models describe well the pulsed-laser–material interaction in the pres-
ence of ambient background gas pressures above a few hundred millitorr. On the other
hand, in the regime of a limited number of collisions per particle that corresponds
typically to a pressure range of 0.1–200 mTorr, an appropriate treatment may be pur-
sued via Monte Carlo simulations. Cools (1993) investigated the effect of elastic col-
lisions between ablated particles and background-gas atoms on the kinetic-energy and
spatial distributions of atoms arriving at the deposition substrate. Evolution from a
forward distribution to a Maxwell–Boltzmann distribution at the gas temperature, so-
called “thermalization,” was observed in a pressure range that varies over two orders
of magnitude, depending on the initial energy of the atoms and the ratio of the molec-
ular masses of background gas and ablated atoms. A self-focusing phenomenon was
found to occur during the first stages of thermalization. At low pressures, this effect
tends to redistribute the ablated atom flux toward the surface normal. The effect of
the background-gas pressure on the deposition stoichiometry was investigated by Itina
et al. (1997), who considered laser ablation of a binary target into a diluted gas of
pressure ≤100 mTorr. It was found that different pressures are required for thermal-
ization of particles with different masses. Correspondingly, the deposition rate of light
particles diminishes at lower ambient background-gas pressures than does that of heavy
particles. An increase of gas pressure results in an increase in the uniformity of the
stoichiometry distribution on the receiving substrate. Results indicated that composi-
tionally uniform films can be obtained at appropriate pressures at which the intrinsic
compositional nonuniformities are concealed due to species-dependent gas-scattering
effects.

5.4 Diagnostics of laser-ablated plumes

5.4.1 Probe-beam-deflection diagnostics

Beam-deflection schemes are based on the detection of changes in the refractive index
of the medium due to thermal, pressure, or concentration gradients. These probes have
been demonstrated for applications including absorption spectroscopy (Boccara et al.,
1980; Sigrist, 1986; Tam, 1986) and thermal-diffusivity measurements (a survey is given
in Park et al., 1995). The deflection-angle transients are described by

φ (t) =
∣∣∣∣
∫

�s∈path

1

n
∇n (�s, t) × d�s

∣∣∣∣ . (5.36)

In general, the deflection angle has one component parallel and one component perpen-
dicular to the sample surface. The deflection angle is detected by a position-sensitive
detector such as a bi-cell or quadrant detector and a knife edge.

When a time-modulated or pulsed laser beam irradiates the target, the temperature
field diffuses in the ambient backing medium and produces photothermal deflection
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(PTD) of the probing beam on a time scale representative of the evolution of thermal
transport in the system. Even in the simple-heating case, below the melting and ablation
thresholds, the PTD response is sensitive to the boundary conditions on the temperature
field, the material properties, the deflecting medium, the shape, temporal duration, or
modulation frequency of the irradiating beam, and the location and size of the probing
laser beam. If the profile of the laser beam is Gaussian with dependence on the radial
coordinate, r, the temperature field in the backing medium depends on (r, z, t) and the
calculation of the probe-beam deflection has to take into account the corresponding
refractive-index changes, together with the finite size and profile of the probing laser
beam.

Since the deflection signal carries information developed along the path of the
beam, a simple ray-tracing approach might not be sufficient for precise calculation
of the transient deflection angle, particularly as the cross-sectional dimensions of the
probe beam approach the extent of the heat-affected zone. Temporal and spatial effects
were examined by Shannon et al. (1992), who showed that, in addition to the magnitude
and phase of the deflection signal, the temporal shape of the deflection signal provides
fundamental information about the transient heat flow in the target and the backing
medium. In a subsequent study, Shannon et al. (1994) showed that the PTD method
could indicate the transition to the molten phase.

The thermoelastic expansion launches in the backing medium a pressure pulse that
disturbs the probing laser beam, producing photoacoustic deflection (PAD). The com-
pressive PAD pulse scales with the transient heating, whereas the cooling time is
generally slower, producing a much weaker rarefaction wave. If the pressure depen-
dence of the refractive index of the backing medium is known, then the deduction of
absolute values of the pressure field can be accomplished, provided that the spatial
shape of the acoustic wave is accounted for (Diaci, 1992). If the laser-beam energy
exceeds the ablation threshold, the ablation products interfere with the probing laser
beam. If ablation is performed in a backing atmosphere higher than 1 Torr, the abla-
tion products push the background gas, creating a shock wave that travels with super-
sonic speed. The strength of the shock wave and the traveling speed decay as the
distance from the target is increased. By varying the separation of the probe beam’s
axis from the target surface, deflection schemes can yield the shock speed (Sell et al.,
1991). The ablation products trail the leading shock front, but the deflection scheme is
not sufficiently species-specific to provide clear information. Enloe et al. (1987) and
Chen and Yeung (1988) applied probe deflection to analyze density gradients in laser
ablation in vacuum. Enloe (1987) used the probe-beam deflection to show that the
change of the refractive index in plasmas is negative and proportional to the electron
density, Ne:

�n = −
(

e2

2πmeν2

)
Ne. (5.37)

On the other hand, changes in concentrations of neutral species are positive. In
general, probe-deflection diagnostics provide an appealing means for analyzing thermal
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conditions of the target and the generated ablation plume, but interpretation of the results
requires isolation of the physical phenomenon.

5.4.2 Absorption and emission spectroscopy

Consider two nondegenerate levels of an atom or a molecule with energies E1 and E2.
If an atom in the lower state |1〉 absorbs a photon of frequency ν = (E2 − E1)/h, it is
excited to the higher state |2〉. The probability per second that an atom will absorb a
photon, dP̃12/dt , is proportional to the number of photons of energy hν per unit volume,
N(ν), and is expressed by

dP̃12

dt
= B12N (ν), (5.38)

where the proportionality constant B12 is the Einstein coefficient of induced absorption.
The radiation field can also induce stimulated emission via the transition |2〉 → |1〉
whose probability is

dP̃21

dt
= B21N (ν), (5.39)

where B21 is the Einstein coefficient for stimulated emission. Whereas stimulated emis-
sion is a coherent, wavevector-maintaining process, spontaneous emission of a photon of
energy hν through an incoherent process is also possible. The corresponding coefficient
for spontaneous emission is

A21 = 8πhν3

c3
B21. (5.40)

Since A21 scales with ν3, spontaneous emission processes are important in the visible/UV
parts of the spectrum. Since the atomic energy levels are discrete and distinct, each
element has a set of characteristic “signature” emission lines. The detection of these
lines can be used to identify the presence of a particular element.

The Maxwell–Boltzmann equation defines the ratio of the number of atoms in an
excited state to the number of atoms in the ground state in thermal equilibrium;

N1

N0
= g0

g1
e− E1

kBT . (5.41)

The important assumption in this case is that the system is in local thermal equilibrium
(LTE). Consequently, the number of atoms of a particular state is given by

N1 = N
g1e− E1

kBT

∞∑
i=0

gie
− Ei

kBT

= Ng1e− E1
kBT

Z
. (5.42)

The line intensity is given by the relationship

S1 = A10
N0E1

τ

g1

g0
e− E1

kBT . (5.43)
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The values for the degeneracies and the Einstein coefficients of each energy state can
be obtained using standard references. By using Equation (5.43), the relative populations
of each excited state can be found by comparing the respective intensities. Transmission
and absorption imaging of excimer-laser-ablated plumes was performed by Schittenhelm
et al. (1998) to measure the spatial plasma density distribution.

5.4.3 Laser-induced fluorescence spectroscopy

Fluorescence is the emission of radiation that results from absorption of radiation from
another excitation source. An atom or a molecule is excited to a higher energy level as
the result of the absorption of an excitation photon. A fluorescence photon is emitted
when the excited atom or molecule relaxes down to a lower energy state, and the energy
of the photon is equal to the energy difference between the two levels. The photon
absorption and the subsequent energy transition occur very rapidly, typically on time
scales of the order of picoseconds. Therefore, the emitted radiation persists only for as
long as the duration of the excitation source to which it is subjected. When the excitation
radiation and the emission are of the same wavelength the process is called resonance
fluorescence. A more typical case is when the emitted photons have a longer wavelength
and lower energy than the excitation photons. In these processes, the excited species
undergo transitions involving intermediate energy levels that may, but need not, result
in emission. Examples of non-photon-emitting processes include collisional quenching
and conversion into vibrational energy.

The simplest case of fluorescence to analyze is the so-called two-level model. The
principal assumption in this model is that only two energy levels are involved in popu-
lation change during the excitation and stimulated emission. The rate equation for the
excited-state (level-2) population, N2, is

dN2

dt
= N1(W12 +Q12) −N2(W21 +Q21 + A21), (5.44)

where N1 is the population of the ground level 1, W12 and W21 are the absorption rate
of the excitation radiation and the rate of stimulated emission, Q12 and Q21 are the
collisional excitation and quenching rates, and A21 is the Einstein coefficient of sponta-
neous emission. Assuming that the total number density of the energy-state population
is constant, i.e. N1 + N2 = NT = constant, and that the system is at equilibrium, i.e.
dN1/dt = dN2/dt = 0, it follows that

N2 = NT(W12 +Q12)

Q12 +Q21 + A21 +W21 +W12
. (5.45)

Simplifications of the above equation are often made. When the excitation power is
low, Q21 + A21 � W12 + W21, and the population density of the excited level is propor-
tional to the absorption rate of the excitation radiation:

N2 = W12NT

Q21 + A21
. (5.46)
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The number of photons (Np) incident on a fluorescence detector is proportional to the
density of the excited-state population. It is given by

Np = N2A21Vcef�c

4π
, (5.47)

where Vc is the fluorescence-probe volume, ef is the efficiency of the optical collection
system, and �c is the solid angle of the optical collection system. The fluorescence
signal given by a detector is

Sf = Nphcν21φpGp, (5.48)

where h is Planck’s constant, c the speed of electromagnetic propagation, ν21 the
fluorescence-transition frequency, φp the quantum efficiency of the detector, and Gp

the detector gain.

5.4.4 Plume interactions with background gas

The interaction of the laser-ablation plume with background gas is important for applica-
tions such as PLD. During PLD of YBCO films in ambient gas the background oxygen
scatters, attenuates, and interacts with the ablated plume. As discussed by Geohegan
(1992), during the initial stage of expansion, the plume experiences little slowing. At
some point, a visible shock structure is formed, whereby the plume appears to split into
a fast and a slower component. At longer times, the plume continues to slow down.
Figure 5.5 depicts this sequence using time-resolved integrated imaging.

Figure 5.6 depicts experimental setups for imaging plume emission and capturing
emission lines (Chu and Grigoropoulos, 2000). One can construct x–t diagrams by
plotting the location versus the time corresponding to the peak emission signal. The
most probable velocity is then found by taking the slope of this curve. Figure 5.7(a)
shows the x–t curves for neutral titanium ablated by several laser fluences under vacuum.
Since collisions occur in the laterally expanding plume, the centerline velocity can be
expected to decrease. The decrease in centerline velocity is more significant for the
lower fluence. The effects of the background argon pressure on the centerline velocity
are shown in Figure 5.7(b). The background pressure suppresses plume expansion and
consequently increases collisions within the plume. This is evident from the decrease in
centerline velocity and, as will be seen later, the overall emission intensity.

Spectrally integrated and temporally resolved images of plumes ablated at 5 J/cm2

under background argon pressures ranging from vacuum to 20 Torr have been acquired.
Some selected images are shown in Figure 5.8. Since the images are spectrally integrated
over the near-UV to visible range, they include emission from both neutral and ionized
species. A spectrum taken of the plume revealed that only emission from Ti and Ti+ is
detectable, and no appreciable emission was detected from higher ionized states of Ti
or the background Ar. At pressures above 50 mTorr, a separation of faster- and slower-
moving components occurs in the plume. The intensity of the emission is also greater
with higher background pressure as a result of there being a greater number of collisions.
The location at which the separation of faster- and slower-moving components occurs is
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Figure 5.5. ICCD photographs of the visible plasma emission (exposure times 20 ns) following
1.0-J/cm2 KrF/YBCO ablation into 1 × 10−6 Torr, (a)–(f), and 100 mTorr, (g)–(l), oxygen at the
indicated delay times from the arrival of the laser pulse. The 0.2 cm × 0.2 cm 248-nm laser pulse
irradiated the YBCO target at an angle of 30◦ as shown. From Geohegan (1992), reproduced
with permission by the American Institute of Physics.
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Figure 5.7. The left graph shows effects of laser fluence on the most probable centerline velocity
of neutral titanium atoms in an expanding plume in vacuum. The velocities shown are average
values over the measurement range. The right panel depicts effects of background Ar pressure
on the most probable centerline velocity of neutral titanium atoms in the plume. The fluence is
F = 7 J/cm2. The velocities shown are average values over the measurement range. From Chu
and Grigoropoulos (2000), reproduced with permission by the American Society of Mechanical
Engineers.



Fi
gu

re
5.

8.
Sp

ec
tr

al
ly

in
te

gr
at

ed
im

ag
es

w
ith

10
-n

s
ga

tin
g

in
no

rm
al

iz
ed

ps
eu

do
co

lo
r.

A
ll

w
er

e
ta

ke
n

at
F

=
5

J/
cm

2
,t

he
le

ft
im

ag
e

un
de

r
va

cu
um

,t
he

ce
nt

er
im

ag
e

at
P

=
10

0
m

To
rr

,a
nd

th
e

ri
gh

ti
m

ag
e

at
P

=
1

To
rr

.F
ro

m
C

hu
an

d
G

ri
go

ro
po

ul
os

(2
00

0)
,r

ep
ro

du
ce

d
w

ith
pe

rm
is

si
on

by
th

e
A

m
er

ic
an

So
ci

et
y

of
M

ec
ha

ni
ca

lE
ng

in
ee

rs
.



130 Dynamics of laser ablation
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Figure 5.9. A schematic diagram of the excitation-laser setup. The output from the Nd : YAG laser
contains both the fundamental (1064 nm) and the doubled harmonic (532 nm). The fundamental
portion is disposed of in the beam-separation package, and the remainder, the second harmonic,
is used to pump the dye laser. The vacuum chamber in which the titanium sample resides is
omitted from this diagram.

closer to the target surface at higher pressures. Additional imaging also revealed that the
threshold for the occurrence of separation varies with the laser fluence and therefore the
ablation flux. These observations have a strong dependence on the number of collisions.
Thus it is reasonable to suggest that this occurrence is highly dependent on the Knudsen
number. The plumes take on a crescent shape shortly after the separation occurs. The
greatest concentration of titanium is found in the forward portion of the plume. However,
when pressures are sufficiently high, the number of collisions within the plume increases
accordingly.

Figure 5.9 depicts an experimental setup for planar LIF (PLIF) measurements.
Figure 5.10(a) shows fluorescence images taken at 100 mTorr of Ar juxtaposed with
emission images taken at the same pressure. The fluorescence images reveal that the
forward-peaking distribution of titanium observed in the spectrally integrated emission
images is conspicuously absent from the LIF images. Since only the neutral titanium
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Figure 5.10. Normalized pseudocolor PLIF images at λfluorescence = 296.355 nm juxtaposed to
emission images. The vacuum chamber is back-filled with Ar at 100 mTorr. Here ϕ = 3 J/cm2.
The figure on the right depicts TOF data acquired from emission imaging, LIF imaging, and
PMT measurements. The velocities derived from LIF are consistent with the PMT data of neutral
titanium (399.860 nm). From Chu and Grigoropoulos (2000), reproduced with permission by the
American Society of Mechanical Engineers.

atoms in the plume fluoresce at the specific line indicated, the comparison of emission
and LIF images suggests that neutral species do not occupy the leading portion of the
plume in any significant numbers. Most probable velocities can be derived from these
images by noting the location of the peak intensity at various times (Figure 5.10(b)).
The average centerline velocity obtained from the emission images is 0.56 × 104 m/s,
whereas the velocity derived from the LIF images is 0.36 × 104 m/s. Also plotted in
Figure 5.10(b) are TOF data acquired by monitoring the progression of emission from
neutral titanium. The agreement of TOF data with LIF data further confirms that the
bulk of neutral titanium is found in the center and aft portions of the plume, and the
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Figure 5.10. (cont.)

forward part of the plume is primarily composed of titanium ions. This observation is
most probably due to the fact that the ions acquire greater kinetic energy through the
redistribution of the absorbed incident laser energy by the plasma plume.

There have been theoretical studies of laser ablation under vacuum (or low-pressure)
conditions (Bogaerts et al., 2003), but few authors have focused on laser ablation under
a background gas pressure of 1 atm. Investigators (Aden et al., 1992; Ho et al., 1995;
Capitelli et al., 2000) often apply the hydrodynamic equations only for the vapor species,
whereas it is obvious that a binary gas mixture (e.g. metal vapor and background gas) as
well as the interactions between vapor and gas need to be considered. A hydrodynamic
model that describes the behavior of both vapor and background gas has been developed
by Gusarov et al. (Gusarov et al., 2000; Gusarov and Smurov, 2003) and applied to
expansion in a background gas at 1 atm for both millisecond and nanosecond laser irra-
diance, but without taking into account plasma formation. A comprehensive numerical
model for nanosecond laser ablation of metallic targets in background gas at 1 atm, with
consideration of plasma formation and laser absorption in the plasma, was developed
recently (Chen and Bogaerts, 2005; Bogaerts and Chen, 2005). It has been found that
target heating, melting, and vaporization, as well as the vapor and background gas den-
sity, plume-expansion velocity and temperature, degree of ionization, and densities of
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ions and electrons in the plume, and hence also the plasma shielding, all increase with
increasing laser irradiance.

The effect of laser-pulse duration shows two different trends, depending on whether
the laser irradiance or the laser fluence is kept constant. At constant laser irradiance,
the target heating, melting, and vaporization increase with laser-pulse duration, and this
applies also to the densities of vapor and background-gas atoms and ions, and electrons in
the plume, as well as to the plume-expansion velocity and temperature, because the laser
fluence rises with increasing pulse duration. At fixed laser fluence, on the other hand,
the target-heating and evaporation rates are greater for shorter laser pulses, because of
the rise in laser irradiance. The total melt and evaporation depths are slightly greater for
longer laser pulses, because the target is exposed to the laser for a longer time. Plasma
shielding is less pronounced for longer pulses, because of the lower irradiance, so the net
laser fluence reaching the target increases slightly with increasing pulse duration. The
plume temperature and electron density, during or shortly after the laser pulse, become
higher for shorter pulses, because of the higher laser irradiance at fixed laser fluence.
However, after the laser pulse has finished (e.g. 100 ns), it is observed that the total laser
fluence, not the pulse duration, determines the plume behavior, because the plume and
plasma characteristics look very similar for different pulse durations, at constant laser
fluence.

Target and plume characteristics (e.g. plume density, velocity, temperature, and degree
of ionization in the plasma) at 532 nm were only slightly lower than those at 266
nm, because of the competing effects of target-surface reflectivity and laser plasma
absorption. At 1064 nm, the target and plume characteristics were calculated to be
significantly lower than at 266 and 532 nm, which was attributed mainly to the high
surface reflectivity. The laser-irradiance threshold for target melting and vaporization
and for plasma formation at 1064 nm was considerably higher than that at 266 and
532 nm.

5.5 Picosecond-laser plasmas

The formation and subsequent evolution of plasmas produced during interactions of
high-power laser beams with solid materials (laser ablation) are topics of much prac-
tical interest. Applications include synthesis of novel materials (Lowndes et al., 1996;
Geohegan et al., 1998), laser-ablation chemical analysis (Russo, 1995), ultrafast X-ray
generation (Murnane et al., 1991), and fast ignition schemes for inertial-confinement
fusion, among others. In contrast to plasma initiation by direct photo-ionization of a free
gas (Li et al., 1992; Clark and Milchberg, 1997), a solid target at the focus of the inci-
dent laser beam generates an extra dimension of complexity of plasma generation during
laser-ablation processes. While substantial progress in understanding nanosecond-laser
ablation of solid materials has been achieved during the past few decades, there is little
knowledge of the spatial and temporal development of plasmas induced by laser ablation
of solids on picosecond and faster time scales.
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Figure 5.11. Three shadowgraph images of the laser-ablation plasma at 20 ps (a)–(c) and 1200 ps
(d)–(f). The incident laser energy is given in each image. Laser input was from the above. From
Mao et al. (2000a), reproduced with permission by the American Institute of Physics.

5.5.1 Fundamentals of picosecond-laser plasmas

Figure 5.11 diplays an experimental setup for time-resolved shadowgraph and interfer-
ometry imaging (Mao et al., 2000). Figure 5.12(a) is a typical time-resolved interfer-
ogram of the picosecond plume. At very early times during the laser-ablation process
(t ∼ 0), the plasma plume was found to have an electron number density of the order of
1019 cm−3 near the target surface. Figure 5.12(b) shows the plume’s electron-number-
density profile along the incident laser axis at a delay time of 150 ps. The solid curve is
a least-squares fit for an exponential decay. The plasma has an electron number density
exceeding 1020 cm−3 from the target surface to a distance approximately 40 �m away
from the target.

Figure 5.13(a) shows three shadowgraphs taken at a delay time of 20 ps with various
incident laser energies. The picosecond plume, or the early-stage plasma, barely appears
at 3.5 mJ, which corresponds to a laser irradiance of approximately 1.5 × 1012 W/cm2.
With increasing incident laser energy, both the longitudinal and the lateral extension of
the picosecond plume increase. However, there is no other plume present at this early
time. At a delay time of 1200 ps (Figure (5.13b)), a hemispherical plume dominates
the shadowgraph for laser energies close to the picosecond plume or plasma-forming
threshold (∼3.5 mJ). This vapor plume of target mass is frequently observed during
nanosecond and longer-pulsed laser ablation of solids.
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Figure 5.12. A schematic diagram showing the setup of the experiments. An interferometer is
used to take shadowgraph and interferogram images of the picosecond-laser-ablation plasma.

Figure 5.13. The electron-number-density profile along the incident laser axis. The solid curve is a
least-squares fit of the experimental data showing exponential decay. The insert shows an
interferogram of the picosecond-laser-ablation plasma. From Mao et al. (2000a), reproduced
with permission by the American Institute of Physics.

Such a high number of electrons close to the target surface indicates that the electrons
cannot originate from direct ionization of air. The ambient air has a density between
2 × 1019 and 3 × 1019 cm−3. If the electrons inside the plasma come from direct ion-
ization of air, each air molecule would have to provide about ten free electrons. This
is impossible in the case at hand because the plasma temperature barely exceeds the
second ionization potential of the atoms (e.g. nitrogen) in air. The high electron den-
sity close to the target (many times larger than the air density) suggests that electrons
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emitted from the target surface play a significant role in the initiation of this early-stage
plasma. Energetic electrons have been detected (Petite et al., 1992) from metal surfaces
irradiated by picosecond laser pulses, although their importance for plasma initiation
was not previously realized.

Let V represent the velocity of the particle species inside the plasma, then conservation
of particle number density N, momentum p, and energy ε can be expressed as

∂N

∂t
+ ∂(N · V )

∂z
= Sn,

∂p

∂t
+ ∂(p · V )

∂z
= −∂P

∂z
+ NqE +Nfc,

∂ε

∂t
+ ∂(ε · V )

∂z
= −∂(P · V )

∂z
+NqE · V +Nfc · V +Qab,

(5.49)

with P the particle pressure, q the unit charge of an electron, E the electric field inside
the plasma, fc the collisional force between particles, and Qab the energy source due to
absorption of laser light.

The particle momentum and energy can be written as

p = NmV,

ε = 3

2
NkBT + 1

2
mV 2,

(5.50)

where m is the particle mass, T is the particle temperature, and kB is the Boltzmann
constant.

In the density equation, Sn is the source term for electron and ion generation in
the bulk of the plasma. Cascade ionization is the dominant ionization mechanism over
multiphoton and recombination processes. The momentum equation accounts for the
electric force (zero for atoms) and the force resulting from particle–particle collisions.
The nonlinear (ponderomotive) force (Kruer, 1988), which is important for the propa-
gation of high-intensity laser pulses in plasma (Young et al., 1988), was found to be
insignificant in the laser-energy range of the present study. The energy balance includes
the work done by the forces exerted on particles, as well as the direct energy increment
from absorbing laser light (for electrons only).

Electron emission takes place as the surface electrons absorb the energy of one or more
incident photons, or acquire sufficient kinetic energy after heating to overcome a surface
energy barrier. Electron emission is therefore allowed to provide initial seed electrons for
plasma development above the laser-ablated target. While pulsed-laser-induced electron
emission from solids has been studied for decades, its significance for the initiation
of laser-ablation plasmas had not been quantified in previous theoretical work. In the
simulation, surface electron emission due to thermionic and photoelectric effects was
calculated using a coupled energy-transport model (for electron and lattice energies) for
picosecond-laser–metal interactions. The electrons emitted from the laser-heated target
collide with atoms in the ambient gas, which may result in cascade breakdown of the
gas.
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Figure 5.14. Spatial–temporal evolution of ion and atom density inside a plasma. Pseudocolors are
used to represent the magnitudes of the densities. From Mao et al. (2000b), reproduced with
permission by the American Institute of Physics.

Figure 5.14 shows the evolution of ion and atom densities above a Cu target. In the
map for ions (atoms), the pale shade corresponds to a high density of ions (atoms).
With Ni and Na representing the ion and atom densities respectively, full ionization of
the gas, Ni ∼ Na (1 atm), occurs just when the ablation laser pulse passes its maximum
energy. Significant ionization starts from the gas adjacent to the target surface where
energetic electrons abound due to surface electron emission during the rising stage of
the picosecond-laser pulse.

The electrons ejected from the target absorb laser energy principally by inverse-
Bremsstrahlung processes during laser irradiation. They subsequently ionize the ambient
gas by impact ionization, leading to cascade breakdown. The spatial–temporal movement
of the ionization front is characterized by an approximate boundary separating the pale
and black regions in the map for both ions and atoms. The ionization front advances
approximately 750 �m during the first 35 ps (from approximately 0 ps to 35 ps), but it
takes more than 100 ps to traverse a further 750 �m.

Figure 5.15 gives the electron-temperature profile in a spatial–temporal diagram.
As is evident from the picture, electrons reach their maximum temperature just after
the laser intensity passes its peak value (t = 0). The temperature of the plasma is
of the order of 105 K, equivalent to about 10 eV. This value is approximately equal
to the first ionization energy of atoms in ambient gas, but smaller than their second
ionization energy. As a consequence, we expect that most of the ions in the plasma
bear only one positive charge. This result suggests that each gas atom can provide
at most one free electron to the plasma. The experimentally measured large number of
electrons cannot come from laser-induced direct gas breakdown. Electron emission from
the target surface, as discussed earlier, will supply a large quantity of electrons to the
plasma.

Figure 5.16 shows shadowgraphs (a) and phase-shift maps (b) of the picosecond-laser
ablation plasma at four delay times. The phase-shift value of the interference fringe
is directly proportional to the value of the local electron number density (Jahoda and
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Figure 5.15. Spatial–temporal evolution of the electron temperature of the picosecond-laser-
ablation plasma. From Mao et al. (2000b), reproduced with permission by the American Institute
of Physics.
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Figure 5.16. Shadowgrams (a) and phase-shift maps (b) of the plasma at four delay times. From
Mao et al. (2000a), reproduced with permission by the American Institute of Physics.
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Sawyer, 1971). The laser energy was approximately 9 mJ, corresponding to a laser
irradiance of approximately 4 × 1012 W/cm2. A weakly absorbing plasma is present,
with an electron number density of the order of 1019 cm−3 near the target surface. The
phase-shift maps (Figure 5.16(b)) indicate that the electron number density of this plasma
increases substantially during the first 100 ps. After about 200 ps, atomic and ionic mass
from the target appears in the shadowgraphs (the dark region close to the target). This
material vapor plume corresponds to a growing white area in phase-shift maps, where
the strong absorption of the probe beam weakens the resolution of the interferogram and
no longer yields useful phase-shift values. As the material vapor plume expands away
from the target, it gradually becomes hemispherical in shape. Large lateral expansion
of the picosecond-laser ablation plasma is apparent, while the longitudinal expansion of
the early-stage plasma is not very substantial after about 200 ps.

Figure 5.17 shows calculated electron-number-density profiles in the form of iso-
density contours. These distance–time profiles provide a measure for the longitudinal
expansion of the plasma. As shown in Figure 5.17(a), the electron number density near
the target surface increases from 6 × 1019 cm−3 to 1020 cm−3 in about 15 ps (from
−5 ps to 10 ps), in agreement with the experimental observations. With speeds of the
order of 108–109 cm/s, the iso-density fronts expand rapidly at early times. However,
after approximately 35 ps, when most of the laser-pulse energy has been delivered,
the 1020-cm−3 front starts to move backward, while the 6 × 1019- and 8 × 1019-
cm−3 fronts expand at significantly reduced speeds. Such suppression of longitudinal
plasma expansion is consistent with the experimental measurements. The experimental
results that correspond to an electron number density of 7 × 1019 cm−3 are given
in Figure 5.17(b). The insert is a series of plasma shadowgraphs taken at four delay
times.

There are minor discrepancies between the calculated results and the measured ones.
The calculated longitudinal expansion fronts are slightly greater than the measured ones;
experimentally, the plasma also expands in the radial direction, whereas only a one-
dimensional expansion was considered in the simulation. Despite such discrepancies,
the general agreement between the simulation and the experimental data justifies the
theoretical model.

The suppression of plasma expansion can be attributed to the development of an
electric field, E, inside the plasma. One cause of the field is the ejection of energetic
electrons from the target surface, which leaves positively charged ions on the target
surface. In addition, because ionized gas atoms inside the plasma are much heavier than
electrons, they can be considered immobile while electrons rapidly expand away from
the target. As a consequence, there is a net positive charge close to the target surface and a
negative charge away from the target. The resulting electric field that is directed against
the incident laser beam acts to suppress further forward movement of the electrons
inside the plasma. The calculated development in space and time of the electric field
above the Cu target is shown in Figure 5.18. An electric field as strong as 4 × 106 V/m
exists above the target.

For fundamental understanding and practical applications, it is instructive to ascertain
to what extent the laser-ablation plasma absorbs the incident picosecond-laser energy
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Figure 5.17. (a) Calculated space–time iso-density contours for the electrons inside the plasma.
The 35-ps-FWHM ablation laser pulse is also shown for arbitrary units. (b) The experimental
data for longitudinal plasma extension. The insert shows plasma pictures recorded at four
different times. Laser input is from the above. From Mao et al. (2000b), reproduced with
permission by the American Institute of Physics.

and thereby reduces the efficiency of energy deposition onto the target. The longitudinal
extent of the air plasma remains approximately constant after about 100 ps, and the
plasma expands principally in the lateral (radial) direction. A material plume starts to
appear after a few hundred picoseconds; it overlaps with part of the air plasma as it
expands. As determined from both interferometry and simulations, the electron number
density of the plasma is of the order of 1020 cm−3. At post-pulse times, the expanding
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Figure 5.18. Spatial–temporal evolution of the electric field above the laser-ablated target. From
Mao et al. (2000b), reproduced with permission by the American Institute of Physics.

plasma forms an approximate column with a high electron number density near the outer
radii and a low-density region near the incident laser axis.

After about 100 ps, the lateral expansion follows the relation r ∼ t1/2. This depen-
dence is consistent with the similarity solution for expansion resulting from an instanta-
neous line source of energy release (Sedov, 1959). As discussed by Li et al. (1992),
the energy driving the radial expansion of the plasma can be estimated using the
equation

r = C

(
Ep

ρ

)1
4

t1/2. (5.51)

Here C is a constant approximately equal to unity, Ep is the energy deposited per unit
length which drives the expansion, ρ is the mass density of the air, and t is time. For
the experimental conditions in this work, before the 35-ps laser pulse ends, the plasma
is gradually heated by the absorption of light from collisional ionization (the inverse-
Bremsstrahlung process) near the laser axis. The laser-spot radius on the target is about
50 �m; it takes some time (of the order of 100 ps) for the density and pressure profiles
of the plasma to evolve toward the similarity solution, which assumes an instantaneous
release of energy from a line source along the laser axis.
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6 Ultrafast-laser interactions
with materials
C. Grigoropoulos and S. Mao

6.1 Introduction

Lasers that can produce coherent photon pulses with durations in the femtosecond
regime have opened up new frontiers in materials research with extremely short tem-
poral resolution and high photon intensity. The ultrafast nature of femtosecond lasers
has been used to observe, in real time, phenomena including chemical reactions in
gases (Zewail, 1994) and electron–lattice energy transfer in solids (Shah, 1996). On
the other hand, ultra-short laser pulses impart extremely high intensities and provide
precise laser-ablation thresholds at substantially reduced laser energy densities. The
increasing availability of intense femtosecond lasers has sparked a growing interest in
high-precision materials processing. In contrast to material modification using nanosec-
ond or longer laser pulses, for which standard modes of thermal processes dominate,
there is no heat exchange between the pulse and the material during femtosecond-laser–
material interactions. As a consequence, femtosecond laser pulses can induce nonthermal
structural changes driven directly by electronic excitation and associated nonlinear pro-
cesses, before the material lattice has equilibrated with the excited carriers. This fast
mode of material modification can result in vanishing thermal stress and minimal col-
lateral damage for processing practically any solid-state material. Additionally, damage
produced by femtosecond laser pulses is far more regular from shot to shot. These
breakdown characteristics make femtosecond lasers ideal tools for precision material
processing.

Thorough knowledge of the short-pulse-laser interaction with the target material is
essential for controlling the resulting modification of the target’s topography. The use
of ultra-short pulses with correspondingly high laser intensities reduces the extent of
heat diffusion into the target, facilitating instantaneous material expulsion. This enables
high-aspect-ratio cuts and features, free of debris and lateral damage (e.g. Momma et al.,
1998; Pronko et al., 1995; Liu et al., 1997; Wu, 1997). Therefore, the ablation process
is stable and reproducible. As a result, the produced structure size is not limited by
thermal or mechanical damage, i.e. melting, formation of burr and cracks, etc. Thus,
the minimal achievable structure size is limited mainly by diffraction to the order of a
wavelength (Korte et al., 1999). It has also to be recognized that ultrafast-laser pulses
enforce high intensities that trigger nonlinear absorption effects that may dominate the
interaction process. One of the most important repercussions is the efficient processing
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of transparent dielectrics, which has a number of applications, enabling for example
three-dimensional binary-data storage (Glezer et al., 1996).

6.2 Femtosecond-laser interaction with metals

6.2.1 The relaxation-time approximation and two-step models

The relaxation-time approximation to the Boltzmann transport equation is given accord-
ing to the treatment by Qiu and Tien (1993). The electron density distribution function,
f (�r, �V , t), evolves according to the Boltzmann transport equation:

∂f

∂t
+ Vx

∂f

∂x
+ Fx

m

∂f

∂Vx
=

[
∂f

∂t

]
s

, (6.1)

where Fx is the external force and m the electron mass. When the electron and lat-
tice temperatures Te and Tl are higher than the Debye temperature TD, the following
approximations can be made for the scattering term on the right-hand side:[

∂f

∂t

]
s

=
[
∂f

∂t

]
s1

+
[
∂f

∂t

]
s2

, (6.2a)

[
∂f

∂t

]
s1

= 1

2
�(1 − feq)

(
feq − 1

2

)(
1 − Tl

Te

)
TD

Te
E− 1

2 , (6.2b)

[
∂f

∂t

]
s2

= 1

24/3
�(feq − f )

Tl

TD
EF0E

− 3
2 , (6.2c)

where

� = 3π2P2(m/2)1/2

makBTD

(
3

4π�

)1
3

,

P is the transient matrix element, � is the unit-cell volume, ma is the atomic mass,
feq is the equilibrium electron Fermi–Dirac distribution, and EF0 is the Fermi energy at
Te = 0 K. The scattering term given by (6.2b) becomes zero when the electron tem-
perature becomes equal to the phonon temperature. Since 0.5< feq< 1 when E < EF,
0 < feq< 0.5 when E>EF, and feq = 0 when E = EF, this term changes sign as E goes
from E > EF to E < EF. For temperatures Te > Tl, this term is positive and negative for
energies above and below the Fermi surface, respectively, implying an inelastic process
transporting a net energy from the electrons to the lattice. The second term given by
(6.2c) becomes zero when electrons are in thermal equilibrium (i.e. f = feq) and is elas-
tic, i.e. it does not cause net energy transfer between electrons and lattice. A relaxation
time, τ , is identified in relation to this process:[

∂f

∂t

]
s2

= feq − f

τ
, (6.3a)

τ = 24/3�−1 TD

Tl
E−1

F0 E
3/2 = τeq(Tl). (6.3b)
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Equation (6.1) is written as

∂f

∂t
+ Vx

∂f

∂x
+ Fx

m

∂f

∂Vx
= feq − f

τ
+

[
∂f

∂t

]
s1

. (6.4)

Linearization of this equation implies

Vx
∂f

∂x
≈ Vx

∂feq

∂x
, (6.5a)

Fx

m

∂f

∂Vx
≈ Fx

m

∂feq

∂Vx
. (6.5b)

The following relations are recalled:

∂feq

∂x
= ∂feq

∂Te

∂Te

∂x
= −

[
E

Te
+ Te

d

dTe

(
EF

Te

)]
∂feq

∂E

∂Te

∂x
, (6.6a)

∂feq

∂Vx
= ∂feq

∂E

∂E

∂Vx
= mVx

∂feq

∂E
, (6.6b)

Fx = −eEx, (6.6c)

where Ex is the electric field in the x-direction. Utilizing (6.5) and (6.6), the following
relation is obtained for the density function:

f (E) = feq(E) + τVx

[
E

Te
+ Te

d

dTe

(
EF

Te

)]
∂feq

∂E

∂Te

∂x

+ τeExVx − τ
∂f

∂t
+ τ

[
∂f

∂t

]
s1

. (6.7)

The electrical current, J, and energy flux, Qx, are given by

J = −
∫ +∞

−∞

∫ +∞

−∞

∫ +∞

−∞
eVxDden( �V )f ( �V )dVx dVy dVz, (6.8a)

Qx =
∫ +∞

−∞

∫ +∞

−∞

∫ +∞

−∞
EVxDden( �V )f ( �V )dVx dVy dVz, (6.8b)

where Dden( �V ) is the density of states. The prediction of (6.7) can then be utilized to
estimate the current and energy flux. It is noted that feq and [∂f /∂t]s1 are symmetrical
about the surface Vx = 0, while the scattering-, diffusion-, and electrical-force-driven
term is nonzero only in a narrow region around the Fermi surface. Therefore, the
contributions of the τ (∂f /∂t) term to the electric and heat current are approximated as

J = −τF
∂J

∂t
+ eK1

[
eEx + Te

d

dTe

(
EF

Te

)
∂Te

∂x

]
+ e

Te
K2

∂Te

∂x
, (6.9a)

Qx = −τF
∂Q

∂t
− eK2Ex −

[
K3

Te
+K2Te

d

dTe

(
EF

Te

)]
∂Te

∂x
, (6.9b)

Kn = − 2

3m

∫ ∞

0
τ (E)Dden(E)En ∂feq

∂E
dE . (6.9c)
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On noting that J = 0 and ∂J/∂t = 0, Equations (6.9a) and (6.9b) can be combined:

Qx = −ke
∂Te

∂x
− τF

∂Q

∂t
, (6.10a)

ke = (
K1K3 −K2

2

)
/(K1Te). (6.10b)

The above one-dimensional heat-flux relation can be generalized:

Q = −ke ∇(Te) − τF
∂Qx

∂t
. (6.11)

The electron heat capacity can be obtained from

Ce =
{
γCTe, Te < TF,

3/(2NekB), Te > TF,
(6.12)

where γ C is a material constant and TF is the Fermi temperature.
From a kinetic standpoint, the electron thermal conductivity, ke, can be written as:

ke = 1

3

CeV
2

ν
, (6.13)

where V is the electron mean-square velocity and the frequency ν = νe−e + νe−ph. For
Te � TF, Equation (6.13) is reduced to

ke = π2Nek
2
BTe

3meν
, (6.14)

where the frequency ν ∝ Tl. Consequently, the electron thermal conductivity is related
to the conventionally measured thermal conductivity, keq(Tl), by

ke = Te

Tl
keq(Tl). (6.15)

At high temperatures, the electron thermal conductivity can be modeled (Anisimov
and Rethfeld, 1997) by

κe = Ckeθe

(
θ2

e + 0.16
)5/4(

θ2
e + 0.44

)
(
θ2

e + 0.092
)1/2(

θ2
e + bθl

) , (6.16)

where θe = Te/TF and θl = Tl/TF, while Cke and b are material constants that can
be determined from experimental data. For gold, Cke = 353 W K−1 m−1 and b =
0.16. Under equilibrium conditions, the electron thermal conductivity ke follows
a T

5/2
e law near the Fermi temperature. Sub-picosecond-laser excitation experi-

ments (Milchberg et al., 1988) show that the electrical conductivity significantly
decreases for electron energies from 5 to 40 eV to reach a resistivity-saturation
regime.
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Table 6.1. Thermalization properties of metals

Electron–phonon coupling
factor G (1016 W m−3 K−1)

Metala Predicted Measured Thermalization time tc = Ce/G (ps)

Copper (Cu) 14 4.8 ± 0.7b 0.6
Silver (Ag) 3.1 2.8d 0.6
Gold (Au) 2.6 2.8 ± 0.5b 0.8
Chromium (Cr) 45 42 ± 5b 0.1
Tungsten (W) 27 26 ± 3b 0.2
Vanadium (V) 648 523 ± 37b, 170c 0.06
Niobium (Nb) 138e 387 ± 36b 0.05
Titanium (Ti) 202 185 ± 16b 0.05
Lead (Pb) 62 12.4±1.4b 0.4

a Assumed numbers of free electrons per atom are 0.5 for Cr, 1.0 for Cu, Ag, Au, W, Ti, and Pb,
and 2.0 for V and Nb.

b Brorson et al. (1990).
c Elsayed-Ali et al. (1987).
d Groenveld et al. (1992).
e Yoo et al. (1990).

6.2.2 Two-step models

Energy-conservation equations for both electrons and phonons and the heat-flux equation
(6.11) generate the hyperbolic two-step (HTS) radiation-heating model:

Ce(Te)
∂Te

∂t
= −∇ · �Q−G(Te − Tl) +Qab, (6.17a)

Cl(Tl)
∂Tl

∂t
= G(Te − Tl), (6.17b)

τF
∂ �Q
∂t

+ κ ∇(Te) + �Q = 0, (6.17c)

Ce(Te) = γCTe, ke = keq
Te

Tl
, (6.17d)

where Qab is the volumetric radiation-absorption term and the electron–phonon coupling
constant is derived (Qiu and Tien, 1993) as

G = 9

16

Nk2
BT

2
DVF

�F(Tl)TlEF
. (6.18)

In the above, VF is the speed of electrons possessing the Fermi energy and �F is
the electron mean free path. Table 6.1 gives values of the electron–phonon coupling
constant, G. The main physical picture is that the energy deposition is accomplished first
via radiation absorption by the electrons and then by the subsequent exchange between
electrons and lattice.

If the heating time is much longer than the thermalization time, the effect of the
hyperbolic transport is small and the parabolic two-step (PTS) model (Anisimov et al.,
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Figure 6.1. Comparison of predicted electron-temperature changes with experimental data at the
front surface. The pulse duration is 96 fs, the film thickness is 0.1 �m, and the fluence is
F = 10 J/m2. From Qiu and Tien (1993), reproduced with permission by the American Society
of Mechanical Engineers.

1974) is

Ce(Te)
∂Te

∂t
= −∇ · �Q−G(Te − Tl) +Qab, (6.19a)

Cl(Tl)
∂Tl

∂t
= G(Te − Tl), (6.19b)

ke ∇(Te) + �Q = 0. (6.19c)

If the heating time is much longer than the thermalization time, the temperature differ-
ence between electrons and lattice is negligible and, as a result, the classical diffusion
approximation (i.e. the parabolic one-step (POS) model) holds, meaning that the lattice
and electron systems are at equilibrium. On the other hand, if the electron–phonon cou-
pling is neglected, the HTS model reduces to the hyperbolic one-step (HOS) model that
has been proposed to account for finite “thermal-speed” effects:

C
∂T

∂t
= −∇ · �Q+Qab, (6.20a)

τF
∂ �Q
∂t

+ keq ∇(T ) + �Q = 0. (6.20b)

Figure 6.1 shows the comparison of predicted electron-temperature changes with
experimental data at the front surface of a 0.1-�m-thick gold film subjected to
femtosecond-laser excitation. After the exposure to the laser pulse, the absorbed radiation
energy is removed from the electron system through the interaction with phonons and
the electron temperature drops quickly. Both the POS model and the HOS model neglect
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Figure 6.2. Comparison of predicted electron-temperature changes with experimental data at the
rear surface. The pulse duration is 96 fs, the film thickness is 0.1 �m, and the fluence is
F = 10 J/m2. From Qiu and Tien (1993), reproduced with permission by the American Society
of Mechanical Engineers.

DEPTH (nm)

L = 0.1 µm
J = 10 J/m2

PTS
HTS

0.1 ps

0 ps

1 ps

0
300

400

500

E
LE

C
T

R
O

N
 T

E
M

P
E

R
A

T
U

R
E

 (
K

)

600

700

20 40 60 80 100

Figure 6.3. Predicted electron-temperature profiles from two-step models during a 100-fs laser
pulse heating. The film thickness is 0.1 �m and the fluence is F = 10 J/m2. From Qiu and Tien
(1993), reproduced with permission by the American Society of Mechanical Engineers.

microscopic energy transfer and fail to account for the observed trend, while the PTS
and HTS models are in close agreement with the experiment. The discrepancy between
classical and microscopic transfer is also displayed in Figure 6.2, where the predicted
rear-surface electron temperature is compared with experimental results. Evidently, the
energy transfer via the electron system is much faster and deeper than the energy
transfer via the lattice system (Figure 6.3). As a result, the lattice temperature profiles
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Figure 6.4. Calculated temporal profiles of the electron surface temperatures of a gold target
subjected to 100-fs laser pulse heating at a fluence of 500 mJ/cm2. The solid line represents
results calculated assuming constant values for the electron thermal conductivity and heat
capacity. The dashed and dashed–dotted lines represent results calculated using Equations (6.15)
and (6.16), respectively.

predicted by the two-step HTS and PTS models indicate a much deeper temperature
penetration and lower peak temperature than do the one-step models. This phenomenon
is very important in assessing the effect of the thermally affected zone in ultrafast-laser
materials processing.

Figures 6.4 and 6.5 show calculated surface temperature transients for a gold sample
irradiated by a femtosecond-laser pulse of duration 80 fs (FWHM). Figures 6.6 and 6.7
show the effects of the electron conductivity on calculated electron and lattice temper-
ature distributions. Figure 6.8 shows predicted temperature profiles at t = 2 ps in a Ti
sample. Even though phase change has been neglected, the predicted temperature pro-
files for a fluence of 300 mJ/cm2 show penetration of the thermally affected zone over
the melting temperature of Ti to a depth of about 50 nm. This was in qualitative agree-
ment with experimental measurements of ablation-depth craters (Ye and Grigoropoulos,
2001).

6.2.3 Detailed modeling of collisional events

The relaxation approximation cannot describe adequately photon absorption by inverse
Bremsstrahlung, electron–electron interaction, and electron–phonon interaction on the
sub-picosecond time scale (Rethfeld et al., 1999, 2002). Numerical simulations were
carried out for a laser pulse of constant intensity I = 7 × 109 W/cm2, pulse duration
tpulse = 100 fs, and wavelength λ= 630 nm. The distribution function f(E) is displayed in
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Figure 6.5. Calculated temporal profiles of the lattice temperatures of a gold target subjected to
100-fs laser pulse heating at a fluence of 500 mJ/cm2. The solid line represents results calculated
assuming constant values for the electron thermal conductivity and heat capacity. The dashed and
dashed–dotted lines represent results calculated using Equations (6.15) and (6.16), respectively.
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Figure 6.6. Calculated temporal profiles of electron surface temperature for three different metals.
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Figure 6.8. Calculated spatial profiles of the titanium lattice surface temperature at t = 2 ps for
two laser fluences.
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Figure 6.9. The distribution of free electrons in aluminum (a) during and (b) after irradiation. The
quantity !(f ) is shown with a photon energy. A laser pulse of duration 100 fs with constant
intensity was assumed, with a photon energy of h̄ωL= 1.97 eV = 0.245EFermi and an electric
field amplitude of EL = 1.4 × 108 V/m. In (b) is shown a section of about EFermi ± h̄ωL of the
energy scale. From Rethfeld et al. (2002), reproduced with permission by the American Physical
Society.

Figure 6.9 in terms of the function !, defined by !(f (E)) = − ln(1/f (E) − 1). Should
the electrons possess an equilibrium Fermi–Dirac distribution, this function would be
linear with a slope proportional to the inverse electron temperature, 1/Te. However,
Figure 6.9(a) shows a strong perturbation of the electron-gas distribution function
immediately after the beginning of irradiation. The step-wise trend of the elec-
tron distribution above the Fermi energy is due to absorption of photons and the
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Figure 6.10. The distribution function of phonons for the same laser parameters as in Figure 6.11.
The function �(g) is shown versus the phonon energy, where the maximum phonon energy is
Ephon,max = h̄qDebye. From Rethfeld et al. (2002), reproduced with permission by the American
Physical Society.

increase of the occupation number of electrons with energies up to h̄ωL above the
Fermi energy. Excited electrons can further absorb photons, leading to an increase
of the occupation number for energies up to 2h̄ωL above the Fermi energy. Below
the Fermi energy, the occupation number decreases in steps of h̄ωL. The step-wise
structure of the electron distribution function is smoothed via electron–electron col-
lisions to a Fermi distribution after an elapsed time of about 200 fs, albeit to an
electron temperature much higher than the initial ambient temperature of 300 K
(Figure 6.9(b)).

The distribution function of phonons is plotted in Figure 6.10 via the function �,
defined by �(g(Ephon)) = − ln[1 + 1/g(Ephon)]. At equilibrium, this is a Bose–Einstein
distribution with a slope proportional to 1/Tl. The volumetric internal energies within
the electron gas, Ue(t), and the phonon gas, Uphon, and the gain of absorbed energy by
the phonon system, �Uphon(t) = Uphon(t) − Uphon(−∞) are calculated in an analogous
manner. Figure 6.11 shows �Ue and �Uphon, together with the total absorbed energy
�U = �Ue + �Uphon. The electron–phonon coupling coefficient derived from this work
is G = 31 × 1016 W m−3 K−1. At high laser energy densities, near the damage threshold,
the nonequilibrium electron gas does not affect the electron–phonon interaction and the
energy exchange can be well described by the two-temperature relaxation model. This
is not, however, true for the lower intensities, for which the energy transfer from the
electron gas to the lattice is influenced by the nonequilibrium electron distribution and
occurs with a certain delay.
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Figure 6.11. The transient increases in energy of the electron gas, �Ue, and phonon gas, �Uphon,
and total absorbed energy, �U . The laser pulse was assumed to have the same parameters as in
Figures 6.11 and 6.12. From Rethfeld et al. (2002), reproduced with permission by the American
Physical Society.

6.3 Femtosecond-laser interaction with semiconductor materials

Depending on how the incident photon energy, hν, compares with the band gap,
Ebg, absorption of ultra-short-pulse radiation takes place via single-photon and/or
multiphoton interband absorption or free-carrier, intraband absorption. Interband absorp-
tion creates electron–hole pairs with an initial kinetic energy of hν − Ebg, whereas
free-carrier absorption events endow the free carriers with an additional kinetic energy,
hν. On a time scale that is less than 100 fs, the carriers thermalize to a Fermi–Dirac
distribution via carrier–carrier collisions. Recombination and impact-ionization pro-
cesses allow this thermalization to equilibrium number-density distributions. For the
relevant carrier densities, N > 1018 cm−3, the dominant recombination process is Auger
recombination, a three-body interaction process, whereby two carriers interact with
a third carrier, increasing the electron temperature, Te, but reducing the carrier num-
ber density, N. The impact-ionization process occurs when an energetic carrier creates
an electron–hole pair while losing energy. The carriers then attempt to reach thermal
equilibrium with the lattice, initially by emitting longitudinal-optical (LO) phonons.
The carrier-LO relaxation time, τ e, depends both on carrier temperature and on lat-
tice temperature. However, for silicon it is approximated as constant at 0.5 ps (Van
Driel, 1987). The LO phonon population attempts to thermalize with other lattice modes
through phonon–phonon interaction. Even though some phonon modes might not attain
thermal equilibrium until longer times, most of the deposited laser energy will be
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converted into a near-thermal equilibrium lattice state within times of order tens of
picoseconds.

The dominant interband absorption mechanism under short-pulse excitation is two-
photon absorption as opposed to long-pulse irradiation since the one-photon absorption
length is nearly 10 � m in bulk, crystalline silicon and the probability of nonlinear
processes increases with increasing intensity. The two-photon absorption coefficient,
β (cm/GW), is given by Van Stryland et al. (1985):

β = (3.1 ± 0.5) × 103

√
EpF2(2hν/Ebg)

n2E3
bg

, (6.21)

where Ep (eV) is a nearly material-independent constant, Ebg (eV) is the semiconductor
bandgap, n is the real part of the complex refractive index, and F2 is a function defined
in Van Stryland et al. (1985) that is determined utilizing band-structure considerations.

The assumption of local quasi-equilibrium implies that the electron distribution fol-
lows the Fermi–Dirac function. The particle number density, electron energy, and lattice
energy are then calculated via the relaxation time approximation to Boltzmann’s trans-
port equation. Given the short pulse duration (0.1 ps) relative to the electron–lattice
relaxation time (∼0.5 ps), the relaxation-time approximation has limitations. Neverthe-
less, a qualitative description of the thermal and nonthermal heating processes can be
established. Assuming that the quasi-Fermi level remains in the middle of the band gap,
ignoring band-gap shrinkage according to temperature variation, and considering both
linear and two-photon absorption, the balance equation for energy carriers can be written
as follows:

∂N

∂t
+ ∇ · (−D0 ∇N ) = (1 − R)γ I (x, t)

hν
+ (1 − R)2βI 2(x, t)

2hν
− γAugN

3 + δ(Te)N, (6.22)

where R is the reflectivity, γ is the linear absorption coefficient, β is the two-photon
absorption coefficient, D0 is the ambipolar diffusivity, hν is the photon energy quantum,
γ Aug is the Auger-recombination coefficient, and δ is the impact-ionization coefficient.
The gradient of the laser-beam intensity is then written as follows:

dI

dx
= −γ I − βI 2 −�NI, (6.23)

where � is the free-carrier absorption coefficient.
The total energy-balance equations for the electron and lattice systems using the

relaxation-time approximation can be written as follows:

∂Ue

∂t
+ ∇ · (−ke ∇Te) = (1 − R)(α +�N)I (x, t)

+ (1 − R)2β2I 2(x, t) −Ge(Te − Tl), (6.24a)
∂Ul

∂t
+ ∇ · (−kl ∇Tl) = Ge(Te − Tl) , (6.24b)
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Figure 6.12. Evolution of the electron temperature in c-Si under irradiation by a 100-fs, 800-nm
laser pulse of fluence F = 1.5 J/cm2. From Choi et al. (2002), reproduced with permission by the
American Institute of Physics.

where Ue is the electron energy (NEg + 3
2 NkBTe) and Ul is the acoustic-phonon energy

(ClTl). Ge is for the optical phonon and acoustic phonon (Cl/τ l), respectively. The
impact-ionization and Auger-recombination terms do not explicitly represent energy
source or loss terms, since they both conserve energy.

Figure 6.12 shows the evolution of the surface electron temperature upon irradiation
of a crystalline silicon target by a femtosecond laser pulse of fluence F = 1.5 J/cm2

and wavelength λ = 800 nm (Choi and Grigoropoulos, 2002). Evidently, the electrons
instantaneously absorb the laser energy, producing a very rapid increase of Te. The
corresponding lattice temperature is shown in Figure 6.13. If one were to trace the
isotherm corresponding to the equilibrium melting point, Tm = 1685 K, then the melt
depth would reach 0.2–0.3 �m within 10 ps. Assuming motion of a distinct phase-
transition boundary, the corresponding interfacial speed would be of the order of
104 m/s. This exceeds by far any kinetic considerations linking interfacial speed
to departures from the equilibrium melting point. Consequently, the phase-transition
process has to be extremely rapid and may evolve through a process fundamentally
different from thermal melting.

6.4 Phase transformations induced by femtosecond laser irradiation

6.4.1 Melting of crystalline silicon

In an attempt to explain the laser annealing of crystal damage in ion-implanted semi-
conductors, Van Vechten et al. (1979) introduced the idea of plasma annealing, whereby
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the high-density electron plasma induces softening of the crystal lattice. The studies
by Shank et al. (1983) and Downer et al. (1985) via time-resolved pump-and-probe
surface-reflectivity measurement were the first to clearly show ultrafast phase change
after an elapsed time of less than 1 ps. The nature of this phase change was discussed
in terms of the Lindemann criterion (Ziman, 1964), whereby melting is considered to
occur when the root-mean-square displacement of each atom is a fraction of the dimen-
sion of the unit cell (about 0.2–0.25 for most solids). Second-harmonic-generation
(SHG) experiments showed that a c-Si sample irradiated by laser pulses of duration
75 ns at fluence of 0.2 J/cm2 (i.e. twice the threshold fluence) underwent rapid phase
change within a time of 150 fs. The optical properties of the top 75–130-nm-thick
layer were found to reach those of molten silicon. As detailed by Sokolowski-Tinten
et al. (1995), for laser fluences up to about 1.3 times the respective threshold flu-
ence, structural transformation occurs on a time scale of several tens of picoseconds.
This rather slow phase transformation was attributed to thermal melting driven by
the increase in lattice temperature. A fundamentally different type of phase transfor-
mation occurs for laser fluences exceeding 2–3 times the threshold fluence, whereby
the material undergoes a direct transition to the liquid state within a few hundred
nanoseconds.

Figure 6.14 shows an experimental setup for the in situ imaging of the surface reflec-
tivity upon excitation by a laser pulse of duration 120 fs and wavelength 620 nm. The
ultrafast-melting threshold for these laser-pulse parameters is at Fm = 0.17 J/cm2. The
reflectivity traces obtained for a fluence about five times this threshold fluence indicate
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Figure 6.14. Left: a schematic diagram of the experimental setup. Right: an expanded view of the
surface. Light and dark gray mark the areas covered by the probe and the pump, respectively.
From Sokolowski-Tinten et al. (1999), reproduced with permission by Springer-Verlag.
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Figure 6.15. The reflectivity of silicon as a function of the pump fluence for three different delay
times between pump and probe. These fluence dependences have been obtained from vertical
cross sections of the picture shown on top, as marked by three vertical lines. From
Sokolowski-Tinten et al. (1999), reproduced with permission by Springer-Verlag.

that the reflectivity initially drops but is eventually capped by the reflectivity corre-
sponding to the liquid-silicon phase (Figure 6.15). Since this process is faster than the
characteristic electron–lattice relaxation time, it cannot possibly be ascribed to thermal
processes. The generation of the high-density electron–hole plasma (of electron–hole
number density higher than 1022 cm−3) is a precursor to the observed phase transition
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Figure 6.16. The absolute electron–hole density as a function of excitation fluence. Open circles:
measured data points. Solid line: corrected density (taken from numerical simulations) to
account for the steep spatial carrier distributions. The dashed line marks a threshold density of
1022 cm−3. From Sokolowski-Tinten and von der Linde (2000), reproduced with permission by
the American Physical Society.

and has been studied in detail by Sokolowski-Tinten and von der Linde (2000). The
dielectric function of an optically excited semiconductor is

ε∗(hν) = 1 + [εg(hν +�Ebg) − 1]
N0 −Ne−h

N0

− Ne−he
2

ε0m
∗
optme(2πν)2

1

1 + i/(2πντDrude)
, (6.25)

m∗
opt = 1

m∗
e

+ 1

m∗
h

. (6.26)

In the above equations, εg is the dielectric constant of the unexcited material, Ne–h is
the density of the excited electron–hole pairs, N0 is the total valence-band density in the
unexcited state, m∗

opt is the effective mass of the carriers, m∗
e and m∗

h are the mobility
effective masses of electrons and holes, respectively, and τDrude is the Dude damping
time. The first two terms on the right-hand side of (6.25) account for state and band
filling hand band-structure renormalization, while the last term quantifies the Drude
contribution of the free carriers. While at low densities τDrude is determined by carrier–
phonon scattering and is of the order of 100 fs, it drops at high densities, for which
carrier–carrier collisions are important. Although both m∗

opt and τDrude do in principle
depend on temperature, the optical response at high densities is dominated by free-carrier
effects and well described by the Drude model. By fitting experimental reflectivity data
to predictions, Sokolowski and von der Linde (2000) inferred the optical effective mass
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m∗
opt = 0.18, the relaxation time τDrude = 1.1 fs, and the two-photon-absorption coef-

ficient at 625 nm β = 50 ± 10 cm/GW. Furthermore, the critical density for transition
to ultrafast phase transition was about 1022 cm−3. Figure 6.16 gives the electron–hole
density as a function of the laser fluence derived from experimental data, together with
the numerical predictions.

Theoretical studies have also been performed to assess the mechanisms of the ultrafast
“plasma-annealing” and phase-transformation processes. Theoretical studies by Stampfli
and Bennemann (1990, 1992) showed that the transverse-acoustic (TA)-phonon system
becomes unstable if more than 8% of the valence electrons are excited to the conduction
band. Atomic displacements were found to increase to around 1 Å within 100–200 fs if
15% of the electrons are excited. On the basis of these results, the authors concluded
that the resulting TA-phonon instability would lead to a rapid exchange of energy
between the electrons and the atomic lattice in the form of mechanical work. A different
approach was adopted by Silvestrelli et al. (1996), who performed ab initio molecular-
dynamics calculations on the basis of finite-temperature density-functional theory to
simulate ultrafast laser heating of silicon. Since the electron relaxation time (Agassi,
1984) is much shorter than the electron–lattice relaxation time, the electron system
remains in internal equilibrium at the initial laser-induced temperature and the ions
are allowed to evolve freely. The simulation results showed that high concentrations
of excited electrons can change the effective ion–ion interactions, thereby dramatically
weakening the covalent bond and leading to a melting transition to a metallic state,
which, in contrast to ordinary liquid silicon, is characterized by a high coordination
number. The calculated ionic temperature after an elapsed time of about 100 fs was
∼1700 K, i.e. close to the melting temperature of c-Si (Figure 6.17). These results
are in sharp departure from the hypothesis that the phase transformation occurs with
the lattice remaining relatively cold through a mechanical instability due to phonon
softening.

Femtosecond X-ray pulses have been used to study lattice dynamics (Rose-Petruck
et al., 1999) and ultrafast melting (Chin et al., 1999; Larsson et al., 1998; Lindenberg
et al., 2000, Siders et al., 1999; Cavalleri et al., 2000) associated with the fundamental
phase-transition process. Visible probe light is absorbed within a short penetration depth
and cannot accurately resolve nanometer-sized lattice distortion. Pulsed hard-X-ray
sources are therefore advantageous for measuring atomic rearrangement and structural
dynamics inside the target material. In addition to these observations, lattice disordering
was detected by depletion of diffracted X-ray images at the irradiation spot, indicating
the occurrence of a nonthermal solid-to-liquid phase transition. Figure 6.18 gives the
schematic setup for the X-ray probe experiments (von der Linde et al., 2001). The 30-fs,
800-nm laser pulse output generated at 20 Hz by a Ti : Al2O3 laser was used for both
sample excitation and X-ray generation. A split portion of these pulses was focused onto
a moving Cu wire in vacuum, resulting in a point source of Cu K� photons. The radiation
emitted into two closely spaced lines, K�1 and K�2, was diffracted by the sample that
was excited by the optical pump pulse and detected by a sensitive X-ray CCD detector. As
shown in Figure 6.19, the diffraction signal dropped significantly within a few hundred
femtoseconds in the region subjected to intensity sufficient for imparting homogeneous
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Figure 6.17. The time dependence of the instantaneous ionic temperature, defined as

Tion(t) = M

(3N − 3)kB

N∑
l=1

v2
l (t),

where kB is the Boltzmann constant, M is the Si ion mass, vi(t) is the ionic velocity at time t , and
N = 64 is the number of atoms in the MD supercell representing the Brillouin zone. From
Silvestrelli et al. (1996), reproduced with permission by the American Physical Society.
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Figure 6.18. The setup for the visible-pump, X-ray-probe experiments. From von der Linde et al.
(2001), reproduced with permission from Cambridge University Press.
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Figure 6.19. Time-resolved K� X-ray reflectivity from a 160-nm Ge(111) film, integrated over the
central pumped region (solid red line) and over a region vertically displaced by ∼0.2 mm from
the center (dashed black line). Measurement of non-thermal melting in germanium. From Siders
et al. (1999), reproduced with permission by the American Association for the Advancement of
Science.

ultrafast melting. The significant drop in integrated diffracted intensity signified loss of
crystalline order. At infinite time delays, the diffraction signal recovered to ∼90% of
the initial value (Siders et al., 1999), showing restoration of crystalline order, with the
departure due either to amorphization or to ablative material loss. Since the integrated
X-ray reflectivity scales with the material thickness, it was concluded that approximately
30–50 nm of the film undergoes ultrafast disordering. As argued previously, it has to
be appreciated that the corresponding melting speed would have to be of the order of
104 m/s, which exceeds the speed of sound. In contrast, at near-threshold intensities the
experiments show inhomogeneous melting evolving over a longer temporal scale that is
consistent with a thermal phase-transition pathway.

6.4.2 Femtosecond-laser ablation of crystalline silicon

Ultrashort pulsed laser processing of crystalline silicon has been studied experimen-
tally (Choi and Grigoropoulos, 2002). The energy density provided by this laser beam
focused to a 100-�m spot was sufficiently strong to ablate silicon. A pump-and-
probe experiment was implemented, utilizing a time-delayed frequency-doubled (λ =
400 nm) beam for in situ reflectance measurements and observation by ultrafast
microscopy. The deposition of the femtosecond-laser radiation generated a high-density
electron–hole plasma that subsequently triggered ablation at about 10 ps (Figure 6.20).
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Figure 6.20. (a) Reflection images of a crystalline silicon surface subjected to femtosecond laser
irradiation with F = 1.5 J/cm2. The darkening of the core region at 5–10 ps indicates initiation of
the ablation process. (b) Shadowgraph images at early times. Material expulsion is visible at
t = 100 ps. (c) Shadowgraph images of the shock wave at long times. The ablation plume
emerges from the surface. (d) The envelope of the shock wave at various elapsed times. The
initial speed exceeds 1600 m/s. From Choi et al. (2002), reproduced with permission by the
American Institute of Physics.

Most of the ablated material was expelled on the nanosecond temporal scale. A shock
wave was launched into the atmospheric-pressure air background. The position of this
shock wave was monitored and analyzed by applying blast theory for an instantaneous
point-source explosion.

Single shots at various laser fluences were used to fabricate micro-sized features as
shown in Figure 6.21. Atomic-force microscopy (AFM) was used to measure detailed
profiles of the modified features. In the lower-fluence regime, the density of hot electrons
is relatively low and laser energy is mainly deposited in the shallow region defined by
the optical penetration depth. Two-photon absorption and the electron-conduction term
can be approximately taken into account by the introduction of an effective “laser +
electron heat” penetration depth. At higher fluences, the contribution of electron heat
conduction becomes important, and the heat-affected region is defined by the electron-
heat penetration depth. The ablation efficiency increased up to the fluence level around
10 J/cm2, but, at higher fluences than 100 J/cm2, it decreased significantly. In order to
study the coupling mechanisms of the high-fluence femtosecond laser pulse with the
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Figure 6.20. (cont.)

target, time-resolved-pump-and-probe imaging data were presented as in Figure 6.22
for two fluence levels (10 and 1400 J/cm2). Strong resistance during the expansion
of the ablated plume leads to the generation of higher recoil pressure. This causes an
increase in the redeposition and resolidification of the ablated materials, corresponding
to a reduction of the ablation efficiency (Hwang et al., 2006).

6.5 Generation of highly energetic particles

Basic models involving collisional absorption, transport, hydrodynamics, and fast-
electron and hard-X-ray generation were reviewed in Gibbon and Forster (1996), focus-
ing mainly on extremely high laser intensities (above 1016 W/cm2). Processing with
femtosecond laser pulses offers unique characteristics of minimal thermal damage with
low and well-defined ablation thresholds. These are deemed advantageous for micro-
machining fine structures and sensitive device components. Nanosecond laser pulses
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Figure 6.22. Time-resolved shadowgraphs (side view) of the silicon-ablation process:
(a) F = 11.2 J/cm2 (285 nJ) (b); F = 1400 J/cm2 (36.7 �J). From Hwang et al. (2006),
reproduced with permission by the American Institute of Physics.

tend to generate explosive phase change, strong shock waves, and formation of particle
clusters. Ultra-short laser pulses impart weaker mechanical effects, since plasmas form
after the expiration of the laser pulse and hence do not absorb part of the incident laser
irradiation. The high intensities of femtosecond laser pulses are likely to induce strong
particle kinetics and ionization. These effects can be utilized to synthesize new materials.
For example, energetic ions and neutral species present in the laser-ablated plume have
been found to enhance initial nucleation on the substrate surface and allow epitaxial
growth at lower substrate temperature. On the other hand, they can cause resputtering
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Figure 6.23. Left: time-of-flight spectra of laser-ablated titanium ions at various laser fluences; the
most probable velocity of fast titanium ions as a function of laser fluence; upper right: typical
titanium plume-emission spectrum induced by femtosecond-laser pulses at F = 6 J/cm2 (both
neutral-atom and ion emission lines were identified); and bottom right: time-resolved titanium
plume emission images captured by a gated ICCD camera. The applied laser fluence was
5 J/cm2, and the working pressure 100 �Torr. The first five images ((a)–(e)) were obtained with a
gate width of 10 ns. A longer gate width of 500 ns was employed for the last three images
((f)–(h)). The gate delay time was 20 ns, 80 ns, 120 ns, 140 ns, 180 ns, 1.42 �s, 2.42 �s, and
2.92 �s, respectively. From Ye and Grigoropoulos (2001), reproduced with permission by the
American Institute of Physics.

in the process of film growth. The ablation mechanisms are strongly dependent both on
the laser-pulse parameters and on the material properties.

Femtosecond-laser ablation of metals has been studied via time-of-flight (TOF) and
emission-spectroscopy measurement (Ye and Grigoropoulos, 2001). Laser pulses of
80 fs (FWHM) at λ = 800 nm were delivered by a Ti : sapphire femtosecond-laser
system. These ion TOF spectra were utilized to determine the velocity distribution of the
ejected ions. While nanosecond-laser ablation typically generates ions of energy a few
tens of electron-volts, femtosecond-laser irradiation even at moderate energy densities
can produce energetic ions with energies in the range of a few keV. The most probable
energy of these fast ions is proportional to the laser fluence. Figure 6.23 shows typical
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titanium-ion TOF spectra taken at various laser fluences. No extraction field was used in
these measurements. Each spectrum was averaged over 300 shots. All spectra exhibited a
spike at an elapsed time of about 3.6 �s. This was believed due to the soft X-rays emitted
by the plasma shortly after the laser pulse struck the sample surface. Three ion peaks
can be distinguished in the spectrum at the highest laser fluence (1100 mJ/cm2). The
first of these peaks is narrower than the other two and includes the more energetic ions.
As the laser fluence drops, only two peaks are discernible, and they shift to longer TOF
values while becoming broader in temporal distribution. The cause of the appearance of
the third peak at the highest laser fluence may be due to ion clusters of a different mass
or charge state and needs further investigation. The titanium-ion velocity can be as high
as 2.0 × 107 cm/s even at the moderate laser energy densities applied in this experiment.

6.6 Ultrafast phase explosion

The mechanisms of decomposition of a metal (nickel) during femtosecond-laser ablation
have been studied using molecular-dynamics (MD) simulations (Cheng and Xu, 2005).
It was found that phase explosion is responsible for gas-bubble generation and the
subsequent material removal at lower laser fluences. The phase explosion occurs as a
combined result of heating, thermal expansion, and the propagation of the tensile-stress
wave induced by the laser pulse. When the laser fluence is higher, it was revealed that
critical-point phase separation plays an important role in material removal.

As discussed in Chapter 3, various mechanisms, such as phase explosion and critical-
point phase separation, have been proposed to explain laser ablation. Phase explo-
sion is homogeneous bubble nucleation at close to the spinodal temperature (slightly
below the critical temperature), during which gas-bubble nucleation occurs simul-
taneously in a superheated, metastable liquid. The temperature–density (T–ρ) and
pressure–temperature (p–T) diagrams of the phase-explosion process are illustrated in
Figure 6.24 (Kelly and Miotello, 1996). During rapid laser heating, the liquid can be
raised to a temperature above the normal boiling temperature (point A), which corre-
sponds to a state of superheating in the region between the binodal line and the spinodal
line on the phase diagram, the metastable zone. When the material approaches the spin-
ode (point B), intense fluctuation could overcome the activation barrier for the vapor
embryos to grow into nuclei. This activation barrier decreases in height as the material
gets closer to the spinode, causing a drastic increase of the nucleation rate, which turns
the material into a mixture of vapor and liquid droplets. Therefore, the spinodal line is
the limit of superheating in the metastable liquid, and no homogeneous structure will
exist beyond it when the liquid is heated. Experimental work has shown that phase
explosion occurred during nanosecond-laser ablation of a metal (Song and Xu, 1998;
Xu, 2001).

During femtosecond-laser ablation, an important factor that needs to be considered
is the extraordinary heating rate. Heating above the critical temperature directly from
the solid phase becomes possible (point A in Figure 6.25), followed by expansion
leading to formation of the thermodynamically unstable region (B), causing material
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decomposition (Skripov and Skripov, 1979). This material-decomposition process, from
solid to supercritical fluid to the unstable region, is termed critical-point phase separation.

The mechanism leading to ablation was studied by analyzing the thermodynamic
trajectories of groups of atoms that undergo phase separation. Figure 6.26 shows the
groups of atoms analyzed for the laser fluence of 0.3 J/cm2 at 120 ps. According to
Figure 6.26, groups 2 and 4 have turned into gas at 120 ps, while groups 1, 3, and 5
are in the liquid phase (and will remain as liquid). Their thermodynamic trajectories of
densities and temperatures during the ablation process are shown in Figure 6.27. The
arrows indicate the temporal progress, while the numbers along the trajectories mark
the time in picoseconds. From Figure 6.27, it is seen that groups 2, 3, and 4, which
experience material separation, cross both the binodal line and the spinodal line. These
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Figure 6.26. Positions of groups of atoms at a laser fluence of 0.3 J/cm2. From Cheng and Xu
(2005), reproduced with permission by the American Physical Society.
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Figure 6.27. Thermodynamic trajectories of groups of atoms at a laser fluence of 0.3 J/cm2. From
Cheng and Xu (2005), reproduced with permission by the American Physical Society.

three groups undergo a phase-separation process, with group 2 and 4 turning into vapor.
On the other hand, groups 1 and 5, which do not touch the spinodal, do not undergo
phase change. This indicates that the phase change of the material is directly related to
whether it reaches the spinodal line or not. Recall that, when liquid enters the metastable
region and approaches the spinode, it will undergo the phase-explosion process and turn
into a mixture of liquid and vapor. Therefore, the thermodynamic trajectories of the
groups suggest that phase explosion occurs at this laser fluence.

Figure 6.28 shows the thermodynamic trajectories of several groups of atoms at a
higher laser fluence, 0.65 J/cm2. The locations of these groups of atoms at 90 ps are
marked in Figure 6.29. From Figure 6.28, it is seen that all three groups are first raised
to temperatures higher than the critical temperature and become a super-critical fluid.
After expansion, their temperature decreases, and they enter the unstable zone below
the critical point as the phase separation occurs at about 30 ps. Groups 1 and 2 evolve
into gas, while group 3 becomes liquid. No phase separation occurs during the initial
heating period (from 1 ps to about 30 ps), although the density decreases continuously.
The material remains homogeneous until it enters the unstable zone after expansion, and
the liquid (group 3) precipitates out from the homogeneous phase.
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Figure 6.28. Thermodynamic trajectories of groups of atoms. The fluence is 0.65 J/cm2. From
Cheng and Xu (2005), reproduced with permission by the American Physical Society.

Figure 6.29. Positions of groups of atoms on the T–ρ diagram at 90 ps at a laser fluence of
0.65 J/cm2. From Cheng and Xu (2005), reproduced with permission by the American Physical
Society.

The thermodynamic trajectories of the groups of atoms described above are clearly
different from those at lower laser fluences, but follow that of critical-point phase
separation shown in Figure 6.25(a). Heating above the critical point, followed by the
expansion into the unstable zone that causes phase separation, has clearly been illustrated,
which agrees with the theoretical description of critical-point phase separation. Similar
thermodynamic trajectories are found for laser fluences of 1.0 and 1.5 J/cm2. Therefore,
it is concluded that critical-point phase separation plays an important role in material
decomposition.

In summary, the mechanisms of femtosecond-laser ablation of a nickel target were
studied using MD simulations in a laser fluence range commonly used for materials
processing. Two distinct laser-fluence regimes were identified, and attributed to different
ablation mechanisms. At lower laser fluences, the peak temperature reached is below
the critical temperature, and material decomposition occurs through phase explosion.
Bubble nucleation occurs inside the metastable liquid at temperatures attained as the
spinode is approached, and is assisted by the tensile stress developed during laser
heating. At higher laser fluences critical-point phase separation occurs. The initial peak
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temperature reached exceeds the critical temperature. The super-critical fluid enters the
unstable zone after relaxation and loses its homogeneity, causing phase separation.

6.7 Nonlinear absorption and breakdown in dielectric materials

The conventional view of pulsed-laser–material interactions, with wavelength between
the near infrared (IR) and near ultraviolet (UV), includes the transfer of electromag-
netic energy to electronic excitation, followed by electron–lattice interactions that con-
vert energy into heat. However, the processes of material response following intense
femtosecond-laser irradiation are far more complex, particularly for wide-band-gap
dielectrics. When a dielectric material is subject to intense femtosecond-laser irra-
diation, the refractive index of the material may become intensity-dependent, and a
large amount of excited electrons may be generated by IR pulses in “transparent”
dielectrics. Relaxation channels of electronic excitation in wide-band-gap materials may
produce intrinsic defects, leading to photo-induced damage in the otherwise “defect-
free” medium. These fundamentally nonlinear processes have stimulated substantial
research efforts regarding both the understanding of the complexity of femtosecond-
laser interactions with dielectrics and the applications of the underlying microscopic
mechanisms to innovative materials fabrication. An overview of advances toward under-
standing the fundamental physics of femtosecond-laser interactions with dielectrics
that are important for materials-processing applications has been given by Mao et al.
(2004).

Although laser-induced breakdown (LIB) in optically transparent materials had been
studied extensively since the advent of lasers, progress in femtosecond-laser technology
facilitated studies over a regime of high intensities, allowing the decoupling of thermal
effects that are invariably present under long-pulse irradiation. Du et al. (1994) moni-
tored the threshold of LIB in fused silica by transmission and scattered-plasma-emission
measurements over a wide range of laser pulse widths. The fluence threshold versus the
pulse width was shown to attain a

√
tpulse dependence for tpulse > 10 ps that is repre-

sentative of thermal-diffusion effects. The deviation from this trend below 10 ps was
studied by Stuart et al. (1995, 1996) experimentally and theoretically. Figure 6.30 shows
the dependence of the damage-threshold fluence in fused silica and CaF2 on the pulse
width.

For femtosecond-laser interactions with dielectrics, in addition to their classical value
in elucidating the origin of LIB in optical materials, structural modifications of dielectrics
are of particular significance to bulk micro-structuring that creates sub-wavelength
“voxels.” As an example, femtosecond laser pulses can be focused inside transparent
dielectric materials in a layer-by-laser fashion. High-density, three-dimensional optical
storage was achieved as the result of femtosecond-laser-induced sub-micrometer struc-
tural transition that locally alters the refractive index at the laser pulse’s focus (Day et al.,
1999; Kawata et al., 1995; Glezer et al., 1996). Similarly, three-dimensional photonic
band-gap lattices were realized by spatially organized micro-patterning of transparent
dielectrics using femtosecond laser pulses (Sun et al., 2001).
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Figure 6.30. Observed values of the damage threshold at 1053 nm for fused silica (full circles) and
CaF2 (full rhombi). Solid lines are
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the absolute fluence is ±15%. From Stuart et al. (1995), reproduced with permission by the
American Physical Society.

6.7.1 Carrier excitation, photo-ionization, and avalanche ionization

The problem of carrier excitation and ionization in the case of wide-band-gap mate-
rials subjected to a laser electromagnetic field has been addressed extensively in the
literature. The balance between different ionization channels during femtosecond-laser
interactions with dielectric materials is still under discussion. In the simplest case, the
laser can deposit energy into a material by creating an electron–hole plasma through
single-photon absorption. However, for wide-band-gap dielectrics, the cross section
of such linear absorption is extremely small. Instead, under intense femtosecond-laser
irradiation, nonlinear processes such as multiphoton ionization, tunnel ionization, or
avalanche ionization become the dominant mechanisms that create free carriers inside the
materials.

For irradiation of wide-band-gap materials using femtosecond laser pulses with wave-
length near the visible (from near IR to near UV), a single laser photon does not have
sufficient energy to excite an electron from the valence band to the conduction band.
Simultaneous absorption of multiple photons must be involved to excite a valence-band
electron, with the resulting photo-ionization rate strongly depending on the laser inten-
sity (Figure 6.31(a)). The rate of multiphoton absorption can be expressed as σ (m)Im,
where I is the laser intensity and σ (m) is the cross section of m-photon absorption for
excitation of a valence-band electron to the conduction band. The number of photons
required is determined by the smallest m that satisfies the relation m(h̄ω) > Ebg, where
Ebg is the band-gap energy of the dielectric material, h̄ω is the photon energy, and h̄
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Figure 6.31. Schematic illustrations of (a) multiphoton ionization, (b) free-carrier absorption, and
(c) impact ionization. From Sundaram and Mazur (2002), reproduced with permission by Nature
Publishing Group.

is the Planck constant. Let us emphasize here one characteristic of femtosecond-laser
irradiation: since it allows the use of higher peak intensities than is possible with con-
ventional pulses, it reinforces intrinsic high-order interband transitions by comparison
with the ever-present defect-related processes (of a lower order).

A second photo-ionization process, tunneling ionization, may come into play during
femtosecond-laser interactions with dielectrics under an extremely strong laser field,
for example, when the laser pulse is very short (e.g. <10 fs). In this regime, the laser
produces a strong periodic band-bending, which allows valence electrons to tunnel
directly to the conduction band in a time shorter than the laser period. The crossover
between multiphoton and tunneling ionization can be characterized by the Keldysh
parameter (Keldysh, 1965), γ Ke = ω(2m∗Eg)1/2/(eE), where m∗ and e are the effective
mass and charge of the electron, and E is the intensity of a laser electric field oscillating at
frequency ω. When γ Ke is much larger than unity, as is the case for most material-related
investigations of laser interactions with dielectrics, multiphoton ionization dominates
the excitation process. As a numerical example, γ Ke = 1 corresponds to an intensity
of approximately 4 × 1013 W/cm2 for irradiation of fused silica with a laser pulse at
800 nm.

An electron being excited to the conduction band of a wide-band-gap dielectric
material can absorb several laser photons sequentially, moving itself to higher energy
states where free-carrier absorption is efficient (Figure 6.31(b)). The complex refractive
index, nc= n – ik, is related to the complex dielectric function εc, which, according to
the Drude model, can be expressed by

εc = 1 − ω2
p

[
τ 2

1 + ω2τ 2
− i

τ 2

ωτ (1 + ω2τ 2)

]
, (6.27)

with the scattering time τ being typically a fraction of a femtosecond. For wide-band-
gap dielectrics under intense laser irradiation, strong electron interactions with the
lattice are characterized by both polar and nonpolar phonon scattering (Fischetti et al.,
1985; Arnold and Cartier, 1992). In the expression for εc, ωp is the plasma frequency
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defined by

ωp =
√
e2N

ε0m∗ , (6.28)

where N is the carrier density and ε0 is the electric permittivity. When ωp � ω, i.e., the
carrier density is well below 1021 cm−3, the absorption coefficient can be derived as

γ = τ

nc

ω2
p

1 + ω2τ 2
, (6.29)

where c is the speed of light.
When the electron density generated by photo-ionization reaches a high level (e.g.

ωp ∼ ω), a large fraction of the remaining femtosecond laser pulse can be absorbed.
It is interesting to note that high-energy (e.g. three times the band-gap energy) carriers
can also be created in materials in which the electron–phonon scattering rate is low,
such that multiple electron–phonon collisions could not occur in one laser pulse. Carrier
heating could be produced through direct interbranch single-photon or multiphoton
absorption, in a way quite similar to the valence-to-conduction interband absorption
discussed above. In all materials, both processes should certainly be taken into account,
which one dominates depending essentially on the strength of the electron–phonon
coupling.

Avalanche ionization involves free-carrier absorption followed by impact ionization
(Figure 6.31(c)). Since the energy of an electron in the high energy states exceeds the
conduction-band minimum by more than the band-gap energy, it can ionize another
electron from the valence band, resulting in two excited electrons at the conduction-
band minimum (Bloembergen, 1974). These electrons can again be heated by the
laser field through free-carrier absorption, and, once they have enough energy, impact
more valence-band electrons. This process can repeat itself as long as the laser elec-
tromagnetic field is present and intense enough, leading to a so-called electronic
avalanche. The growth of the conduction-band population by this avalanche process
has the form βavN, where βav is the avalanche-ionization rate, a phenomenological
parameter that accounts for the fact that only high-energy carriers can produce impact
ionization.

Avalanche ionization requires seed electrons to be present in the conduction band,
which can for instance be excited by photo-ionization. The following rate equation
has been proposed to describe the injection of electrons into the conduction band of
dielectrics by femtosecond-to-picosecond laser pulses, under the combined action of
multiphoton excitation and avalanche ionization (Stuart et al., 1996):

dN

dt
= αIN + σ (m)NIm, (6.30)

where � is a constant. For dielectric materials in which free-carrier losses (e.g. self-
trapping and recombination) occur on a time scale comparable to the femtosecond-laser
pulse duration (e.g. quartz and fused silica), this population equation should be modified
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Figure 6.32. Schematic illustrations of 100-fs-laser-induced electron-density evolution under three
different excitation–relaxation conditions: multiphoton ionization only, and multiphoton plus
avalanche ionization, and multiphoton plus avalanche ionization with carrier trapping.
Multiphoton ionization provides seed electrons for avalanche ionization, whereas trapping offers
a channel for electron-density reduction. The Gaussian laser pulse is also illustrated. From Mao
et al. (2004), reproduced with permission by Springer-Verlag.

as follows:

dN

dt
= αIN + σ (m)NIm + σxNSTEI

mx − N

τx
,

dNSTE

dt
= −σxNSTEI

mx + N

τx
. (6.31)

In the above expressions, the contribution from self-trapped excitons of density NSTE that
builds up during the pulse duration is included (which may in some cases be bimolecular
recombination, depending on the carrier density) (Li et al., 1999; Petite et al., 1999).
σ x is the multiphoton cross section (of order mx) for self-trapped excitons and τ x is the
characteristic trapping time. A schematic illustration of the effect of the self-trapping on
a femtosecond-laser-excited electron population is shown in Figure 6.32.

More recently, variations of the classical avalanche process that may play a role for
sufficiently short laser pulses (e.g. <40 fs) have been investigated theoretically. One
such mechanism is collision-assisted multiphoton avalanche, in which some valence
electrons are excited to the conduction band by conduction electrons with energy smaller
than the threshold for impact ionization, by absorbing several laser photons during
inelastic electron–electron collisions. Another mechanism is hole-assisted multiphoton
absorption, which is similar to the so-called enhanced ionization of molecules in strong
laser fields (Seideman et al., 1995). Through its Coulomb field, a hole exponentially
enhances the multiphoton absorption rate of atoms at adjacent lattice sites. As soon as
new holes are created, they continue the same trend that could lead to a collision-free
electronic avalanche.
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Figure 6.33. Schematic illustrations of (a) self-focusing and (b) self-phase modulation resulting
from a nonlinear refractive index. From Mao et al. (2004), reproduced with permission by
Springer-Verlag.

6.7.2 Nonlinear propagation

When a laser pulse propagates through a dielectric material, it induces microscopic
displacement of the bound charges, forming oscillating electric dipoles that add up to
the macroscopic polarization. For isotropic dielectric materials such as fused silica, the
resulting index of refraction (real part) can be derived as (Kelley, 1965)

n =
√

1 + χ (1) + 3

4
χ (3)E2, (6.32)

where χ (1) and χ (3) are the linear and nonlinear susceptibility, respectively. In a more
convenient form,

n = n0 + n2I, (6.33)

where I = 1
2ε0cn0E

2 is the laser intensity, and n0 =
√

1 + χ (1) and n2 = 3χ (3)/(4ε0cn
2
0)

are the linear and nonlinear part of the refractive index, respectively. A nonzero nonlinear
refractive index n2 gives rise to many nonlinear optical effects as an intense femtosecond
laser pulse propagates through dielectric materials.

Self-focusing and self-phase modulation
The spatial variation of the laser intensity I(r) can create a spatially varying refractive
index in dielectrics. Owing to the typical Gaussian spatial profile of a femtosecond laser
pulse, the index of refraction is larger toward the center of the pulse. The spatial variation
of n causes a lens-like effect that tends to focus the laser beam inside the dielectrics
(Figure 6.33(a)). If the peak intensity of the femtosecond laser pulse exceeds a critical
power for self-focusing (Shen, 1984), Pcr = 3.77λ2/(8πn0n2), the collapse of the pulse
to a singularity is predicted. Nevertheless, other mechanisms such as defocusing due
to nonlinear ionization may balance self-focusing and prevent pulse collapse inside
dielectric materials.
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As the result of spatial self-focusing, the on-axis intensity of femtosecond laser
pulses inside dielectrics, especially at its temporal peak, can be significantly larger than
its original value. Consequently, the pulse may be sharpened temporally with a steeper
rise and decay of the temporal profile (pulse sharpening). Since the intensity I(t) of
femtosecond laser pulses is highly time-dependent, the refractive index depends on
time. Analogously to self-focusing, the phase of the propagating pulse can be modulated
by the time-domain envelope of the pulse itself (self-phase modulation). With a nonzero
nonlinear refractive index n2, the derivative of the phase !ph(z, t) of the pulse with
respect to time becomes (Shen, 1984)

d!ph

dt
= ω − n2z

c

dI (t)

dt
. (6.34)

The time-varying term of the phase produces frequency shifts that broaden the pulse
spectrum as illustrated in Figure 6.33(b). Spectral broadening depends on the nonlinear
index of refraction n2 and the time derivative of the laser pulse intensity.

Plasma defocusing
Since various nonlinear ionization mechanisms generate an electron–hole plasma inside
wide-band-gap dielectric materials, this plasma has a defocusing effect for femtosecond-
laser pulse propagation. The electron density is highest in the center of the pulse and
decreases outward in the radial direction with a typical Gaussian spatial intensity profile.
The real part of the refractive index is modified by the generation of the electron–hole
plasma (for ωp/ω � n0) (Shen, 1984),

n = n0 − N

2n0Nc
, (6.35)

where Nc = ω2ε0m∗/e2 is the characteristic plasma density when the plasma frequency
is equal to the laser frequency. It is clear that the presence of electron–hole plasmas
results in a decrease in the refractive index, in contrast to the Kerr effect. As a result, the
refractive index is smallest on the beam axis and the beam is defocused by the plasma,
which acts as a diverging lens, balancing self-focusing.

6.7.3 Defect generation

In general, energy from intense femtosecond laser pulses absorbed by a solid material
can be converted into elementary electronic excitations – electrons and holes, which
relax and reduce their energy inside the solid through both delocalized and localized
carrier–lattice interaction channels (Song and Williams, 1993; Haglund and Itoh, 1994).
For some wide-band-gap dielectric materials, the most important relaxation mechanism
is the localization of the energy stored in the electron–hole pair that creates self-trapped
carriers, especially self-trapped excitons (STEs), which provide the energy necessary
for localized lattice re-arrangement and thus defect accumulation.
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Figure 6.34. Schematic illustrations of the exciton level and two basic routes for exciton
generation: (a) inelastic scattering of the multiphoton-excited electrons and (b) direct resonance
absorption of multiple photons. From Mao et al. (2004), reproduced with permission by
Springer-Verlag.

Excitons
Through nonlinear ionization, the interaction of an intense femtosecond laser pulse with
wide-band-gap dielectrics causes electronic excitations that promote an electron from the
valence band to the conduction band, leaving a hole in the valence band. An electron and
a hole may be bound together by Coulomb attraction, constituting what is collectively
referred to as an exciton, a concept of electrically neutral electronic excitation (Ueta
et al., 1986). Figure 6.34 shows a schematic diagram of exciton energy levels in relation to
the conduction-band edge. While excitons can be either weakly or tightly bound, in wide-
band-gap materials with a typically small dielectric constant, they are strongly bound and
localized near a single atom. Excitons may be promoted by inelastic scattering (Vasil’ev
et al., 1999) of the excited electrons that slows the electrons in the conduction band
(Figure 6.34(a)), or by direct resonant absorption of multiple photons (Figure 6.34(b)).
The binding of electron–hole pairs into excitons is a very fast process, which often takes
less than 1 ps in wide-band-gap materials (Haglund and Itoh, 1994).

Excitons are unstable with respect to their recombination process; they can relax
through delocalized and localized channels. For wide-band-gap dielectrics that are
strong-coupling solids, a localized trapping mechanism rather than scattering is more
probable for excitons. Consequently, the electronic excitation energy in these materials
is localized by the creation of STEs, which are formed as the result of free-exciton
relaxation, or when a self-trapped hole traps an electron (Toyozawa, 1980).

Exciton self-trapping
The major interest in STEs in dielectrics comes from the fact that they are a means of
converting electronic excitation into energetic atomic processes such as defect formation.
Self-trapping generally describes carriers localized on a lattice site initially free of lattice
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defects (e.g. vacancies, interstitials, or impurities). A charged carrier in a deformable
lattice creates an attractive potential well; the trapping results from a small atomic
displacement that deepens the potential well in which the carrier resides. In general,
localized lattice deformation may result from short-range covalent molecular bonding
or long-range electrostatic polarization associated with ion displacements. Thermal
fluctuations can provide the energy for at least one particular lattice site with enough
instantaneous deformation for the self-trapping to begin.

Excitons can be trapped by their interactions with lattice distortion to form STEs.
Holes may also be trapped at the distortion of the lattice which, after the trapping of an
electron, creates a STE. Materials that display self-trapping are predominantly insulators
with wide band gaps, such as alkali halides and SiO2. In alkali-halide crystals, which
have an energy band gap ranging from 5.9 eV (NaI) to 13.7 eV (LiF), a self-trapped
exciton consists of an electron bound by the Coulomb field of the surrounding alkali
ions and a hole that occupies an orbital of a halogen molecular ion (X−

2 ). Similarly,
in SiO2, which is constructed from SiO4 tetrahedra with silicon at the center and an
oxygen atom at each of the four corners (Trukhin, 1992), the self-trapping process is
accompanied by a strong distortion of the SiO2 lattice. Weakening of the Si—O—Si
bond yields an oxygen atom leaving its equilibrium position in the tetrahedron, forming
silicon and oxygen dangling bonds. The hole of the self-trapped exciton stays on the
oxygen dangling bond and the electron is on the silicon dangling bond.

Energy transport of STEs is by means of hopping diffusion rather than by band-
like mode. As STEs recombine, they produce a characteristic luminescence that can
be studied by time-resolved spectroscopy (Thoma et al., 1997; Guizard et al., 1996).
For example, high-purity quartz emits a blue luminescence (∼2.8 eV) under irradiation,
which corresponds to a large Stokes shift relative to the band gap. For wide-band-gap
dielectric materials, the localized relaxation channel that leads to the production of
STEs is correlated with the formation and accumulation of transient and permanent
lattice defects.

Origins of intrinsic defects
Optical excitation can be sufficient to generate vacancies and interstitials in perfect
dielectric lattices. Defect formation may be classified as of extrinsic or intrinsic type
depending on whether the defect is derived from a precursor. Advances (Song and
Williams, 1993) in the study of STE structures have provided the basis for a new level of
understanding of the mechanisms of intrinsic defect formation. In the absence of exciton
self-trapping, electronic excitation would remain completely delocalized in a perfect
dielectric material. Exciton self-trapping can provide the energy required (of the order
of electron-volts) to initiate intrinsic defects, including vacancy–interstitial pairs where
an atom is displaced in the course of the decay of electronic excitations.

Excitonic mechanisms of defect formation are well established in laser-irradiated
halides and SiO2, among many other wide-band-gap materials with strong electron–
lattice couplings. F-centers and H-centers are the primary defects that are the immediate
products of self-trapped-exciton decay in alkali halides (Figure 6.35). After initial non-
linear ionization that generates electrons and holes, the process of defect formation
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(a) (b) (c)

Figure 6.35. Schematic illustrations of defect formation from self-trapped excitons: (a) an
on-center self-trapped exciton, (b) an off-center self-trapped exciton, and (c) an F–H pair in
alkali halides. Small and large circles represent alkali and halogen ions, respectively. From Mao
et al. (2004), reproduced with permission by Springer-Verlag.
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Figure 6.36. A schematic illustration of exciton and intrinsic-defect energy levels in SiO2. From
Mao et al. (2004), reproduced with permission by Springer-Verlag.

starts from exciton creation, followed by self-trapping of the exciton. An isomeric trans-
formation occurs from a self-trapped exciton to a Frenkel-defect pair comprising an
F-center, a halogen vacancy with a bound electron, and an H-center, an interstitial halo-
gen ion bound to a lattice halogen ion by a hole. Off-center relaxation is the crucial
step toward decomposition of the self-trapped exciton, since a self-trapped exciton is
gradually changed to a stable vacancy–interstitial defect pair by displacing the H-center
away from its point of creation, out of the range for recombination with the electron
wave function bound to the F-center.

In SiO2, the E′ (oxygen vacancy) and nonbridging oxygen-hole centers are the analogs
of the F and H centers in alkali halides. The oxygen vacancy in SiO2 is essentially a
dangling silicon bond. The displaced oxygen atom goes into the nonbridging oxygen-
hole center state (Si—O·), which may end up in a peroxy linkage (Si—O—O—Si) or
radical (Si—O—O·), an isomer of a self-trapped exciton after covalently coupling to
another oxygen atom at an interstitial site. Figure 6.36 gives a simplified schematic
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diagram of energy levels in SiO2. The point defects resulting from decay of self-trapped
excitons add more energy levels, analogously to the effect of impurities.

As the result of intense femtosecond-laser irradiation, during which the electronic
defects resulting from the decay of self-trapped excitons grow in number, defect clusters
may form, which can yield macroscopic structural damage in the material. In addition,
the significant transient increase in volume associated with exciton self-trapping could
create a shock-wave-like perturbation that eventually damages the otherwise perfect
lattice.

6.7.4 Damage of dielectrics

Laser-induced damage in wide-band-gap dielectric materials is known to be an extremely
nonlinear process. There is no doubt that damage in pure wide-band-gap materials is
associated with rapid buildup of conduction electrons. Many experimental and theoreti-
cal studies have been performed to determine the damage mechanisms, with the majority
of these efforts focused on the damage or breakdown threshold as a function of the laser-
pulse duration. It is well established that for pulse durations of 10 ps or longer, for
which thermal diffusion comes to play, the threshold laser fluence (energy density) for
material damage depends on the laser-pulse duration (Stuart et al., 1996; Lenzner, 1999;
Tien et al., 1999) according to a

√
tpulse scaling. Nevertheless, for femtosecond-laser

interactions with wide-band-gap dielectrics, when the pulse duration is much shorter
than the characteristic time for thermal diffusion, the damage threshold deviates from
such a square-root scaling.

There have been many theoretical attempts (Stuart et al., 1996; Tien et al., 1999)
aimed at determining the mechanism of femtosecond-laser-induced dielectric break-
down. It is important to understand the relative roles of various ionization and relaxation
channels in femtosecond-laser-induced dielectric breakdown, in particular near the dam-
age threshold. Once a dense electron–hole plasma has been generated in the bulk of a
defect-free wide-band-gap material as the result of femtosecond-laser excitation, several
mechanisms that may lead to damage or optical breakdown can be foreseen. Damage
could be caused by melting or vaporization of the solid, following the strong phonon
emission by the laser-generated conduction electrons. It may also be due to the outcome
of generation and accumulation of intrinsic defects such as vacancy–interstitial pairs. As
discussed before, creation and decay of STEs in dielectrics are at the origin of the intrin-
sic defects. Consequently, theoretical models that describe femtosecond-laser-induced
optical breakdown in perfect dielectrics should implement the evolution of excitons
(their formation, self-trapping, and relaxation), in addition to various ionization and
delocalized recombination mechanisms.

6.7.5 Femtosecond-laser-induced carrier dynamics

Imaging experiments
One simple method to study femtosecond-laser-induced carrier excitation in (transpar-
ent) dielectrics is ultrafast imaging. Experiments (Mao et al., 2003) were performed using
a femtosecond time-resolved pump–probe setup to image the electron–hole plasma. A
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Figure 6.37. (a) Time-resolved images of femtosecond-laser-induced electronic excitation inside a
silica glass; (b) evolution of the electron-number-density profile inside a femtosecond-laser-
irradiated silica glass. From Mao et al. (2003), reproduced with permission by the American
Institute of Physics.

high-power femtosecond laser at its fundamental wavelength (800 nm) was used as the
pump beam, which has a duration of approximately 100 fs (FWHM). The 800-nm laser
beam was focused to a spot size of diameter 50 �m onto a silica-glass sample using a
lens with focal length f = 15 cm. After a beamsplitter, one arm of the 800-nm output
passed an optical delay stage and a KDP crystal, forming a probe beam at 400 nm
perpendicular to the excitation-laser pulse. By moving the delay stage, the optical path
of the probe beam could be varied, changing the time difference between the pump beam
and the probe beam. Time zero was set when the peaks of the ablation laser beam and
the probe beam overlapped in time at the sample surface. The resulting shadowgraph
images represent the spatial transmittance of the probe pulse during laser irradiation of
the sample, corrected for background intensity measured without laser excitation. The
electron number density of the laser-induced plasma inside the silica can be estimated
from the transmittance at various delay times.

Figure 6.37(a) shows a series of time-resolved images of the electron–hole plasma at
the same laser irradiation, I = 1.3 × 1013 W/cm2. At t = 0, only a small dark area appears
close to the glass surface, that results from electron excitation by the leading edge of
the femtosecond laser pulse. At longer delay times, the plasma filament grows longer,
with the darkest section (strongest absorption) moving away from the glass surface into
the bulk. From measuring the probe-pulse transmittance Ip0/Ipd of the time-resolved
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images, one can estimate the electron number density of the femtosecond-laser-excited
plasma inside the silica glass at various delay times.

The electron number density of the laser-induced plasma shown in Figure 6.37(a) is
plotted in Figure 6.37(b). At t = 333 fs, there is an electron-number-density maximum
(∼2 × 1019 cm−3) at z = 80 �m, which moves into the silica at later times. While the
peak value of the electron number density increases with time, it reaches a maximum
of approximately 5 × 1019 cm−3 at t = 1333 fs. This observation is consistent with the
fact that a femtosecond laser pulse experiences initial self-focusing inside a dielectric
material, followed by defocusing when the laser-induced electron excitation is strong
enough to compensate for the laser-induced change in refractive index.

The density of the laser-induced electron–hole plasma as obtained from ultrafast
imaging provides only an order-of-magnitude estimate or semi-quantitative informa-
tion. Frequency-domain interferometry proves to be a powerful technique to elucidate
the fundamental processes of femtosecond-laser-induced carrier dynamics in dielectric
materials.

Interferometry experiments
While imaging experiments give access to the change of the imaginary part of the
refractive index induced by a pump laser pulse, the change in the real part of the refrac-
tive index also provides essential information on the dynamics of excited carriers in
dielectrics. Interferometry is the natural way to measure this quantity. A very powerful
interferometric technique when dealing with broadband light sources is spectral inter-
ferometry, which has increasingly been implemented with ultra-short laser pulses for a
wide variety of experiments, e.g. for the full temporal characterization of these pulses
by the SPIDER technique (Iaconis and Walmsley, 1998; Quéré et al., 2003), and for
time-resolved experiments, especially in laser-generated plasmas (Geindre et al., 2001).

The spectral or frequency-domain interferometry technique uses two pulses, separated
in time by a delay td large compared with their duration and sent in a spectrometer.
Provided that the spectral resolution of the spectrometer is much larger than the inverse
of the delay, the measured spectrum is, therefore,

S(ω) = 2S0(ω)[1 + cos(ωtd +!ph)]. (6.36)

For the sake of simplicity, the two delayed pulses were assumed to be identical (“twin
pulses”) to derive this expression, a condition that is actually not required for this
technique to apply. S0(ω) is the spectral intensity of these pulses, and !ph their relative
phase. Since td is large compared with the spectral width of S0(ω), S(ω) presents fringes,
spaced by 2π/td. The position of these fringes is determined by the relative phase !ph

of the two pulses.
Spectral interferometry can be used to probe the temporal dynamics of a system

perturbed by a pump pulse. In this case, the first pulse probes the system before the
pump pulse, and is thus used as a reference pulse. The second pulse probes the system
at a delay t after the pump pulse. The perturbation induced by the pump pulse leads
to a change �!ph(t) of the relative phase of the twin pulses. This phase shift �!ph

results in a shift of the fringes in the spectrum of the twin pulse. Spectral interferometry
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uses this shift to measure �!. This technique has been used to probe laser-excited
dielectrics (Figure 6.38) (Martin et al., 1997). The twin pulses are transmitted through
the dielectric sample. One interferogram is acquired without any pump pulse, as the
reference. A second one is measured with an intense pump pulse exciting the dielectric
between the reference and the probe pulse. In this configuration, the phase shift �!ph(t)
is given by

�!ph(t) = (2πL/λ)�n(t), (6.37)

where λ is the probe-beam wavelength, L the length of the probed medium (assumed
to be homogeneously excited for simplicity), and �n(t) the instantaneous change in
the real part of the refractive index that results from the pump-induced excitation. Note
that, by using the contrast of the fringes, spectral interferometry also gives access to the
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Figure 6.39. Temporal evolution of the phase shift in SiO2 for two pump-laser intensities. The
probe wavelength is 618 nm and the sample temperature 300 K. From Martin et al. (1997),
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change in absorption coefficient, i.e. to the change in the imaginary part of the refractive
index.

Two types of temporal behavior of �!ph(t) have been observed. In all cases, �!ph(t)
is positive for short delays, when the pump and the probe temporally overlap in the
dielectric, because of the pump-induced optical Kerr effect. �!ph(t) then becomes
rapidly negative; according to the Drude model, this is due to the injection of electrons
into the conduction band (see above). In some solids, �!ph(t) remains negative for
several tens of picoseconds, whereas in others (e.g. SiO2 in Figure 6.39), it becomes
positive again. In SiO2, this relaxation occurs with a time constant of 150 fs. It has been
demonstrated that this second type of evolution is due to the trapping of most of the
excited carriers as self-trapped excitons (Martin et al., 1997). Since STEs correspond to
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localized states, the change in refractive index is given by the Lorentz model,

�n = NSTEe
2

2n0mε0

1

ω2
tr − ω2

(6.38)

where NSTE is the STE density, n0 the refractive index of the unperturbed solid, ωtr the
resonance frequency of the STE’s first excited level (∼6.2 eV in SiO2), and ω the probe
laser’s central wavelength. If ω < ωtr, as is the case for the SiO2 data in Figure 6.39, the
presence of STEs leads to a positive phase shift.

These measurements have provided important information on the ultrafast dynamics
of excited carriers in dielectrics. In diamond, MgO, and Al2O3, the negative phase shift
was observed to persist for tens of picoseconds. This suggests that no trapping occurs
on this time scale, or that the electrons form very shallow traps. Fast formation of STEs
has been observed in NaCl, KBr, and SiO2 (both amorphous and crystalline), leading
to carrier lifetimes two orders of magnitude smaller. The difference in carrier dynamics
can be qualitatively explained by general considerations about the STE’s formation,
in terms of lattice elasticity and deformation potential. A fundamental difference was
also observed between the trapping kinetics in NaCl and SiO2: the trapping time was
independent of the excitation density in SiO2, whereas carriers in NaCl trap faster when
the excitation density is higher. This can be interpreted as evidence of direct exciton
trapping in SiO2, and of hole trapping followed by electron trapping in NaCl. For intense
ultra-short laser interactions with dielectrics (Quéré et al., 2001), the phase shift �!∞
measured at a sufficiently large delay after the laser pulse gives access to the excitation
density N in the solid at the end of the laser pulse. If this density is not too high,
�!∞ is directly proportional to N. At low intensities, �!∞ is observed to vary as
I6 in SiO2 and as I5 in MgO. The exponents of these power laws correspond in both
cases to the minimum number of photons that the valence electrons have to absorb to
be injected into the conduction band (6h̄ω = 9.42 eV > Ebg(SiO2) ≈ 9 eV and 5h̄ω =
7.85 eV > Ebg(MgO) ≈ 7.7 eV). This proves that the dominant excitation process in this
intensity range is perturbative multiphoton absorption by valence electrons. The optical
breakdown threshold of SiO2 measured at 800 nm and 60 fs by Stuart et al. (1996)
falls within this range, suggesting that optical breakdown is not associated with an
electronic avalanche. However, this result is in contradiction with the conclusions drawn
from breakdown-threshold measurements (Stuart et al., 1996), which suggest that the
electronic avalanche should dominate multiphoton absorption even in the femtosecond
regime. A model of optical breakdown reconciling the results from these two studies
remains to be developed.

At higher intensities, a saturation of �!∞ is observed relative to these power laws.
This saturation occurs because, at high intensity, the pump beam is strongly absorbed
due to free-carrier absorption by conduction electrons, and even reflected by the target
when the electron density becomes higher than the critical density at the pump frequency.
Thus, in this regime, it is only in a thin layer (∼200 nm) of material that the excitation
density keeps increasing with increasing intensity. In this range, the occurrence of an
electronic avalanche, due to the strong heating of the conduction electrons, cannot be
excluded, although the data can be fitted with a purely multiphoton-injection law. Since
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the density increases with rising intensity only in a very thin layer, the sensitivity of the
technique to these variations might be too low to distinguish between different excitation
processes.

Time-resolved absorption
The STE creation by self-trapping of an electron–hole pair can be monitored using
transient absorption spectroscopy, which consists of measuring at various delay times
after electron–hole injection the sample absorption, and monitoring the appearance of
selected absorption bands. In some materials, such as SiO2, for which the absorption
lies in the UV, it is possible only to perform single-wavelength measurements.

In alkali halides, where the absorption bands lie in the visible, it is possible to use as a
probing pulse a white-light continuum generated by focusing an intense sub-picosecond
laser pulse in, e.g., a water cell. Owing to various nonlinear effects, the spectrum of
the laser pulse is broadened and can essentially cover the whole visible range, so a full
absorption spectrum can be recorded simultaneously for each laser shot. This method has
now been applied to a large number of alkali halides (Williams et al., 1984; Shibata et al.,
1994) and has considerably helped, together with the above-mentioned interferometric
measurements, to unravel the difficult issue of the so-called “excitonic” mechanisms of
point-defect creation in irradiated wide-band-gap dielectrics.

6.7.6 Femtosecond-laser-pulse propagation

There has been a growing interest in femtosecond laser propagation in wide-band-gap
dielectrics because the laser intensity can be much higher than the threshold for self-
focusing. At such high intensities, the dynamics of femtosecond pulse propagation is
considerably more complex, since it may be accompanied by nonlinear phenomena such
as pulse splitting in both the space and the time domain. Spatial or temporal splitting of
femtosecond laser pulses offers a mechanism for intense femtosecond-laser propagation
inside dielectrics without encountering the catastrophic damage caused by self-focusing.

Self-focusing and defocusing
Femtosecond-laser-induced nonlinear self-focusing as well as the related filamentation
phenomenon have been investigated for decades, for example, in air (Braun et al., 1995;
Brodeur et al., 1997). However, there have been few femtosecond time-resolved studies
of laser self-focusing and filamentation inside wide-band-gap dielectrics. Although self-
focusing occurs during femtosecond-laser propagation, the density of free electrons at
the focus does not increase indefinitely, but reaches a saturation value after about a couple
of picoseconds. This phenomenon happens to be the consequence of a self-defocusing
process caused by the generation of an electron–hole plasma. The balance between
self-focusing due to the nonlinear Kerr effect and defocusing due to plasma formation
can lead to self-channeling of the femtosecond laser pulse inside dielectrics (Tzortzakis
et al., 2001), if the beam radius is such that ionization comes into play before spatial
splitting and material damage occur.
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Figure 6.40. The intensity dependence of femtosecond-laser-induced electronic excitation inside a
silica glass. From Mao et al. (2003), reproduced with permission by the American Institute of
Physics.

Spatial splitting
When self-focusing is strong, a single input pulse can break up into several narrow
filaments of light. Because the Gaussian spatial profile of the pulse is destroyed by self-
focusing, the pulse cannot be focused to a diffraction-limited size. Figure 6.40 shows
a series of shadowgraph images inside a silica sample taken at the same delay time
(2000 fs) but at different laser intensities I. At I = 5 × 1012 W/cm2, there is only one
filament, a thin, dark stripe that results from the absorption of the probe beam by laser-
excited electrons inside the silica glass. At I = 2.5 × 1013 W/cm2, the primary filament
splits into two at a location about 200 �m inside the silica glass. At even higher irradiance
(e.g. 1014 W/cm2), filament splitting, as a persistent phenomenon, starts right after the
femtosecond-laser pulse has entered the glass sample.

The nonlinear Schrödinger equation, which is the leading-order approximation to the
Maxwell equations, has been successful in describing the propagation of intense laser
pulses such as self-focusing in nonlinear Kerr media with nonlinear refractive index
n2. Assuming that the laser pulse propagates in the z-direction, the basic nonlinear
Schrödinger equation has the form

2iκ
∂A

∂z
+ ∇2

⊥A+ 2κ2n2

n0
|A|2A = 0, (6.39)

where A is the envelope amplitude of the propagating laser electric field, κ is the wavevec-
tor, κ = ωn/c, and ∇2

⊥ is the transverse Laplacian operator. The second term represents
diffraction, whereas the third term accounts for the contribution due to an intensity-
dependent refractive index. If the input laser pulse is cylindrically symmetrical, then,
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according to the nonlinear Schrödinger equation, the pulse remains cylindrically sym-
metrical during propagation. Since the interpretation of multiple filamentation should
include a mechanism that breaks the cylindrical symmetry, the standard explanation
(Bespalov and Talanov, 1966) of multiple filamentation is that breakup of cylindrical
symmetry is initiated by small or random inhomogeneity in the input laser pulse, leading
to instabilities in the refractive-index profile.

An alternative deterministic explanation of filament splitting was proposed recently
(Fibich and Ilan, 2001). It is based on the nonlinear Schrödinger equation with the inclu-
sion of nonlinear perturbation that describes self-focusing in the presence of vectorial
(polarization) as well as nonparaxial effects. Assuming that the input laser pulse is lin-
early polarized in the x-direction, the general form of the modified nonlinear Schrödinger
equation can be derived as

2iκ
∂A

∂z
+ ∇2

⊥A+ 2κ2n2

n0
|A|2A = ξ 2 Im

(
A,

∂A

∂x
,
∂2A

∂x2

)
+O(ξ 4), (6.40)

where ξ (�1) is the dimensionless parameter defined as the ratio of the laser wavelength
to the pulse-spot parameter, ξ = λ/(2πr0). The asymmetry in the x and y derivatives of
the vectorial perturbation terms in the new equation suggests that the symmetry-breaking
mechanism can arise from the vectorial effect for a linearly polarized laser pulse. This
vectorially induced symmetry breaking leads to multiple filamentation even when the
linearly polarized input laser pulse is cylindrically symmetrical. Predictions made via
the above modified nonlinear Schrödinger equation (Fibich and Ilan, 2001) have shown
the emergence of two filaments, propagating forward in the z-direction, while moving
away from each other along the x-direction. Multiple filamentation resulting from noise
in the input beam should vary between experiments and be independent of the direction of
initial polarization, while multiple filamentation resulting from vectorial effects should
persist with experiments and depend on polarization.

Temporal splitting
In addition to spatial splitting, an intense femtosecond laser pulse may undergo temporal
splitting as it propagates inside a dielectric material (Diddams et al., 1998). Associated
with temporal splitting is the fact that the spectrum of the femtosecond laser pulse
can broaden significantly and eventually evolve into a supercontinuum or white-light
generation at high intensities. While temporal splitting was predicted theoretically more
than ten years ago, the experimental verification of temporal splitting came about only
within the last decade. In one such experiment (Ranka and Gaeta, 1998), a near-Gaussian
78-fs, 795-nm laser pulse was focused to a spot size of 75 �m on the front face of a
3-cm-long silica-glass sample. The temporal behavior of the pulse was characterized
by measuring the intensity cross correlation of the transmitted pulse with the initial
input pulse. The spectrum of the transmitted beam was taken concurrently using a
fiber-coupled spectrometer with resolution 0.3 nm.
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The nonlinear Schrödinger equation with the inclusion of material dispersion was
applied to predict temporal splitting of femtosecond-laser pulses inside dielectrics
(Diddams et al., 1998; Zozulya et al., 1999).

Diddams et al. (1998) considered a femtosecond pulse initially focused in both space
and time as the result of strong self-focusing and the associated pulse sharpening. As
the peak intensity increases, the process of self-phase modulation also increases, which
leads to the generation of new frequency components that are red-shifted near the leading
edge of the pulse and blue-shifted near the trailing edge. Because of the positive group-
velocity dispersion in most dielectrics, the wave trains of the laser pulse at different
frequencies were shown to propagate at different speeds, with the red component faster
than the blue, hence initiating pulse splitting.

While the nonlinear Schrödinger equation including normal group-velocity disper-
sion predicts temporal splitting with symmetry, the asymmetrical feature of the splitting
pulses was examined using an equation beyond the slowly-varying-envelope approxi-
mation (Ranka and Gaeta, 1998; Zozulya et al., 1999). Self-steepening and space–time
focusing were found to shift the beam energy into one of the two split pulses formed by
group-velocity dispersion. Similarly, multiphoton ionization and plasma formation were
incorporated into the modified nonlinear Schrödinger equation. The resulting defocusing
and nonlinear absorption of the trailing edge of the pulse tend to push the peak intensity
to the leading edge (Gaeta, 2000).

6.8 Application in the micromachining of glass

Much attention has recently been paid to microfabrication of transparent materials by
ultra-short laser pulses. When a highly intense ultra-short laser beam is focused inside
the bulk of a transparent material, only the localized region in the neighborhood of
the focal volume absorbs laser energy by nonlinear optical breakdown, leaving the rest
of the target specimen unaffected (Schaffer et al., 2001). Many applications taking advan-
tage of this volumetric absorption have been investigated, including three-dimensional
optical storage (Glezer et al., 1996), fabrication of optical waveguides (Davis et al.,
1996; Will et al., 2002), three-dimensional structuring by photo-polymerization (Kawata
and Sun, 2003; Marcinkevicius et al., 2001), and three-dimensional drilling (Li et al.,
2001).

Work on the fabrication of three-dimensional fluidic microchannels in optical glass
using a liquid-assisted, femtosecond-laser ablation process was reported by Hwang
et al. (2004). As shown in Figure 6.41(a), drilling was initiated from the rear surface
to preserve a consistent absorption profile of the laser pulse energy and was followed
by continuous scanning of the laser beam toward the front surface. Efficient removal of
machined debris from fabricated microchannels is a critical issue for achieving holes of
uniform diameters and high aspect ratios. Machining in the presence of a liquid assisted
the ejection of the debris. The scanning speed of the laser pulses and waiting periods
between series of the laser shots were varied to define optimal conditions for removing
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the ablated debris from the channel. Figure 6.41(b) shows examples of fabrication of
straight and bent channels in glass.
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7 Laser processing of thin
semiconductor films

7.1 Modeling of energy absorption and heat transfer in pulsed-laser
irradiation of thin semitransparent films

During transient heating of semitransparent materials at the nanosecond scale, the ther-
mal gradients across the heat-affected zone are accompanied by changes in the complex
refractive index of the material. These changes, coupled with wave interference, modify
the energy absorption, and thus the temperature field, in the target material. These effects
are taken into account in a rigorous manner using thin-film optics theory as outlined in
Chapter 1. Consider for example a silicon layer illuminated by a laser beam of nanosec-
ond pulse duration. The energy absorption in the semiconductor material depends upon
the temperature in the film. For the time scales examined, the temperature penetration in
the structure is small, so the bottom substrate surface remains at the ambient temperature,
T∞. On the other hand, losses to the ambient from the irradiated surface are negligible
compared with the incident laser energy density. Initially the structure is isothermal,
at the ambient temperature. The temperature field in the semiconductor film induces
changes in the refractive index of the material. The semiconductor film is thus treated
as a stratified multilayer structure, composed of N layers of varying complex refractive
index.

The absorption in the mth layer is evaluated thus:

Qab,m = Qlas(t)
dSm

dz
, (7.1)

where S is the local magnitude of the Poynting vector.
The heat transfer in the jth layer is
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+Qab(x, y, z, t, Tj ). (7.2)

The temperature field distribution can therefore be determined. It is mentioned that a
direct method for the computation of the magnitude of the Poynting vector was presented
by Mansuripur et al. (1982).

Transient optical transmission and reflection measurements have been reported for
the investigation of the irradiation of c-Si on sapphire structures on picosecond (Lompré
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et al., 1983) and nanosecond (Jellison et al., 1986) time scales. The development of the
transient temperature field during heating of a 0.2-�m-thick amorphous silicon (a-Si)
film deposited on a fused quartz substrate, by pulsed KrF excimer laser (λ = 0.248 �m)
irradiation was studied (Park et al., 1992). Static reflectivity and transmissivity mea-
surements were used to obtain the thin-film optical properties at the probing diode-laser
wavelength (λ = 0.752 �m) at elevated temperatures. Experimental in situ, transient,
optical transmission data are compared with conductive-heat-transfer modeling results.
The a-Si layer is a strong absorber for the excimer laser light. The energy absorption is
thus given by the simple exponential decay

Qab(z) = (1 − R)Qpke−γ z. (7.3)

In the above expression R is the normal-incidence reflectivity and γ is the absorp-
tion coefficient for the excimer laser light. These properties are virtually temperature-
independent, but the variation with temperature of the complex refractive index of the
a-Si film across the thin film thickness for the probing laser light is taken into account.
The a-Si film is considered stratified in the z-direction in the manner described previ-
ously. The comparison between experiment and model for the laser-beam fluences F =
19.62 and 31.6 mJ/cm2 is shown in Figures 7.1(a) and (b). The calculated peak temper-
ature for the fluence, F = 31.6 mJ/cm2, is approximately 650 K. It is recalled that the
thin-film optical properties have been measured up to this temperature range. At higher
fluences, the agreement is not as close (Figures 7.1(c) and (d)). The effects of the film’s
thermal diffusivity and of the laser pulse shape were found to be relatively unimportant,
but the transmissivity probe is quite sensitive to variations of the film thickness.

7.2 Continuous-wave (CW) laser annealing

Crystalline semiconductor films on insulating substrates can be advantageous for the
fabrication of high-speed electronic devices. The recrystallization can be effected by
radiative sources such as lasers (Celler, 1983), graphite-strip heaters (Fan et al., 1983),
incoherent lamps (Knapp and Picreaux, 1983), and electron beams. The basic process
is zone recrystallization at the microscopic level, resulting in an increase of the crystal
grain size and potential improvement of the electrical-transport properties.

Single-crystalline, thin-film material has been produced in insulated, lithographically
patterned areas, usually of size 20 �m by 100 �m. Electronic devices fabricated using the
material recrystallized by this method have good performance and reliability. However,
consistent control of the crystal-growth orientation has been difficult and the strong
tendency toward deep supercooling and rapid solidification may cause numerous defects.
Stultz and Gibbons (1981), and Kawamura et al. (1982) reported production of single-
crystalline thin silicon strips up to 50 �m wide and of length several centimeters by
shaping the heating source profile to obtain concave solidification fronts. It is therefore
evident that controlled thermal-gradient distribution across the solidification boundary
is essential for oriented crystal growth.

Few experimental temperature measurements have been reported for processes involv-
ing radiative phenomena at high temperatures. In welding, for example, temperature
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Figure 7.1. A comparison between the numerical prediction (smooth solid line) and the
experimental transient transmissivity measurement (noisy signal) for a 0.2-�m-thick
amorphous silicon layer, irradiated with a KrF excimer laser (λ = 0.248 �m). Results are
shown for laser-beam fluences F of (a) 19.62 mJ/cm2, (b) 31.6 mJ/cm2, (c) 46.6 mJ/cm2, and
(d) 67.4 mJ/cm2. The pulse length is t1 = 26 ns. From Park et al. (1992), reproduced with
permission from the American Institute of Physics.

measurements have been given by Kraus (1987). As pointed out by Dewitt and Rondeau
(1989), the development of non-invasive temperature-measurement techniques depends
on accurate knowledge of the radiative properties of the material. This is certainly true
for thin-film laser annealing, where the length scales involved are typically microscopic.
Sedwick (1981) measured the maximum temperature during CW-laser annealing of sil-
icon film by using a modified optical pyrometer. The range of these measurements was
1300–1680 K, with an estimated accuracy of a few tens of degrees. Lemons and Bosch
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(1982) measured the power spectra of the light emitted from molten silicon spots. These
emissive power spectra were then correlated to temperature. This type of analysis is
limited by the measurement resolution and by the insufficiency of our knowledge of
the spectral dependence of the emissivity of silicon at high temperatures. Kodas et al.
(1987) used micrometer-sized thin-film thermocouples made of intersecting nickel and
gold lines embedded in a Si–SiO2 structure to obtain surface temperatures during heat-
ing with a focused laser beam. It was found that the high thermal conductivity of the
thermocouples provides heat-flow paths that greatly alter the induced temperature field.

Time-resolved reflectivity measurements provide a useful non-invasive diagnostic tool
in laser materials processing. A mechanically scanned probing laser beam was employed
(Grigoropoulos et al., 1991b) to obtain spatially resolved reflectivity measurements in
CW laser annealing of thin silicon films. Transient normal-incidence reflectivity mea-
surements were also made (Grigoropoulos et al., 1993). The important parameters in
laser annealing are (1) the shape of the laser-beam irradiance distribution, (2) the laser
beam’s total power, and (3) the material translation speed. Several analytical models
based on Green-function techniques have been used to predict the temperature distribu-
tion in CW-laser-annealed silicon layers at temperatures below the melting threshold. In
an early study, the temperature field induced by a heat source moving over a semi-infinite
silicon layer was given by Nissim et al. (1980). This analysis was extended by Burgener
and Reedy (1982), who constructed an analytical heat-transfer model for thin-film CW
annealing. Temperature distributions in multilayered structures subjected to pulsed irra-
diation by scanning laser sources have been calculated numerically by Mansuripur and
Connell (1982), and using a Fourier-transform method by Anderson (1988). Kant and
Deckert (1991) constructed an analytical model to calculate transient temperature distri-
butions in multilayered optical disks used in magneto-optical recording. In these devices,
the magnetic medium is heated by the laser source beyond the Curie point, a temperature
at which the magnetization of the medium is lost. The Laplace transform in the time
domain and the Fourier transform in the spatial domain were employed to reduce the
transient heat-transfer equation to an ordinary differential equation. A straightforward
numerical treatment entails the enthalpy formulation (e.g. Miaoulis and Mikic, 1986;
Grigoropoulos et al., 1986). The computational predictions of the temperature field
can be converted to the surface reflectivity response to a He–Ne probing laser beam
(Grigoropoulos et al., 1993). As a general remark, all computational models developed
to date assume thermal equilibrium conditions, and employ bulk thermal and radiative
properties. Whereas exact knowledge of the thin-film diffusivity is relatively unimpor-
tant for the CW laser annealing process, which has a characteristic time scale in the
millisecond range, the heat transfer is very sensitive to the thin-film radiative properties
and the corresponding energy absorption.

7.3 Inhomogeneous semiconductor-film melting

An interesting phenomenon in laser melting of thin silicon films is the formation of
microscopic patterns of coexisting solid and liquid regions. This phase coexistence is
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due to the optical response of the semiconductor material to the incident laser-light
irradiation. Experimental evidence has shown that the partial-melting degree of order,
shape and structure, depend on the intensity distribution, wavelength, and polarization of
the laser beam. The abrupt increase in the reflectivity of silicon upon melting may drive a
thermal instability that will be examined first. When the wavelength of the incident laser
light is of the order of the size of the structures formed, the radiant energy absorption is
dominated by wave-optics effects, as will be discussed next.

Lemons and Bosch (1982) were the first to report the coexistence of solid and liquid
phases in thin silicon films irradiated with CW CO2 and Ar+ laser light. Crystallographic
studies by Biegelsen et al. (1984) showed that the initial solid crystallite inclusions in
the liquid phase have (100) texture, thus acting as seeds for the subsequent epitaxial
growth of the semiconductor film on the amorphous substrate. The origin of partial
melting using Ar+-laser light sources (λ = 0.5145 �m) is traced in Figures (7.2(a)–(c))
(Grigoropoulos et al., 1991a). As the incident laser-beam intensity is decreased by
expanding the laser beam, a slight perturbation of the solid–liquid phase boundary is
observed (Figure 7.2(a)). This perturbation develops into capillarity-limited dendritic
penetration of solid crystallites into the molten zone (Figure 7.2(b)) and thereafter to a
partially molten region (Figure 7.2(c)). The observed crystallite size and orientation did
not seem to correlate with the wavelength of the incident laser light in these experiments.

Impurity segregation could in principle cause constitutional supercooling, leading
to melting instabilities. Hawkins and Biegelsen (1983) attributed the film breakup to
the differential increase in reflectivity upon melting. The radiant energy absorbed by a
silicon layer when melted with a light source operating in the visible wavelength drops
by a factor of two, compared with the energy that is absorbed by the solid layer just below
the melting temperature. This significant reduction generates phase-change instabilities
whose origin can be predicted by linear stability analysis as Jackson and Kurtze (1985)
showed in the case of infinitely extensive semiconductor layers melted with sources of
uniform irradiance distribution. Assuming that the partially melted silicon layer forms an
array of periodic, aligned, and alternating solid and liquid stripes, steady-state profiles in
the silicon layer were obtained. These temperature profiles indicate supercooling in the
liquid and superheating in the solid material. Following the linear stability analysis of
Mullins and Sekerka (1964), a small-amplitude perturbation was allowed at the phase-
change interface. It was found that the stabilizing effect of the crystal–melt surface
tension tends to suppress instabilities. The basic physical mechanism implies that, if
a region of instability is encountered, the growth of the perturbations creates further
subdivision until the stripe spacing is small enough. In addition, it was found that the
spacing is relatively insensitive to the laser-beam power. As the power input into the
sample is increased, the planar solid–liquid interfaces within the two-phase mixture
may become morphologically unstable. At a critical value of the heat input, the periodic
lamellar configuration breaks down and a complex array of cellular or periodic patterns
appears. Grigoropoulos et al. (1987a, 1987b) investigated the stability of silicon phase
boundaries melted by scanning laser light sources. It was found that the system stability
is the combined result of competing effects. The differential absorptivity of the solid
and liquid phases in the vicinity of the phase boundaries gives a stabilizing effect
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(a)

(b)

(c)

100 µm

100 µm

100 µm

Figure 7.2. (a) A micrograph of a thin silicon layer during melting, with the laser-beam power
PT = 1.8 W, the silicon layer not moving, and the 1/e irradiance radius wλb = 78 �m. (b) A
micrograph of a thin silicon layer during melting, with the laser-beam power PT = 1.8 W, the
silicon layer not moving, and the 1/e irradiance radius wλb = 84 �m. (c) A micrograph of a thin
silicon layer during melting, with the laser-beam power PT = 1.8 W, the silicon layer not
moving, and the 1/e irradiance radius wλb = 90 �m. From Grigoropoulos et al. (1991a),
reproduced with permission from the American Society of Mechanical Engineers.

by obstructing the growth of long-wavelength disturbances. The increase in surface
reflectivity upon melting generates unstable basic-state temperature gradients that yield
instability for a region of intermediate wavelengths. Finally, the stabilizing effect of
surface tension dominates the short-wavelength disturbance behavior.

A purely thermal analysis is not capable of explaining the preferential orientation of
laser-induced periodic structures in a direction perpendicular to the polarization of the
incident laser light, having a pattern spacing in scale with the laser wavelength. Indeed,
Ehlrich et al. (1983) observed ripple formation in IR (λ = 1.064 �m) and visible,
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frequency-doubled (λ = 0.532 �m) Nd : YAG laser-irradiated Si, Ge, and GaAs. The
transient ripple formation was shown to arise from amplified surface scattering. Surface
periodic structures were also observed by Fauchet and Siegman (1982) in Nd : YAG
(λ= 0.532 �m, pulse duration of 80 ps) laser annealing of crystalline and ion-implanted
Si and GaAs. Nemanich et al. (1983) demonstrated that phase coexistence in silicon
films irradiated with CW CO2 laser light can appear in the form of alternating solid and
liquid stripes. These organized patterns were aligned perpendicularly to the polarization
of the incident laser light, and had a constant periodicity, equal – within the margin of
experimental error – to the laser light wavelength, λ = 10.6 �m. Using a linear stability
analysis, Sipe et al. (1983) showed that shallow surface melt layers cannot sustain
electromagnetic-field perturbations, and breakup has to occur through the thickness
of the silicon layer. Preston et al. (1986a) studied the inhomogeneous phase patterns
in silicon films irradiated with CW CO2 laser light. They argued that the formation
of aligned and alternating patterns could be explained by the interference shielding
effects caused by the difference between the optical properties of the solid and liquid
silicon phases. In a related study, Young et al. (1983) reported detailed experimental
investigations on the periodic damage structures that were produced on solid, bulk Ge,
Si, Al, and brass surfaces when they were irradiated by pulsed laser beams of wavelength
λ= 1.06 and 0.532 �m. These results were compared with the theory developed by Sipe
et al. (1983). It was verified that both the laser-induced and the initial sample roughness
play a major role in the inhomogeneous energy deposition and subsequent evolution of
the laser-melting formations.

Preston et al. (1987) showed that the response of the surface to normally incident
radiation can be approximated by a uniform polarization within the solid regions and
current distributions at the vacuum–melt and melt–substrate interfaces. The energy
deposition in the molten regions was found to be higher than that in the solid regions.
The details of this theoretical model, which is applicable to both periodic and nonperiodic
microstructures with length scales comparable to, or less than, the wavelength of the
incident laser light, were described by Preston et al. (1989). It was further shown by
Preston et al. (1986b) that the ordered and disordered molten structures reflect different
levels of balance between the absorption of laser energy by the semiconductor material
and the heat flow from the illuminated region. Dworshack et al. (1990) examined effects
of the angle of incidence of the laser beam, reporting observations and analytical studies
of partial-melting morphologies that are formed in thin silicon films melted by TE- and
TM-polarized CO2 laser light.

Radiatively induced partial melting involves dendritic-growth phenomena that are
driven and controlled by the coupling of electromagnetic radiation with coexisting
phases. Little known, yet important, physical quantities, such as surface free ener-
gies and contact angles in bounded thin-film systems, can be studied at the micro-
scopic level. From a theoretical point of view, it is a challenge to explain the observed
selection of melting pattern and crystalline growth using the tools of nonlinear sta-
bility analysis. The study of scattering and diffraction of electromagnetic radiation
caused by rough film surfaces and composite film structures is also relevant to this
research.
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7.4 Nanosecond-laser-induced temperature fields in melting and
resolidification of silicon thin films

Excimer-laser crystallization is an efficient technology for obtaining high-performance
poly-Si TFTs for advanced flat-panel-display applications. In order to improve both the
device performance and uniformity, high-quality poly-Si films with controlled grain size
and location are required. To accomplish this objective, several methods (Im and Sposili,
1996; Sposili and Im, 1996; Kim and Im, 1996b; Aichmayr et al., 1999; Ishihara and
Matsumura, 1997) utilizing spatially selective melting and lateral temperature modu-
lation have been devised. A melt-mediated transformation scenario (Im et al., 1993;
Wood and Geist, 1986a, 1986b; Wood et al., 1996) suggesting that the recrystallized Si
morphology is determined by several complex phase transformations has been proposed.
Optical diagnostic methods are appropriate for non-intrusively monitoring the melting
and recrystallization phenomena. Since the optical properties depend on temperature and
phase state, the reflectivity and transmissivity are good probing indicators of the laser
annealing process. Analysis of time-resolved reflectivity data during the laser heating
of silicon and germanium was used to determine the onset of melting and the melting
duration (Stiffler and Thompson, 1988; Jellison et al., 1986). For understanding the
solidification mechanism, it is crucial to quantify the transient temperature field.

7.4.1 Explosive recrystallization

A variety of interesting recrystallization phenomena develops during the pulsed-laser
annealing of a-Si samples. At low energy densities, fine-grained polycrystalline sili-
con is observed. Thompson et al. (1984) subjected a-Si films on sapphire substrates to
ruby-laser pulses (λ = 694 nm) and measured simultaneously electrical-conductance
transients that are indicators of the melt depth and the reflectance response to Ar+-laser
(λ = 488 nm) probing. The reflectivity traces provided evidence of melt develop-
ment inside the sample, while cross-sectional transmission electron microscopy (TEM)
revealed formation of a coarse-grained poly-Si layer over a fine-grained layer. Thomp-
son et al. (1984) explained the experimental results by suggesting the occurrence of
explosive crystallization (EC) inside the sample. At low energy densities, the laser
energy melts only a thin primary liquid layer near the surface. As this liquid solidifies as
poly-Si, the latent heat released from the liquid raises the temperature of the resolidified
poly-Si above the melting point for amorphous silicon (presumed to be hundreds of
kelvins below the equilibrium melting point for crystalline silicon) and the underlying
a-Si begins to melt. This thin liquid layer is severely undercooled and can only resolidify
to fine-grained material. The velocity of the explosive melt front was estimated to lie
between 10 and 20 m/s.

Wood and Geist (1986a, 1986b) constructed a numerical model including under-
cooling, interface kinetics, and nucleation in heat-flow calculations to interpret the
experimental results outlined above. The origin of the EC process was examined by
Murakami et al. (1987). Their samples were 600-nm c-Si layers on sapphire, amor-
phized by implantation with high-energy Zn+ ions and subjected to ruby-laser pulses.
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Transient optical-reflectance measurements were performed simultaneously from the
front and back sides, at the He–Ne laser wavelengths 633 and 1152 nm. Figure 7.3
shows the reflectance signals for the laser fluence F = 0.08 J/cm2 that were interpreted
using thin-film-optics calculations. While the front-side reflectance corresponds to a
maximum surface melt depth of only 7 nm, the back-side reflectance trace clearly shows
interference features. Such features would have to be generated by a l-Si–a-Si interface
propagating to a maximum melt depth of 80–100 nm. Since this depth is much larger
than the thickness of 7 nm measured by determining the front-side reflectance, it is
reasonable to infer that the fringes are created by the interface a buried self-propagating
l-Si layer forms with the underlying a-Si. Furthermore, the onset of EC is estimated
to occur at point c in Figure 7.3, when the undercooled surface liquid layer is only
3 nm thick. At the time instant d of the maximum buried interface depth, the front-side
reflectance still showed evidence of surface melting. After the end of the EC process,
the reflectivity drops to e and f when the thin layer solidifies. A velocity of about 14 m/s
could be estimated for the propagation of the buried interface.

7.4.2 Interface kinetics

The nonequilibrium phase transformations of semiconductors upon rapid laser irradia-
tion of nanosecond and shorter duration are determined by the departure of the interface
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temperature from the equilibrium melting temperature. Upon melting, the interface
should in principle exhibit overheating, Ti > Tm, whereas undercooling, Ti < Tm, drives
the solidification process. The fundamental nature of the phase-transformation process
is in essence specified by the interface response function, Vi = V(Ti). Various numerical
and experimental studies have been conducted to deduce the interface response function,
but a definitive description has yet to be established. In the molecular-dynamics study by
Kluge and Ray (1989), the Stilliger–Weber potential was utilized to analyze the (001)
solidification of crystalline silicon. At not too high a deviation from the equilibrium
melting point, the slope of the response function was found to be –9.8 K m−1 s.

As detailed by Stolk et al. (1993), the interface response function can be analyzed via
two alternative approaches. In the transition-state theory (TST), the transitions between
the solid and liquid phases are assumed to occur via an intermediate state, introducing a
barrier to U(T). In the diffusion-limited theory (DLT), the interface velocity is assumed
to be related to the diffusivity of atoms in the liquid phase. Both descriptions result in a
kinetic relation for the interface velocity of the form

U (Tint) = c exp

(
− Qact

kBTint

)[
1 − exp

(
−�gB,ls

kBTint

)]
, (7.4)

where �gB,ls is the difference in Gibbs free energy per atom between the liquid and the
solid, and Qact is an activation energy. The kinetic prefactor, c = fω0d, where ω0 is an
attempt frequency, d a distance over which the interface moves for a successful jump,
and f the fraction of active sites at the interface. In the collision-limited model of TST
the maximum freezing velocity is fundamentally limited by the sound velocity cs in the
solid. For c-Si, cs = 8433 m/s. In the DLT, the collision frequencies at the interface are
presumed limited by the diffusion of atoms in the liquid. In this case, Qact represents
the activation energy for self-diffusion of atoms in the liquid near the interface, and the
attempt frequency ω0 = D0/λ

2, where λ is a characteristic distance for diffusion and D0

is the prefactor in the equation for the diffusion constant,D(T ) = D0 exp[−Qact/(kBT )].
An experiment was devised by Stolk et al. (1993) to determine the interface velocities

for crystalline- and amorphous-solid–liquid-silicon transformations, Uc(T) and Ua(T),
respectively. Samples consisting of c-Si/a-Si/c-Si layer structure were produced by ion
implantation, with a 420-nm-thick amorphous layer buried underneath a 130-nm-thick
single-crystalline layer. The structure was subjected to irradiation by a single ruby-laser
(λ = 694 nm) pulse of FWHM pulse duration 32 ns and the transient optical-reflectivity
response to probing by an AlGaAs laser operating at the near-IR wavelength λ =
825 nm was monitored in situ. Since the melting temperature of amorphous silicon is
lower than the melting temperature of crystalline silicon, melting is initiated in the buried
a-Si layer. The undercooled liquid phase will crystallize at the top c-Si layer. Because
the latent heat of amorphous silicon is lower than the latent heat of crystalline silicon,
the net transformation is exothermic, thereby promoting deeper melting of the buried
a-Si via the self-sustained EC mechanism. The rapid motion of the advancing melting
front creates interference of the reflected probing beam. By observing the fringe pattern
generated, the EC velocity was estimated to be about 17.8 m/s. Figure 7.4 depicts the
interface response functions of c-Si and a-Si that are consistent with the constraints
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analysis.

derived from the experimental observations. These constraints are as follows. (1) Both
Ucryst and Uam are equal to zero at the equilibrium melting temperatures Tmcryst and
Tmam. Tmam is assumed to be about 200 K lower than Tmcryst. (2) By further assuming that
during epitaxial EC the freezing c-Si/l-Si and the melting l-Si/a-Si interfaces propagate
at the same velocity, it is deduced that Ucryst(Tint) = 17.8 m/s and Uam(Tint) = −17.8 m/s.
(3) Since the freezing of l-Si on Si(100) transforms from crystallization into amorphous
growth if the interface velocity exceeds 15 m/s, it is inferred that the curves depicting
the interface response functions must cross at 15 m/s and at a temperature below Tmam.
(4) Because the amorphization velocity in picosecond-laser irradiation of crystalline sili-
con saturates at 25 m/s (Bucksbaum and Bokor, 1984), it is inferred that the a-Si interface
response function attains a maximum at 25 m/s. Aided by numerical simulations, Stolk
et al. (1993) showed that the TST model is likely to be invalid, and determined that the
experimental data were consistent with the DLT model. The activation energy Qact in the
DLT model would be in the range 0.7–1.1 eV. This is high compared with the activation
energy for self-diffusion in metals, implying that l-Si does not exhibit a purely metallic
behavior. This hypothesis is supported by molecular-dynamics simulations (Stich et al.,
1989), which suggested that l-Si has a lower average coordination number than do most
liquid metals, due to persistence of covalent bonding in the liquid phase. It is also argued
that the solid in the vicinity of the interface would tend to cause local ordering in the
liquid, hence increasing the barrier to self-diffusion.

7.4.3 Experimental diagnostics

In situ experiments combining measurements of time-resolved (∼1 ns) electrical conduc-
tance and optical reflectance and transmittance at visible and near-IR wavelengths with
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thermal-emission measurements have been conducted to analyze the temperature history
and the dynamics of melting and resolidification in thin amorphous and polycrystalline
Si films (Hatano et al., 2000). Time-resolved electrical-conductance measurement is
utilized for obtaining the melting duration, the melt depth, and the solid–liquid-interface
velocity. Spectrally resolved pyrometry based on Planck’s blackbody-radiation inten-
sity distribution enabled measurement of the transient temperature during the phase-
transition process. Hence, the origin of the recrystallized material morphologies that
critically depend on the applied laser energy density could be identified.

A schematic diagram of the experimental system indicating the various diagnos-
tic probes is shown in Figure 7.5(a). The sample consists of a 50-nm-thick a-Si film
deposited onto a fused-quartz substrate by LPCVD. A pulsed KrF excimer laser (wave-
length λ= 248 nm, FWHM 25 ns) is utilized for heating the sample. Figure 7.5(b)
shows the experimental setup for temperature measurement by detecting the transient
thermal emission (Chen and Grigoropoulos, 1997). Emitted radiation is focused by two
short-focal-length lenses onto a fast InGaAs photodetector with a rise time of 3 ns. The
temperature history of the liquid–solid phase-change process is obtained by measur-
ing the thermal-emission signals on the basis of Planck’s blackbody-radiation intensity
distribution law:

eλb = 2πC1

λ5

1

exp[C2/(λT )] − 1
, (7.5)

where eλb is the blackbody emissive power, C1 = 7.9555 × 107 W �m4/m2, and C2 =
1.4388 × 104 K �m. The thermal-emission signal collected by the detector can be
expressed by

Id(T ) = R�A

π

∫ λ2

λ1

∫ φ1

φ1

∫ θ2

θ1

ε′
λ(λ, θ, φ, T )τ (λ)G(λ)eλb(λ, T )dθ dφ dλ, (7.6)

where T is the temperature, θ and φ are the polar and azimuthal angles, λ is the
wavelength, R� is the impedance of the oscilloscope (50 �), A is the area on the sample
which is sensed by the detector, ε′

λ(λ, θ, φ, T ) is the spectral directional emissivity, τ (λ)
is the transmissivity of the two lenses, andG(λ) is the wavelength-dependent responsivity
(A/W) of the InGaAs detector. To obtain the emissivity, the reflectivity and transmissivity
data are used to calculate the absorptivity. Invoking Kirchhoff’s law (Siegel and Howell,
1992), the spectral directional absorptivity is set equal to the emissivity. The specular
front reflectivity, R′

λ, and transmissivity, τ ′
λ, were measured to obtain the emissivity

(ε′
λ = 1 − R′

λ − τ ′
λ) at the wavelength λ= 1.52 �m of the IR He–Ne laser. The transient

reflectivity and transmissivity (Jellison et al., 1986) were also measured to determine
the melt duration. A CW He–Ne laser (λ = 633 nm) is used as the probing light source;
the signals are focused onto the fast silicon p–n photodiode with nanosecond response
time. The reflectivity increases and the transmissivity decreases during melting, since
liquid Si has a higher reflectivity than does solid Si. The back-side reflectivity at the
wavelength λ= 633 nm is measured at the incidence angle of 45◦ as an additional
probe of the solidification process. Time-resolved electrical-conductance measurement
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Figure 7.5. (a) A schematic diagram of the in situ diagnostic probes; (b) the experimental setup
for measuring the thermal emission. The IR He–Ne laser is used for measuring the front-side
reflectivity (as shown in the figure), transmissivity, and emissivity. From Hatano et al. (2000),
reproduced with permission from the American Institute of Physics.
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Figure 7.6. Dependences of the maximum temperature and melt depth on the laser fluence. From
Hatano et al. (2000), reproduced with permission from the American Institute of Physics.

(Galvin et al., 1982) is applied in order to obtain the melt duration, melt depth, and
solid–liquid-interface velocity. The molten Si produces an abrupt rise in the conduction
electron density such that the electrical conductivity reaches values typical of liquid
metals. The electrical conductivity of molten Si (75 �−1 cm−1) is much higher than that
of solid Si (0.3 �−1 cm−1) (Glazov et al., 1969). Consequently, the total conductance of
the Si is drastically increased due to the presence of a molten layer.

The dependence of the maximum melt depth on the laser fluence and the variation
of the maximum temperature are shown in Figure 7.6. The conductance signal is essen-
tially representative of the volume fraction of the liquid phase. For convenience, the
melt depth is used as an indicator of the volume of liquid Si. The temperature is inte-
grated over the absorption depth at the near-IR wavelength. The threshold fluence for
surface melting is at 155 mJ/cm2, while complete melting occurs at 262 mJ/cm2. In
the partial-melting regime that lies between these values, the melt depth increases with
laser fluence. Since the absorbed laser energy in excess of the level needed for surface
melting is consumed by the latent heat of phase change from solid a-Si to liquid, the
maximum temperature remains nearly constant. The constancy of the measured value is
subject to the condition that the melt depth exceeds the absorption depth in liquid silicon,
which in the near-IR wavelength range is about 20 nm. This is the reason why the mea-
sured temperature rises at the fluence of 179 mJ/cm2. In the complete-melting regime,
the temperature increases with fluence, since the excess laser energy density beyond the
threshold for complete melting is used to heat the liquid Si, consequently raising the
peak temperature.

Figure 7.7 shows the relationship between the average grain size of recrystallized
Si and the maximum temperature attained as a function of the laser fluence. The grain
size strongly depends on fluence and therefore on the temperature history and the
solid–liquid-interface velocity. Accordingly, the grain-size variation follows closely
the regimes defined via both the conductance and temperature measurements. In the
low-fluence range that corresponds to the partial melting regime, SEM shows a small but
gradual increase in grain size with fluence. In the high-fluence range, which corresponds
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Figure 7.7. Dependences of the maximum temperature and average grain size on the laser fluence.
From Hatano et al. (2000), reproduced with permission from the American Institute of Physics.

to the complete-melting regime, a dramatic reversal of the recrystallized microstructure
is observed, even with only a slight increase in fluence. In the “near-complete”-melting
regime, i.e. in the transition zone from partial melting to the complete-melting regime, a
substantially enlarged grain size is obtained (Im and Sposili, 1996). As the radiant laser
energy increases, the silicon layer becomes completely molten and the melting duration
is elongated. This is clearly observed in the reflectivity and transmissivity traces. Two
bumps, aligned with the melting and crystallization transitions and separated by a flat
region, are shown in the emissivity curve displayed in Figure 7.8(a). The existence of the
flat region indicates that the optical properties of liquid silicon do not depend strongly
on the temperature variation. The constant emissivity value of about 0.15 matches
well the value of 0.156 obtained from thin-film-optics calculations using the measured
data. Substantial supercooling, followed by nucleation, is inferred by examining the
temperature and melt-depth transients shown in Figure 7.8(b). The molten Si cools very
rapidly, as shown in the transient temperature signal. Owing to the lack of heterogeneous
nucleation sites, the melt is forced to experience substantial supercooling (Figure 7.8(b)).
Accordingly, the transient temperature exhibits a dip in the neighborhood of 60–70 ns,
which exactly coincides with the end of the full melting. The temperature dip is therefore
interpreted as preceding the onset of homogeneous nucleation in supercooled liquid Si.
The supercooling prior to nucleation is by about 230 K lower than the equilibrium
melting point, hence triggering nucleation. Upon the inception of solidification, latent
heat is released, raising the temperature of the film up to the melting point. Following this
recalescence, growth of the solid continues as heat is being conducted into the substrate.
The rate of nucleation increases in the deeply supercooled liquid and the homogeneous
nucleation process results in a fine-grain recrystallized structure.

7.4.4 Recrystallization of poly-silicon versus amorphous silicon

The melting behavior for a-Si versus poly-Si as initial material was determined by
examining the melting duration and melt depth extracted from transient conductance
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The laser fluence F = 365 mJ/cm2 generates complete melting. From Hatano et al. (2000),
reproduced with permission from the American Institute of Physics.

measurements and is shown in Figure 7.9. The threshold fluences for surface melting,
Ft, and complete melting, Fc, are lower for the a-Si film than for the poly-Si film.
Both the melting duration and the melt depth in the poly-Si film are smaller than their
counterparts for the a-Si film at the same fluence. These effects are mainly caused by the
difference in melting point and thermal conductivity between a-Si and poly-Si material.
Figure 7.10 compares the measured peak temperature values for a-Si and poly-Si. The
melting temperature for poly-Si exhibits a plateau slightly below 1700 K. It is noted that
the equilibrium melting temperature of crystalline silicon is 1685 K. It is verified that
nanosecond-laser-heated a-Si melts at a temperature about 100–150 K lower than does
crystalline Si.

7.5 Nucleation in the supercooled liquid

The rapid quenching of the liquid-silicon pool is inevitable due to the nanosecond time
scale of a laser pulse. Owing to the thinness of the a-Si film (∼50 nm) and the short
laser pulse, most of the heat is conducted to the substrate, with minimal convection
and radiation heat losses. During the time scale of a few tens of nanoseconds for
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a laser pulse, the thermally affected zone in the poorly conducting substrate is not
established. The liquid-silicon pool tends to be supercooled as revealed in the emission-
temperature measurement. When the melt is supercooled below its equilibrium melting
temperature, the driving force for crystallization is dramatically enhanced due to the
Gibbs free-energy difference, which increases with the degree of supercooling (Herlach,
1994).

The concept of nucleation has satisfactorily explained the growth of materials in
many metastable phase transformations. Particles of a new phase are assumed to form
and change in size by statistical fluctuations. Particles reaching the critical size required
for continuous growth can attain appreciable dimensions at the expense of the parent
matrix and are called nuclei. Particles of sub-critical size will be called embryos in order
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Figure 7.11. Measured dependences of the nucleation temperature and the peak temperature on
the laser fluence. The 50-nm-thick a-Si film is melted by a single KrF excimer-laser pulse. From
Moon et al. (2002), reproduced with permission from the American Society of Mechanical
Engineers.

to differentiate them from nuclei. The interface between a solid embryo and surrounding
supercooled liquid implies an activation barrier. With increasing supercooling, the Gibbs
free-energy difference increases and exceeds the energy barrier so that an embryo can
be transformed into a solid nucleus. The growth of embryos over the free-energy barrier
is called thermal nucleation.

If the temperature change is rapid during phase transformations, the distribution of
embryos cannot change significantly, because there is insufficient time for them to
shrink or grow to a steady-state concentration. The term athermal nucleation refers
to the process whereby an embryo becomes a nucleus as a consequence of a shrink-
ing critical size. According to classical nucleation theory, the athermal and thermal
mechanisms constitute two distinct nucleation paths through which sub-critical clus-
ters can become supercritical (Fisher et al., 1948). It is apparent that, when a liquid is
quenched, the temporal reduction in critical cluster size that accompanies the cooling of
the liquid can lead to athermal nucleation of solid matter. The specific details of solid
nucleation in a supercooled liquid can influence the rates and conditions of the trans-
formation itself, as well as determine the phase and the microstructure of the resulting
material.

As shown in Figure 7.8(b), the occurrence of nucleation in the supercooled liquid after
rapid quenching is manifested by a pronounced temperature dip. Figure 7.11 shows that
the nucleation temperature extracted from the transient traces is almost constant with
respect to the laser fluence. It is noted that at the fluence of 224 mJ/cm2 the melt depth is
40 nm. Since the absorption depth in the liquid silicon over the IR wavelength range is
around 20 nm, the emission measurement of the temperature of liquid silicon is valid only
when the melt depth exceeds the absorption depth. Moreover, the thermal conductivity
of liquid silicon is known to be close to that of a metal. Thus, the temperature profile in
the liquid-silicon film is almost uniform over the entire liquid film. The measured data
exhibit initiation of nucleation at a constant temperature level.
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Figure 7.12 depicts the quenching rate during the cooling process. The quenching
rate is taken as the temporal slope of an imaginary line connecting the peak tem-
perature with the corresponding nucleation temperature. The quenching rate increases
in the full-melting regime, i.e. for laser fluences greater than 262 mJ/cm2. Im et al.
(1998) modeled the relationship between the quenching rate and the degree of super-
cooling (Figure 7.13). This diagram distinguishes three regimes: (i) the domain domi-
nated by athermal nucleation, (ii) the region dominated by the thermal mechanism, and
(iii) the domain where both mechanisms operate. The measured quenching rate in the
full-melting regime belongs to the athermal-nucleation domain. However, in the case of
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Figure 7.14. Node-temperature evolution in a single simulation showing maximum, minimum,
and average temperatures in the film. The histogram corresponds to nucleation events that
occurred during the transformation. (b) Some nucleation events, plotted as individual points at
the time and temperature of occurrence. From Leonard and Im (2001), reproduced with
permission from the American Institute of Physics.

partial melting, the main nucleation mechanism is thermal. In athermal nucleation, the
shrinking of the critical size of a nucleus lowers the energy barrier. When this happens
through a rapid quenching rate, quasi-crystalline structure tends to be formed. This
argument could explain the formation of microcrystalline silicon in the full-melting
regime in the laser-annealing process. In the partial-melting regime, where the ini-
tial melt depth is shallow, explosive crystallization is responsible for the formation of
poly-silicon grains. In contrast, a larger crystal size is produced under near-complete-
melting conditions via thermal nucleation.

A stochastic model for simulating nucleation of solids in supercooled liquid was con-
structed by Leonard and Im (2001). Heterogeneous nucleation is possible in nodes con-
taining catalytic interfaces. The simulation considered only homogeneous nucleation,
catalyzed at the l-Si–SiO2 interface. Figure 7.14(a) shows the maximum, minimum,
and average temperatures within the Si film together with a histogram of the nucle-
ation events. As Figure 7.14(b) shows in more detail, the aforementioned nucleation
mechanism takes effect over a considerable time period and temperature range. As the
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transformation proceeds, the film temperature increases, though it remains below the
equilibrium melting temperature. Even though the assumed mechanism of nucleation at
the l-Si–SiO2 interface is not precisely defined and supported by experimental evidence
or physical arguments, the essence of the model could be expanded to accommodate
homogeneous nucleation and eventually treat complex problems of practical relevance,
including lateral crystal growth.

7.6 Lateral crystal growth induced by spatially modified irradiation

Conventional excimer-laser crystallization (ELC) can produce grains of diameter hun-
dreds of nanometers depending on the thickness of a-Si film irradiated. However, the
processing window for the conventional technique is narrow because large grains can
be obtained only in the so-called superlateral-growth (SLG) regime wherein the film is
nearly fully melted so that the remaining solid silicon particles on the substrate surface
act as seeds for grain growth. In addition, the grain size produced by conventional ELC
is highly nonuniform, with randomly oriented grain boundaries that result in nonuni-
form device characteristics. Therefore recent research efforts on ELC have been focused
on developing spatially controlled crystallization methods. Several methods have been
shown to give laterally oriented grain growth. These methods include the use of a beam
mask (Im and Sposili, 1996), diffraction mask (Ishikawa et al., 1998), anti-reflective
coating (Kim and Im, 1996b), phase-shift mask (Oh et al., 1998), and the interference
effect induced by a frequency-doubled Nd : YAG laser (Aichmayr et al., 1999). The
working principle in all these techniques relies on shaping the laser-energy profile that
is irradiated onto an a-Si sample.

Figure 7.15(a) displays the experimental concept utilized for shaping the beam pro-
file via a mask possessing a step-wise phase-shift (Oh et al., 1998). The calculated
normalized intensity distribution (I/Ipk) as a function of the distance from the phase-
shift step is displayed in Figure 7.15(b) for various phase-shift angles. Figure 7.16
depicts the SEM image obtained by using a phase-shift mask with θ = 53◦ and mask
separation of 0.4 mm. For the incoming KrF (λ = 248 nm) laser intensity of Ipk =
900 mJ/cm2 and substrate temperature of 500 ◦C, grains as long as 7 �m were pro-
duced in 200-nm-thick a-Si films that had been deposited onto 850-nm-thick SiO2 on
silicon.

In the laser interference experiment performed by Aichmayr et al. (1999) single
Nd : YAG laser pulses at λ= 532 nm were utilized to generate interference patterns on the
surface of 300-nm-thick a-Si films. The grating period of the sinusoidal patterns is related
to the laser wavelength λ and the angle of incidence θ via λ/(2 sin θ ). For appropriate
laser intensities, the a-Si film melts and crystallizes only around the interference maxima.
At low laser intensities the grain-size distribution produced exhibits the trends typically
displayed in large-area annealing. At higher laser intensity, namely 400 mJ/cm2, with a
grating period of 5 �m, lateral growth was obtained (Figure 7.17). A 1-�m-wide strip
of amorphous material remains between the recrystallized stripes (region A). A narrow
stripe of small-grain material, of width 280 nm, can be distinguished in region B. The
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Figure 7.15. A schematic diagram of the phase-mask excimer-laser crystallization (PMELC)
method. From Oh et al. (1998), reproduced with permission from the Institute of Pure and
Applied Physics.

1 µm

Figure 7.16. The top view of the crystallized Si film for the case of a mask–sample separation of
0.4 mm, θ = 53◦, and Ipk = 900 mJ/cm2. From Oh et al. (1998), reproduced with permission
from the Institute of Pure and Applied Physics.
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Figure 7.17. (a) Atomic-force microscopy (AFM) and (b) TEM micrographs of a sample
fabricated by laser-interference crystallization with a pulse energy of 200 mJ/cm2 per beam and a
period of 5 �m. The micrograph in (b) is an enlargement of the picture in the upper panel.
Fine-grained material on the edges of the line (labeled B) is now flanked by long grains (labeled
C), oriented toward the center of the lines and reaching lateral dimensions of almost 2 �m. The
protrusions in the middle of the line appear flat due to the saturation of the AFM signal. From
Aichmayr et al. (1999), reproduced with permission from the American Institute of Physics.

most striking feature is the growth of long grains, of length up to 1.7 �m, extending
from the boundary of region B toward the middle of the line.

To extend the grain size, Im et al. (1998) applied sequential lateral solidification by
translating the sample along the lateral growth direction. Chevron-shaped beamlets tend
to produce a single-grain central region (containing sub-boundaries) since the grain
nucleated at the apex of the pattern tends to expand in all directions (Figure 7.18). In
contrast, straight slits tend to produce high-angle boundaries normal to the advancing
solidification front. This expectation is verified in the results displayed in Figure 7.19.
Furthermore, the central portion of the chevron-processed single-crystal region is made
free of sub-boundaries and other defects.

In order to induce lateral grain growth, a fluence gradient must be enforced such
that the a-Si film is completely melted in the area exposed to higher laser fluence
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(a)

(b)

Figure 7.18. A schematic diagram showing the sequential-lateral-solidification microstructure for
(a) a straight-slit and (b) a chevron-shaped beamlet. The arrow shows the solidification direction.
From Im et al. (1999), reproduced with permission from Wiley-Interscience.

and partially melted in the adjacent area exposed to lower laser fluence. Under this
condition, grains grow laterally toward the completely molten region. The lateral grain
growth will eventually be arrested either by collision with lateral grains grown from the
other side or by spontaneous nucleation triggered in the severely supercooled pool of
molten silicon. Evidently, higher fluence gradients drive steeper temperature gradients.
Since it takes a longer time for the hotter molten-silicon region to cool down to the
temperature for spontaneous nucleation, the lateral grain growth can continue out to a
longer distance. The relationship between the fluence gradient and the lateral growth
length was demonstrated in Lee et al. (2000). The dependence of the lateral growth
length on the fluence gradient is shown in Figure 7.20. The error bar associated with
the lateral growth length stemming from statistical variations and the uncertainty of the
measurements is about ±50 nm. The lateral growth length is almost constant at about
500 nm for fluence gradients below 80 mJ/cm2 �m but increases rapidly as the laser
fluence gradient increases further. The directionality of the lateral grains is also improved
by increasing the fluence gradient. Lateral grains of length about 1.5 �m can be obtained
in a 50-nm-thick a-Si film by a single excimer-laser pulse without any substrate heating
under a high fluence gradient (Figure 7.21).

A qualitative solidification model as depicted by the simplified one-dimensional tem-
perature profiles shown in Figure 7.22 was proposed. Figure 7.22(a) represents the
temperature distribution at times when the phase boundary advances toward the liquid
region. The interface is at the highest temperature “Tint” because of the release of latent
heat due to lateral solidification at the interface. The temperature of the bulk liquid
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Figure 7.19. Optical micrographs of defect-etched sequential-lateral-solidification-processed film.
(a) Low magnification. The arrow shows the solidification direction and the magnitude of the
translation. (b) High magnification, dark-field image, with dotted lines demarkating the
boundaries between the single-crystalline and columnar-crystal regions. From Im et al. (1999),
reproduced with permission from Wiley-Interscience.
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Figure 7.20. The dependence of the lateral growth length on the fluence gradient for a
50-nm-thick a-Si film. From Lee et al. (2000), reproduced with permission from the American
Institute of Physics.

Figure 7.21. A lateral growth length of about 1.5 �m is obtained under a high fluence gradient.
From Lee et al. (2000), reproduced with permission from the American Institute of Physics.

is at a supercooling temperature “Tsc” that is below the melting point but above the
spontaneous-nucleation temperature “Tn.” As time progresses, the bulk-liquid super-
cooling temperature “Tsc” drops below the spontaneous-nucleation temperature “Tn”
(Figure 7.22(b)). At this point, spontaneous nucleation begins in the bulk liquid, trig-
gering solidification. However, the interface is still at the highest temperature “Tint”
due to continuous release of latent heat at the interface by lateral solidification. As
time proceeds beyond point “b,” a second solid–liquid interface is produced because
of spontaneous nucleation and solidification in the bulk liquid (Figure 7.22(c)). Owing
to release of latent heat at the second interface, the temperature is raised to “Tint2.”
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Figure 7.22. A simplified representation of the one-dimensional temperature distribution
indicating the evolution of the crystal-growth process. From Lee et al. (2000), reproduced with
permission from the American Institute of Physics.

The resulting temperature distribution is shown in Figure 7.22(c), with lateral grains
on the left due to lateral solidification and fine grains on the right due to spontaneous
nucleation, confining the liquid-silicon pool. Finally, the two interfaces meet when the
solidification ends (Figure 7.22(d)). Utilizing transient-conductance measurements, a
lateral-solidification velocity of about 7 m/s was obtained, this being consistent with this
phase-transformation sequence.

It is evident that lateral growth is limited by spontaneous nucleation in the bulk liquid.
If spontaneous nucleation could be suppressed or delayed, the lateral growth would
continue out to a longer distance, hence producing longer lateral growth. In the case of a
high fluence gradient, the temperature increases rapidly from the partially molten region
toward the completely molten region. The higher local temperature in the completely
molten region implies a correspondingly longer time being taken to reach the deep
supercooling required for spontaneous nucleation. Therefore the increase in nucleation
time, i.e. the time elapsed from the beginning of the lateral growth until the inception
of spontaneous nucleation, is a crucial parameter for lateral growth. The success at
producing long lateral grains for the 50-nm-thick a-Si films by imposing a high fluence
gradient is mainly attributed to this effect.

In order to visualize the dynamics of the liquid–solid interface during lateral grain
growth, high-spatial- and temporal-resolution laser flash photography was employed
(Lee et al., 2001a; Xu et al., 2006). A schematic diagram of the experimental setup for
flash laser photography is shown in Figure 7.23. Since the reflectivities of a-Si (∼50% at



A
r+  

La
se

r 
(λ

 =
 5

14
n

m
)

N
d

:Y
LF

 L
as

er
 (

λ 
= 

52
4 

n
m

)

D
ye

 L
as

er
 (

λ 
= 

44
0 

n
m

)

S
am

p
le

 

C
C

D
 C

am
er

a

Jo
u

le
m

et
er

Fi
lt

er
 

A
co

u
st

o
-o

p
ti

ca
l 

M
o

d
u

la
to

r

D
el

ay
 G

en
er

at
o

r 

P
h

o
to

d
et

ec
to

r 
Jo

u
le

m
et

er

P
h

o
to

d
et

ec
to

r

P
h

o
to

d
et

ec
to

r 

O
sc

ill
o

sc
o

p
e

M
ir

ro
r

Le
n

s
B

ea
m

sp
lit

te
r

K
n

if
e

E
d

g
e

La
se

r-
B

ea
m

 P
at

h
C

ab
le

 P
at

h

38
 µ

s
2 

µs

A
r-

io
n

 la
se

r 

N
d

:Y
LF

 p
u

ls
e

(a
)

(b
)

(c
)

Fi
gu

re
7.

23
.

(a
)

A
sc

he
m

at
ic

di
ag

ra
m

of
th

e
ex

pe
ri

m
en

ta
ls

et
up

of
la

se
r

fla
sh

ph
ot

og
ra

ph
y

fo
r

pr
ob

in
g

th
e

do
ub

le
-l

as
er

re
cr

ys
ta

lli
za

tio
n

pr
oc

es
s;

(b
)

a
gr

ap
h

in
di

ca
tin

g
th

e
tim

in
g

of
th

e
su

pe
rp

os
ed

pu
ls

es
;a

nd
(c

)
a

SE
M

m
ic

ro
gr

ap
h

ex
hi

bi
tin

g
la

rg
e

po
ly

cr
ys

ta
ls

.F
ro

m
X

u
et

al
.(

20
06

),
re

pr
od

uc
ed

w
ith

pe
rm

is
si

on
fr

om
th

e
A

m
er

ic
an

In
st

itu
te

of
Ph

ys
ic

s.



Cross-Section View (a)

Laser beams

a-Si
Quartz

Gate

Quartz

Al
SiO2

Gate

Source Drain

Quartz
Source Drain

D

G

S

S

Top View

D

Collision line of

(b)

poly-Si Grain boundary

500 nm

1.5 µm

0

(c)

−10 −8 −6 −4 −2

DLC

ELC

L = 2 µm
W = 2 µm

Vd = 5 V

Vd = 5 V

Vd = 1 V

Vd = 1 V

Id (A)

2
Vg (V)

4 6 8 10

10−13

10 11

10−9

10−7

10−5

10−3

Figure 7.24 Images showing the sequence of the resolidification process. From Xu et al. (2006),
reproduced with permission from the American Institute of Physics.
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18 ns after Nd: YLF pulse
725 ns 2191 ns

Figure 7.25. (a) A summary of the steps in the TFT fabrication process; (b) a SEM image
indicating the width of the polycrystals; and (c) performance characteristics of the fabricated
TFTs. From Xu et al. (2006), reproduced with permission from the American Institute of Physics.

room temperature), liquid silicon (∼70%), and poly-Si (∼30% at room temperature) are
different at the illumination wavelength (λ = 445 nm), the melting and resolidification
sequence can be identified (Moon et al., 2000).

The typical grain microstructure induced by the double-laser recrystallization tech-
nique shows that lateral grains of width 1.5 �m grown inward from the edge of the inner
ellipse collide along the center of the beam axis. The quality of the recrystallized material
enables fabrication of high-peformace TFTs (Figure 7.24). The sequence of the reso-
lidification process revealed by laser flash photography is shown in Figure 7.25. A few
nanoseconds following the Nd : YLF laser pulse, a bright liquid-silicon region appears
on the image, indicating that the a-Si film is then fully melted. The resolidification
process at the initial 300 ns is carried out at a high speed, resulting in microcrystalline
material in the outer region melted by the Nd : YLF laser alone. After about 300 ns, the
molten-silicon region attains nearly the size of the final lateral-growth region. Beyond
this time, the lateral-solidification velocity is estimated to be about 10 m/s. The entire
resolidification process takes only a few microseconds to complete, as compared with
a much shorter melt duration in single-beam laser recrystallization without substrate
heating.

7.7 Mass transfer and shallow doping

With the rapid development in sub-micrometer electronics, it is becoming increasingly
urgent to fabricate high-concentration ultra-shallow p+ junctions for the source and
drain of PMOS (p-channel metal–oxide–semiconductor) transistors (Ng and Lynch,
1987). This need presents a challenge to current semiconductor-doping technologies
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such as furnace diffusion and ion implantation. It is difficult to achieve both high
concentration and ultra-shallow junctions by conventional furnace doping due to the
nature of the solid-phase diffusion and the lack of controllability, even though many
efforts have been made toward developing rapid-thermal-process techniques (Usami
et al., 1992). On the other hand, by the ion-implantation technique that has been studied
extensively and implemented in the current semiconductor industry, it is still difficult to
form high-concentration ultra-shallow p+ junctions. The obstacles arise because the low
ion-implantation energies required reach the limits of the capabilities of implantation
equipment and from the greater inherent channeling effect in crystalline silicon for light
ions such as boron (Liu and Oldham, 1983; Fan et al., 1987). A modified ion-implantation
method has been developed to amorphize the surface of the silicon wafer first, in order
to reduce the channeling of boron during the implantation process. However, several
post-anneals are needed and defects are often generated within the junctions, degrading
device performance (Sands et al., 1984).

To meet the requirements of both high doping concentration and ultra-shallow junc-
tion depth for PMOS transistors, it is necessary to investigate new techniques. It would
be interesting, then, to look for new techniques that can generate the transformation
to the liquid-silicon phase with extremely high boron diffusivity and would facili-
tate control of the diffusion time. Use of a pulsed UV excimer-laser as an inten-
sive heating source can provide a new avenue. With the peak power as high as
108 W, the excimer-laser light can be strongly absorbed by the silicon surface within
a depth of 10 nm, resulting in a thin layer of molten silicon near the surface. Since
the mass diffusivity of boron in liquid silicon is greater than that in solid silicon by
six orders of magnitude, excimer-laser irradiation can confine the diffusion within the
thin layer of molten silicon at the nanosecond time scale. By controlling the laser pulse
energy, the thickness of the thin layer of molten silicon can be incrementally changed
from a few nanometers to micrometers. Therefore, it is possible to precisely control
the maximum diffusion depth. Also the short pulse width of the excimer laser, which
is of the order of 10 ns, provides a complementary way of adjusting the diffusion zone
within the molten-silicon layer by varying the number of laser pulses, thereby essen-
tially changing the mass-diffusion time. Meanwhile, the high boron diffusivity in the
thin layer of liquid silicon results in a very high doping concentration in the region. A
gas-immersion laser doping (GILD) process has been developed (Deutsch et al., 1981),
in which dopant gas molecules such as halogen compounds (BCl3, PCl3), hydrogenated
compounds (AsH3, B2H6, PH3), and organic compounds (B(CH3)3, Al(CH3)3) are dis-
sociated upon UV laser irradiation and incorporated into the thin layer of molten silicon.
It has been demonstrated that sub-micrometer shallow junctions can be formed by this
gas-phase laser doping technique and good device characteristics have been achieved
(Weiner et al., 1993; Slaoui et al., 1990). Figure 7.26 shows the key process steps
involved in the fabrication of GILD TFTs (Giust and Sigmon, 1997). Figure 7.27 plots
sheet resistance in 90-nm-thick films versus the number and fluence of doping pulses
from the XeCl excimer laser (λ= 308 nm). Prior to doping, all initially a-Si samples
were laser-recrystallized using 100 laser pulses at the full-melting-threshold (FMT)
fluence of 420 mJ/cm2. At laser fluences below the FMT fluence, the sheet resistance
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Figure 7.26. Key process steps in the fabrication of gass-immersion laser-doped (GILD) TFTs,
showing (a) laser recrystallization of the polysilicon film to produce low-defect-density channel
regions; (b) the GILD process, in which dopant atoms adsorbed onto the surface of the source
and drain are incorporated into the melt; and (c) the cross section of the finished device, ready
for electrical testing. From Giust and Sigmon (1997), reproduced with permission from the
IEEE.

decreases with the number of pulses and increasing laser fluence. However, after 100
pulses at the FMT fluence, the poly-Si layer cracks. The GILD technique requires a
vacuum chamber and mass-flow-control systems. Solid-state dopants have traditionally
been used in the furnace diffusion process for fabrication of semiconductor devices, for
the sake of simplicity. A technique was developed for fabrication of the ultra-shallow p+

junction by excimer-laser doping of crystalline silicon with a solid dopant spin-on-glass
(SOG) film (Zhang et al., 1996).

The heat transfer in the silicon can be approximated as a one-dimensional conduction
problem. As a first-order approximation, the thermal properties were considered inde-
pendent of the concentration and the mass diffusivity independent of the temperature.
Therefore, the mass diffusion is decoupled from the thermal transport. The mass dif-
fusion can be solved numerically at each time step after the temperature field and the
melt–solid interface have been found. Transient mass diffusion is typically modeled by
the one-dimensional Fick equation:

∂C

∂t
= ∂

∂z

(
D

∂C

∂z

)
. (7.7)
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Figure 7.27. The measured Van der Pauw sheet resistance versus the number of laser-doping
pulses for several laser fluences. The laser fluence needed to just fully melt the polysilicon film
or “full-melt” threshold (FMT) is 420 mJ/cm2. Note that irradiation above the FMT fluence
damages the polysilicon film. From Giust and Sigmon (1997), reproduced with permission from
the IEEE.

Since the mass diffusivity of dopant in the thin layer of liquid silicon induced by the
pulsed laser irradiation is higher by several orders of magnitude than that in the solid
phase (Kodera, 1963), the shape of the dopant profile is more “box-like,” rather than the
gradual decrease observed in most diffusion cases. Abrupt or “box-like” dopant profiles
provide ideal p+-junction properties (Weiner, 1993). The art in the formation of this
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“box-like” shape lies in the fact that, as the number of pulses increases, the diffusion of
boron is limited by the maximum melting depth determined by the pulsed laser energy
and pulse width. After the dopant diffusion reaches the maximum melting depth, more
dopant atoms are piled up and accumulated in the molten layer instead of crossing the
melt–solid interface, because of the very low mass diffusivity in the solid silicon. The
diffusivity of boron may depend on its concentration if the region is heavily doped,
compared with the silicon intrinsic carrier with concentration of the order of 1019/cm3

at the melting temperature (Wolf and Tauber, 1986). It is also noted that the thermal
conductivity of the heavily doped solid-silicon layer can be decreased significantly, by a
factor of 2–5, in the temperature range from room temperature to 600 K (Tai et al., 1988;
Slack, 1964). At higher temperature, the thermal conductivity becomes less affected by
the high dopant concentration. The decrease in thermal conductivity can lead to deeper
and longer melting in silicon.
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8 Laser-induced surface modification

8.1 Hydrodynamic stability of transient melts

Laser melting of metals has revealed interesting topographical-development phenomena,
even though laser-beam uniformity was maintained by applying a large-area excimer-
laser pulse of nominally uniform intensity distribution (Kelly and Rothenberg, 1985).
Van de Riet (1993) studied the roughening of metal surfaces after ablation by excimer-
laser pulses (λ = 308 nm, tpulse = 28 ns) under 10−7 Pa pressure. When the thin surface
layer of a metal is melted by a nanosecond laser pulse, surface tension tends to reduce
regions of high curvature (roughness) and viscosity acts to dampen the resulting oscil-
lations. Melting of gold by excimer-laser pulses (λexc = 248 nm) at low energy densities
(Bennett et al., 1995) led to development of surface topography characterized by droplet
and ridge formations as shown in Figure 8.1.

The formation of patterns on laser-melted and resolidified metals exhibits a charac-
teristic two-dimensional periodicity (Figure 8.2) that lends itself to a stability analysis.
The topography was attributed to a hydrodynamic response to phase change occurring
at the surface of the target. The momentum equation balances the melt acceleration with
stresses and body forces:

ρ
D�u
Dt

= div(�) + �F, (8.1)

where � is the stress tensor and �F the body-force vector.
Gravity is negligible as a body force acting on the molten layer in nanosecond pulsed-

laser melting, even though it may be relevant in melts generated by continuous-wave
(CW) or long-pulse lasers. For nanosecond laser pulses, an important body force may
arise from the density change upon melting, in addition to the inertial force caused by the
sudden expansion of the target. Besides the vapor recoil pressure which is exerted by the
departing particles, gas and plasma pressure impart normal forces on the melt surface.
However, normal forces cannot produce motion of the melt, unless there is a variation
in the lateral distribution of the normal force. Capillarity contributes to surface-normal
forces as seen in the Young–Laplace pressure balance:

Pl − Pv = σST

(
1

Rc,1
+ 1

Rc,2

)
= 2σST

Rc,inv
, (8.2)
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Figure 8.1. Scanning electron micrographs showing the influence of the laser-beam angle of
incidence on the steady-state surface topography at a constant excimer-laser fluence, F =
1.0 J/cm2: (a) θi = 5◦ produces an abundance of droplets with reduced ridge formations;
(b) θi = 15◦ produces highly columnar ridge formations; (c) for θi = 25◦ a reduction in the
number of droplets and loss of ridge columns is observed; and (d) θi = 45◦ produces higher
surface agitation with reduced number of droplets. From Bennett et al. (1995), reproduced
with permission from the American Institute of Physics.

where Rc,inv is the invariant curvature of the surface. If z = zsurf(x, y) is the equation of
the surface and zsurf is assumed small everywhere,

2

Rc,inv
= −

(
∂2zsurf

∂x2
+ ∂2zsurf

∂y2

)
. (8.3)

Perturbation theory is applied to determine the dispersion relation for two-dimensional
waves applied on a laser-induced melt pool that is assumed subject to constant acceler-
ation, −al�sz. In a coordinate system anchored to the surface, the pressure P is related to
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Figure 8.2. A high-magnification scanning-electron-micrograph image of surface droplets shown
in Figure 8.1 (F = 1.0 J/cm2, θi = 5◦), demonstrating characteristic length scales for droplet
growth. From Bennett et al. (1995), reproduced with permission from the American Institute of
Physics.

the true pressure P∗ with respect to a fixed reference frame:

P = P ∗ + ρ�z · �sz. (8.3)

The conservation equations for incompressible, inviscid flow are

Continuity: ∇ · �u = 0, (8.4a)

Momentum:
∂(�u)

∂t
+ �u · ∇ �u = −∇P

ρ
. (8.4b)

The velocity and pressure fields are decomposed into the mean-value component plus a
perturbation term:

�u = �̄u+ �u′, P = P̄ + P ′. (8.5)

Since the conservation equations (8.4) have to be satisfied for the mean fields, the
following equations hold for the perturbation fields:

Continuity: ∇ · �u′ = 0, (8.6a)

Momentum:
∂(�u′)
∂t

= −∇P ′

ρ
. (8.6b)

Products between perturbation velocities constitute higher-order terms and have been
neglected in (8.6b). An arbitrary disturbance in the fluid may be represented by a
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composition of normal modes, described by

zsurf

u′

v′

P ′


 =



A

û(z)
v̂(z)
P̂ (z)


exp[i(κwy − ωt)], (8.7)

where the perturbation-velocity vector is decomposed into the (x, y) components: �u′ =
(u′, v′). The continuity and momentum equations for the perturbation fields can be
written as

Continuity:
dû

dz
+ iκwv̂ = 0, (8.8a)

Momentum:

{−iωû
−iωv̂

}
=

{
(dP̂/dz)/ρ
iκwP̂/ρ

}
. (8.8b)

From the above equations,

d2P̂

dz2
= −iρω

dû

dz
= −ρκwωv̂ = κ2

wP̂ . (8.9)

Consequently,

P (z) = B ′ cosh(−κwz) + C ′ sinh(κwz). (8.10)

Utilizing the no-slip boundary condition û(z = −zint) = 0, it is deduced that
B ′/C ′ = coth(κwzint). The constant C ′ is determined using the boundary condition
∂zint/∂t = u′|z→0, from which it is found that C ′ = Aω2ρ/κw. Equation (8.10) then
gives

P̂ (z) = (Aω2ρ/κw)[coth(κwdl) cosh(−κwz) + sinh(κwz)]. (8.11)

Across the liquid–vapor interface, the true pressure change is

(P ∗
l − P ∗

v )
∣∣
z=zint

≈ −∂2zint

∂y2
. (8.12)

The true pressure on the liquid is

P ∗
l = (P̄ + P ′ − ρ�z · �al)

∣∣
z=zint

. (8.13)

Recognizing that the mean pressure is P̄ = P ∗
v , the following equation is derived for the

pressure disturbance:

P ′(zint) + ρzintal = −σST(∂2zint/∂y
2). (8.14)

Utilizing (8.7), the above equation yields

coth(κwdl)ω
2 = (

σSTκ
3
w − ρalκw

)
/ρ. (8.15)

If al is sufficiently large, ω becomes an imaginary number and according to
Equation (8.7) the disturbance will grow in time, giving rise to instability. If viscosity is
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taken into account, the momentum equation for the velocity disturbance becomes

∂(�u′)
∂t

= −∇P ′

ρ
+ νkin ∇2 �u′. (8.16)

According to Pendleton et al. (1993), the dispersion relation for a layer of semi-infinite
thickness becomes

ω2 + (ωim)2 = σSTκ
3
w

2ρ
, (8.17)

with

ωim = 1

τ
= µdynκ

2
w

2ρ
, (8.18)

where τ is the damping time for the wavenumber κw. For waves of wavelength λ= 1 �m
on a gold melt, τ ∼ 0.2 ns. Continuity dictates that the solid–liquid-interface velocity,
uint, is related to the material velocity of the melt, ul, by the following expression:

ul = uint

(
1 − ρs

ρl

)
int

. (8.19)

Correspondingly, the acceleration of the melt is

al = aint

(
1 − ρs

ρl

)
int

. (8.20)

Considering that for most metals ρs > ρl, it is inferred that the molten layer expe-
riences an acceleration toward the solid bulk that contributes to a destabilizing body
force together with the thermal expansion due to the rapid energy deposition. Figure
8.3 displays calculations of the thermal conditions and the interface velocity in the gold
target obtained via the enthalpy method. The inertia force resulting from the volumetric
expansion/contraction upon melting/freezing is approximately of the same order as the
force due to volumetric expansion during the heating cycle. It is also noted that the
phase-change-driven acceleration of the melt acts throughout the entire melting and
solidification sequence, while the cooling process is relatively slower and consequently
produces a comparatively weaker force. By taking the extrema of the dispersion relation,
the most dangerous disturbance wavelength λD can be found by solving the following
algebraic equation:

(
3�mx

2
D − 1

)
sinh(2xD) + 2

(
�mx

2
D − 1

) = 0. (8.21)

In the above, �m = σST/(ρlald
2
l ), xD = κw,Ddl, and λD = 2π/κw,D. This Rayleigh–

Taylor type of stability analysis predicts the observable ∼4-�m periodicity in topography
development.
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Figure 8.3. Numerically calculated thermal conditions of the gold target during sputtering at
F = 1.0 J/cm2: (a) the temperature distribution in the target upon completion of melt
resolidification; (b) the temporal behavior of the surface temperature; (c) the temporal behavior
of the melt depth; and (d) the temporal behavior of the liquid–solid interface velocity. From
Bennett et al. (1995), reproduced with permission from the American Institute of Applied
Physics.

8.2 Capillary-driven flow

8.2.1 Introduction

Whereas inertia forces due to the increase in density upon melting are destabilizing
as in the experiment described above, a number of other factors may be contributing
to the generation of surface topography. Periodic wave structures may be induced on
the surface of semiconductors, metals, polymers, dielectric materials, and liquids. This
phenomenon was observed for a variety of laser-beam parameters for CW beams or
Q-switched pulses at intensities even below the damage threshold. A theory explaining
the scaling of periodic patterns with the incident laser-light wavelength based on the
concept of radiation “remnants” scattered from irregular surface structures was proposed
by Sipe et al. (1983). Other authors attributed the formation of surface structures of
periods longer than the incident laser-light wavelength to melt-flow instabilities. For
example, Tokarev and Konov (1994) presented a theoretical study of thermocapillary
waves induced by variations in surface shear stress during laser melting of metals and
semiconductors. The spatial variation of the laser-beam intensity profile gives rise to
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surface-temperature and mass-concentration gradients leading to surface deformation.
This is the physical principle in an application developed and implemented in the
computer-hard-disk industry whereby a pulsed laser is used to create a landing zone on
the hard-disk surface (Ranjan et al., 1991). The laser-generated features are typically of
diameter a few tens of micrometers and of crater shape or exhibit a central protrusion
and a peripheral rim of height only a few tens of nanometers. It has been shown that
the laser texturing drastically improves the tribological behavior and performance of the
hard disks.

It is apparent that, in the case of a laser beam of Gaussian spatial intensity profile,
the energy absorption and the resulting temperature field are not uniform across the
irradiated spot. The shape of the surface of the molten pool is determined by the
thermal expansion of the material, the density change upon melting and the variation
of the surface tension on the surface of the liquid. When the temperature coefficient of
surface tension dσST/dT < 0, the surface is depressed. For laser intensities producing
significant evaporation, the recoil of the particles leaving the surface may produce similar
results. The situation may be even more complex. For example, in surface alloying, the
dependence of the surface tension on the species concentration may yield

dσST

dT
= ∂σ

∂T
+ ∂σ

∂C

∂C

∂T
> 0.

In this case, the surface will extend outward at the center. Balandin et al. (1995) studied
the flow of oxidized thin iron films that were melted by frequency-doubled (λ= 532 nm)
Nd : YAG pulses of duration 20 ns, inducing transient surface temperatures and radial
gradients up to 4000 K and 5 × 108 K/m, respectively. It was shown that the flow of the
liquid was mainly driven by a rapidly changing gradient of the surface tension caused
by a time-varying distribution of temperature and the surface concentration of dissolved
active oxygen atoms. The influence of surface chemistry on the topography produced
was examined by Schwarz-Selinger et al. (2001) in their study of the processing of
crystalline Si by Q-switched, frequency-doubled (λ= 532 nm) Nd : YAG laser pulses of
FWHM 1 ns. For low fluences near the melt threshold, surfaces carrying native oxides
tend to produce positive bumps, in contrast with the crater shapes that are generated on
surfaces treated by hydrofluoric acid prior to processing (Figure 8.4).

8.2.2 An approximate analytical model

Consider that the laser-pulse length is much larger than the time scale for the propagation
of fluid momentum through the thickness of the melt layer, i.e. tpulse � d2

l /νkin, where
dl and νkin are the thickness and kinematic viscosity of the melt. For an incompressible,
steady-state flow the continuity and momentum equations are reduced to

∇ · �u = 0, (8.22a)

∇2 �u = 0. (8.22b)
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Figure 8.4. The peak-to-peak roughness of the dimples measured with AFM as a function of
surface oxidation. Filled symbols: surface covered by a typical native oxide of Si; open
symbols: surface treated with dilute hydrofluoric acid (HF) prior to laser texturing. In both cases,
2w ∼ 3 �m. The solid line is a fit to the data for HF-treated Si using the functional form
�z = C(F − Fth)4, where Fth is the threshold for melting and the constant C is adjusted to fit the
data, C = 30 nm cm8 J−4. From Schwarz-Selinger et al. (2001), reproduced with permission
from the American Physical Society.

The boundary conditions on �u are that the fluid flow vanishes at the solid–liquid interface,
�u|z=−dl = 0, and that at the surface, z = 0,

µdyn

(
∂ur

∂z
+ ∂uz

∂r

)∣∣∣∣
z=0

= ∂σST

∂r
. (8.23)

It is further assumed that derivatives in the radial direction are much smaller than
derivatives in the z-direction. The momentum equation is then simplified to

∂2ur

∂z2
= 0,

∂2uz

∂z2
= 0. (8.24)

Integrating the first of these equations twice gives the radial component of the velocity
as a function of depth:

ur = 1

µdyn

∂σST

∂r
(dl + z). (8.25)

Under the assumption of constant viscosity, (8.22a) and (8.25) give

uz = −
∫ 0

−dl

1

r

∂(rur )

∂r
dz = 1

2µdynr

∂

∂r

(
rd2

l
∂σST

∂r

)
. (8.26)
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Since the change in the fluid morphology is the integral of uz over time, the average
surface temperature excursion 〈Tsu − Tm〉 and melt depth 〈d2

l 〉 are defined as follows:

〈Tsu − Tm〉 =
∫
Tsu >Tm

(Tsu − Tm)dt, (8.27a)

〈
d2

l

〉 =
∫
Tsu >Tm

d2
l (Tsu − Tm)dt/〈Tsu − Tm〉. (8.27b)

The equation describing the change in the morphology produced by the laser pulse
by thermocapillary-driven flow is

�z = − 1

2µdynr

∂σST

∂T

∂

∂r

(
r
〈
d2

l

〉 ∂〈Tsu − Tm〉
∂r

)
. (8.28)

In the limit of a short laser pulse, such that tpulse � d2
l /νkin, it is assumed that the

momentum decays exponentially in time:

ur = uo exp

(
−2νkin

d2
l

t

)
, (8.29)

where uo satisfies the integrated momentum conservation:

ρ

∫
uo dz =

∫
∂σST

∂r
dt. (8.30)

As in the previous derivation, the change in morphology is

�z =
∫ ∫

1

r

∂

∂r

[
ruo exp

(
−2νkint

d2
l

)]
dz dt. (8.31)

On combining this expression with (8.27) and (8.30), it can be seen that
Equation (8.28) is still valid, albeit with a different definition for 〈d2

l 〉:
〈
d2

l

〉 = 2νkin

∫ ∞

0
exp

(
−2νkint

d2
l

)
dt. (8.32)

The melt depth scales as dl ∼ (1 − R)(F − Fth)/Lsl, where Fth is the threshold fluence
for melting and Lsl is the latent heat of melting, while the temperature excursion is given
by

〈Tsu − Tm〉 ∼ (1 − R)(F − Fth)dl/K,

where K is the thermal conductivity. Replacing differentials of r by the radius of the
laser spot w gives

�z ∼ (1 − R)4 ∂σST

∂T

(F − Fth)4

µdynL
3
slKw2

. (8.33)

The functional form �z ∼ C(F − Fth)4 fits the crater-depth data well. On taking
dl = 100 nm and νkin = 2.4 × 10−7 m2/s, the predicted d2

l /(2νkin) ≈ 20 ns, implying
that the short-pulse limit is appropriate for the pulse length 1 ns. Assuming that lateral
heat flow is negligible, the radial dependence of the melt depth can be calculated via a
one-dimensional melting model and used as input to (8.27) and (8.32). The comparison
of the measured topography with the numerical solution is displayed in Figure 8.5.
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Figure 8.5. A comparison of the morphology of a laser dimple (F0 = 1.1 J/cm2, 2w = 2.6 �m)
created on HF-treated Si as measured by AFM (solid line) and as predicted (open circles). From
Schwarz-Selinger et al. (2001), reproduced with permission from the American Physical Society.

8.2.3 Computational modeling of capillary-driven surface modification

The equations governing heat, mass, and momentum transfer, under the assumption
of incompressible flow with the appropriate boundary and initial conditions, are mass
conservation

∇ · �u = 0, (8.34)

momentum conservation

ρ
D�u
Dt

= −∇P + µdyn ∇2 �u, (8.35)

initial condition

�u(t = t0) = 0, (8.36a)

and boundary conditions

�u(�r = �rint) = 0, (8.36b)

i.e. a no-slip condition at the solid–liquid interface, and

�tsurf = ∇σST − (Pσ + Pv)�n (8.36c)

at the free surface. The shear force at the melt surface is specified by the Marangoni
effect. Normal-shear forces arise from the Young–Laplace pressure Pσ and the recoil
pressure Pv .
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The heat-conduction equation models energy conservation:

DT

Dt
= α∇2T . (8.37)

The initial condition is

T (t = 0) = T∞. (8.38a)

The boundary conditions are

T (�r → ∞) = T∞, (8.38b)

−K ∂T

∂n

∣∣∣∣
sur

= Ilas(r, t), (8.38c)

where Ilas(r, t) is the transient laser intensity impinging on the surface.
The diffusion in a constant-density fluid with constant thermal properties is governed

by the equation

DC

Dt
= D∇2C. (8.39)

The initial condition is

C(t = 0) = C0. (8.40a)

The boundary conditions are

C(�r → ∞) = C0, (8.40b)

−ρD ∂C

∂n

∣∣∣∣
sur

= jev, (8.40c)

where the solute mass vapor flux, jev, is given by the Hertz–Knudsen–Langmuir for-
mula. Surface tension is assumed to be a function of both temperature, T, and mass
surface concentration. For pure liquids, the surface tension is known to depend linearly
on the temperature. On the basis of thermodynamic arguments, it can be shown that
the dependence of surface tension on concentration is logarithmic. The system of equa-
tions, subject to the specified initial and boundary conditions, is solved numerically
for an axisymmetric domain using the finite-element method. The predicted surface-
deformation profiles (Bennett et al., 1997) shown in Figure 8.6 are consistent with the
measured data (Tam et al., 1996).

8.2.4 Experimental probing

Photothermal deflection
Photothermal displacement (PTD) techniques have been developed to measure slight
displacements due to laser heating by using a probing beam (Mandelis, 1992). However,
conventional PTD schemes require high-frequency modulation of the heating beam in
order to detect a minute deflection signal due to a small temperature change or small
deformation on the sample surface in the thermoelastic regime (Olmstead et al., 1983).
Moreover, conventional PTD setups are not technically practical for detecting the bump
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Figure 8.6. A summary of transient surface topography for various pulse energies. From Bennett
et al. (1997), reproduced with permission from the American Society of Mechanical Engineers.
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Knife edge

Figure 8.7. The experimental setup of the photothermal-displacement method. From Chen et al.
(1998), reproduced with permission from the American Institute of Physics.

growth dynamics with the required stability and alignment reproducibility. Chen et al.
(1998) developed a PTD setup to study the transient melting and surface deformation of
materials upon single-pulsed-laser heating. This setup provides a technique that is robust
and of high resolution both in time and in space for measuring transient deformation on
the material surface (Figure 8.7). When a single pulse is fired onto the target, the surface
experiences thermoelastic expansion, melting, and deformation, leading to changes in the
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enhanced due to the crater formation, and weakened for the sombrero case. From Chen et al.
(1998), reproduced with permission from the American Institute of Physics.

reflected He–Ne-laser beam. The detected signal comprises contributions stemming from
changes in optical properties upon melting as well as from the evolving topography. By
detecting the deflection signal of the probe He–Ne-laser beam, the transient deformation
of the surface can be tracked with nanosecond time resolution (Figure 8.8). A variant of
this method was applied by Shiu et al. (1999b) for in situ probing of the formation of
miniature glass-surface features that will be discussed in Section 8.3.
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green-laser texturing. From Chen et al. (2000), reproduced with permission from the American
Society of Mechanical Engineers.

Optical visualization
A laser flash-photograpy (LFP) system was utilized to visualize the dynamic process of
surface deformation (Chen et al., 2000). The pulse energy is adjusted to create smooth
bumps. The bumps have diameters of about 5 �m and rim heights varying from 5 to
20 nm (Figure 8.9). Visualization of the entirety of bump growth by the laser flash
deflection microscope has been conducted for various pulse energies as shown in
Figure 8.10.

Photoelectron imaging
Figure 8.11 shows a schematic diagram of the high-speed double-frame time-resolving
photoelectron microscope (Bostanjoglo et al., 2000; Nink et al., 1999) for imag-
ing pulsed-laser surface-modification processes. A transmission electron microscope
(TEM) was modified by replacing the standard electron gun by a UV-laser pulse-driven
photoelectron-emission gun, consisting of a zirconium-covered hairpin-shaped rhenium
wire as a photo-emitter, a focusing electrode, and a grounded anode with an integrated
aluminum mirror to direct the laser pulses onto the emitter tip. The cathode-driving
laser was a two-step Q-switched and frequency-quadrupled Nd : YAG laser, producing
two 8-ns pulses with a selectable spacing of 20 ns to 2 ms. The double pulse was
focused onto the electron-emitter tip and produced two photoelectron pulses that were
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Figure 8.11. High-speed transmission electron microscopy with a pulsed laser for specimen
treating: (1) laser-driven photoelectron gun, (2) beam blanker, (3) lasers for treating the
specimen, (4) specimen, (5) objective lens, (6) field aperture, (7) frame shifter, (8) fiber plate
transmission screen, (9) MCP electron image intensifier, and (10) CCD sensor. From
Bostanjoglo et al. (2000), reproduced with permission from Elsevier.

Figure 8.12. Short exposure images of the flow in a NiP melt produced by a 7-ns pulse. The
moment of exposure is counted from the maximum of the laser pulse (“−∞” before, “∞” 10 s
after the laser pulse.) From Bostanjoglo et al. (2000), reproduced with permission from Elsevier.

accelerated and illuminated the specimen. A second frequency-doubled Nd : YAG laser
operating at λ = 532 nm was used for the in situ treatment of the specimen. The electron
images produced by the double electron exposure were recorded by a multi-channel plate
(MCP)-intensified CCD camera. According to Bostanjoglo and Weingärtner (1997), the
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rise in sample temperature due to the photoelectron pulses was of the order of 10 K
while the imaging spatial resolution for the 4-ns exposure was about 1.3 �m. Figure
8.12 shows typical short-exposure TEM bright-field images of a melt produced by laser
pulses that depict the previously mentioned interplay between the inward flow produced
at 50 ns and the outward flow at 350 ns that finally opens a hole. It is expected that at
higher energies local chemical reactions and phase transitions producing steep gradients
of the concentration of the surface active atoms or movement of broken oxides on the
melt surface might occur.

8.3 Glass-surface modification

Glass surfaces can be modified permanently by CO2-laser irradiation that couples effi-
ciently with the Si—O absorption band. An application of this process has been the
texturing of alternative hard-disk substrates (e.g. Kuo et al., 1997; Tam et al., 1996).
A net increase in volume is observed in the glass substrate if the induced temper-
ature remains much less than that required to vaporize the material, implying that
thermal expansion/contraction of the material during and after heating is an important
factor.

8.3.1 The glass-transition temperature

During the glass-forming (cooling) process, the liquid begins to deviate from its equilib-
rium state when the available thermal energy is insufficient to provide fast enough atomic
movements for the system to stay in equilibrium. The deviation from the equilibrium
state can be characterized by the glass-transition temperature (Scherer, 1986, Varshneya,
1994; Zallen, 1983). As the cooling proceeds, the atomic mobilities become lower and
lower and eventually no perceptible rearrangement of the structure occurs over practical
amounts of time as the material reaches a glassy (solid) state. How early the departure
from the equilibrium liquid line begins depends on the cooling rate. During fast cooling,
the structure has less time to rearrange itself so as to stay on the equilibrium line, and,
therefore, deviates from equilibrium at a higher temperature. The phenomenon of laser
heating and cooling of glass is described using the volume–temperature diagram (Figure
8.13). Glass is typically manufactured in a furnace with a slow cooling rate (of the order
of 0.1 ◦C/s), and can be represented with a transition temperature T ∗

g . Initially, the glass is
considered to be in a state represented by point 1. Laser heating with microsecond pulse
duration brings the glass to the liquid state. The cooling rate of 106 ◦C/s forces volumetric
contraction past a transition temperature Tg until eventually the “permanent” state 2 is
reached.

8.3.2 An analytical model

In a first approximation, the heat-affected zone (Figure 8.14) is defined as the region
in the heated glass where the peak temperature exceeds the glass-transition temperature
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Figure 8.13. The volume–temperature diagram of a glass-forming liquid. The glass is heated by a
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Figure 8.14. A net volume increase �V is induced by the permanent structural change resulting
from the faster cooling rate, and the affected zone V0 is the locus region in the heated glass where
the peak temperature exceeds the new glass-transition temperature Tg. In this case �hb/h0 is
equal to �V/V0 because radial symmetry is assumed.

Tg. A uniform cooling rate is assumed over the heated area, with a single Tg. Further-
more, the affected zone is surrounded by material that expands and contracts freely at
temperatures below Tg. Owing to the low thermal conductivity of glass, heat loss and
thermal diffusion during the laser pulse are neglected. The net increase in volume can be
written as

�V = (βl − βg)VHAZ(Tg − T ∗
g ), (8.41)

where βl and βg are the volume thermal-expansion coefficients in the liquid and glassy
states, respectively, and VHAZ is the volume of the heat-affected zone. Assuming axial
symmetry, the above relation reduces to

�h(r) = (βl − βg)hb(r)(Tg − T ∗
g ), (8.42)

where �h(r) and hb(r) represent the bump height and depth in the radial direction,
where the maximum temperature exceeds the new glass-transition temperature Tg. For
a Gaussian laser beam, the energy absorbed per unit time and unit volume is of the
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form

Qab(r, z) = γ (1 − R)
2Pl

πw2
exp

(
−2r2

w2

)
exp(−γ z). (8.43)

The peak temperatures occur at the surface right upon completion of the laser pulse,
at t = tpulse:

Tpk(r) = Qabtpulse

ρCp

=
(
γ (1 − R)

ρCp

)
F exp

(
−2r2

w2

)
, (8.44)

where F = 2Pltpulse/(πw2). Since the temperature decays exponentially in the z-
direction during heating, the bump height is

hb(r) = 1

γ
ln

(
Tpk(r)

Tg

)
. (8.45)

By combining Equation (8.42) with Equation (8.43) we obtain

�hb(r) = βl − βg

γ
(Tg − T ∗

g )ln

(
Tpk

Tg

)
. (8.46)

Substituting from Equation (8.44) for Tpk gives

�hb(r) = Cg ln

[
F

Fth
exp

(
−2r2

w2

)]
= hb,max − Cg

(
2r2

w2

)
, (8.47)

where hb,max, the maximum bump height at r = 0, is

hb,max = Cg ln

(
F

Fth

)
, (8.48)

and

Cg = βl − βg

γ
(Tg − T ∗

g ), (8.49)

1

Fth
= γ (1 − R)

ρCp

1

Tg
. (8.50)

The diameter of the bump can also be predicted utilizing Equation (8.44):

db =
√

2w

√
ln

(
F
γ (1 − R)

ρCp

1

Tg

)
=

√
2w

√
ln

(
F

Fth

)
. (8.51)

Figure 8.15 displays AFM images and cross sections of bumps generated in soda-
lime glass subjected to CO2-laser pulses of wavelength λ = 10.6 �m with a 1/e2 beam
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Figure 8.15. Atomic-force-microscopy images and cross sections for soda-lime glass:
(a) E = 18 �J results in a dome-shaped bump and (b) E = 56 �J initiates a central dimple on the
surface. From Shiu et al. (1999a), reproduced with permission from the American Institute of
Physics.

radius at the sample of 31 �m. The constants Cg and Fth were obtained by fitting
experimental data and then used for the prediction of the surface topography as shown in
Figure 8.16.

8.3.3 Detailed numerical modeling

A detailed model for the prediction of the laser-induced surface topography in glass
materials has been developed by Bennett and Li (2001). Above the glass-transition tem-
perature glass undergoes a structural change whose rate depends on the thermodynamic
and fictive temperature in the glass and is assumed to be of the form

dTg

dt
= − Tg − T

τ (Tg, T )
, (8.52)

where τ (Tg, T ) is the relaxation time constant. If the relaxation time constant is known,
Equation (8.52) can be integrated forward in time and the fictive temperature throughout
the heat-affected zone is found as part of the transient solution. Assuming that the
relaxation time can be obtained from bulk glass viscosity data, the Vogel–Fulcher–
Tammann equation for viscosity is considered:

log10(µdyn) = Aµdyn + Bµdyn

T − Cµdyn

. (8.53)
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Figure 8.16. A comparison between predicted (dashed line, using C and Fth obtained from
Figure 8.15) and measured (solid line) bump profiles: (a) soda-lime, E = 18 �J; (b) Corning
7059, E = 20 mJ; and (c) MemCor, E = 18 �J. From Shiu et al. (1999a), reproduced with
permission from the American Institute of Physics.

The relaxation time constant, τ is then evaluated:

log10(100s/τ ) = Bµdyn (T − T ∗
g )

(T ∗
g − Cµdyn )(T − Cµdyn )

. (8.54)

In a cylindrical system of coordinates, the strain field εT
str = {εstr,r , εstr,z, γstr,rz, εstr,θ } is

computed by considering the contributions of elastic strain, plastic strain, and temper-
ature strain: εstr = εe

str + ε
p
str + εo

str. A linear relation is applied to evaluate the depen-
dence of the temperature strain on the thermodynamic and dynamic glass-transition
temperature:

εo
r = εo

z = εo
θ = βT (T − T0) + βTg (Tg − T ∗

g ), (8.55)

where βT and βTg are the coefficient of thermal expansion and an additional com-
ponent resulting from the departure of the dynamic from the normal glass-transition
temperature. Figure 8.17 gives a quantitative description of the relationship between
thermodynamic temperature and the dynamic glass-transition temperature along the
centerline of the laser-heated zone. At 1 �s, and while the thermodynamic temperature
has exceeded 1000 K, the dynamic glass-transition temperature is still at the bulk value
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Figure 8.17. The relationship between thermodynamic temperature (solid lines) and fictive
temperature (dashed lines) along the centerline of the laser-heated zone in an aluminosilicate
glass. A CO2 laser pulse of wavelength λ = 10.6 �m, 1/e2 radius 13.5 �m, and pulse energy
3.0 �J, with a Gaussian temporal profile with FWHM pulse width tpulse = 0.7 �s and peak
intensity at tmax = 1 �s is utilized. (a) For heating, depth profiles are given at 100-ns intervals
between 1.0 and 1.5 �s. (b) For cooling, depth profiles are given at 400-ns intervals between
1.8 and 5.0 �s. From Bennett and Li (2001), reproduced with permission from the American
Institute of Physics.

of 773 K. The transition from a glassy to a liquid state occurs over a range of temperature
exceeding 1100 K and, for temperatures above 1300 K, the glass-transition temperature
is essentially identical to the thermodynamic temperature. The transient evolution of the
surface is due to several types of subsurface changes. The first is the reversible ther-
moelasticity that causes the surface to swell during heating and contract during cooling.
The second effect is nonreversible plastic motion of the near-surface volume that has
been heated to above the glass-transition temperature. Volumetric plastic changes can
occur due to structural changes arising from the departure from the glass-transition
temperature. The transient surface topography is depicted in Figure 8.18. As the surface
approaches the final shape, the thermoelastic contribution is removed and the topog-
raphy is entirely due to plastic strain over the region that has been heated to above
the glass-transition temperature. Figure 8.19 shows a comparison of the predicted and
measured final bump height obtained by fitting βTg = 2.5 × 10−5 to the experimental
data.
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9 Laser processing of organic materials
S. Mao and C. P. Grigoropoulos

9.1 Introduction

Laser ablation of polymers and other molecular materials constitutes the basis for a range
of well-established applications, such as matrix-assisted laser desorption–ionization
(MALDI) (Hillenkamp and Karas, 2000), laser surgery (Niemz, 2003) including the
widely used laser-assisted in situ keratomileusis (LASIK) technique, surface micro-
fabrication and lithography (Lankard and Wolbold, 1992), and pulsed laser deposition
(PLD) of organic coatings (Bäuerle, 2000; Chrisey and Hubler, 1994). Interaction of
UV laser pulses with an organic substance typically results in photothermal and/or
photochemical processes in the irradiated material. Generally, photothermal processes,
which produce heat in the sample, dominate when the laser photon energy is small,
whereas photochemical processes occur when the laser photon energy is larger than the
chemical-bond energies of the molecules.

For lasers operating at near-IR wavelengths, photothermal processes usually play
a major role. With deep-UV (wavelength shorter than ∼200 nm) laser irradiation, in
which the photon energy is larger than the typical energy of the chemical bonds of
molecules, photochemical processes are usually responsible for the onset of ablation.
For laser ablation of organic materials with wavelengths between the near IR and deep
UV, photothermal and photochemical processes are often interrelated (Ichimura et al.,
1994). On the other hand, the characteristics of material ejection depend on the nature of
the ablation process (Srinivasan, 1986; Georgiou et al., 1998). For instance, ablation of
organic materials results in little lateral damage in the sample when the photochemical
processes are dominant. In contrast, debris due to lateral damage of the laser-ablated
sample is generally observed when photothermal processes prevail (Linsker et al., 1984;
Garrison and Srinivasan, 1985). Figure 9.1 shows a comparison between clean laser
ablation and ablation with significant lateral damage. Evidently, the physical processes
involved in laser ablation of organic materials are complex, and detailed understanding
of the underlying mechanisms remains a challenge.

9.2 Fundamental processes

The complexity of the interplay between photothermal and photochemical processes
involved in laser ablation of polymers and other molecular materials presents a
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(a) (b)

Figure 9.1. Clean ablation (shown on the left) and ablation with damage (shown on the right),
adapted from Garrison and Srinivasan (1985) with permission from the Institute of Applied
Physics.

challenge for both theoretical and modeling studies of the phenomena. The general
processes typically start with excitation of optically active states in the organic sample,
followed by thermalization of deposited laser energy, bond-breaking chemical reac-
tions, fragmentation of the excited molecules, ejection of a volume of the molecular
material, and propagation of a pressure wave into the material. There have been sig-
nificant experimental studies aimed at elucidating the fundamental processes of laser
ablation of polymers and organic molecules. For example, the influences of laser pulse
duration (Dreisewerd et al., 1996; Cramer et al., 1997), laser fluence and wavelength
(Dreisewerd et al., 1995; Berkenkamp et al., 2002), laser-beam incidence angle
(Westman et al., 1994), the number of successive laser pulses (Koubenakis et al., 2001),
and molecular volatility (Yingling et al., 2001) have been investigated. In addition to
molecular yields commonly detected using time-of-flight mass spectrometry, ablation
characteristics such as cluster ejection (Handschuh et al., 1999; Heitz and Dickinson,
1999) and time-resolved plasma evolution have also been studied.

The photochemical mechanism assumes that the absorption of photons by electrons
results immediately in the breaking of a chemical bond, leading to molecular dissoci-
ation. In contrast, the photothermal model assumes that the absorption of laser photon
energy by electrons is rapidly equilibrated into the phonon system, resulting in rapid
local heating of the interacting volume. Subsequently molecular dissociation occurs
through thermally activated decomposition process at elevated temperature. The crit-
ical difference between the two mechanisms is whether incident photons are initially
converted to heat prior to dissociation, or directly induce the dissociation while bypass-
ing the formation of a thermal reservoir. Although the difference appears conceptually
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Figure 9.2. Main differences between photochemical and photothermal effects.

simple, it has proven to be exceedingly difficult to resolve experimentally. Figure 9.2
shows schematically the primary difference between the photochemical and photother-
mal processes. Assuming an AB molecule, the photochemical process would break the
bonding between A and B, thus directly dissociating the molecule into two parts. In
contrast, the photothermal process would initially heat the molecule to an excited state
without bond-breaking.

9.2.1 Photothermal processes

From the early observations of laser ablation of polymers (Kawamura et al., 1982), it
was found that UV laser light can initiate a series of decomposition steps via deposition
of energy into chromophores as well as electronic excitation, which is rapidly converted
into vibrational heating of the solid. The experimentally measured single-pulse etch
depth is presented in Figure 9.3.

Experiments have indicated that there is no significant difference in thermal behavior
among different wavelengths for laser irradiation of polymers (Yeh, 1986). For example,
for solid poly(ethylene terephthalate), polymethyl methacrylate (PMMA), polycarbon-
ate, and polyimide, the absorbed energy density at the ablation threshold varies only
slightly with the wavelength. It is understood that photons of different wavelengths are
absorbed by different electronic states of the molecules, and electronic-to-vibrational
energy transfer leads to thermal decomposition and ablation. When the laser pulse flu-
ence is below a threshold value, almost all the laser energy deposited into the target is
converted into thermal energy; when the threshold laser fluence is exceeded, most of the
excess energy would be carried away by ablation products.

According to a model proposed by Cain et al. (1992), the ablation is assumed to
take place via a pseudo-zeroth-order thermal degradation. The absorbed laser energy
is converted through nonradiative decay mechanisms to an equivalent temperature.
The corresponding target-surface-recession process can be described by the following
Arrhenius equation:

R ∼ dXab

dt
∼ k0 exp

(
− Ea

kBTs

)
, (9.1)

where Xab is the position of the receding surface, R is the recession speed (or etch rate), Ea

is the activation energy for decomposition, k0 is an Arrhenius pre-exponential constant,
Ts is the surface temperature, which is generally a function of time and position, and
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Figure 9.3. The fluence dependence of the measured single-pulse etch depth, adapted from
Brannon et al. (1985) with permission from the Institute of Applied Physics.

kB is the Boltzmann constant. The total ablation depth is obtained by integrating the
instantaneous etch rate over time:

Xab ∼
∫

k0 exp

(
− Ea

kBTs

)
dt. (9.2)

In the above, the transient surface temperature Ts = Ts(t) is considered proportional to
the laser fluence, Ts ∼ F , yielding the following expressions for the ablation depth and
etch rate:

Xab ∼ k0 exp

(
−B

F

)
�t, (9.3)

R ∼ k0 exp

(
−B

F

)
. (9.4)

Experiments also suggested that the etch rate is environment-independent (Brannon
et al., 1985). However, when multiple laser pulses are directed onto organic materials
regarded as weak absorbers (such as PMMA), the ablation or etch rate should be
reconsidered because of the incubation effect. This is because the first pulse of laser
light alters the polymer chemically so that its response to the second pulse would be
different. Weakly absorbing polymers can undergo substantial non-ablative degradation
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and become more absorptive. The incubation effect is particularly pronounced if no
polymer is removed by the first pulse.

For laser-produced ablation products, there is also a threshold behavior, although
the threshold is not as well defined as that for the ablation or etch rate. It is generally
observed that more small fragments, including diatomic molecules, are produced at
high fluences at the expense of large fragments. For instance, solid products of laser-
ablated polyimide were analyzed by using IR spectrometry on samples collected on KBr
substrates in vacuum (Yeh, 1986). At low fluences the solid products consist of fragments
of a wide range of sizes, with some of them still exhibiting the parent polyimide structure.
Above a certain threshold laser fluence, the absorption signature of the parent polyimide
disappears.

Efforts at estimating the surface temperature rise have been made by balancing the
laser input energy and the internal energy of the polymer (Dyer and Sidhu, 1985;
Gorodetsky et al., 1985), on the assumption that most of the energy absorbed is confined
within the irradiated area because the thermal diffusion length of polymers during laser
interaction is less than the photon-absorption depth. A more accurate estimate of the
temperature rise requires knowledge of the laser pulse energy absorbed, mass density
and specific heat as a function of temperature. A rough estimate of the temperature rise
for most polymers is of the order of 1000 K at the threshold fluence for laser ablation.
At such a high temperature, thermal decomposition, rapid thermal expansion, and phase
transformation can all induce bond-breaking that leads to ablation.

9.2.2 Photochemical processes

Owing to the complexity of the processes involved in photochemical reactions, under-
standing the photochemical processes during laser ablation remains a challenge. In a
typical photochemical process, the photon-absorption event starts with the excitation of
molecules followed by breaking of the molecule’s chemical bonds, forming molecules
typically with a smaller number of atoms. The resulting photoproducts occupy a larger
volume and create a local pressure excess inside the irradiated volume. Because the pro-
cess of energy transfer (corresponding to immediate molecular dissociation) in this case
is considerably faster than the vibrational relaxation process (typically on a time scale of
picoseconds) (Garrison and Srinivasan, 1985; Dlott, 1990), the electronic-to-vibrational
energy transfer (thermal effect) can be neglected before material ejection.

Detailed discussion of the photochemical models in the context of molecular relax-
ation pathways is given in Bäuerle (2000). Conventionally, there is a threshold energy
density of the laser pulse above which ablation occurs. For a total number density of
chromophores N, the number density of broken bonds is

NB(z) ≈ N
σI (x)

hν
, (9.5)

where I(x) is the intensity at a depth x and σ is the cross section for bond-breaking in
response to the photon energy hν. According to the Beer–Lambert law, the attenuated
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laser intensity and fluence at depth x into the target can be described by

I (x) = I0e−γ x and F (x) = F0e−γ x, (9.6)

where γ is the absorption coefficient. At the ablation depth Xab, the threshold number
density of broken bonds is

NB,th ≈ N
σI0e−γXab

hν
, (9.7)

corresponding to a threshold local intensity at that location of

NB,th ≈ N
σI0,th

hν
. (9.8)

Assuming that a certain threshold fluence must be exceeded in order for ablation to
occur, I should then be at least equal to the threshold value, and I0 must be increased over
I0,th by a factor of exp(γXab) so that single-pulse ablation occurs at the desired depth
Xab. This exponential factor compensates for the exponential decrease of the fluence as
light penetrates into the target. A simple relationship between light absorption and the
single-pulse ablation depth can therefore be established:

Xab = 1

γ
ln

(
I0

I0,th

)
= 1

γ
ln

(
F

Fth

)
. (9.9)

However, a threshold behavior is not exclusive to photochemical processes. Rapidly
increasing ablation rates are observed, for example, in thermal processes through the
so-called explosive-vaporization process, invoking a threshold-type behavior. Conse-
quently, the validity of the above relation should not preclude thermal processes. Com-
prehensive studies of the effect of the photochemical processes of laser ablation of poly-
mers and organic molecular materials have been conducted using molecular-dynamics
simulations. A mesoscopic coarse-grained breathing-sphere model was applied to the
modeling of photochemical processes during laser ablation of organic films. The key
point of the model is to treat each molecule (or group of atoms) in the system as a single
particle that has the true translational degrees of freedom but an approximate internal
degree of freedom (Zhigilei et al., 1997, 1998). The internal degree of freedom allows
spheres to change their sizes and controls the rate of energy transfer from the excited
molecules to their surroundings. The main advantage of the model is its ability to study
the dynamics of the system at the mesoscopic length scale, a regime that is not accessible
with either atomistic or continuum computational methods.

As an example, molecular-dynamics simulations were used to investigate the effect
of photochemical processes on molecular ejection mechanisms during 248-nm laser
irradiation of organic solids. Photochemical reactions were found to release additional
energy into the irradiated sample and decrease the average cohesive energy, therefore
decreasing the value of the ablation threshold. The yield of emitted fragments becomes
significant only above the ablation threshold. Below the threshold, only the most volatile
photoproduct is ejected and only in a very small amount, whereas the remainder of
the photoproducts are trapped inside the sample. The occurrence of photochemical
decomposition processes and subsequent chemical reactions changes the temporal and
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Figure 9.4. Snapshots from the molecular-dynamics simulation of laser irradiation of a molecular
solid with pulse duration of 150 ps and fluence of 61 J/m2, adapted from Zhigilei and Garrison
(2000) with permission from the Institute of Applied Physics.

spatial energy-deposition profile, which is different from the case of pure photothermal
ablation. The chemical reactions create an additional local pressure buildup and, as a
result, generate a strong and broad inward-propagating acoustic pressure wave. The
strong pressure wave in conjunction with the temperature increase in the absorbing
region causes the ejection of hot massive molecular clusters. These massive clusters later
disintegrate in the plume into smaller clusters and monomers due to ongoing chemical
reactions. The ejection and disintegration of large clusters result in higher material-
removal rates as well as a higher plume density. This photochemical process is shown
schematically in Figure 9.4, where snapshots were obtained from molecular-dynamics
simulations.

The results from molecular-dynamics simulations are in good agreement with exper-
iments that provide microscopic perspectives of the photochemical processes. The sim-
ulation also showed that the ablation threshold is decreased and the material-removal
rate is increased when the photochemical process is taken into account (Yingling and
Garrison, 2007). This conclusion agrees well with the observation that the thresh-
old value increases with the wavelength in experiments on laser ablation of polymers
(Brannon et al., 1985). As is expected, in general, the longer the wavelength, the weaker
the photochemical mechanism.

9.2.3 Interplay between photochemical and photothermal processes

There are two main mechanisms playing roles in laser ablation of polymers and other
organic molecular materials. Typical characteristics of photochemical processes would
be (i) the lack of damage to the remaining material (i.e. there is no melting), (ii) the
nonequilibrium characteristics regarding the translational, rotational, and vibrational
energies of ablation products, and (iii) the observed difference in terms of species
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obtained in ablation at UV versus IR wavelengths. Contradictory evidence could be
offered by citing (i) the dependence of the ablation rate on pulse length and intensity, and
(ii) the Arrhenius behavior of the ablation rate near the “threshold” for observable mate-
rial removal. It is likely that the nature of the process is system (i.e. laser and sample)-
dependent with no clear distinction (Dyer, 2003). The photochemical mechanism usually
dominates when the wavelength is short (e.g. <200 nm) and the photothermal mecha-
nism is more important for longer wavelengths. For the case of wavelengths in between,
the process is often a combination of photochemical and photothermal processes, and
the interplay between them is responsible for the onset of ablation as well as subse-
quent plume dynamics. Although the quantum yield for photo-induced bond-breaking is
low, photons can efficiently excite chain-scission sites. A reasonable hypothesis on the
coupled ablation process could therefore involve photo-initiated scission followed by
thermal unzipping, although this is hard to elucidate experimentally. A combined photo-
thermomechanical process could be presented in the form of the following equation:

∂NB(x, t)

∂t
= η

σI (x, t)

hν
N + k0N exp

(
−�Ea − ζSzz(x, t)

kBT (x, t)

)
, (9.10)

where η is the quantum yield, Szz the dilatational stress component, and ζ a factor
quantifying the strength of the mechanical coupling. The first term in the above indicates
the direct defect formation, whereas the second models the thermal generation of defects
that is mediated by the thermoelastic stress field that is induced by the laser excitation.

It is well established that photochemical reactions can play a major role in deep-
UV ablation of polymers and other molecular materials such as biological tissues.
Measurements of the single-shot ablation rate of polyimide by Küper et al. (1993)
using a quartz microbalance system indicated a thermal-like behavior for ablation at
248, 308, and 351 nm, manifested by an S-type dependence of the ablation rate with
respect to the fluence. In contrast, the ablation behavior at 193 nm exhibited a sharp
threshold reminiscent of photochemical processes. Consistent with this work were the
in situ experimental measurements by Brunco et al. (1992). These investigators utilized
thin-film Ni–Si thermistors and applied conductive-heat-transfer analysis to infer that
the peak temperature in thin PI films irradiated by 248-nm excimer-laser light at the
threshold fluence of 36 mJ/cm2 was 1660 ± 100 K.

In general, the role of the photochemical reactions in cases when photochemical pro-
cesses are closely coupled with thermal ones, as for irradiation at 248 nm, has not been
understood fully. To distinguish and pinpoint experimentally the photochemical and pho-
tothermal processes, each stage of the excitations and relaxations prior to ablation needs
to be checked. Although it is difficult to isolate one mechanism from another experi-
mentally, it is easier to consider numerically only one mechanism or the combination
of the two. The molecular-dynamics simulation based on a mesoscopic coarse-grained
breathing-sphere model as discussed in the previous section was able to distinguish
some of the features involved in the interplay of the two mechanisms. In model cal-
culations, the photothermal event is realized by depositing the photon energy into the
kinetic energy of internal vibrations of excited molecules, and the photochemical event
is realized by allowing a sphere to break into several smaller spheres representing the
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Figure 9.5. A representation of molecular yields versus laser fluence for chlorobenzene
solids resulting from photothermal processes (i.e. no photofragmentation) and from 36%
photochemical and 64% photothermal processes. The snapshots of the plume in the near-surface
region representing (a) desorption and (b) ablation regimes were taken from simulations of a
cholorobenzene sample at 2.53 and 4.7 mJ/cm2. The laser beam impinges on the sample from the
top and zero distance denotes the original surface. Adapted from Yingling and Garrison (2007)
with permission from Elsevier.

fragments of the excited molecule. By means of this model, the effect of the combination
of photothermal and photochemical mechanisms underlying laser ablation of PMMA
was numerically investigated. Figure 9.5 shows a general dependence of molecular yield
on fluence for both photothermal and photochemical processes. At low laser fluences,
mostly monomers are ejected from the surface according to a thermal-desorption model
(Figure 9.5(a)). As the laser fluence is increased, the surface region starts to melt, and
evaporation from the liquid surface increases. The dramatic increase in the total amount
of the ejected material at a certain fluence corresponds to the ablation threshold. The
ablation regime is described by an explosive disintegration of material and the homo-
geneous decomposition of the plume into a mixture of molecular clusters of various
sizes and individual molecules (see Figure 9.5(c)). The occurrence of photochemistry
influences the yield and lowers the ablation threshold, indicating the change in molecular
ejection mechanism (see Figure 9.5(b)).

9.3 Applications

Polymers and other organic materials have many important applications. In general, the
applications of laser processing of polymers can be grouped into two main categories
(Phipps, 2007). In the first one, the structures produced in the material are of interest,
and in the second, the application is based on laser-ablation products. For instance, as a
mature technology, structuring of polymers has been used in industry for the production
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of nozzles for inkjet printers and to prepare via holes in multi-chip modules through
polyimide.

As an example of emerging applications, biodegradable polymeric materials have
had a significant impact on medical technology, greatly enhancing the efficacy of many
existing drugs and enabling the construction of entirely new therapeutic modalities
(La Van et al., 2003). These degradable materials have been employed in many areas
of therapeutic medicine, from commonly used resorbable surgical sutures (Behravesh
et al., 1999) to controlled-release drug-delivery vehicles (Allen and Cullis, 2004) and
implantable cell-support scaffolds (Middleton and Tipton, 2000). The development of
next-generation drug-delivery and tissue-engineering devices based on biodegradable
polymers is contingent on the fashioning of features on a scale analogous to the size of
cells and organelles. Then UV lasers can modify the surface of a material through direct
chemical bond-breaking and minimize the heat effects on the surrounding material.
The use of solid-state femtosecond lasers allows micromachining of polymers with
precise resolution since the influence of heat conduction around the machined area
during the process can be ignored. This can be accomplished primarily because of
the short time scale of laser–material interaction in which the excitation energy is
highly confined. Therefore, femtosecond UV-laser ablation is very appealing for micro-
patterning biodegradable polymers, which have been utilized to generate high-resolution
micro-patterns on biodegradable polymers (Aguilar et al., 2005).

9.3.1 Laser fabrication of polymers

Excimer-laser ablation is a useful fabrication tool suitable for surface structuring of
polymers and other molecular solids due to their high UV absorption and possible non-
thermal ablation behavior. Polymers typically display high absorption of UV irradiation.
The photothermal and photochemical processes lead to a dissociation of the polymer
and subsequently local ejection of material. The occurrence of photochemical reactions
is responsible for a clean, well-defined geometry of the ablated zone. The lateral dimen-
sions of the removed polymer are determined by the laser-beam size, and the depth
of the hole depends on the laser intensity. Typically the lateral resolution is limited
to a few micrometers while the ablation rate (depth per pulse) can be a few tens of
nanometers. These properties make polymers a very suitable material for excimer-laser
ablation.

On the other hand, thin films of polymers can be deposited by pulsed-laser ablation,
given the demonstrated ability of laser pulses to etch away the near-surface layer. A
significant amount of work on the formation of polymer films by pulsed-laser evaporation
was conducted by Hansen and Robitaille (1988a, 1988b). In their work, laser wavelengths
ranging from 193 to 1064 nm and pulse energy densities of 0.01–2 J/cm2 were utilized
to investigate various polymer systems, such as polyethylene, polycarbonate, polyimide,
and PMMA. A strong correlation between the film quality and the optical density at
the excitation wavelength was observed. Films produced by UV-laser irradiation have
been found to be of considerably higher quality. More interestingly, it is possible to
synthesize polymer–metal composite thin films by pulsed-excimer-laser co-ablation.
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Figure 9.6. An image of 40–50-�m features through 50-�m-thick polyimide. Adapted from
www.oxfordlasers.com.

Since any conventional attempt to introduce metals into an already-formed polymer
(e.g. by use of ion implantation) cracks the polymer, it is essential that metals be
included in the formation stage of the polymer films. The method of laser co-ablation
might not be applicable to the situation wherein the vaporization threshold for the metal
is significantly higher than that for the polymer. In such a situation, it may be necessary
to split the laser beam and adjust separately the energy density on the metal and polymer
surfaces. Figure 9.6 shows a microstructure obtained from UV-laser drilling into a
polyimide sample.

9.3.2 MALDI

MALDI is a laser-assisted soft ionization process that produces molecular ions from large
nonvolatile molecules, such as biopolymers and synthetic polymers, with minimum
fragmentation. This technique has become a major and powerful tool for analysis of
nonvolatile organic compounds (Karas et al., 1987). The growth of this technique has
been further accelerated by innovative mass-spectrometry technologies.

The basic MALDI process involves multiple intermediate steps. Initially, analytes
(e.g. polymers or peptides) are dissolved in a solvent such as water, followed by admix-
ture of a compound (called a matrix) such as trans-cinnamic acid that has a good
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Figure 9.7. A schematic diagram of the MALDI technique.

UV-absorption property. Usually about 104 times more UV absorber than polymer is
used to form the matrix. In the next step, the solvent is evaporated and a layer of UV-
absorbing compound is formed in an airtight sample chamber. A laser beam is then
directed onto the compound sample, and the laser energy is absorbed by the matrix, with
a portion of the energy being passed to the polymer molecules. The matrix material also
reacts with the polymers in such a way that the polymer becomes charged ions. This
process is depicted schematically in Figure 9.7. The ions formed (including analyte ions
and matrix ions) are subsequently analyzed by mass spectroscopy.

Despite its complex characteristics, simulations have been able to offer some
insight into the fundamental aspects of MALDI. Molecular-dynamics simulation studies
(Zhigilei and Garrison, 1999) predicted the existence of two distinct regimes of molec-
ular ejection – surface desorption at low laser fluences and volume expulsion (phase
explosion) at higher fluences. This prediction is supported by a number of recent exper-
imental observations. In MALDI experiments performed by Dreisewerd et al. (1995),
the detection threshold for the ejection of a large analyte molecule, bovine insulin, was
found to be significantly higher than that for neutral matrix molecules (sinapic acid).
A reasonable assumption is that large and heavy analyte molecules can be ejected only
in the ablation regime, through their entrainment into the expanding plume of matrix
molecules.

9.3.3 Laser–tissue interactions

Laser–tissue interactions constitute a unique application in the broader field of laser
ablation of organic materials. Clinical applications of lasers require an understanding of
the fundamental mechanisms that govern laser–tissue interactions. Several books have
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served as valuable resources in the field of laser–tissue interactions (Welch and van
Gemert, 1995; Niemz, 2003; Waynant, 2002). There are also a few review articles on the
general science and applications (Hillenkamp et al., 1980; Oraevsky et al., 1991; van
Leeuwen et al., 1995; Walsh, 1995; Vogel and Venugopalan 2003), as well as on partic-
ular aspects of laser–tissue interactions. For instance, UV-laser ablation of polymers and
biological tissues was discussed in Srinivasan (1986) and Srinivasan and Braren (1989),
the photophysics of laser–tissue interactions was examined in Boulnois (1986), and the
thermal process during laser–tissue interactions was the topic of McKenzie (1990).

Important to the understanding of laser–tissue interaction are the properties of biologi-
cal tissues, such as their composition and morphology, mechanical strength, and thermal
denaturation. Soft biological tissues can be considered as a type of material consisting of
cells that reside in and attach to an extracellular matrix (ECM). By mass most soft tissues
are composed of water (55%–99%) and collagen (0–35%). The ratio of ECM compo-
nents to the total tissue mass varies significantly among tissue types. The interaction of
collagen and the other ECM elements with water is important when considering energy-
transport processes within the tissue under laser irradiation. Secondly, the mechanical
properties of biological tissues influence laser ablation significantly, insofar as the elas-
ticity and strength of the tissue would modulate the kinetics and dynamics of the ablation
process. In addition, thermal denaturation of ECM proteins resulting from pulsed-laser
irradiation is of great importance because it affects the dynamics of the ablation process
and governs the extent of thermal damage produced in the remaining tissue.
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On the other hand, optical-absorption properties of tissues are governed by the elec-
tronic, vibrational, and rotational structures of the constituent biomolecules. The domi-
nant tissue chromophores in the UV are proteins, DNA, and melanin, since the absorption
of UV-laser irradiation by water at room temperature is negligible. Moreover, the ther-
mal and mechanical transients generated by pulsed-laser ablation are substantial and
may result in significant alteration of the tissue’s optical properties. Therefore, dynamic
change of optical properties in tissues needs to be taken into account in most cases.

There are three main processes (surface vaporization, normal boiling, and phase
explosion) responsible for material removal during laser ablation of tissues. Initially,
surface vaporization (along the binodal line) takes place (as shown in Figure 9.8),
and, in the course of the formation and growth of vapor bubbles, normal boiling
occurs. However, when the rate of deposition of energy into the tissue is high enough
to superheat a subsurface layer to the spinodal decomposition temperature, phase
explosion dominates the ablation process and a significant volume of the tissue is
abruptly ejected from the sample; the superheated layer is transformed into a multiphase
mixture.
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Himmelbauer, M., Arenholz, E., and Baüerle, D., 1996, “Single-Shot UV-Laser Ablation of
Polyimide with Variable Pulse Lengths,” Appl. Phys. A, 63, 87–90.

Ichimura, T., Mori, Y., Shinohara, H., and Nishi, N., 1994, “Photofragmentation of Chlorobenzene
– Translational Energy Distribution of the Recoiling C1 Fragment,” Chem. Phys., 189, 117–
125.

Karas, M., Bachmann, D., Bahr, U., and Hillenkamp, F., 1987, “Matrix-Assisted Ultraviolet-Laser
Desorption of Nonvolatile Compounds,” Int. J. Mass Spectrom. Ion Processes, 78, 53–68.

Kawamura, Y., Toyoda, K., and Namba, S., 1982, “Effective Deep Ultraviolet Photoetching of
Poly(methyl methacrylate) by an Excimer Laser,” Appl. Phys. Lett., 40, 374–375.

Koubenakis, A., Labrakis, J., and Georgiou, S., 2001, “Pulse Dependence of Ejection Efficiencies
in the UV Ablation of Bi-component van der Waals Solids” Chem. Phys. Lett., 346, 54–60.

Küper, S., Brannon, J., and Brannon, K., 1993, “Threshold Behavior in Polyimide Photoablation:
Single-Shot Rate Measurements and Surface-Temperature Modeling,” Appl. Phys. A, 56,
43–50.

Lankard, J. R. Sr., and Wolbold, G., 1992, “Excimer Laser Ablation of Polyimide in a Manufac-
turing Facility,” Appl. Phys. A, 54, 355–359.

La Van, D. A., McGuire, T., and Langer, R., 2003, “Small-Scale Systems for in vivo Drug
Delivery,” Nature Biotechnol., 21, 1184–1191.



280 Organic materials

Linsker, R., Srinivasan, R., Wynne, J. J., and Alonso, D. R., 1984, “Far-Ultraviolet Laser Ablation
of Atherosclerotic Lesions,” Lasers Surg. Medicine, 4, 201–206.

McKenzie, A. L., 1990, “Physics of Thermal Processes in Laser Tissue Interaction,” Phys. Med.
Biol., 35, 1175–1209.

Middleton, J. C., and Tipton, A. J., 2000, “Synthetic Biodegradable Polymers as Orthopedic
Devices,” Biomaterials, 21, 2335–2346.

Niemz, M. H., 2003, Laser–Tissue Interactions: Fundamentals and Applications, 3rd edn, Berlin,
Springer-Verlag.

Novis, Y., Pireaux, J. J., Brezini, A. et al., 1988, “Structural Origin of Surface Morphological
Modifications Developed on Poly(ethylene terephthalate) by Excimer Laser Photoablation,”
J. Appl. Phys., 64, 365–370.

Oraevsky, A. A., Esenaliev, R. O., and Letokhov, V. S., 1991, “Pulsed Laser Ablation of Biological
Tissue: Review of the Mechanisms,” in Laser Ablation, Mechanisms and Applications, edited
by J. C. Miller and R. F. Haglund, New York, Springer, pp. 112–122.

Phipps, C., 2007, Laser Ablation and its Application, New York, Springer.
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10 Pulsed-laser interaction with liquids

10.1 Rapid vaporization of liquids on a pulsed-laser-heated surface

10.1.1 Background

The laser-beam interaction with materials in liquid environments exhibits unique char-
acteristics in a variety of technical applications. The explosive vaporization of liquids
induced by short-pulsed laser irradiation is utilized in laser cleaning to remove micro-
contaminants (Park et al., 1994) and in medical laser surgery. Physical understanding
of superheated liquids and liquid-to-vapor phase transitions has been sought in order to
achieve better control of such applications. The transient development of the bubble-
nucleation process and the onset of phase change were monitored by simultaneous appli-
cation of optical-reflectance and -scattering probes (Yavas et al., 1993). The numerical
heat-conduction calculation also shows that the solid surface achieves temperatures of
tens of degrees of superheat (Yavas et al., 1994). Real-time measurement of the surface
temperature transient in the course of the laser-induced vaporization process is needed,
since the surface temperature is an important parameter in heterogeneous nucleation. The
kinetics of heterogeneous bubble nucleation and the growth dynamics have long been a
subject of intense research interest (Skripov, 1974; Stralen and Cole, 1979; Carey, 1992).

Enhanced pressure is produced in the interaction of short-pulsed laser light with
liquids (Sigrist and Kneubühl, 1978). The efficient coupling of laser light into pressure
is of interest in many technical and medical areas, such as laser cleaning to remove
surface contaminants, laser tissue ablation, corneal sculpturing (Vogel et al., 1990), and
gall-stone fragmentation (Teng et al., 1987). It is also widely used for surface treatment
of metals and nondestructive testing of materials. The enhancement of pressure in a
liquid or at its interface with another medium has been attributed to plasma formation,
bubble cavitation, and rapid evaporation. Plasma formation occurs only for high-intensity
laser irradiation involving ablation or optical breakdown. Collapsing bubbles generate
a strong impulse of pressure (Rayleigh, 1917). High-speed photography has shown that
the cavitation bubbles near a solid boundary introduce liquid-jet formation (Vogel et al.,
1989) that is responsible for cavitation damage (Tomita et al., 1984). Many technical
applications are based on the generation of pressure by implosive bubble collapse, such
as ultrasonic cleaning. In the ablation of a liquid film by a short-pulsed laser, the pressure
production is ascribed to the explosive growth of bubbles brought about by instantaneous
heating (Do et al., 1993). Vapor explosion and emission of a pressure wave by rapid
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evaporation of liquids is known to be destructive in many industrial accidents, such as
nuclear-reactor failure.

Quantification of pressure in liquid pools subjected to intense short-pulsed-laser irra-
diation has been achieved by various methods. These include the use of hydrophone
or piezoelectric transducers (Leung et al., 1992; Schoeffmann et al., 1988), fast pho-
tography (Vogel et al., 1989), interferometry (Ward and Emmony, 1991a, 1991b), and
optical probing (Doukas et al., 1991). Several optical methods rely on measurements of
the shock-wave velocity and the shock-wave velocity–pressure relations for the deter-
mination of pressure (Doukas et al., 1991; Harith et al., 1989). In a lower-energy regime
wherein the velocity is not supersonic, such a calibration is not applicable. Since high
pressure is needed to create shock waves, the detection limit of this kind of technique is
typically in the kilobar range. In the case of water, a Mach number of 1.35 corresponds
to a pressure of 5 kbar according to the shock-wave and thermodynamic relation (Rice
and Walsh, 1957). Hydrophone or piezoelectric transducer probes are of limited use
due to ringing and lack of bandwidth, leading to probable underestimation of pressure.
In the short-pulsed-laser generation of pressure when the frequency is well above the
megahertz range, piezoelectric transducers need to be placed close to the sample in order
to avoid severe attenuation of high-frequency waves in the liquid. This causes undesir-
able disturbance in the pressure field and a false signal due to direct absorption of laser
light by the sensor element. The photoacoustic sensing technique, which is based on the
probe-beam-deflection method, has shown its ability to overcome these difficulties.

Pressure amplitude ranging from a few atmospheres up to hundreds of kilobars is
generated upon laser interaction with absorbing liquids or transparent liquids near an
absorbing solid boundary. The reported pressure values depend on the laser intensity,
optical properties of liquids and/or absorbing solid, characteristics of the pressure wave,
and detection geometry. Hence a more universal parameter, namely, the conversion
efficiency from the optical energy delivered by a laser pulse into acoustic energy has
been utilized. The parameter ranges from 10−4 in the case of thermoelastic expansion
(Lyamshev and Naugol’nykh, 1981; Lyamshev and Sedov, 1981) to 0.3 in the case of
optical breakdown (Teslenko, 1977). It has been shown that the optical breakdown or
surface ablation and subsequent plasma formation are the most efficient mechanisms for
pressure generation (Sigrist, 1986). However, these are not desirable in many technical
applications due to their destructive nature. The explosive vaporization of liquids, on
the other hand, can generate pressure efficiently without inflicting permanent damage
on the sample. It had been shown earlier that the additional evaporation of liquid causes
the peak pressure to be up to an order of magnitude higher than that due to the thermal
expansion alone (Sigrist, 1978). Theoretical description is difficult due to the formation
of a superheated liquid, development of nucleation centers, and thermal instability of
the evaporation front (or bubble).

The bubble size and growth rate are important physical quantities for understanding
the rapid phase-change process. When the laser pulse irradiates the solid surface, tiny
bubbles nucleate on the surface and then grow. The bubbles may eventually coalesce,
in which process both the overall number density and the shape of the bubble clusters
or aggregates are expected to change. Therefore, the presence of multiple bubbles
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complicates theoretical calculation of the growth rate. Optical techniques based on Mie
scattering were applied to measure the size of spherical bubbles (Hansen, 1985; Holt and
Crum, 1990). Barber and Putterman (1992) also utilized Mie scattering to measure the
radius of a single, isolated micrometer-size sonoluminescing bubble. Direct visualization
of a cavitation bubble and the emanating pressure field has been conducted using a Mach–
Zehnder interferometric technique (Ward and Emmony, 1991a, 1991b; Alloncle et al.,
1994). A high-sensitivity differential interferometer was introduced by Rovati et al.
(1993) to measure the pulsation of millimeter-size gas bubbles. Nevertheless, the small
(sub-micrometer) length and short time scales render direct in situ measurement of the
size of nanosecond-pulsed-laser-induced bubbles difficult.

10.1.2 Temperature measurement

Accurate measurement of the temperature of the short-pulsed-laser-irradiated target
is essential for understanding the laser-beam interaction with materials and assessing
the optimal operating parameters in many technical laser applications such as pulsed-
laser micromachining. Efforts to quantify the temperature development during laser-
irradiation processes include temperature estimation by using thermocouples (Dyer
and Sidhu, 1985), use of pyroelectric crystals (Gorodetsky et al., 1985), probing the
absorptance change of dye (Lee et al., 1992), and using Ni–Si thermistors (Brunco
et al., 1992).

The solid sample utilized for carrying out the temperature measurement (Park et al.,
1996a, 1996b) is shown in Figure 10.1. The optical-temperature-sensor layer is a thin
polycrystalline silicon (p-Si) film whose optical properties vary with temperature. By
utilizing the formalism of the characteristic transmission matrix, the lumped-structure
reflectivity and transmissivity can be obtained. The calculated temperature profile is
utilized to compute the theoretical reflectivity response. Figure 10.2 shows the results
from measurements of the transient temperature and bubble growth at atmospheric pres-
sure for the water–chromium interface for two excimer-laser fluences. As bubbles form
and grow on the surface, the frontside specular reflectance exhibits distinct transient
behavior, as can be seen in the top panels. The increase in reflectance following the
excimer-laser pulse is caused by the formation of a thin layer of small embryonic bub-
bles (Yavas et al., 1993), while the trailing decrease is due to scattering losses caused
by enlarged bubbles. Finally, the slow recovery is due to bubble collapse. Nucleation
manifests itself as an increase in the front-side reflectance. The degree of superheating
required for the nucleation of embryos is significantly lower than that for the formation
of bubbles. The dynamics of bubble growth can be understood as follows. Microscopic
embryos are nucleated as soon as the surface reaches the boiling condition (the “nucle-
ation threshold”). Bubbles can grow in size if sufficient heat is supplied from the surface.
When their radii exceed the limit Rb � λ/(2πn), i.e. about 0.06 �m (λ = 488 nm and
n = 1.34), scattering losses become much more appreciable and the specular reflectance
decreases. From the temperature measurements, bubble growth takes place only if the
surface temperature is about 100 K above the boiling temperature for water and methanol
at atmospheric pressure. The bubble-growth speed at the liquid-inertia-controlled limit
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Figure 10.1. A schematic diagram of the experimental setup: (a) the optical detection scheme and
(b) an overall view. The sample is composed of a 0.15-�m-thick Cr film and 0.35-�m-thick p-Si
to maximize the optical response due to interference. From Park et al. (1996a), reproduced with
permission from the American Institute of Physics.

can be estimated by equating the kinetic energy of the flow to the work performed by
pressure forces, dRb/dt = (2/3)(Pv − P∞/ρ)1/2 (Carey, 1992). This estimate provides
an upper bound for the growth velocity (Prosperetti and Plesset, 1978). The peak sur-
face temperature for water at the bubble-growth threshold for each ambient pressure
is measured and plotted in Figure 10.3. The solid line indicates the saturation curve
and the dashed line the limit of superheating (Avedisian, 1985). The area between the
saturation curve and the limit of the superheating curve is the region of metastable states.
It is observed that the threshold temperature increases with pressure until it merges with
the saturation curve at 2.2 MPa. The degree of superheating required for the bubble
growth on a nanosecond time scale decreases with pressure and becomes zero near
2.2 MPa.
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Figure 10.2. The experimental reflectance curves (solid lines) for water are shown in both top
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reflectance. The dotted lines in the second and third panels are the calculated transient
reflectivity response and surface temperature, respectively. Shown as solid lines in the third
panels are resultant surface-temperature traces from the measured reflectances. The bottom
panels show the excimer-laser pulses, F = 42.2 mJ/cm2 (left) and 46.4 mJ/cm2 (right). From
Park et al. (1996a), reproduced with permission from the American Institute of Physics.

Figure 10.3. The bubble-growth-threshold temperatures and liquid pressures are identified as
symbols o and connecting dotted lines in the P–T diagram. From Park et al. (1996b), reproduced
with permission from the American Society of Mechanical Engineers.
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10.1.3 Pressure production

The transient pressure generated by the vaporization of water on a solid surface is
observed experimentally using a commercial piezoelectric transducer of bandwidth
100 MHz and the photoacoustic (PA) probe-beam-deflection method (Park et al., 1996c).
The experimental setup is shown in Figure 10.4(a). A PA probe-beam-deflection probe
is also shown. The technique is based on detecting the refractive-index gradient in water
induced by the change of density. The change of density can be created by temperature or
pressure gradients. While crossing a probe beam, a pressure wave introduces a refractive-
index gradient across the waist of the probe beam. Therefore, the probe beam deflects
toward the optically denser side, producing the so-called “mirage effect.”

The experimental setup for the optical-reflectance probe together with the PA probe-
beam-deflection method is shown in Figure 10.4(b). The PA probe-beam-deflection
technique provides a fast and contactless way of detecting acoustic-wave propagation.
When the probe diameter is much smaller than the wavelength of the PA pulse, the
deflection angle ϕdef is (Tam, 1986)

ϕdef
∼= l

n0

∂n

∂r
, (10.1)

where n is the refractive index of the medium, with an equilibrium value of n0, l the inter-
action length of the photoacoustic pulse with the probe beam, and r the radial coordinate
(Figure 10.5). The refractive-index gradient is proportional to the time derivative of the
acoustic wave, so the probe-beam-deflection signal is a measure of the time derivative
of the pressure pulse at the probe-beam position, i.e.

ϕdef(t) ∝ ∂P

∂t
. (10.2)

In the detection scheme with a knife edge blocking the lower half of the probe beam
(Figure 10.5), the signal received by a photodetector, Id, using Equation (10.1), is written
as

Id = Gain ×
[
1 + erf

(√
2
πwϕdef

λ

)]
, (10.3)

where Gain is the gain constant which can be determined by measuring the initial signal
when the deflection is zero, I d = Gain, and L is the distance from the focal plane to the
knife edge. Therefore, the deflection angle is

ϕdef = λ√
2πw

erf−1

(
1 − Id

Gain

)
, (10.4)

where erf−1 is the inverse error function and the deflection angle toward the sample is
given a positive sign. Figure 10.6(a) shows a typical deflection signal detected by the
photodetector. The trace shown in Figure 10.6(b) is the deflection angle ϕdef computed
using Equation (10.4). The deflection angle is easily converted to ∂P/∂t using Equation
(10.1), the ∂n/∂P value (0.000 15 MPa−1 for water at λ = 632.8 nm; Schiebener et al.,
1990), and the speed of sound. Finally, the pressure P(t) can be obtained by integrating
with respect to time (Figure 10.6(c)).
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Figure 10.4. Schematic diagrams of the experimental setup with (a) the piezoelectric transducer
and the photoacoustic-deflection probe, and (b) the optical-reflectance probe and the
photoacoustic-deflection probe. The diameter of the deflection probe beam is exaggerated. From
Park et al. (1996c), reproduced with permission from the American Institute of Physics.
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Figure 10.5. Geometries of (a) the undeflected and (b) the deflected probe beam with a Gaussian
intensity profile. From Park et al. (1996c), reproduced with permission from the American
Institute of Physics.

The possible pressure-production mechanisms during laser-induced vaporization of
liquids on solid surfaces are thermal expansion, rapid bubble growth and collapse, and
plasma formation. For the laser energy levels considered in this work (<0.1 J/cm2),
the last mechanism is not likely to contribute. When laser-induced heating occurs, both
liquid and solid experience thermoelastic expansion and thermal stress. The stress wave
produced by thermoelasticity can be calculated from the equations of motion, the stress–
strain relations, and the imposed boundary conditions (Bushnell and McCloskey, 1968).

It has been shown that a vibrating body transmits energy in the form of acoustic radia-
tion to the surrounding medium (Stokes, 1868). Bubbles have since been recognized as a
source of acoustic emission by Strasberg (1956). He found that the volume pulsations of
bubbles can generate high sound pressures. When a bubble entrained in a liquid under-
goes expansion or contraction, acoustic pressure is radiated from the bubble surface.
Pressure can be generated also during the adiabatic collapse of bubbles (Rayleigh, 1917;
Strasberg, 1956). A factor to be accounted for is related to the effects due to multiple
bubbles. It has been shown experimentally that the pressure induced by multiple-bubble
collapse is weaker than that caused by collapse of a single bubble (Crum, 1994). Tomita
et al. (1984) discovered that the maximum impulsive pressure quickly decreases with
reduction in spacing between bubbles due to significant interactions and subsequent loss
of spherical symmetry.

When the laser fluence is low, i.e. below the vaporization threshold of about 50 mJ/cm2,
the pressure is generated thermoelastically. Upon exceeding this threshold, another
contribution of pressure is attributed to bubble growth, as shown in Figure 10.7(a). The
observed signal is a superposition of the thermal-expansion-induced pressure and the
bubble-growth-induced pressure. A similar trend has been observed (Zweig et al., 1993).
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Figure 10.6. (a) The deflection signal received by the photodetector for water irradiated with the
excimer-laser fluence of 46.1 mJ/cm2. Also shown are (b) the converted deflection angle, ϕdef,

and (c) the pressure. From Park et al. (1996c), reproduced with permission from the American
Institute of Physics.

Thermoelastic pressure is generated by the temperature rise and has narrow temporal
width because its duration scales with the time required for the temperature rise, i.e. the
excimer-laser pulse width. On the other hand, pressure generated by bubble growth has
a longer temporal duration, scaling with the bubble-growth time (Figure 10.7(b)).

10.1.4 Kinetics of vapor phase change

Michelson interferometry is the best-known technique to be based on the interfer-
ence effect of two mutually coherent beams. As mentioned above, the nanosecond-
laser-induced bubble-growth process can be approximated by invoking the picture of a
growing thin vapor film. If the surface roughness of the film (or size of the individual
bubbles in the early stage) is much smaller than the wavelength of the probe laser beam,
the interference technique can be used to detect the thickness of the vapor film (or effec-
tive thickness of the bubble layer). The difference between the refractive indices of water
vapor and water causes a net change in the optical path length of an interfering beam as
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Figure 10.7. The pressure-pulse amplitudes are plotted in the left-hand figure as a function of the
excimer-laser fluence. The data produced by the transducer are represented by the symbols
labeled “PZT” and the data obtained by the deflection probe are represented by the symbols
labeled “OPT.” The experiments were done five times, and corresponding data points are labeled
as indicated by the Roman numerals. The amplitude of the drop in optical specular reflectance is
also plotted with the dashed line. The bubble-nucleation threshold is marked by the arrow. The
right-hand figure gives the pressure-pulse traces that are normalized by the peak pressue. The
dashed curves indicate the pressure pulses in the thermoelastic regime and the solid traces
indicate the pressure pulses above the bubble-nucleation threshold. It can be seen that the bubble
generation and vapor-phase formation extend the duration of the released pressure. From Park
et al. (1996c), reproduced with permission from the American Institute of Physics.

the vapor film grows. A schematic diagram of the experimental setup is shown in
Figure 10.8. The measured “effective film thickness” of the bubble layer and the
corresponding reflectance signal are displayed in Figures 10.9(a) and (b). The early stage
of bubble growth is largely dominated by an inertia-controlled process. The growth rate
of the effective vapor film in the initial stage ranges from 0.5 to 1 m/s. These values
are considered as lower limits of the bubble-growth rate since the effective layer thick-
ness does not directly represent bubble size.
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Figure 10.8. A schematic diagram of the experimental setup using two Michelson interferometers
(front-surface probe and back-surface probe) for measuring the change in optical path length due
to bubble formation on a Cr surface and for monitoring the vibration of the solid sample,
respectively. From Kim et al. (2001), reproduced with permission from Elsevier.

10.2 Pulsed-laser interaction with absorbing liquids

10.2.1 Backgound

Owing to the short time scale and noncontact nature of the high-density energy transfer,
the interaction of a short laser pulse with an absorbing-liquid medium has been one of the
important issues in the study of rapid phase change and bubble dynamics. An acoustic
pulse can be generated either by a purely thermoelastic mechanism or by the combined
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Figure 10.9. (a) The effective thickness of the bubble layer measured by recording the change in
optical path length at various laser fluences and (b) the corresponding normal-incidence
reflectance signal on the vapor-formed surface. From Kim et al. (2001), reproduced with
permission from Elsevier, and Kim et al. (2001), reproduced with permission from Elsevier.

effect of that together with other nonlinear processes such as liquid evaporation, dielec-
tric breakdown, and electrostriction (Bunkin and Komissarov, 1973; Lyamshev and
Naugol’nykh, 1981; Lyamshev and Sedov, 1981). This photoacoustic energy-transfer
mechanism can be employed in a number of applications, including a variety of biomed-
icalones (Teng et al., 1987; Cross et al., 1988; Vogel et al., 1990; Asshauer et al., 1994;
Oraevsky et al., 1995; Paltauf et al., 1996). Results of studies on laser-induced biological-
tissue removal suggest that the low threshold for tissue ablation can be ascribed to the
mechanical effects (spallation) caused by short-pulsed heating under stress-confinement
conditions (Oraevsky et al., 1995; Paltauf and Schmidt-Kloiber, 1996). It has also been
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Figure 10.10. A diagram indicating various phenomena involved in the pulsed-laser-induced
ablation of absorbing liquids.

argued that the physical mechanism underlying the biological-tissue ablation bears a
strong resemblance to that of the absorbing-liquid ablation. Another potential appli-
cation is in the pulsed-laser removal of surface contaminants via the ablation of a
deliberately deposited liquid film, such as in the CO2-laser-based cleaning tool (Héroux
et al., 1996). In this case, however, the ablation mechanism for a thin liquid film formed
on a solid surface has to be considered since the mechanism might be significantly
different from that of the ablation of bulk liquids.

Irradiation of absorbing-liquid surfaces by a laser pulse can drive a number of inter-
related phenomena, as depicted in Figure 10.10. The energy absorption increases the
liquid temperature and the subsequent thermal expansion of the heated volume produces
thermoelastic-stress waves. The vapor phase can be formed by further temperature
increase or by a local pressure drop, while acoustic excitation can be induced by the
dynamics of the vapor plume and cavities in the liquid. Thus, the pulsed-laser abla-
tion of absorbing liquids can take place through several different physical processes. If
the heating rate is gradual so that the laser-pulse duration is long compared with the
acoustic relaxation time (the time taken for an acoustic wave to cross the heated zone),
thermal evaporation due to the temperature rise under constant ambient pressure is usu-
ally observed, i.e. typical “slow” boiling phenomena. However, in the case of “rapid”
heating by a short-pulsed laser, the effect of thermoelastic excitation of the acoustic field
becomes a dominating factor in the ablation process at low laser fluences: ablation is
driven by the tensile component of the thermoelastic stress without a substantial tem-
perature increase (“cold” ablation). This mechanism is explained by the metastability of
liquids subjected to negative stress of considerable magnitude (Fisher, 1948; Batchelor,
1967). The significance of the thermoelastic-stress generation stems from the fact that
low hydrodynamic pressure below the equilibrium vapor pressure can create cavities
filled with either vapor or noncondensable gases from pre-existing gas pockets. The
dynamics of the cavity growth and collapse can play a major role in the ablation process
and the acoustic-pulse generation. It has been demonstrated that cavitation bubbles near
a free surface can produce a high-speed jet in the liquid (Blake et al., 1987). Oraevsky
et al. (1995) also observed that substantial liquid-stream ejection is followed by the
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collapse of large cavitation bubbles in the ablation of an aqueous solution of K2CrO4 by
a Q-switched Nd : YAG laser. Accordingly, the acoustic-pulse generation and material
removal by the pulsed-laser irradiation of a liquid surface do not just depend on the
thermal-energy balance in a simple way as in the case of “slow” heating of the liquid.
More importantly, the phenomena are affected by the optically excited stress field, the
dynamics of the vapor cavity formed, and the evolution of the ablation plume ejected
into the ambient air.

When a large amount of energy is deposited during a short interval at high laser
fluences, substantial superheating of the liquid above the equilibrium vaporization tem-
perature is achieved. If the temperature of the superheated liquid becomes comparable to
the thermodynamic critical temperature, “explosive vaporization” takes place due to the
instantaneous increase of the homogeneous bubble-nucleation rate in the superheated
liquid. The metastability behavior of the liquid due to large superheating and the bubble-
nucleation kinetics are critical in this case. A strong shock wave can also be formed in
the ambient air by the expansion of a high-temperature and high-pressure ablation cloud
over the laser spot.

10.2.2 Optical generation of acoustic transients

The transient heating by a laser pulse induces thermal expansion of the absorbing-liquid
volume, which initially pushes the surrounding liquid medium. This momentum supply
into the surrounding medium and the formation of a rarefaction zone inside the heated
volume are responsible for the compressive and tensile stresses in the medium, respec-
tively. The acoustic pulse at a certain location in the medium can be either compressive
or tensile, depending on the arrival time of the stress wave generated in the absorp-
tion zone. While the thermal expansion directed into the medium (observer) generates
positive stress (a compression wave), the outward expansion directed toward the free
surface generates negative stress (a rarefaction wave). The early analytical works in one-
dimensional planar and spherical geometries showed that the acoustic wave comprises a
leading positive component that is followed by a negative component originated by the
outward expansion (Gournay, 1966; Hu, 1969). Three-dimensional analyses, however,
demonstrated that the acoustic pulse may have a more complicated shape than a simple
compression–rarefaction pulse (Kasoev and Lyamshev, 1977; Karabutov et al., 1979).

Simple estimates of the magnitude of the pressure pulse generated by the thermoe-
lastic mechanism are possible for two limiting cases. In the short-pulse limit (acoustic-
penetration depth daco � optical-penetration depth dabs, i.e. cstpulse � 1/γ ), the volume
that absorbs laser energy cannot expand during the laser-pulse heating and the entire zone
rapidly enters the compression stage. Let the beam-spot area be A and the characteristic
length of the energy-absorption zone be 1/γ so that the total laser-energy-absorbing
volume is V = A/γ . In this limiting case, the thermal expansion of the volume is

�V = Eabsβ

ρCp

, (10.5)

where Eabs represents the absorbed laser energy, β the volumetric thermal-expansion
coefficient, ρ the density, and Cp the specific heat at constant pressure.
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By virtue of the definition of the speed of sound in a liquid,

c2
s =

(
∂P

∂ρ

)
s

= − 1

ρ2

(
∂P

∂v

)
s

, (10.6)

the pressure increase due to the volume expansion is given by

�P ≈ ρc2
s
�V

V
. (10.7)

Substitution of Equation (10.5) into the above equation yields

�P ≈ c2
sβ

Cp

Eabs

V
= �GγF, (10.8)

where the constant �G = c2
sβ/Cp is the so-called Grüneisen parameter. This parameter

quantifies the ability of the medium to convert internal energy into pressure production.
The long-pulse limit corresponds to the case when the laser-pulse duration is much
longer than the acoustic-pulse travel time (cstpulse � 1/γ ). In this limit, the acoustic
pulse travels in the absorption zone with finite speed during the laser-pulse heating.
From the momentum balance, the pressure rise is estimated:

�P ≈ ρcsUexp = ρcs
�V

Atpulse
= csβ

Cp

Eabs

Atpulse
= csβ

Cp

Fabs

tpulse
, (10.9)

where Uexp denotes the characteristic velocity of volumetric expansion. For a fixed-laser
fluence and absorption coefficient, short laser pulse heating converts the electromagnetic
energy into acoustic energy in a more efficient way. The limiting value of the maximum
pressure approaches �GγFabs as the pulse duration is reduced. Equations (10.8) and
(10.9) also show that the magnitude of the thermoelastic pressure for a fixed laser-pulse
duration and laser fluence is initially linearly proportional to the absorption coeffi-
cient, but eventually approaches a constant value as the absorption coefficient becomes
large.

The temperature field induced by pulsed-laser heating can be modeled via conduc-
tive heat transfer, assuming that the laser energy absorption in the liquid is quantified
by volumetric heat generation that decays exponentially from the liquid surface. Since
the laser-beam-spot dimensions are much larger than the optical and thermal penetra-
tion depths, the temperature field T(x, t) can be obtained using the one-dimensional
heat-conduction equation. On the time scale of interest (up to a few microseconds),
the temperature field calculated by neglecting heat diffusion is a good approximation
for typical liquids of low thermal conductivity. According to this simplification, the
temperature rise in the irradiated volume is directly proportional to the energy absorbed
during the laser-pulse duration. After the laser pulse, the temperature field is consid-
ered constant. Hence, the following expression is obtained for the temperature field by
neglecting thermal diffusion:

θ (x, t) = T − T∞ = 1 − R

ρCp

γ exp(−γ x)
∫ t

0
I (t)dt. (10.10)
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The stress field induced by surface heating of a semi-infinite liquid can be calculated by
using a theoretical model based on the thermoelastic expansion of the liquid subjected
to transient heating (the so-called “thermal shock”). The governing equation for model-
ing the one-dimensional thermoelastic material displacement ud is (Boley and Weiner,
1967)

1

c2
s

∂2ud

∂t2
= ∂2ud

∂x2
− β

∂θ

∂x
. (10.11)

The initial condition is

∂ud

∂t

∣∣∣∣
x,t=0

= ud(x, 0) = 0, (10.12)

and the boundary conditions for a free surface (no normal stress) and a rigid boundary
are

∂ud

∂x

∣∣∣∣
x=0,t

= βθ(0, t) (10.13)

and

ud(0, t) = 0, (10.14)

respectively. The general solution of the above equation is obtained by applying the
Laplace-transform method:

ud =
∫ t

0
f (ξ )g(t − ξ )dξ. (10.15)

In the above equation, the function f (t) is determined from the temporal shape of the
laser pulse as

f (t) ≡ 1 − R

ρCp

γ

∫ t

0
I (t)dt, (10.16)

so that

θ (x, t) = f (t)exp(−γ x). (10.17)

In the study by Kim et al. (1998), the temporal shape of the excimer-laser pulse was
approximated to be triangular (tmax = 17 ns, tpulse = 48 ns). Hence, the temperature field
in the liquid is expressed as

θ (x, t) = 1 − R

ρCp

γF exp(−γ x)

×




t2

tpulsetmax
(0 < t < tpeak),

tmax

tpulse
+ (t − tpulse)(2tpulse − tmax − t)

tpulse(tpulse − tmax)
(tpeak < t < tpulse),

1 (tpulse < t).

(10.18)
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The function g(t) is obtained for the free- and rigid-boundary cases as

g(t) =



βcs

2
{exp[γ (cst − x)] − exp[−γ (cst + x)]} (t < x/cs),

−βcs

2
{exp[−γ (cst − x)] + exp[−γ (cst + x)]} (t > x/cs),

(10.19)

and

g(t) =



βcs

2
{exp[γ (cst − x)] − exp[−γ (cst + x)]} (t < x/cs),

βcs

2
{exp[−γ (cst − x)] − exp[−γ (cst + x)]} (t > x/cs),

(10.20)

respectively. Once the displacement ud is given, the normal stress σxx is given by the
equation

σxx

ρc2
s

= ∂ud

∂x
− βθ. (10.21)

The one-dimensional assumption in the above formulation is valid in the region close
to the absorbing surface if the cross section of the laser beam is larger than the optical
penetration depth and the characteristic wavelength of the excited sound wave (dabs �
x � daco). If the wave propagation exhibits three-dimensional effects, the above model
is not appropriate.

If the liquid surface is covered by a quartz plate with acoustic impedance much
greater than that of the liquid, the boundary condition (10.14) applies. In this case,
the thermal expansion is confined only to the downward direction into the liquid and
the acoustic wave is purely compressive. In contrast, the wave launched from the free
surface has both compressive and tensile phases. The overall pulse width approximately
matches the laser-pulse duration since the temperature change that causes compression–
rarefaction occurs during this interval. As shown in Equation (10.18), the maximum
(surface) temperature is determined by γF for a fixed laser-pulse duration. The effect of
varying laser fluence and absorption coefficient for a constant value of γF (i.e. constant
temperature) on the thermoelastic-stress generation is represented in Figure 10.11 (in
this case, the maximum temperature rise is 12 K). Evidently, the amplitude and width
of the acoustic pulse increase as larger laser fluence (weaker absorption) is used.

The acoustic-transient generation accompanying the change in the thermodynamic
state of the liquid medium can involve various physical mechanisms. First, rapid expan-
sion of the vapor cavity by thermal evaporation of bubble nuclei can produce acoustic
pulses in the liquid. Second, surface evaporation with violent vapor-plume ejection
imparts substantial recoil pressure on the liquid. Third, the collapse of an empty or
vapor cavity generated by a tensile-stress field can induce a pressure wave of large
amplitude. The relative importance of the vapor-cavity expansion in acoustic-pulse gen-
eration depends on the absorbed energy density. If the heating is strong, i.e. if forced
vaporization occurs before the thermoelastic compression pulse is formed, the action of
vapor-cavity expansion should be taken into consideration. However, if the heating is
moderate, the effect of vaporization is secondary and the thermoelastic mechanism is
dominant.
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Figure 10.11. Temporal profiles of normalized thermoelastic stress induced by an excimer-laser
irradiation of K2CrO4 solution (a) for various absorption coefficients and (b) for various
concentrations and a fixed γF = 5.0 × 107 J/m3. From Kim et al. (1998), reproduced with
permission from Springer-Verlag. In (a) the solid lines represent the pressure pulse under
free-boundary conditions and the dotted lines represent that under rigid-boundary conditions.

The liquid ablation induced by laser irradiation of a free surface involves surface
vaporization as well as volumetric evaporation due to the bubble growth in the liquid.
If the absorbed energy density is large enough, the vapor plume attains a large amount
of kinetic energy and exerts recoil momentum upon leaving the surface. Because the
surface-ablation mechanism and the consequent acoustic-pulse formation are very com-
plicated, a thorough understanding of the process has not yet been achieved (especially
for when the surface temperature is close to the critical temperature). If the temperature
rise is moderate (below the critical temperature), the kinetic theory of vaporization may
be applied to determine the vapor flux from the surface.

If a liquid medium is subjected to tensile stress, cavitation bubbles can be formed in
the liquid. When these cavities collapse, liquid rushes toward the center of the cavity,
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and the low degree of compressibility of the liquid produces a strong impact, launching
a compression wave into the medium. One of the major difficulties in predicting these
effects is the ambiguity of the initial conditions that originate from naturally existing
impurities in liquids.

10.2.3 Numerical modeling of explosive vaporization

The ablation process and the dynamics of the ejected vapor plume are modeled using
kinetic theory of surface vaporization and the Euler conservation equations for gas
dynamics. The model consists of four main parts: the liquid-temperature computation,
the determination of the vaporization flux at the surface, the calculation of the jump
conditions across the discontinuity layer between liquid and vapor, and the solution of
two-dimensional gas-dynamics equations for the vapor phase. First, the liquid-surface
temperature is calculated by solving a one-dimensional transient heat-diffusion equation
in the liquid region, neglecting detailed bubble-nucleation kinetics and long-term hydro-
dynamic motion. In the computation, the overall energy balance compensating for the
energy loss due to latent heat of vaporization has been considered in the heat-affected
zone (the laser-energy-absorption region). The liquid–vapor interface is assumed adia-
batic, neglecting the heat conduction to the vapor phase. The location of the liquid–vapor
interface is obtained either by applying a kinetic relation (the Knudsen–Hertz relation)
or by invoking the assumption of instantaneous explosive vaporization with maximum
superheating. The surface-vaporization model approximates the vaporization flux well
at moderate temperatures. However, due to the small time scale in the short-pulsed-laser
heating of liquids, a large degree of superheating of the liquid (close to the thermody-
namic critical temperature Tc) is expected in the case of high-fluence ablation. If the
liquid is in this metastable state, the volumetric-evaporation effect (homogeneous bubble
nucleation) dominates the evaporation process since the random-fluctuation energy of
the liquid molecule is comparable to the activation energy for vaporization. Therefore,
an equilbrium kinetics relation cannot be utilized to estimate the vaporization flux in
the high-temperature regime. The model described in Kim et al. (1998) adopted the
following assumptions to estimate the nascent vapor flux.

(1) The maximum attainable temperature of liquids is determined by the spinodal limit.
Therefore, the superheating limit under ambient atmospheric pressure is assumed at
Tsp = 0.84Tc on the basis of the van der Waals equation of state.

(2) If the liquid-surface temperature does not exceed the spinodal limit, the vaporization
flux can be approximated using a kinetic relation.

(3) If the liquid temperature exceeds the spinodal limit, the liquid in the metastable
region (where T ≥ Tsp) vaporizes instantaneously, i.e. the isotherm at T = Tsp is
regarded as defining the liquid–vapor interface.

The numerical schemes for the gas-dynamics calculation are similar to those described
in Ho et al. (1995) and Chapter 5 (Section 5.3). The normalized pressure contours in the
air are plotted in Figures 10.12(a)–(c) for concentration m = 0.03. High-pressure vapor
emerging from the irradiated spot expands into the ambient air, inducing shock-wave
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Figure 10.12. Normalized pressure contours (a)–(c) and velocity vectors (d)–(f) in the air for
K2CrO4 concentration m = 0.03 and excimer-laser fluence F = 2.3 J/cm2 at t = 0.1 �s for (a)
and (d); t = 0.5 �s for (b) and (e); and t = 1.0 �s for (c) and (f). The ambient pressure is 1 atm
and the laser-spot diameter is 0.8 mm. From Kim et al. (1998), reproduced with permission from
Springer-Verlag.

propagation. Figures 10.12(d)–(f) display the corresponding normalized velocity vectors
in the air. The velocity fields, initially one-dimensional due to the strong upward vapor
flux, exhibit a significant lateral component along the outer edge of the laser spot at later
times, forming a recirculation zone.
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Figure 10.13. (a) The experimental setup for ablation-threshold and pressure measurement.
(b) The experimental setup for shadowgraph imaging of pulsed-laser-induced ablation of a liquid
surface by laser flash photography. From Kim et al. (1998), reproduced with permission from
Springer-Verlag.

10.2.4 Experimental results

The phase-change phenomena induced by pulsed-laser irradiation on an absorbing liquid
depend on a number of parameters including the laser fluence, pulse duration, the absorp-
tion coefficient of the liquid, and the geometry of the laser-beam spot. Visualization by
laser flash photography, transient-pressure measurement, and optical-transmission detec-
tion were performed (Figure 10.13). Pressure pulses generated at low fluences are purely
due to the thermoelastic expansion of the liquid. Measurement of the exerted recoil pres-
sure indicated that the ablation threshold verified the hypothesis of a “cold” ablation
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Figure 10.14. A sequence of images obtained by laser flash photography during ablation of
K2CO4 solution by an excimer-laser pulse in the liquid (left column) and air (right column). The
delay times t between the onset of laser irradiation and the image acquisition are marked in the
figure. The excimer-laser fluence is F = 2.3 J/cm2. From Kim et al. (1998), reproduced with
permission from Springer-Verlag.

process that is induced solely by mechanical effects at temperatures substantially below
the saturation temperature corresponding to the ambient atmospheric pressure. The cav-
itation in the liquid is initiated by the tensile component of the thermoelastic stress. If
the pressure is lower than the saturation pressure at a given temperature, the liquid is
in a metastable state and the vapor-cavity nucleation is initiated. For small cavities, the
cavity growth is limited by the surface-tension force. However, if the amplitude of the
tensile stress exceeds the critical value balancing the surface tension, the cavity grows
unhindered and the continuity of the liquid is broken. This ablation process can therefore
be interpreted in terms of a mechanical “rupture” of the liquid surface effected by large
tensile stress.

A sequence of images for the excimer-laser-induced ablation of K2CrO4 solution is
exhibited in Figure 10.14 for mK2CrO4 = 0.03. At early times, a dense vapor-cavity zone
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is formed in the subsurface region due to the explosive-nucleation process and cavita-
tion. Noticeable surface deformation occurs after the laser pulse. It is also observed that
the violent vapor-plume ejection from the surface is maintained for a few microseconds.
The upward vapor-plume ejection and the shock-wave propagation in the air indicate
that the surface depression is caused by the recoil momentum applied by the ablation
plume. In this stage, intense hydrodynamic motion is activated, generating upward flow
and bulk-liquid ejection. This suggests that significant enhancement of the mass ejection
can be achieved by the cavitating bubbles after the laser-pulse irradiation. Consequently,
the hydrodynamics driven by the vapor-cavity evolution has to be considered in order to
achieve complete understanding of the ablation process. After a few tens of microsec-
onds, no significant vapor-plume ejection is observed on the surface. The subsequent
surface motion in this stage is entirely governed by the hydrodynamic momentum bal-
ance between gravity and the liquid inertia acquired by virtue of the impact of the
ejected mass. Two wavefronts are observed in the air-side images. The outermost one is
the shock-wave front separating the still air outside the shocked region from the inner gas
which expands with high speed. The second discontinuity corresponds to the envelope of
the vapor plume ejected from the surface. As demonstrated by the numerical calculation,
the outermost shock-wave front is followed by the high-density (low-temperature) zone.
Though the numerical model neglects the mass transfer in the two-species system (vapor
plume and ambient air), the qualitative nature of the formation of a second discontinuity
between the ablation plume and the shock-wave front is explained by the gas-dynamics
model. The overall agreement of the computational with the experimental results con-
firms that the suggested explosive-vaporization mechanism is a reasonable modeling
approximation. In contrast to the photomechanical spallation at low laser fluences, the
ablation mechanism at high fluences is dominated by the explosive vaporization (a rapid
homogeneous-nucleation process in a superheated liquid).

10.3 Nonlinear interaction of short-pulsed lasers with dielectric liquids

High-intensity laser pulses can be used to achieve localized deposition of laser energy
inside the bulk of an otherwise non-absorbing material. This intensity-dependent (non-
linear) absorption has the potentially advantageous characteristic of not affecting the
surface of the material while modifying a volume of material beneath the surface. Three
areas of interest associated with this technology are eye surgery, laser safety, and appli-
cations within the field of cell biology.

10.3.1 The rate equation for optical breakdown

In a strict formulation, the dynamics of the electron plasma should be described by a
Fokker–Planck equation for the electron-energy-distribution function. As discussed in
detail in Chapter 6, for pulse lengths shorter than a few picoseconds, the results obtained
with a rate equation for the optical breakdown in silica were in good agreement with
detailed modeling. Considering this and given that the scattering rates are not available
for water, Noack and Vogel (1999) described the evolution of the free-electron density
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by the generic rate equation with constant rates for the time-varying ionization cross
sections:

dNe

dt
=

(
dNe

dt

)
mp

+ ηcascNe − gdifNe − ηrecN
2
e . (10.22)

The first two terms account for free-electron generation by multiphoton absorption and
cascade ionization, respectively. The third term accounts for electron diffusion out of the
focal volume. The fourth term is for the loss of free electrons due to recombination with
water molecules. The multiphoton-ionization term and the coefficients of the diffusion,
cascade, and recombination terms are expressed below as functions of their physical and
laser parameters. The deionized water is treated as an amorphous semiconductor with a
bandgap energy of Ebg = 6.5 eV. The electron number density in the cascade-ionization
term is evaluated at a previous time, t − τion, because of the finite time required for an
electron to gain sufficient kinetic energy to ionize a water molecule upon collision. The
multiphoton-ionization rate according to the approximate relation proposed by Keldysh
(1965) is(

dNe

dt

)
mp

≈ 2ω

9π

(
m′ω
h̄

)3
2
(

e2

16m′Ebgω2cε0n
I

)kmp

exp(2kmp)!(ẑ) cm−3 s−1,

(10.23)
where

ẑ =
√

2kmp − 2Ebg

h̄ω
, kmp = Ebg

h̄ω
+ 1,

m′ is the reduced exciton mass m′ = me/2, and !(ẑ) is Dawson’s integral, given by

!(ẑ) = exp(−ẑ2)
∫ ẑ

0
exp(ξ 2)dξ . (10.24)

The cascade-ionization rate is

ηcasc = 1

ω2τ 2
c + 1

(
e2τc

cnε0meEbg
I − meω

2τc

MH2O

)
s−1, (10.25)

where MH2O is the mass of a water molecule and τc the time between electron–heavy-
particle collisions (∼1 fs). The diffusion rate is

gdif = τcEg

3me

[(
2.4

w0

)2

+
(

1

zR

)2
]

s−1. (10.26)

The recombination rate is taken to be constant, ηrec = 2 × 10−9 cm3/s, on the basis
of the experimental results published by Docchio (1988). It is seen from the above
expressions that the multiphoton-ionization rate is proportional to I kmp and the cascade-
ionization rate is proportional to I . For a given pulse duration, the solution of Equation
(10.22) gives the evolution of the free-electron density with time; however, the electron
density is considered constant within the focal volume. This would produce an abrupt
and uniform change in the refractive index and hence affect the scattering calculations.
To improve the analysis, free-electron gradients in the focal volume are considered.
With an expression for w(z), the intensity at a location (r, z) as the pulse passes through
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Figure 10.16. Optical breakdown at superthreshold irradiance: (a) pulse duration τL = 6 ns,
wavelength λ = 1064 nm, focusing angle θ = 22◦, E = 8.2 mJ, and E/Eth = 60, picture taken
�t = 10 ns after the start of the laser pulse; (b) τL = 30 ps, λ = 1064 nm, θ = 14◦, E = 740 �J,
E/Eth = 150,�t = 8 ns; and (c) τL = 100 fs, λ = 580 nm, θ = 16◦, E = 35 �J, E/Eth = 200,
and �t = 2 �s. The laser light producing breakdown was incident from the right. The bar
represents a length of 100 mm. After the nanosecond and picosecond pulses, (a) and (b), the
breakdown region was delineated. One can see the luminescent plasma as well as the cavitation
bubble and the shock wave produced by plasma expansion, but no other changes are observed in
the surrounding liquid. In contrast, 2 �s after the femtosecond-laser pulse, in (c) refractive-index
changes are visible in the laser-beam path upstream, the cavitation bubble indicating that the
liquid has been heated by the laser pulse. The refractive-index changes were made visible by
slightly defocusing the image. A contribution of acoustic transients to the observed
refractive-index changes was excluded by taking the photographs after the transients had
propagated out of the irradiated region. From Noack and Vogel (1999), reproduced with
permission from the IEEE.

the focal volume is

I (r, z, t) = P0

πw2(z)
exp

[(
r

w0

)2
]

exp

[
−4 ln 2

(
t − zn/c

tFWHM

)2
]
. (10.26)

This would make the electron density a function of r , z and t , namely Ne = Ne(r, z, t),
but the two-dimensionality, assuming radial symmetry, would not be captured by the
rate equation. To incorporate spatial effects into the rate equation, the diffusion term of
Equation (10.22) is replaced by a constant diffusivity coefficient, De, and cylindrical
diffusion terms. The electron-density rate equation then becomes

∂Ne(r, z, t)

∂t
=

(
∂Ne

∂t

)
mp

+ ηcascNe +De

[
1

r

∂

∂r

(
r
∂Ne

∂r

)
+ ∂2Ne

∂z2

]
− ηrecN

2
e .

(10.27)

An upper limit on Ne is physically imposed by the coupling efficiency of the laser
energy into the plasma. When the plasma frequency, ωp, equals the frequency of the
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Figure 10.17. The optical breakdown region after a 100-fs pulse with energy 35 �J (E/Eth = 200),
photographed at various times after breakdown using laser flash photography with exposure
times of 5 ps (top) and 200 ns (middle and bottom). The bar represents a length of 100 �m. From
Vogel et al. (1999), reproduced with permission from Springer-Verlag.

pump beam, ω, the refractive index becomes imaginary and the plasma becomes highly
reflective; the remaining laser pulse energy is not efficiently coupled into the plasma, and
it does not increase the electron density (Noack and Vogel, 1999). The critical electron
density at which ωp = ω is

Nc = ω2meε0

e2
. (10.28)

Figure 10.15 shows the evolution of the calculated free-electron density in water at

wavelengths of 580 and 1064 nm (Noack and Vogel, 1999). For nanosecond pulses,
the free-electron density initially grows slowly due to multiphoton ionization. Cascade
ionization dominates the production of free electrons as soon as the first electron is gen-
erated in the focal volume. Recombination then competes with free-electron generation
until the laser intensity has dropped and can no longer sustain enough free-electron gen-
eration to compensate for electron recombination. When the pulse duration is shortened
to the picosecond scale, a higher ionization rate is required in order to reach the critical
energy density. Owing to the higher intensities, multiphoton ionization then becomes
increasingly important. At a pulse duration of 100 fs, the breakdown process is dom-
inated by multiphoton ionization until the maximum of the laser pulse, at which time
the number of free electrons is so large that avalanche ionization begins to regulate the
breakdown dynamics, producing by the end of the pulse several orders of magnitude
more electrons than multiphoton ionization. Recombination is a relatively slow process
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that is important for nanosecond pulses, but negligible even for laser pulses as short as
30 ps. Impurities do not affect the breakdown threshold for visible wavelengths, but a
strong influence is revealed by computations for infrared pulses of durations longer than
about 20 ps. Agreement between experiment and calculation was achieved under the
assumption of Nc = 1021 cm−3 for picosecond and femtosecond pulses, while a lower
critical density Nc = 1020 cm−3 was used for nanosecond pulses. The lower value of
the critical density for nanosecond pulses can be qualitatively attributed to the more
prominent role of recombination effects during the pulse duration that exert no effect for
picosecond and lower-duration pulses but limit cascade breakdown in the nanosecond
regime. While diffusion is limited in femtosecond-laser interaction with liquids, due
to the high intensities imparted, above threshold plasma can be generated upstream of
the focal region. Figure 10.16 illustrates the optical breakdown region at superthreshold
irradiance. The formation of the femtosecond-laser-induced cavity with time is traced
in Figure 10.17.
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11 Laser cleaning of particulate
contaminants

11.1 Introduction

Effective contamination control and development of an efficient cleaning technology are
critical in the semiconductor-device manufacturing and data-storage industry (Mittal,
1988). Especially, sub-micrometer-contaminant removal is becoming more and more
important as tighter microscale integration of devices is constantly being pursued in
the industry. The most effective way to solve the contamination problem is to avoid
contamination by adequate design of a manufacturing process based on careful analysis
of the contamination sources. However, in many cases, the process itself is a source
of contamination and the development of a cleaning tool may often be unavoidable. In
fact, a large percentage of the fabrication cost is attributed to several elaborate cleaning
steps. Several conventional cleaning techniques are currently in wide industrial use.
Nevertheless, laser cleaning (LC) is attractive because of the following advantages over
the conventional cleaning techniques.

� It is effective for sub-micrometer- to macroscopic-sized contaminants.
� The cleaning process is environmentally sound, not involving bulk usage of toxic

solvents.
� The chance of causing mechanical damage to delicate parts is relatively small.
� Selective cleaning of a part is possible through search-and-clean procedures.

Much research work has been done on LC schemes for a variety of substrates since
the 1980s. A few notable examples of earlier work should be mentioned. Zapka et al.
(1989) demonstrated LC applied to the cleaning of electron-beam-lithography masks
(delicate Si membranes of thickness just 3 �m with transmission apertures of dimensions
about 1 �m); such structures are too vulnerable to damage or contamination if cleaned
by conventional megasonic techniques, scrubbing/wiping, high-pressure jets or other
means but were found to be effectively cleanable simply by irradiation with a few
ultraviolet (UV) laser pulses at a wavelength of 248 nm and energy fluence typically
lower than 0.3 J/cm2. This work was then extended by Zapka et al. (1993), who showed
that LC to remove particles on surfaces can be done effectively at much lower fluence
(0.01–0.1 J/cm2) if a thin liquid film (typically water with a small addition of alcohol
to enhance wetting) is condensed onto the surface prior to irradiation with the UV laser
pulse. A simple vapor-condensation apparatus was employed to synchronize the film
condensation with the incident laser pulse. This approach was called “steam LC.” Imen
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et al. (1991) and Lee et al. (1992) reported that liquid-film-enhanced LC can be achieved
when a liquid film or microscopic liquid droplets are condensed onto a solid surface and
an infrared (IR) CO2 laser operating at wavelength of 10.6 �m with a fluence of tens
of J/cm2 is used to ablate the film. Kelley and Hovis (1993) showed that LC is possible
for the case when the particulates absorb the incident laser light and the substrate
is transparent. Belov (1989) demonstrated LC action on optical components. Magee
and Leung (1991) showed that laser optics can be effectively cleaned by excimer-laser
irradiation at fluences of typically 1 J/cm2. Engelsberg (1991) showed that excimer-laser
irradiation in conjunction with inert-gas flow produces a cleaning effect on a surface.
Numerous groups have since worked on LC, including Park et al. (1994), Lu et al. (1994,
1997), Afif et al. (1996), Héroux et al. (1996), Mann et al. (1996), Wesner et al. (1996),
Halfpenny and Kane (1999) and Mosbacher et al. (2000). Practical and fundamental
aspects of LC were examined in the book edited by Luk’yanchuk (2003).

In the present chapter, the physical origins of the surface-adhesion forces are reviewed
first. The development of a practical liquid-film-assisted LC method (the so-called “steam
laser cleaning”) utilizing an excimer (λ = 248 nm, FWHM 24 ns) or a Q-switched
Nd : YAG laser (λ = 1064 nm, FWHM 6 ns) is introduced next. Experimental tests on
LC efficiency are presented. The mechanisms of dry LC due to the nanosecond-laser-
induced rapid expansion and acceleration (which is of the order of 108g) are discussed.
The temporal sequence of the steam-LC process is probed by transient optical diagnostics
and in situ visualization. The pressure production by the rapidly expanding phase-change
layer contributes to the particle removal at lower energy densities than those required
in the dry cleaning process. Furthermore, the particle removal is accomplished avoiding
damage to the substrate that may occur when high fluences and a large number of pulses
are needed for removing particles smaller than 0.3 �m in diameter via dry LC.

11.2 Adhesion forces

The interaction forces between a macroscopic body and a surface can be classified
into three kinds (Van den Tempel, 1972; Tabor, 1977; Bowling, 1988; Lee, 1991). The
first category includes long-range attractive interaction due to the long-range forces
such as van der Waals, electrostatic, and gravitational forces. Interactions of the second
type occur via forces establishing a finite adhesion area. Adhesion forces due to sinter-
ing effects (diffusion and condensation), diffusive mixing, and mutual dissolution and
alloying at the interface are responsible for this interaction. This category also contains
capillary action at the solid–liquid contact area. The third group encompasses short-
range interactions, which can augment adhesion only after the contact area has been
generated. Chemical bonds and intermediate bonds such as hydrogen bonds belong to
this category.

As will be explained later, van der Waals forces dominate the adhesion of sub-
micrometer particles on dry, solid surfaces. Electrostatic forces are important for par-
ticles of diameter larger than ∼50 �m. Since the magnitudes of van der Waals and
electrostatic forces are much greater than gravitational forces for small particles, the
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Figure 11.1. The geometry for the adhesion forces between a spherical (deformed) particle and a
flat surface.

effect of gravity is neglected for small-particle adhesion. In general, particle immersion
in liquids decreases van der Waals and electrostatic adhesion because of shielding. How-
ever, introduction of liquid by capillary condensation, i.e. as a result of surface-tension
forces, from liquid-involving processes or humidity in the ambient air can increase the
particle bonding force tremendously, depending on the wetting property of the liquid.
In the case of Si-surface cleaning, chemical-bond formation by oxidation is important.
Therefore, cleaning processes for the removal of chemical contamination such as HF
cleaning are usually employed. The physical origins of the three major adhesion forces
that are responsible for small-particle adhesion (i.e. van der Waals, electrostatic, and
capillary forces) are reviewed next. The particle on the surface geometry is depicted in
Figure 11.1. As will be shown below, the major adhesion forces are linearly propor-
tional to the particle size (diameter). On the other hand, the cleaning force is generally
proportional to the surface area or volume of the particle. For example, the total drag
force in gas/liquid-jet spraying and the effective cleaning force in ultrasonic cleaning
are proportional to the frontal surface area normal to the fluid flow and to the cavitation-
pressure wave, respectively. Therefore, the removal of contaminant particles becomes
increasingly difficult as the particle size decreases.

11.2.1 The van der Waals force

The physical origin of the van der Waals force is the fluctuation of the electromagnetic
(EM) field originating from rapidly rotating atomic dipoles (perturbation of instanta-
neous Coulombic interaction between electrons and nuclei). The “classical” or Hamaker
theory of the van der Waals force is based on the additivity of the dispersion force for
molecules and atoms (Hamaker, 1937). An approximate expression for the dispersion
energy between two neutral atoms is ED ∼ 1/r6 (Lee, 1991). The energy of interaction
between two condensed bodies, each containing a large number of atoms, entails the
sum of all interaction energies between all atoms as calculated by Hamaker (1937) for
several geometrical configurations. In the limiting cases when the distance δsep between
the interacting bodies is small compared with the system dimensions, the forces can be
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expressed as

fv = AH

6πδ3
sep

, (11.1a)

for two plates,

fv = AHRpa

6δ2
sep

, (11.1b)

for plate–sphere interaction, and

fv = AHRpa

12δ2
sep

(11.1c)

for two spheres.
In the above equations, δsep is the molecular separation distance in the contact region,

which is independent of the particle size and has an order of magnitude of several
ångström units (comparable to the atomic spacing, say, 4–6 Å). The forces depend only
on two factors: geometry (δsep, Rpa) and the Hamaker constant AH, which is determined
only by the nature of the interacting materials. The Hamaker constant for interaction
between two materials 1 and 2 is given by

AH1,2 = r2N1N2B1,2, (11.2)

where ED ∼ −B1,2/r
6. The Hamaker constant of adhesion between two materials is

related to the respective Hamaker constants of cohesion:

AH1,2 = √
AH1,1AH2,2. (11.3)

Another theoretical approach, by Lifshitz (1956), is based on the electromagnetic
radiation field in two interacting bodies. The adhesion is entirely determined by the
interaction between fluctuating EM fields and atomic dipoles (i.e. the adhesion force is
given by the dielectric constants as a function of angular frequency, ω, of the EM field).
Since the EM field and its interaction with condensed matter can be directly related to
the electromagnetic-wave reflection/absorption spectrum (e.g. normal reflectivity), the
adhesion force can be calculated from reflectivity data over the entire spectral range.
According to the theory, the forces are obtained from Equations (11.1) by substitut-
ing [3/(4π )]hLvW for AH, where hLvW is the so-called Lifshitz–van der Waals constant
(hLvW = (4π/3)AH). This constant ranges from about 0.6 (polymer–polymer) to 9.0 eV
(Ag–Ag). As a rule of thumb, since h is related to bulk-material optical properties (a high
absorption coefficient corresponds to strong spontaneous electromagnetic field), materi-
als possessing higher absorption coefficients have stronger adhesion forces. Numerical
values of the Lifshitz–van der Waals constant for some materials are listed in Table 11.1.

For small particles, the van der Waals adhesion force gives rise to very high pressure
(force per unit contacting area). For example, adhesion forces up to about O(100 MPa)
are obtained for micrometer-sized particles. Therefore, deformation of the particle and/or
the contacting surface can be induced for most materials. If the particle is deformed,
generating a finite contact region whose radius is Rcon, an additional contribution to the



11.2 Adhesion forces 317

Table 11.1. Numerical values of the Lifshitz–van der Waals constant
for several materials (data from Krupp (1967) and Visser (1975))

Particle Substrate h (eV)

Polymer Polymer 0.6–0.9
KBr KBr 2.0
Alumina Alumina 4.0
Ge Ge 6.6–7.6
Si Si 6.8–7.2
Ge Si 7.5
Graphite Graphite 7.2
Graphite Si 6.8
Cu Cu 8.5
Ag Ag 9.0

van der Waals adhesion force, namely

fvd = hLvWR
2
con

8πδ3
sep

, (11.4)

has to be considered. Accordingly, the total van der Waals adhesion force becomes

fvtotal = fv + fvd = hLvWRpa

8πδ2
sep

+ hLvWR
2
con

8πδ3
sep

. (11.5)

It can thus be shown from the above equation that the geometry (asperity) is a critical
factor in particle adhesion. A significant increase in adhesion force is induced by only
slight particle deformation.

11.2.2 The electrostatic force

The physical origin of the electrostatic adhesion of a particle is the attraction force
between charged atoms, dipoles, and ions. Two types of electrostatic forces are involved
in the adhesion problem. The first is the electrostatic image force due to the bulk excess
charge existing in the particles and surfaces. The Coulombic attraction force caused by
the excess charge is represented by

fei = qe,1qe,2

4πε0εl2q
, (11.6)

where ε is the dielectric constant of the medium between the surface and the particle, ε0 is
the permittivity of free space, q is the charge, and lq is the distance between charges. The
latter is approximately equal to the particle diameter, 2Rpa. Under several simplifying
assumptions, the above equation reduces to the following approximate equation for the
magnitude of the total image force (Bowling, 1988):

fei = 1200R2
pa (11.7)

(with fei in newtons and Rpa in meters).
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Another type of electrostatic adhesion force is the so-called electrical “double-layer”
force. When two different materials are in contact, a contact potential is developed by
virtue of the difference in local energy states and work function. The resulting contact
potential difference, ranging generally from zero to 0.5 V, produces an adhesion force
that is expressed as

fed = πε0RpaU
2
con

δsep
, (11.8)

which again reduces in approximation to (Bowling, 1988)

fed = 8 × 10−2RsepU
2
con (11.9)

(with fed in newtons, R in meters, and Ucon in volts).

This double-layer electrostatic force is relatively important for insulators and polymers
that exhibit poor conductivity. It can also be shown that it becomes much larger than the
electrostatic image force as the particle size decreases.

11.2.3 The capillary force

The effect of liquid immersion and capillary condensation on adhesion has been pointed
out by several authors (e.g. Mittal, 1988). The main observations can be summarized as
follows.

(1) Immersion of particles in liquid generally decreases the van der Waals interaction
because of the shielding effect. Therefore, a significant reduction in adhesion force
(e.g. by a factor of 2) may occur.

(2) Electrostatic forces become negligible in the case of complete immersion.
(3) The effect of capillary condensation of liquid between particles and the surface can

make a large contribution to the total force of adhesion.
(4) The capillary force (arising from trapped liquid) may remain for a long time, even

after high-temperature baking.
(5) The capillary force is determined by the wetting characteristics of the liquid–

particle–air system. With proper choice of the liquid, the force can be utilized as a
cleaning force. Leenaars (1988) demonstrated experimentally that sub-micrometer
particles can be removed by the passage of a free surface, using the capillary force.
Since the removal force in this case is proportional to Rpa, the cleaning efficiency
is independent of the particle size. Dynamic properties of contact line movement
have also been shown to be critical in this method (e.g. the interface velocity had
to be less than 3 �m/s). The maximum magnitude of the capillary force acting on a
particle is

fcap = 4πRpaσST. (11.10)

In order to give a numerical example, the adhesion forces acting on an alumina (Al2O3)
particle on Si and Ni surfaces are estimated. The Lifshitz–van der Waals constants for
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Figure 11.2. Adhesion forces between an alumina (Al2O3) particle and a Si surface are normalized
by the gravitational force (particle weight).

Al2O3, Si, and Ni used in the computation are 4.0 and 7.0 eV, respectively. Values δsep =
4 Å (a typical molecular spacing of common materials) and Ucon = 0.5 V were used in
the computation. The chosen value for the contact potential, U, corresponds to maximum
potential development (Bowling, 1988). Figure 11.2 displays the normalized adhesion
forces as a function of particle diameter (the adhesion force is normalized with respect
to the gravitational force, i.e. the weight of an alumina particle). It is observed that the
normalized force becomes very large as the particle size decreases.

According to Hertzian contact theory, the radial pressure distribution within the con-
tact area is parabolic. The relation between the contact radius, Rcon, and the loading
force, ftotal, is

R3
con = 3

4

ftotalRpa

Eeff
Y

,
1

Eeff
Y

= 1 − ν2
P,su

EY,su
+ 1 − ν2

P,pa

EY,pa
, (11.11)

where EY and νP stand for Young’s modulus of elasticity and Poisson’s ratio respectively.

11.3 A practical laser-cleaning system

The basic structures of the excimer-laser and/or Nd : YAG steam LC system
(Figure 11.3) are as described in Park et al. (1994). The system consists of four main parts.
First, either an excimer or a Q-switched Nd : YAG laser is used as a light source. Second,
for attaining a uniform spatial distribution of laser energy, a tunnel-type beam homoge-
nizer is employed in the case of excimer LC. On the other hand, the Nd : YAG laser beam
having a Gaussian intensity distribution is expanded (made to diverge) by a concave lens
and only the core part with a relatively flat intensity distribution is allowed to pass
through a circular aperture (diameter 3.5–4 mm). Third, the puffing system includes a
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Figure 11.3. A schematic diagram of the Nd : YAG laser (variable wavelength, FWHM 6 ns)
cleaning apparatus. From She et al. (1999), reproduced with pemission by the American Institute
of Physics.

constant-temperature-liquid vessel, a vapor-ejection nozzle, and a pressure-control unit.
Once the saturated vapor has been ejected from the nozzle upon application of puffing
pressure prior to the laser pulse, a thin liquid film is formed by a condensation process
at the ambient temperature below the saturation temperature.

The LC efficiency depends on a number of parameters, such as the laser fluence, pulse
width, wavelength, angle of incidence, thickness of liquid film deposited, properties of
the liquid, and number of dry and steam pulses. The above-described implementation
of steam cleaning by condensing a transparent liquid film onto the opaque substrate
is markedly different from the approach employed by Héroux et al. (1996). In that
work, a CO2-laser system emitting 250-ns pulses was utilized to provoke vapor-assisted
removal of contaminating particles as small as 0.1 �m from Si, Au, and SiO2 surfaces.
Best results were observed when water vapor was condensed onto the surface to a
thickness of about 6 �m, a fact that is not altogether surprising since this is close to the
absorption depth of 10-mm radiation in water. The typical operation window corresponds
to the following parameters: laser fluence range up to about 200 mJ/cm2, pulse width 6
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(a)

(c)

(b)

(d)

laser
cleaned

laser
cleaned

Figure 11.4. Microscope photographs of KrF excimer-laser cleaning of alumina particles with
epoxy-resin film on a crystalline silicon surface with a laser fluence of 110 mJ/cm2: (a) after two
dry-cleaning cycles; (b) after two dry-cleaning cycles followed by three steam-cleaning cycles;
(c) after two cycles of dry cleaning followed by three steam-cleaning cycles; (d) after the
ultrasonic cleaning in deionized water for 10 min of the laser-cleaned surface. From Park et al.
(1994), reproduced with permission by the IEEE.

or 24 ns FWHM, wavelength 1064 or 248 nm, angle of incidence about 40◦, chemical
composition of liquid being deionized water (60% by volume) and isopropanol (40%),
liquid film thickness a few micrometers (puffing-pressure application for 100–300 ms),
and number of pulses 1–100.

The efficiency of LC of several material surfaces has been tested, utilizing an excimer
laser (λ = 248 nm, FWHM 24 ns). The efficiency of steam LC in sub-micrometer-
particle removal is shown in Figure 11.4. The experimental results confirm that steam
LC is more effective than dry LC for removal of sub-micrometer-sized particles in
most cases. Experiments concerning LC of NiP hard-disk surfaces have been performed
utilizing a Q-switched Nd : YAG laser (λ = 1064 nm, FWHM 6 ns). On the other hand,
a good cleaning efficiency, comparable to that achieved by using an excimer laser, is
obtained for 0.3-�m-sized (average) alumina (Al2O3) particles. At F = 35 mJ/cm2,
some of the large particles start to be removed from the surface. Almost complete
particle removal has been obtained at a laser fluence of around 90 mJ/cm2, as shown in
Figure 11.5. This result reveals that a thermophysical mechanism (explosive vaporization
due to the temperature rise) dominates the cleaning process in the case of removal of inert
(i.e. transparent) sub-micrometer particles. Although the Nd : YAG laser pulse is about
four times shorter than that of an excimer laser, the particle-removal threshold fluence
is slightly lower than that with an excimer-laser pulse because of the high reflectivity
of NiP at IR wavelengths (R = 0.64 at λ = 1064 nm; R = 0.30 at λ = 248 nm). In the
case of normal-incidence steam LC, the particle-removal threshold (for large particles)
has been determined to be 53 mJ/cm2. This verifies the fact that a relatively large angle
of incidence is desirable for efficient particle removal.

11.4 Mechanisms of laser cleaning

There are three major mechanisms of contaminant removal: (1) photodissociation, (2)
thermoelastic expansion, and (3) explosive vaporization of liquid film (only in steam
LC). The removal of inorganic contaminants can be explained by multiphoton-induced
breaking of chemical bonds (Engelsberg, 1995). Excimer-laser (λ = 248 nm) and
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86 mJ/cm2 (before)

86 mJ/cm2 (after)

Figure 11.5. Optical-microscope photographs of a NiP hard-disk surface contaminated with
0.3-�m-sized (average) alumina (Al2O3) particles and the same spots after ten steam Nd : YAG
laser pulses (λ = 1064 nm) at F = 86 mJ/ cm2 (θi = 40◦). From She et al. (1999), reproduced
with pemission by the American Institute of Physics.

Nd : YAG laser (λ = 1064 nm) beams carry photon energies of 5.01 and 1.16 eV, respec-
tively. The magnitudes of many chemical (covalent, ionic, hydrogen, etc.) bond energies
are smaller than the photon energy of excimer-laser light. Typical ablation thresholds
of organic materials subjected to UV radiation are much lower than those of inorganic
substrates (Si, metals, etc.). Related issues have been examined in Chapter 10. The
following discussion pertains to the removal of particles from solid surfaces.

11.4.1 Dry laser cleaning

In the LC process, the laser pulse energy is absorbed by a solid surface during a very
short time. Since the temperature increase and the subsequent thermal expansion of
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the solid material have finite magnitudes at the same time, an inertia force of large
magnitude is applied to contaminants sitting on the surface. The order of magnitude of
this force can be estimated by assuming that the heat-affected zone (thermal penetration
depth dth ∼ √

αtpulse) expands by an amount βdth �T, where �T is the temperature
excursion. The order of magnitude of the inertia force then becomes

fi ∼ 4

3
πR3

paβdth �T /t
2
pulse. (11.12)

When a particle on a surface is subjected to laser radiation, both the particle and
the substrate undergo transient expansions, zpa(t) and zsu(t), respectively. The dynamic
deformation is given by

δsep(t) = zsu(t) + zpa(t) − zf(t) + δ0. (11.13)

In the above, zf(t) is the particle displacement and δ0 the initial deformation parameter,
given by

δ0 = 1

8

(
2Rpah

2
LvW

ε4
0E

eff2
Y

)1
3

, (11.14)

where ε0 is the least distance between the particle surface and the flat substrate, which
is of the order of 3–4 Å (Derjaguin et al., 1975). Neglecting energy loss due to plastic
deformation and sound generation, the acceleration due to the elastic force is, according
to Lu et al. (2000a, 2000b),

4

3
πR3

paρpa
d2zf

dt2
= 4

3

√
RpaE

eff
Y

[
δsep(t)3/2 − δ

3/2
0

]
, (11.15)

where ρpa is the density of the particle.
The temperature field in the substrate under and around the particle is in general three-

dimensional, can be complex, and may deviate from the direct scaling of the incident laser
intensity via Beer’s law due to near-field focusing effects. Luk’yanchuk (2003) presented
a theoretical model for the evaluation of these effects as a function of the particle size, the
complex refractive indices of both the particle and the substrate, and the incident laser
wavelength. Theoretical calculations of the near-field intensity distribution indicate that
there is a significant enhancement near the contacting point. As noted before, the optical
properties of the substrate play a significant role in determining the intensity distribution.
Accordingly, the incident intensity at the contacting point underneath the particle is
higher in the case of the higher-reflectivity Si than for a transparent glass substrate.
Work by Mosbacher et al. (2001), Fourrier et al. (2001), and Münzer et al. (2001) has
also established the role of near-field optical enhancement effects. Correspondingly,
the induced temperature right underneath the particle is expected to be higher than
that predicted without considering the modulation of the intensity due to the presence
of the particle and the ensuing near-field effects. In fact, the departure is sufficiently
high to induce damage and thus serve as a near-field scheme (e.g. Huang et al., 2002)
for deliberate nanoprocessing. This of course constitutes a practical limitation to the
utilization of LC. Laser-cleaning thresholds based on the local ablation of substrate
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Figure 11.6. The He–Ne laser (λ = 633 nm) reflectance signal (a) during the puffing process
without laser-pulse irradiation (puffing duration 200 ms) and (b) after a Nd : YAG laser pulse
(F = 79 mJ/cm2, λ = 1064 nm, FWHM 6 ns). From She et al. (1999), reproduced with
pemission by the American Institute of Physics.

material were studied theoretically by Arnold et al. (2004). Results were compared
with the experimental data on the cleaning of silicon wafers to remove spherical silica
particles using laser wavelengths of 248, 532, and 1064 nm. It was found that beams
from excimer lasers are not ideally suited for the cleaning of sub-micrometer particles
due to their strong absorption and long pulse duration. The most suitable regime for
damage-free cleaning was found to be 10–100-ps pulses. For Si this suggests the usage
of IR lasers with λ in the range of 5–10 �m, especially at high doping levels and
temperatures at which the absorption length shrinks into the micrometer range, while
the use of a longer wavelength decreases the field enhancement.

11.4.2 Liquid-assisted laser cleaning

In situ monitoring and visualization
Figure 11.6(a) exhibits temporal profiles of the reflectance signal at various laser fluences
for the wavelength 355 nm (She et al., 1999). The reflectance starts showing a sharp
drop at about 27 mJ/cm2, which is referred to as the “bubble-nucleation threshold.” For
λ= 1064 nm this threshold is determined to lie at 52 mJ/cm2, i.e. it is close to the fluence
at which detachment of large particles begins for normally incident irradiation. Immedi-
ately upon firing the laser at t = 0, the signal drops sharply due to scattering through the
ejected ablation plume, as shown in the detail depicted in Figure 11.6(a). The duration
of this reflectance drop is about 400 �s. The long-term reflectance in Figure 11.6(b)
traces the formation and depletion of liquid film which take place due to condensation
and evaporation of a liquid film on the time scale of seconds. The oscillations in the
reflectance signal correspond to interference fringes created by the changing thickness
of the liquid film. It is therefore inferred that the laser-driven ablation is a short-time
event and that, upon its conclusion, the remaining liquid is removed by evaporation.

A sequence of images of laser-induced thin-film ablation is displayed in Figure 11.7.
The images capture the acoustic-wave propagation and ablation-plume evolution. The
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Figure 11.7. A sequence of images obtained by laser flash photography in the pulsed Nd : YAG
laser vaporization of a thin liquid film. The Nd : YAG laser fluence is F = 51.9 mJ/cm2. The laser
wavelength is λ = 355 nm. From She et al. (1999), reproduced with pemission by the American
Institute of Physics.

pressure wave traveling into air has a planar form initially, but it gradually attains a
spherical shape due to wave diffraction. The temporal dependence of the position of
the pressure wavefront shown in Figure 11.7 yields a propagation speed of 350 m/s,
which is close to the speed of sound in air. The ablation plume becomes visible approxi-
mately 150 ns after the laser pulse. Initially it forms a very dense region enclosed within
a contact-discontinuity envelope. Multiple jets are expelled from the liquid film at a later
stage. After about 1 �s, the plume front moves with a speed of 300 m/s and produces
an acoustic pulse in the ambient air. Studies conducted above the substrate-damage
threshold showed that the ejecta can attain supersonic speeds. As liquid droplets are
shed away from the core jet, the plume becomes sparse and after about 100 �s there are
only isolated droplets, decelerated by the viscous action of the ambient air.

Enhancement of cleaning efficiency by pressure generation
The amplitude of the photoacoustic-deflection signal measured during the liquid-assisted
LC process is plotted in Figure 11.8 for various laser fluences. Owing to the finite size of
the probe-beam waist, the temporal resolution of this measurement is longer by approx-
imately one order of magnitude than the laser pulse width (FWHM 6 ns). Therefore,
the signal cannot be converted into an absolute pressure magnitude and the exact tem-
poral shape of the acoustic transients. Nevertheless, it is concluded that merely a slight
increase in laser fluence above the nucleation threshold results in significant pressure
enhancement. For example, the peak signal amplitude at 27 mJ/cm2 is almost three
times larger than that at 20 mJ/cm2. Forces predicted via Equation (11.12) are plotted
as a function of characteristic temperature increase for excimer and Nd : YAG lasers in
Figure 11.9. Comparison of this result with Figure 11.2 shows that the inertia force
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Figure 11.8. The temporal deflection signal profile measured with the photoacoustic-deflection
method at several Nd : YAG laser fluences: (a) 20, (b) 27, (c) 30, and (d) 52 mJ/cm2. The laser
wavelength is λ = 355 nm. From She et al. (1999), reproduced with pemission by the American
Institute of Physics.
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Figure 11.9. The normalized inertia force acting on a 1-�m-sized alumina particle, calculated by
use of Equation (11.12).
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acting on a sub-micrometer contaminant might not be large enough to overcome the
adhesion force. The superior efficiency of steam LC shown in the previous sections indi-
cates that explosive vaporization at the liquid–solid interface plays a dominant role in the
LC process. The physical process of contaminant (sub-micrometer particles) removal is
explained by invoking strong superheating of liquid and subsequent bubble nucleation
and growth. When bubble nuclei are formed and further grow either at the solid–liquid
interface or in the superheated-liquid layer, the pressure inside a bubble becomes very
high in order to overcome the surface-tension force. Steam LC is then achieved by
this locally concentrated high pressure around the particle–substrate-contact region.
The temporal variation of the surface temperature has been calculated considering con-
ductive heat transfer, neglecting the phase-change effect in a first-order approximation
of the actual interface temperature between a solid surface and a superheated liquid.
The calculated transient temperature shows that the liquid is already superheated above
the nominal boiling temperature at the laser fluence of 26 mJ/cm2 for the wavelength
λ = 355 nm. At 60 mJ/cm2, superheating to close to the critical temperature is pre-
dicted, validating the expectation of explosive vaporization. Another possible effect
of introducing a thin liquid film is the reduction of the total adhesion force between
contaminants and surfaces brought about by relaxation of capillary adhesion. In the
explosive-vaporization process, a high degree of superheating is obtained by nanosec-
ond laser heating of a solid surface immersed in a bulk liquid (see Chapter 10). Even
though different dynamics of liquid vaporization and ablation is expected in the case of
a thin liquid film, a thermodynamically similar nonequilibrium rapid phase transition
takes place during the LC process.

Explosive vaporization accompanies acoustic excitation resulting from the bubble
dynamics. The acoustic transient in the rapid vaporization process (in bulk liquid) has
been measured quantitatively in the far field by a piezoelectric pressure transducer and by
a photoacoustic beam-deflection probe as described in the Section 10.1. Results shown in
Figure 10.7 indicate that the pressure launched into the liquid exceeds the linear pressure
caused by thermoelastic expansion of the target for laser fluences exceeding the so-called
“bubble-nucleation threshold.” This bubble-nucleation threshold is certainly defined by
the observation method. Experimental work by Yavas et al. (1997) utilizing a sensitive
plasmon probe indicated that nucleation of bubbles as small as 20 nm in diameter occurs
on the surface at lower fluences than those detected by optical reflectance. The required
degree of superheating for nucleation of such nano-bubbles would be only 10 K above the
saturation temperature that corresponds to ambient atmospheric pressure. In accordance
with the above-mentioned optical deflection measurement, the peak pressure amplitude
was found to lie in the range ∼1–5 MPa. An interferometric probe detected the dynamics
of an “effective” bubble layer whose growth velocity is estimated to be 0.5–1 m/s, as
derived from Figure 10.9(a). This work also revealed that the growth velocity is much
higher than the collapse velocity. Accordingly, it is inferred that the emission of cavitation
pressure at the end of the bubble-collapse stage is not so significant as that due to the
initial bubble expansion, which is consistent with the results of the acoustic-transient
measurement. On the basis of the experimental results, the following conclusions can
be drawn concerning the acoustic enhancement due to liquid vaporization.
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� Rapid vaporization of liquid yields an enhanced acoustic pulse that is of larger mag-
nitude than the thermoelastic stress.

� The acoustic augmentation comes from rapid vapor-phase expansion during the initial
stage of bubble growth, unlike in the ultrasonic cleaning technique, in which the
cleaning mechanism relies on acoustic bubble cavitation. No significant cavitation
pressure develops during the LC process.
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12 Laser interactions with nanoparticles

12.1 Size effects on optical properties

12.1.1 The classical Mie solution for a spherical particle

Consider a plane x-polarized wave of amplitude E0 and vacuum wavelength λvac incident
upon a homogeneous, isotropic sphere of radius Rpa. Let the complex refractive index
of the particle be nc

1 = n1 − ik1 and let n be the refractive index of the matrix medium,
which is assumed to be transparent to the incident radiation. The size parameter is
defined as

χM = 2πRpa

λ
, (12.1)

where λ is the wavelength in the medium, i.e.

λ = λvac

n
. (12.2)

The scattering and extinction efficiencies, defined as the ratios of the scattered energy
flow and the energy taken away from the beam versus the incident flux on the particle
are

QM;sca = 2

χ2
M

∞∑
l=1

(2l + 1)(|alM|2 + |blM|2), (12.3a)

QM;ext = 2

χ2
M

∞∑
l=1

(2l + 1)Re(alM + blM). (12.3b)

The absorption efficiency, i.e. the ratio of the absorbed power versus the energy incident
on the particle is simply found by taking QM;abs = QM;ext −QM;sca. Assuming equal
magnetic permeabilities for the particle and the matrix medium, the complex coefficients
alM and blM, commonly referred to as the Mie coefficients, are given by

alM = mcψl(mcχM)ψ ′
l (χM) − ψl(χM)ψ ′

l (m
cχM)

mcψl(mcχM)ξ ′
l (χM) − ξl(χM)ψ ′

l (m
cχM)

, (12.4a)

blM = ψl(mcχM)ψ ′
l (χM) −mcψl(χM)ψ ′

l (m
cχM)

ψl(mcχM)ξ ′
l (χM) −mcξl(χM)ψ ′

l (m
cχM)

, (12.4b)
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where the complex coefficient mc = nc
1/n and ψl and ξl are the lth-order Ricatti Bessel

functions. Note that the scattering efficiency may exceed unity, since the scattering
includes diffraction effects that are modified by interference.

12.1.2 Rayleigh scattering: sphere small compared with wavelength

Utilizing power-series expansion of spherical Bessel functions on the general Mie solu-
tion, the following expressions are correct to O(χ4

M):

QM;ext = 4χM Im

{
(mc)2 − 1

(mc)2 + 2

[
1 + χ2

M

15

(
(mc)2 − 1

(mc)2 + 2

)
(mc)4 + 27(mc)2 + 38

2(mc)2 + 3

]}

+ 8

3
χ4

M Re

{[
(mc)2 − 1

(mc)2 + 2

]2
}
, (12.5a)

QM;sca = 8

3
χ4

M

∣∣∣∣ (mc)2 − 1

(mc)2 + 2

∣∣∣∣
2

. (12.5b)

If |mc|χM � 1 and assuming that

4χ3
M

3
Im

[
(mc)2 − 1

(mc)2 + 2

]
� 1,

QM;abs = 4χM Im

[∣∣∣∣ (mc)2 − 1

(mc)2 + 2

∣∣∣∣
]
. (12.6)

Consequently, the absorption cross section, CM;abs = πR2
paQM;abs, is proportional to the

volume of the particle. On the other hand, the scattering cross section is proportional
to the square of the volume of the particle. In the Rayleigh regime, the scattering cross
section is much smaller than the absorption cross section. Equation (12.6) is rewritten
in terms of the dielectric constant, εc, of the particle material and the permittivity of the
matrix medium, εmat:

QM;abs = 4χM Im

[
εc − εmat

εc + 2εmat

]
. (12.7)

Resonance behavior is to be expected should εc = εR − iεIm = −2εmat, which neces-
sarily implies that εR = −2εmat, since the matrix medium is considered non-absorbing.
The appearance of the so-called Fröhlich peak is apparent in the spectral behavior of the
absorption efficiency of gold nanoparticles with Rpa = 5 nm shown in Figure 12.1.

12.1.3 Effective-medium theory

Assuming a dilute dispersion of spherical nanoparticles of complex dielectric constant
εc in a medium of permittivity εmat, the Maxwell-Garnet (1904) prediction of the average
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Figure 12.1. (a) The wavelength dependence of the absorption efficiency for a single gold particle
of radius Rpa = 5 nm. (b) The dependence of the optical penetration depth in a toluene
(n = 1.5) suspension of 5-nm gold particles.

dielectric constant of the composite medium is

εc
av = εm


1 +

3Fv

(
εc − εmat

εc + εmat

)

1 − Fv

(
εc − εmat

εc + εmat

)

, (12.8)

where Fv is the nanoparticle volumetric function. On the other hand, Bruggeman’s
expression is

Fv
εc − εc

av

εc + εc
av

+ (1 − Fv)
εm − εc

av

εm + εc
av

= 0. (12.9)

The prediction of the effective-medium theory for a suspension of gold nanoparticles in
toluene shown in Figure 12.1(b) agrees very well with the Rayleigh behavior.
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12.1.4 Size-correction effects

Clearly, the refractive-index concept has to be modified for ultra-small particles wherein
the mean free path can be dominated by collisions with the free boundary. Assuming
that electrons are diffusely reflected at the boundary, the Drude damping term can be
written as

ζ = ζbulk + vF

L
, (12.10)

where ζ bulk is the damping constant for the bulk-material counterpart and vF is the
electron velocity at the Fermi surface. The characteristic length may be taken as L =
4Rpa/3. In metals, near the plasma frequency ω2 � ζ 2. Consequently, the imaginary
part of the Drude dielectric function (Equation (1.115b)) is well approximated by

εIm(ω,R) = ω2
p

ω3
ζ = εIm;bulk + 3

4

ω2
p

ω3

vF

Rpa
. (12.11)

Once the Mie solution has been obtained, the temperature distribution inside the
particle can be evaluated by calculating the internal volumetric heat-generation term. In
a polar system of coordinates, assuming azimuthal symmetry,

QM;abs(r, θ ) = 4πnk1I0

λvac
| �E(r, θ )/ �E0|2,

where I0 is the laser-beam intensity. The factor | �E/ �E0|2 is the spatial source distribution,
i.e. the squared magnitude ratio of the electric field �E(r, θ ) with respect to the incident
electric field �E0. Longtin et al. (1995) showed that the distortion of the laser-beam profile
with respect to time depends on the diffusional dimensionless parameter tpulseαpa/R

2
pa,

where αpa is the particle thermal diffusivity. For high values of this parameter (i.e. long
laser pulses), the temperature profile relaxes and becomes uniform across the particle.
However, as the pulse duration becomes shorter, the effects of the nonuniform laser
energy deposition are distinct in terms of their yielding spatially varying temperature
profiles.

12.2 Melting of nanoparticles

12.2.1 Size-dependent depression of the melting point

It has been shown that nanoparticles possess properties different from those of their bulk
counterparts. An explanation for this difference in thermophysical behavior is based on
the ratio between surface atoms and inner-phase atoms for nanoparticle systems. In a gold
particle of diameter 4 nm, 40% of the atoms are in fact surface atoms. The ratio of atoms
at the surface,Nsu, and the total number of atoms, N, of a particle is inversely proportional
to the radius of the particle, Rpa: Nsu/N ∝ 1/Rpa. The energy of atoms at the surface
differs from the energy of inner atoms. The small radius of curvature and finite size of
the particle emphasize the influence of the surface atoms. Thermodynamic properties
such as the melting and boiling points drastically differ from the bulk properties. The
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Figure 12.2. Depression of the melting point of gold nanoparticles as a function of the particle
diameter. From Buffat and Borel (1976), reproduced with permission from the American
Physical Society.

reduction of the melting temperature with decreasing particle size is of interest. This
thermodynamic size effect was reported and experimentally investigated by Gladkich
et al. (1966), Buffat and Borel (1976), and Peppiatt and Sambles (1975). According
to the phenomenological model and the experimental observations presented by Buffat
and Borel (1976), the melting temperature of gold particles significantly decreases
when the diameter is smaller than 5–7 nm. Figure 12.2 depicts the depression of the
melting point of gold nanoparticles that was deduced via diffraction of high-energy
electrons.

The model by Kofman et al. (1994) attempts to explain the effect of the curvature
on the melting-point reduction. The free energy of a solid flat surface of area A and
containing N atoms is

gGs,f = Nµche;s + AσST;sv. (12.12)

Now, assuming that Nl atoms are in the liquid state,

gGsl,f = (N −Nl)µche,s +Nlµche,1 + A�̃. (12.13)

The parameter �̃ depends on the thickness of the liquid layer, dl, and a length scale that
is characteristic of the short-range interactions:

�̃ = σST;sl + σST;lv + �̃e−(dl/ξchar), (12.14)

where ξchar is of the order of a few ångström units and

�̃ = σST;sv − (σST;sl + σST;lv).
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Consider next a spherical particle of radius Rpa containing N atoms. The free energy
of a solid particle is

gGs = Nµche,s + 4πR2
paσST;sv. (12.15)

In the case of surface melting with a thin melt-layer thickness, dl,

gGsl = (N −Nl)µche,s +Nlµche,l

+ 4πR2
pa

[
σST;sl

(
Rpa − dl

Rpa

)2

+ σST;lv + �̃sue−(dl/ξchar)

]
, (12.16)

where

�̃su = σST;sv −
[
σST;lv + σST;sl

(
Rpa − dl

Rpa

)2
]
.

The departure of the melting temperature from the bulk melting temperature is found by
minimizing �gG = gG;sl − gG;s, and utilizing the relation

Nl(µche,l − µche,s) = VlρLsl
�Tm

Tm
, (12.17)

where Vl is the volume of the liquid layer and Lsl is the latent heat of melting. The
computed temperature excursion is

�Tm

Tm
= 2σST;sl

ρLsl(Rpa − dl)
(1 − e−(dl/ξchar)) + �̃suR

2
pa

ρLslξchar(Rpa − dl)2
e−(dl/ξchar). (12.18)

In the case of a sharp interface (ξchar → 0), the temperature depression is identical to
what results on considering a transition from entirely solid to entirely liquid:

�Tm

Tm
= 2

ρLslRpa
(σST;sv − σST;lv), (12.19)

that is the so-called Pawlow relation that implies equality of the densities of the solid
and liquid phases. The depression of the melting point as a function of particle size
has several interesting applications in the fabrication of electronic circuits on sensitive
substrates that will be outlined in Chapter 13.

12.2.2 Ultrafast-laser interactions with nanoparticles

Consider a dilute monodispersion of metal nanoparticles embedded in a lossless (trans-
parent) matrix medium (Del Fatti et al., 1999). Let the complex dielectric constant of
the nanoparticles be εc(ω) = εR(ω) − iεIm(ω) and the real dielectric index of the matrix
be εmat(ω). According to the effective-medium theory, the absorption coefficient of the
dispersion is

γ (ω) = 9Fvε
3/2
mat

ω

c

εIm

(εR + 2εmat)2 + (εIm)2
. (12.20)
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Because of the confinement in a dielectric material, the absorption coefficient is enhanced
at a certain frequency ω0, at which εR(ω0) + 2εmat = 0, which is the condition for a
surface plasmon resonance, i.e. a peak of collective electron oscillation within the
nanoparticle.

The dielectric constant of the metal nanoparticles is written as εc = εc
bulk + εc

free, where
εc

bulk and εc
free represent the contributions of the interband transitions and the intraband

term that is due to conduction-band electrons. A modified Drude expression can be
utilized to represent the latter term:

εc
free(ω) = − ω2

p

ω(ω − issca,free(ω))
, (12.21)

where ωp is the bulk plasma frequency and ssca,free the electron-scattering rate in the
nanoparticle that is given below in a modification of Equation (12.10):

ssca,free(ω) ≈ 1

τ (ω)
+ s̃(ω)

vF

Rpa
. (12.22)

In the above, τ (ω) is the relaxation time due to intrinsic electron–phonon and electron–
electron scattering, and vF is the electron Fermi velocity. The proportionality factor is
that derived by Hache et al. (1986),

s̃(ω) = 1

h̄ω

∫ ∞

0

(
E

EF

)3
2
(
E + h̄ω

EF

)1
2

fe(E)[1 − fe(E + h̄ω)]dE, (12.23)

where fe is the electron-distribution function. According to the above relations, as
the temperature increases, so do s̃(ω) and ssca,free(ω), thereby increasing the contri-
bution to the nonlinear response with respect to ultrafast-laser excitation. By utilizing
Equations (12.21)–(12.23), the absorption coefficient of the dispersion in the neighbor-
hood of the plasmon resonance is found to be

γ (ω) = Aω2ω4
0ssca(

ω2 − ω2
0

)2 + (
ω2

0ssca/ω
)2 , (12.24)

with the resonance frequency given by

ω0 = ωp√
εbulk;R(ω0) + 2εmat

. (12.25)

The overall electron-scattering rate is

ssca = ssca,free + ω3
0

ω2
p

εbulk;Im(ω0). (12.26)

Time-resolved pump-and-probe experiments were conducted by Del Fatti et al. (1999)
to investigate this nonlinear behavior. Silver nanoparticles of Rpa ∼ 6.4 nm, embedded
in a 1 : 1 P2O5–BaO matrix with Fv ∼ 10−4 were subjected to Ti : Al2O3 femtosecond-
laser pulses. Figure 12.3(a) shows the differential transmission �T/T as a function of
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Figure 12.3. (a) The transmission change �T/T for probe time delays of tD = −0.15 ps
(triangles), 0 ps (circles), 0.15 ps (squares), 0.45 ps (open squares), and 2 ps (open triangles)
around the surface plasmon resonance (SPR) in Ag nanoparticles with Rpa ∼ 6.4 nm. The inset
shows the absorption spectrum of the sample around the surface plasmon resonance of 2.98 eV.
(b) The measured time dependence of the SPR frequency shift �ω0 and broadening �γ in Ag
nanoparticles with Rpa ∼ 4.9 nm for a pump fluence of 180 mJ/cm2. The dashed lines correspond
to convolutions of the pump–probe correlation function with an exponential response function
with τ e–ph = 800 fs. (c) The size dependence of the effective electron–phonon coupling time
τ e–ph measured in Ag nanoparticle samples. The dotted line is a guide to the eye. From Del Fatti
et al. (1999), reproduced with permission from Springer-Verlag.
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the probe-photon energy. The asymmetrical shape of the �T/T curves that experience
a change of sign at a red-shifted ω0 indicates a broadening of the surface plasmon
resonance. Figure 12.3(b) depicts the resonance shift and broadening for a particle of
Rpa = 4.9 nm. Figure 12.3(c) indicates that the effective electron–phonon relaxation time
τ e–ph deduced from these measurements is a function of the nanoparticle size and moves
toward bulk values as Rpa increases. The relaxation times of electron–phonon coupling
and phonon–phonon coupling depend upon the nature of the matrix material as shown
by Mohamed et al. (2001). As the laser power increases, the metal nanoparticles may
permanently deform, thus modifying the aggregate optical properties of the medium
(Kaempfe et al., 1999).

The melting behavior of nanoparticles upon femtosecond-laser excitation has been
investigated by Link et al. (2000). It was found that ultrafast-laser-irradiation of defect-
free gold nanorods induces internal defects that are dominated by twins and stacking
faults as shown in Figure 12.4 that displays the nanoparticle structural transformation at
laser energy below that required for complete melting. These defects act as precursors
to the conversion of {110} facets into the more stable {100} and {111} facets. The defect
formation and local internal melting are followed by surface reconstruction minimizing
the surface free energy and diffusion that tends to produce symmetrical nanodots. This
sequence is in contrast to the thermal process, in which the melting is initiated at the
nanoparticle surface. Complete melting of the nanorods in a colloidal solution and their
transformation into spherical nanoparticles was observed under multiple femtosecond-
laser pulses. For laser pulses of lower than threshold energy, the number of pulses
required to achieve this increased significantly as the laser energy decreased. On the
other hand, for laser energies above the threshold for complete melting, the required
number of pulses remained constant.
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(a)

(b)

Figure 12.4. A high-resolution TEM image of gold nanorods after exposure to nanosecond-laser
pulses with a fluence of 250 mJ/cm2 (20 �J per pulse): (a) nanorods with stacking faults and
(b) twinned particles. Similar defect structures are found in spherical gold nanoparticles after
complete shape transformation from nanorods, whereas the as-prepared nanorods are found to be
defect-free. From Link et al. (2000), reproduced with permission from the American Chemical
Society.

12.3 Laser-induced production of nanoparticles

Unique and tailored properties of nanoparticles are observed below 10 nm, where quan-
tum effects become dominant. To take advantage of these properties, it is important
to fabricate particles of given size and size distribution. In this regard, laser-ablation
techniques offer some distinct flexibility.

12.3.1 Ablation of solid targets

As the laser-ablation plume is ejected, condensation of the vapor is a mechanism for
producing nanoparticles. The ambient pressure and gas composition are critical factors
in the condensation process. In experimental results it has typically been found that
the size of the nanoparticles produced ranges from several to tens of nanometers. Via
collisions, larger particles can be formed, but the probability of this is low. As noted
previously, mechanical exfoliation, phase explosion, and hydrodynamic instabilities
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Figure 12.5. A schematic diagram of the formation of oxide nanoparticles. Monomer formation
occurs when the gas has cooled to the point at which oxide dissociation ends. Coalescence
continues during a period of rapid quenching and ends at the same time for various materials.
Hence particles of similar size are produced; these form aggregates with a fractal dimension of
1.7–1.9 by cluster–cluster collision. From Ullmann et al. (2002), reproduced with permission
from Springer-Verlag.

lead to ablation of larger particles. The size of the nanoparticles can be explained
qualitatively via collision–coalescence arguments (Ullmann et al., 2002) as shown in
Figure 12.5. During the first stage of the ablation, vaporized material forms monomers,
which possibly react with the background gas. When the temperature drops, nucleation
occurs and nanoparticles begin to form. The rapid expansion of the high-temperature
vapor produces much higher formation rates than those encountered in flame reactors.
Once the temperature falls below the point at which coalescence ceases, the size of
primary nanoparticles is set. Further collisions over much longer time scales lead to the
formation of nanoparticle chain aggregates.

The nanoparticles are typically collected on neighboring or remote substrates and
analyzed by transmission electron microscopy (TEM), determination of specific surface
area by the method of Brunauer, Emett and Teller, X-ray diffraction, Raman spec-
troscopy, SEM, STM, etc. A typical setup for producing ultrafine oxide nanoparticles at
high rates (1.5 g/min per kW of CO2 laser power) is shown in Figure 12.6(a) (Gaertner
and Lydtin, 1994). As can be seen in Figures 12.6(b) and (c), the compression of the
particle distribution is effected by regulating the flowing gas velocity and the chamber
pressure.
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Figure 12.6. (a) The experimental setup for deposition of ultrafine particles by CO2 laser ablation;
(b) the relationship between mean particle size and mean gas velocity; and (c) the mean particle
size as a function of chamber pressure. From Gaertner and Lydtin (1994), reproduced with
permission from Pergamon.
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Figure 12.6. (cont.)

High-purity Si nanodots can be produced by ablation in a low-pressure inert gas.
Figure 12.7(a) shows the DMA-based setup employed by Seto et al. (2001). First, Si is
vaporized by focused laser-beam irradiation. The laser plasma is formed by excitation of
Si and He. Polydisperse Si nanoparticles are generated by sudden cooling. Some of the
particles become charged during multiphoton excitation processes in the laser plasma.
After the classification by DMA though the application of a transverse electric field,
the size of the nanoparticles is controlled. At this point, most of the particles bear a
single charge, but some particles have double charges (with the same mobility). Finally,
isolated nanodots are formed by supersonic deposition of the nanoparticle beam onto
the substrate. By measuring the current from the nanoparticle beam, the density on the
surface could be controlled. Results are depicted in Figures 12.7(b)–(d).

12.3.2 Ablation in aqueous solutions

Colloidal nanoparticle suspensions can be synthesized via ablation of a solid target
immersed in a liquid. Mafuné et al. (2001) demonstrated gold nanoparticle formation
via ablation of a solid target in an aqueous solution of sodium dedecyl sulfate (SDS)
with a Nd : YAG laser beam (λ= 1.064 nm). The initial rapid embryonic nucleation is
followed by slow growth due to the tendency to terminate the growth due to the forma-
tion of SDS coating on the particle. Correspondingly, the size of the nanoparticles was
found to decrease with increasing surfactant concentration and decreasing laser power.
Figure 12.8(a) shows the formation of nanoparticles of diameter 1–15 nm. Subsequent
irradiation by the frequency-doubled harmonic at λ = 532 nm could dissociate the
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(a)

Figure 12.7. (a) A schematic diagram of the apparatus for synthesis of silicon single dots. In the
laser-ablation chamber (1), the laser beam is focused (3) onto the silicon target (4) in the helium
background gas (2). The target is rotated at 8 rpm. Generated nanoparticles are sampled (5) by
the gas stream and introduced into the DMA (7). The size of the nanoparticles is controlled by
the balance of sheath-gas flow (8) and applied voltage (10). The size-selected nanoparticle beam
is focused (12) onto the substrate (TEM grid (13)). Current from the nanoparticles is measured
by an electrometer (14). The whole system is pumped by a turbomolecular pump, a mechanical
booster pump, and a rotary pump. Si targets (4) and substrates (13) are exchanged through
load–lock systems (6, 15). (b) A dark-field TEM image of the nanodots classified at 7 nm by the
DMA. The scale bar is 20 nm. In total 35 dots are shown in the area of 550 nm × 400 nm.
(c) The distribution of the surface-area-equivalent diameter of nanodots measured by TEM. The
first peak, a, is close to the diameter of the setting value of the DMA (7 nm). The second peak, b,
at about 10 nm is considered to be that of doubly charged particles, which have the same
electrical mobility as that of 7-nm particles. (d) A high-resolution TEM image of single nanodots
of diameter A, 10 nm, B, 7 nm, and C, 5 nm. The lattice parameters of these dots were about
0.3 nm and close to that of the [111] face of silicon nanowire. From Seto et al. (2001),
reproduced with permission from the American Chemical Society.

nanoparticles and shrink both the mean size and the spread (Figure 12.8(b)). Note
that the λ = 1.064-nm beam is not absorbed efficiently in the nanoparticles
(Figure 12.1). In a continuation study Mafuné et al. (2003) demonstrated successful
formation of stable, surfactant-free platinum nanoparticles of median diameter 7.4 nm
in pure water.
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(d)

Figure 12.7. (cont.)

12.3.3 Ablation of consolidated particles

A new process of nanoparticle synthesis, called laser ablation of consolidated microparti-
cles (LACM), has been developed using pulsed-laser ablation of consolidated micropar-
ticles. Microparticles of metals, including Cu, Al, and Ag, are consolidated by a
cold isobaric press with pressures up to a few hundred MPa before laser irradiation.
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Figure 12.8. Electron micrographs and size distributions of the gold nanoparticles produced by
1064-nm-laser ablation at 80 mJ/pulse in a 0.01 M aqueous solution of sodium dodecylsulfate
(SDS). Panels (a) and (b) show the electron micrographs of the gold nanoparticles remaining in
the top layer of the solution before and after centrifugation, respectively. Panel (c) shows an
electron micrograph and the size distribution of the gold nanoparticles produced by
1064-nm-laser ablation at 80 mJ/pulse in a 0.01 M aqueous solution of SDS (the same condition
as in (a)) and subsequent laser irradiation at 532 nm (50 mJ/pulse for 60 min). From Mafuné
et al. (2001), reproduced with permission from the American Chemical Society.

Nanoparticles are then synthesized in air or inert gases by high-power pulsed-laser
ablation of the microparticles, e.g. using a Q-switched Nd : YAG laser (Figure 12.9).
It has been shown that the degree of compaction plays a significant role in deter-
mining the size of the nanoparticles produced, as do the laser fluence and collector
position. Results from photoacoustic-deflection probing and nanosecond time-resolved
visualization indicate that the novel process attains an increased efficiency of cou-
pling of laser energy with the target. In situ visualization of the Cu-microparticle
explosion and nanoparticle synthesis (Figure 12.10) indicates that the threshold
laser fluence for particle ablation is substantially lower than that required for bulk-
metal ablation. Consequently, the results confirm that a photomechanical mechanism
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Figure 12.9. Transmission-electron-microscopy images of silver nanoparticles generated from
8-�m-sized microparticles (laser fluence 2 J/cm2, laser wavelength 355 nm, consolidation
pressure 40 MPa; the ambient gas is air). Courtesy of Dongsik Kim of POSTECH University,
Korea.
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(a)
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200 ns 160 ns
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Figure 12.10. Time-resolved shadowgraph images displaying ablation of a Cu microparticle
(diameter 48 �m) during the synthesis of CuO nanoparticles; (a) wavelength 355 nm, fluence
1 J/cm2; and (b) wavelength 532 nm, fluence 1.8 J/cm2. Courtesy of Dongsik Kim of POSTECH
University, Korea.

associated with the shock-wave generation plays a significant role in the ablation
process.
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13 Laser-assisted microprocessing

13.1 Laser chemical vapor deposition

Consider a target material immersed in a reactive ambient medium. An incident laser
beam may excite and dissociate the reactant molecules. Consequently, excited molecules
or radicals diffuse to the solid surface and may interact with the target surface, resulting
in etching or deposition. These processes are thoroughly discussed in Bäuerle (2000).
Figure 13.1 gives a schematic illustration of the laser-induced chemical-processing
systems utilizing either direct beam incidence onto the substrate or processing via a
beam propagating in a direction parallel to the substrate. Thermal or pyrolytic chem-
ical laser processing is characterized by the rapid dissipation of the excitation energy
into heat. In this case, the particular excitation mechanisms are not significant and the
processing rate is chiefly determined by the induced temperature distribution. How-
ever, the physicochemical processes involved may be drastically different from the
conventional “thermal-processing” treatment. This is highlighted by the extremely con-
fined laser-beam radiant energy and hence the temperature-distribution localization to
high peak temperatures and steep temperature gradients. Furthermore, pulsed-laser-
induced heating rates can be very fast, reaching 1012 K/s, even 1015 K/s, leading to a
regime where the chemical reaction deviates greatly from equilibrium. Consequently,
one may expect the formation of new phases, microstructures, and morphologies through
novel chemical-reaction pathways. On the other hand, photochemical or photolytic laser
chemical-processing conditions apply when the thermalization of the excitation energy
is slow. As noted in Bäuerle (1998), this condition frequently applies for chemical
reactions of excited molecules among themselves or with the substrate surface, pho-
toelectron transfer and chemisorption of species on solid surfaces, and photochemical
species desorption. Pure photothermal and photochemical conditions may be regarded
as limiting cases of laser-induced chemical processing. Often both processes contribute
to the overall reaction rate, implying that one is dealing with a so-called photophysical
process.

Laser chemical vapor deposition (LCVD) is an extremely versatile materials-synthesis
technique that enables the formation of technologically attractive microstructures of
well-defined dimensions in a single-step maskless process (Bäuerle, 2000; Ibbs and
Osgood, 1989). Several applications have been pursued, including the fabrication of
contacts, circuit lines, and interconnects, and the repair of lithographic masks. It also
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Figure 13.1. Illustrations of laser-induced chemical processing (LCP) at perpendicular (case a)
and parallel laser-beam incidence (case b). Thermal (photothermal, pyrolytic) LCP at
perpendicular incidence is in general performed with precursors AB that do not absorb the laser
radiation. Nonthermal (photochemical, photolytic) LCP is based on selective excitation/
dissociation of precursor molecules and/or the substrate. In a purely photochemical process, the
laser-induced temperature rise can be ignored. From Bäuerle (1998), reproduced with permission
from Wiley-Interscience.

offers unique capabilities for the formation, coating, and patterning of nonplanar, three-
dimensional objects.

The decomposition of precursor molecules in LCVD can be activated either pyrolyti-
cally or nonthermally (photolytic LCVD) or by a combination thereof (i.e. photophysical
LCVD). In pyrolytic deposition, laser-induced heating of the substrate is employed to
decompose the gases above it. In photolytic processes, direct dissociation of the parent
gas is accomplished by the optical excitation of bound–free transitions. The type of
process activation determines the morphology of the deposit while the deposition rate
is a function of the laser power, intensity, pulse duration, wavelength, and substrate
material. Major advantages of pyrolytic LCVD are the synthesis of high-purity mate-
rials and fast deposition rates, but an obvious drawback is that it cannot be used if the
substrate softens or melts prior to gas decomposition upon exposure to laser radiation.
In contrast, photolytic LCVD can be used for low-temperature deposition onto fragile
substrates, including organic materials or complex III–V compounds. Furthermore, pho-
tolytic deposition is less sensitive to the substrate-surface conditions and composition
than is pyrolytic deposition. However, deposition rates in photolytic processes are 2–4
orders of magnitude lower than those associated with pyrolytic deposition. Furthermore,
typical laser scanning speeds are in the range 0.001–0.1 �m/s for photolytic deposition,
compared with O(10 �m/s) speeds for pyrolytic deposition. The lateral feature resolu-
tion could be 100 �m for photolytic direct writing, but the deposition might not be well
localized because the intensity threshold is very low, allowing spurious effects.
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Figure 13.2. Pyrolytic microdeposition of Si lines from SiH4 gas upon argon-ion-laser irradiation
at λ = 488 nm. The substrate is silicon. From Bäuerle (2000), reproduced with permission from
Springer-Verlag.

Photophysical LCVD achieved by a twin- or single-laser-beam configuration seeks to
combine the advantages of both deposition schemes by initiating nucleation photochem-
ically and progressing thereafter according to a conventional thermal script. Precursor
molecules are usually either (a) halogen compounds, hydrocarbons, and silanes or (b)
alkyls, carbonyls, and organometallic complexes. The first class of molecules possesses
electronic transitions in the ultraviolet (UV) or deep-UV range and is normally uti-
lized in pyrolytic LCVD, even though the temperatures required are relatively high.
Conversely, the second category possesses electronic transitions at visible or UV wave-
lengths at which laser sources can be matched to effect photophysical LCVD. However,
high-intensity UV laser radiation can initiate thermal chemistry; or alternatively, if the
pyrolytic laser source is operating in the visible or near-UV range, photodissocation of
weakly bound complexes may occur. Selection of the precursor material, or parent gas,
is instrumental in developing a viable nanodeposition process.

Upon flowing a parent-gas (e.g. silane for deposition of Si)–carrier-gas mixture into
the process chamber, gas molecules impinging on the substrate – some of which are
physisorbed – are exposed to focused laser radiation. For substrates that absorb the
incident laser light, the induced temperature distribution will cause thermal dissociation
of gas molecules at or near the surface, which can then form stable nuclei. In the case
of transparent substrates, nucleation can be initiated by the atomic products of adsorbed
molecules dissociated by the laser-beam radiation. A fraction of the photo-fragments
created by gas-phase dissociation within the focal zone condenses preferentially on the
nuclei generated within the irradiated area.

Parent-gas molecules not directly exposed to the laser radiation or to high temper-
atures as a result of laser–substrate interactions will not crack and therefore not be
deposited. However, the depositing atoms (dissociation products of the parent gas) that
are physisorbed onto the substrate outside the area occupied by the nuclei will undergo
surface diffusion and ultimately will be captured by existing nuclei, form new nuclei or
re-evaporate. When the diffusion length of a physisorbed atom (adatom) is determined
by the length scale of the laser-irradiated zone, atom capture by the intentionally formed
nuclei should be most probable and selective growth will occur. Achieving favorable
growth conditions involves controlling the size of the laser-affected zone, the density of
parent-gas molecules, and the kinetic energy of the depositing species.

An example of pyrolytic micropatterning is given in Figure 13.2 that depicts Si lines
deposited from SiH4 onto Si wafers (Bäuerle, 2000). As the laser power increases, the
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Figure 13.3 The experimental setup employed for in situ temperature measurements during
LCVD of fibers: AMP DIV, amplifier and analog divider; BS, beamsplitter; CH, light chopper;
D, power meter; FI, electronic filter; P, peak detector; PD, Si photodiode; PH, pinhole; S, switch;
and TR CON, translation control. From Doppelbauer and Bäuerle (1986).

morphology of the lines changes to concave. These changes can be attributed to the
laser-induced temperature distribution, the transport of reactants and products in the
gas phase, and the surface diffusion of species. The LCVD technique can be imple-
mented for the fabrication of fibers, crystal rods of virtually any length, and even three-
dimensional microstructures. Figure 13.3 shows a schematic diagram of the setup for
in situ temperature measurements during the steady growth of fibers (Doppelbauer and
Bäuerle, 1986). Growth of ultrahigh-quality single-crystalline Si whiskers is depicted in
Figure 13.4. It is remarkable to observe the high deposition rates achieved by LCVD
shown in Figure 13.5. Owing to the fact that the heat-affected zone is confined to the
proximity of the wafer, it is possible to apply higher parent-gas partial pressures than
typically used in traditional chemical vapor deposition (CVD).

Various LCVD-based approaches can be employed for the rapid prototyping of three-
dimensional microstructures of complex geometries. When only one beam is used, as is
typically the case, LCVD generates rods parallel or nearly parallel to the incident beam.
In the case of growth of transparent alumina, the rod absorbs light relatively weakly in a
volumetric fashion rather than in a shallow surface layer. Figure 13.6(a) shows the dual,
overlapping-beam principle (Lehmann and Stuke, 1995). No growth can occur for either
beam alone. However, a sufficiently high and uniform temperature field is formed in the
overlapping focal region that is well defined. By moving the sample in any direction at a
speed comparable to the growth rate (∼10 �m/s), arbitrary, free-standing structures can
be produced. Figures 13.6(b) and (c) depict an impressive example of the application of
LCVD to fabrication of photonic band-gap (PGB) structures (Wanke et al., 1997).
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Figure 13.4. Scanning-electron-microscopy pictures of the tips of laser-grown single-crystalline
fibers: (a) Si grown from SiH4 and (b) W grown from WF6 plus H2. From Bäuerle et al. (1983),
reproduced with permission from Springer-Verlag.
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Figure 13.5. An Arrhenius plot for the growth of Si from SiH4 by LCVD and standard CVD.
Regions of single-crystalline and polycrystalline growth are shown (separated by a dashed line);
the intersection points of the LCVD and CVD curves are at 1555 and 1262 K, respectively. From
Bäuerle (2000), reproduced with permission from Springer-Verlag.
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Figure 13.6. (a) The three-dimensional direct-writing principle. (b) The PGB structure. The
periodic structure consists of 15 rows of perpendicularly arranged aluminum oxide rods 40 mm
in diameter, with a periodicity of 133 �m and rod lengths of 3000 �m. (c) A partly disassembled
aluminum oxide rod structure showing the aluminum oxide rods (diameter 40 �m) and their
organization (periodicity 133 �m). From Lehmann and Stuke (1995) and Wanke et al. (1997),
reproduced with permission from the AAAS.

13.2 Laser direct writing

13.2.1 Laser-induced forward transfer

The ability to deposit patterns, spots, and lines with sub-millimeter resolution may have
applications in microelectronics as well as in the opto-electronics fabrication industries.
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(c)

Figure 13.6. (cont.)

Conventional methods of surface patterning are CVD, plasma CVD, and sputtering,
which by their nature have no spatial selectivity, requiring subsequent etching steps to
define micropatterns. In this regard, the laser-induced forward-transfer (LIFT) technique
utilizes pulsed lasers to remove thin-film material from a transparent support and deposit
the ejected fragment onto a suitable substrate. The thin film that is deposited onto a
quartz plate is transferred by using a single laser pulse onto the receiving substrate that
is usually placed parallel to the source thin film. The LIFT process was first shown by
Bohandy et al. (1986, 1988) to produce 50-�m-wide Cu lines by using single nanosecond
excimer-laser pulses (193 nm) under high vacuum (10−6 mbar). Among several studies,
Fogarassy et al. (1989a, 1989b) reported the microdeposition of 100-�m-wide patterns
of superconducting thin films using nanosecond ArF and Nd : YAG lasers. The dynamics
of the laser-ablation transfer of thin coatings effected by near-IR (λ = 1064 nm) 23-ps
laser pulses was studied by Lee et al. (1992) via an optical microscope with picosecond
temporal resolution. This investigation showed that the velocity of the ejected material
corresponded to a Mach number of 0.75 and that the use of picosecond-laser pulses
resulted in a reduction of the laser-fluence threshold by one order of magnitude, compared
with the use of 100-ns-laser pulses.
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Figure 13.7. (a) A schematic diagram of the optical setup for excimer-laser microdeposition: A,
attenuator; BBO, beam-delivery optics; M, mask; BS, image/beamsplitter; CCD, camera; and
MC, microdeposition cell. (b) A scanning electron micrograph of isolated Cr dots deposited onto
glass by femtosecond-laser microdeposition. The target source was 400-Å-thick Cr. The
UV-illuminated area was 4 �m × 4 �m and the energy density was 100 mJ/cm2. From Zergioti
et al. (1998a), reproduced with permission from Elsevier.

The work of Zergioti et al. (1998a, 1998b) demonstrated direct deposition of Cr and
In2O3 microstructures via sub-picosecond KrF excimer-laser radiation in the LIFT mode
(Figure 13.7(a)). The short pulse length and consequently limited thermal diffusion
lowered the material-removal threshold compared with that for nanosecond pulses,
thereby enabling deposition of high-resolution features (Figure 13.7(b)). By controlling
the ambient pressure at 0.1 Torr, complex holographic patterns could be fabricated
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Figure 13.8. (a) A scanning electron micrograph of a computer-generated holographic pattern
produced by microdeposition of CR onto silicon (100). The target source was 400-Å-thick Cr.
The pattern consists of 64 × 64 pixels with pixel size 3 �m × 3 �m. (b) A scanning electron
micrograph of a computer-generated multilevel structure of Cr on glass. The pixel size of the
pattern was 5 �m × 5 �m. From Zergioti et al. (1998a), reproduced with permission from
Elsevier.

(Figures 13.8(a) and (b)). Time-resolved Schlieren imaging (Koundourakis et al., 2001;
Papazoglou et al., 2002) revealed that the sub-picosecond, LIFT-mode film ejection
occurs in a forward manner with small lateral angular spread (Figure 13.9(a)). In contrast,
direct front-surface ablation (Figure 13.9(b)) exhibits higher divergence. On the other
hand, nanosecond lasers tend to produce a dispersed particle cloud (Figure 13.9(c)) that
is deposited onto the receiving substrate in irregular aggregates.
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Figure 13.9. (a) Shadowgraph images of InOx film under the LIFT process at various delay times.
The laser fluence was 410 mJ/cm2. The detected material ejection is highly directional with an
angular divergence of 3◦. (b) Shadowgraph images of the InOx film under backward laser
irradiation at various delay times. The laser fluence was 430 mJ/cm2. The velocity of the
ejected-material front is ∼430 ± 19 m/s and the blast-wave velocity is ∼500 ± 25 m/s. The
detected material ejection is quite divergent, with an angular divergence of ∼30◦. (c) The
nanosecond LIFT of Cr film is shown to highlight its difference from picosecond-laser ablation.
From Papazoglou et al. (2002), reproduced with permission from the American Institute of
Physics.

13.2.2 MAPLE-assisted direct writing

In matrix-assisted pulsed-laser evaporation (MAPLE) (Chrisey et al., 2003), an organic
compound is dissolved in a matrix material that is generally a volatile solvent such as
alcohol to form a solution. The solution is frozen at –100 ◦C to produce a solid tar-
get. Upon pulsed-laser irradiation, solvent molecules vaporize and thermal energy is
transferred to the organic molecules that are desorbed from the target surface without
significant decomposition to form a film on a receiving substrate while the solvent is
pumped out. A key characteristic of this gentle deposition process is that the organic
molecule remains intact. The MAPLE direct-write (DW) technique further incorporates
the LIFT material-removal process (Piqué et al., 1999). As shown in Figure 13.10(a),
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Figure 13.10. (a) A schematic representation of the MAPLE direct-writing (DW) process. (b) A
schematic diagram of the MAPLE DW apparatus. From Piqué et al. (1999), reproduced with
permission from Springer-Verlag.
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Figure 13.11. (a) Lines deposited by LIFT on an RO4003 circuit board. The Au line is
approximately 30 mm wide after a final laser-trimming step performed along both sides of the
line. (b) An optical micrograph of nichrome coplanar resistors made by LIFT on RO4003. From
Piqué et al. (1999), reproduced with permission from Springer-Verlag.

the donor transparent substrate (the “ribbon”) is coated with a powder of the mate-
rial to be deposited in a photosensitive polymer or organic binder. Figure 13.10(b)
shows a schematic diagram of the computer-driven MAPLE DW apparatus. Examples
of deposited conductor lines are shown in Figure 13.11. By combining microdeposition
and micromachining, Piqué et al. (2004) achieved fabrication of mesoscale elctrome-
chanical sources, such as primary Zn–Ag2O and secondary Li-ion microbatteries (see
Figure 13.12).

13.3.2 Hybrid microprinting and laser sintering of nanoparticle suspensions

The emergence of consistent methods for manufacturing ultrafine particles has come
about with the aim of utilizing their remarkable thermophysical properties that may be



362 Laser-assisted microprocessing

(a)

1.8(b)

1.6

1.4

1.2

1.0

0.8
0 200 400 600

Time (s)

Vo
lt

ag
e 

(V
)

800 1000 1200

Figure 13.12. (a) An optical micrograph of a planar Ag2O/Zn alkaline microbattery made by laser
direct writing. (b) Discharge behaviors from two planar alkaline microbatteries, operating at 25
and 50 mA, as a function of time. The total electrode mass is ∼250 mg in both cases. From
Piqué et al. (2004), reproduced with permission from Springer-Verlag.

significantly different from those of their bulk counterparts. In an order-of-magnitude
sense, particles of diameters well into the sub-micrometer region and on the nanome-
ter scale possess significant individual characteristics that differentiate them from bulk
materials. As shown in Chapter 12, gold nanosized particles possess a drastically lower
melting temperature (approximately 400 ◦C) than that of bulk gold (approximetaly
1300 ◦C).

Gold nanoparticles are prepared by a two-phase reduction method. The average nano-
crystal size is 1–3 nm (Figure 13.13) and the size is coarsely tunable by adjusting the
ratio of capping groups to metal salt, whereas size-selective precipitation is employed
to narrow the initial size distribution. Monolayer-protected gold nanoparticles are sus-
pended in alpha-terpineol at a proportion of 10% by weight. The reflectivity of printed
nanoparticle film starts to increase and the electrical resistivity starts to decrease at a
curing temperature of 130–140 ◦C. According to observations, the surface monolayer
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Figure 13.13. (a) A TEM image of the synthesized nanoparticles and (b) a schematic diagram of
the laser-sintering setup. From Ko et al. (2007a), reproduced with permission from the American
Institute of Physics.

(hexanethiol) is detached from the nanoparticle at 130–140 ◦C. Micro-lines of nano-
ink were deposited onto a polyimide film by the generation of micro-droplets using the
piezoelectric drop-on-demand (DOD) printing system. The DOD jetting system includes
a back-pressure controller and a purging system. A detailed description of the experi-
mental system is given in Chung et al. (2004, 2005) and Bieri et al. (2003). After inkjet
printing of nanoparticle ink on polyimide film, a temporally modulated continuous Ar+

laser (λ = 514 nm) was applied to evaporate residual solvent and sinter the nanocrystals
to form low-resistivity conducting microstructures.

Several laser parameters (wavelength, pulse width, power density, beam-spot size
etc.) can be tuned to obtain optimum processing. Highly effective energy coupling
(absorption) can occur at the appropriate wavelength. On the other hand, the heat-
affected zone and thermal damage to the substrate can be minimized by controlling the
pulse width. In contrast, thermal damage extends over the entire sample for sintering
on a hot plate. Local manipulation of the inkjet-printed features enables more versatile
processing while the final feature obtained by sintering on a hot plate is mainly limited by
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Figure 13.14. An AFM cross-sectional profiles of sintered metal nanoparticles produced by
selective laser sintering (solid lines, (i) ∼10 �m, (ii) ∼3 �m, and (iii) ∼1 �m, shown in the inset
and in the main plot) and on a hot plate as printed (dotted line, ∼100 �m). Note that the feature
size can be reduced by two orders of magnitude. Also note the absence of the high rim structure
caused by the ring-stain problem. From Ko (2006).

the initial inkjet printing. Selective laser sintering can enable enhancement of resolution
and uniformity. In typical inkjet processing, most nanoparticles are deposited at the
edge of the droplet, which is often referred to as the “ring-stain problem” (Deegan et al.,
1997). This nonuniformity can cause problems when another layer needs to be deposited
on top of the film. However, since the central part is rather flat, by selective sintering
and washing out leftover unsintered inkjet-printed nanoparticles, the resolution can be
enhanced by one or two orders of magnitude since it is regulated by the size of the
focused laser beam. Note the resolution enhancement of the original inkjet-printed line
(the dotted line in Figure 13.14) after selective laser sintering (solid lines: 1–10 �m
depending on the laser-beam size and laser power).

While selective laser sintering is used to make micro positive features with a low-
power continuous Ar+ laser, selective laser ablation is used to define micrometer to
sub-micrometer negative features. Small negative features are critical in high-quality
transistors because the switching speed and output current directly depend on the chan-
nel size. The core concept of selective laser ablation is based on the finding that the
nanoparticle film can be ablated at much lower laser energy than bulk film (at least an
order of magnitude lower (Ko et al., 2006)). This low ablation threshold adds significant
processing capability because ablation can be done at low laser energy, thereby mini-
mizing thermal effects and enabling the use of sensitive substrates. Very clean ablation
profiles are obtained, which is almost impossible without using ultrafast (picosecond or
femtosecond lasers). Depending on the fluence, the vaporized plume or plasma exerts
a recoil pressure, expelling outward or even splashing the melt pool, which tends to
resolidify at the periphery of the crater (Figure 13.15(b)). This elevated topography
may cause shorts in multilayer devices. Minute features can be fabricated with proper
focusing optics (sub-micrometer features in Figure 13.15(g)). This could be explained
by invoking the combined effects of melting-temperature depression, lower conductive
heat-transfer loss, strong absorption of the incident laser beam, and relatively weak
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(c)

(d)

(a) (b)

Figure 13.16. Time resolved shadowgraph images of the ablation-plume ejection from (a) sintered
nanoparticle film and (b) unsintered nanoparticle film. The images were taken for 1–12 �s and
processed by background subtraction for better contrast. Magnified views at 8 �s for (c)
unsintered nanoparticle film and (d) sintered nanoparticle film are shown. Inset scale bars
correspond to 200 �m. A laser energy of 8.5 �J with beam radius 12.5 �m is used for ablation of
sintered film, (a) and (d), and 4.2 �J is used for ablation of unsintered film, (b) and (c). From Ko
(2006).

bonding between nanoparticles during laser irradiation. Even smaller (sub-100-nm) fea-
tures can be defined by coupling laser pulses to near-field scanning optical microscope
(NSOM) instruments.

On the other hand, the ablation of the unsintered nanoparticle film produces a
mushroom-shaped plume as shown in Figures 13.16(b) and (c). The ejecta are in the
form of nanoparticles as shown in Figure 13.17(b). In contrast the ablation of sintered
nanoparticle film is in the form of a streak of micrometer-sized droplets (Figures 13.16(a)
and (d)) that is corroborated by the collected microparticles shown in Figure 13.17(a).
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Figure 13.17. A dark-field microscope image of laser-ablation ejecta captured from (a) sintered
gold thin film and (b) unsintered gold nanoparticle film. Ejecta from sintered gold film were of
diameter several micrometers, whereas ejecta from unsintered nanoparticle film were aggregates
of diameter 5–50 nm. The inset is a SEM image of nanoparticle aggregates. From Ko (2006).

The significant ablation-threshold difference between sintered and unsintered
nanoparticle film can be used for selective-layer-ablation processing. In principle, selec-
tive ablation of a multilayer system can be done by placing the focal point of the laser
exactly on the target-layer, expecting that the underlying layer would be outside the depth
of focus. However, this approach is difficult since the target-layer thickness is of the
order of several tens of nanometers and the thickness of the intermittent dielectric layer
is also very small. Consequently, a very tight depth of focus would be needed in propor-
tion to the multilayer-separation distance. In contrast, the differential ablation threshold
between the laser-sintered and unsintered gold nano-ink enables effective and robust mul-
tilayer processing. The process entails the processing of structures in the “as-deposited”
nanoparticle form, thereby avoiding damage to the underlying and sintered structures.

After inkjet printing of nanoparticle ink, continuous argon-ion laser (λ= 514 nm)
irradiation was performed to sinter gold nano-ink, forming conducting lines. The sinter-
ing process depends on the intensity of the incident laser and the laser scanning speed.
An electrical resistivity close to that of bulk gold is achieved (Figure 13.18(b)). The
micro-conductor lines were used to fabricate crossover capacitors (Figure 13.18(c)).
High-resolution, all-inkjet-printed field-effect transistors (FETs) could be fabricated
benefiting from the recent development of air-stable carboxylate-functionalized poly-
thiophene (Murphy et al., 2005). All fabrication steps consist of inkjet printing of func-
tional materials, and processing via laser irradiation. Furthermore, the entire cycle of
fabrication and device characterization could be performed at room temperature, under
ambient pressure, and in an air environment without resorting to expensive lithographic
methods. The organic field-effect transistors (OFETs) fabricated had a typical bottom-
gate/bottom-contact coplanar transistor configuration wherein the channel length was
defined by selective laser sintering or ablation of the inkjet-printed metal nanopar-
ticle ink. Figure 13.19 outlines the lithography-free sequence and displays images
of the fabricated transistors (Ko, 2006) whose performance characteristics compare
very well with those of devices fabricated using the same materials but lithographi-
cally.
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Figure 13.18. (a) A resistivity test structure inkjetted and processed by a Nd : YAG laser at 1.2 �J
with a 20× objective lens. After inkjetting and ablation, the sample was sintered by an Ar-ion
laser at various powers to yield the resistivity data (b) shown in the graph, where the bottom solid
line represents the bulk resistivity of gold. (c) Crossover capacitor schematics (top) and a test
structure (bottom) on polyimide film. A PVP layer is sandwiched between the lower and upper
lines. The lower line is under the PVP layer and the upper line is above the PVP layer. From Ko
et al. (2007b), reproduced with permission from Elsevier.

13.3 Laser microstereolithography

Microstereolithography is a valuable tool, allowing relatively simple conversion of
computer-aided-design models into truly three-dimensional microcomponents and
devices possessing complex geometrical shapes. The basic scheme involves scanning
a laser beam to solidify a photopolymer in a layer-by-layer manner. Arbitrary shapes
can thus be produced by stacking successive layers. Continuous lasers have been uti-
lized, demonstrating superb three-dimensional structure capabilities. On the other hand,
femtosecond lasers are also implemented in microstereolithography, taking advantage
of multiphoton absorption and limited diffusion to seek even finer feature resolution.

13.3.1 Photoinitiation and photopolymerization

As discussed in the review by Sun and Kawata (2004), polymerization is a chain
reaction generating solid macromolecules from oligomers, i.e. unsaturated small
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Figure 13.19. (a) Process steps for OFET fabrication by laser ablation and sintering of metal
nanoparticle ink. (i) Nanoparticle ink is inkjet-printed onto either glass or plastic (exhibiting the
ring-stain problem); a focused Ar-ion-laser beam scans the printed nanoparticle ink and
selectively induces sintering. The dark line represents unsintered nanoparticle ink and the bright
line represents sintered gold. (ii) Washout of unsintered nanoparticle ink and inkjet printing or
spin-coating of a PVP dielectric layer. (iii) Inkjet printing of another structure on top of the PVP
layer and either scanning with an Ar-ion-laser beam to induce selective sintering (iii-a) or use of
a scan-pulsed Nd : YAG laser beam to induce selective ablation (iii-b) to define the channel. The
Ar-ion-laser beam scans the ablated structure for selective sintering (iii-c). (vi) Washout of
unsintered nanoparticle ink and inkjet printing of semiconducting polymer at the channel. The
inset in the bottom of (a) shows the chemical structure of a polythiophene derivative containing
electron-withdrawing substituents. (b) An OFET fabricated by nanoparticle selective laser
sintering. (c) An OFET fabricated by a combination of nanoparticle laser ablation and sintering.
The dielectric layer was spin-coated for (b) and (c). The two vertical lines are the source and
drain electrodes and the underlying horizontal line is a gate line. Circles are inkjet-printed
semiconducting polymer. Insets show schematics of the OFETs. Dotted lines are the edges of an
original inkjet-printed line. Note how selective laser sintering can reduce the feature size and
laser ablation can produce a very short channel. (d) Output and transfer characteristics of
laser-processed OFETs. The top graphs correspond to the characteristics of a laser-sintered
OFET (L ∼ 10 �m, W ∼ 800 �m) and the bottom graphs correspond to the characteristics of
laser-ablated and -sintered OFETs (L ∼ 1.5 �m, W ∼ 122 �m). From Ko (2006).
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molecules:

Mon
Mon−→ Mon2

Mon−→ Mon3 −→ · · · −→ Monn−1
Mon−→ Monn. (13.1)

The curing process can be divided into three steps: photo-initiation, propagation, and
termination. Considering that the quantum yield of such a reaction is relatively low, it
is necessary to introduce photo-initiators, i.e. low-mass molecules that are sensitive to
light, giving radical species or cations:

PI
hν−→ PIexc → R• (13.2)

The above equation depicts the production of an active species, in this case a radical,
upon the interaction of the photon with the photo-initiator and the production of an
intermediate excited state. The radical then attacks the monomers and triggers the
following chain reaction:

R• + Mon → RMon• Mon−→ RMonMon• · · · → RMon•
n. (13.3)

The termination of this sequence occurs through either of the following channels:

RMon•
n + RMon•

m → RMonm+nR,

RMon•
n + RMon•

m → RMonn + RMonm. (13.4)

The role of photosensitizers is to absorb laser light and subsequently transfer energy to
a photo-initiator:

Sens
hν−→ Sensexc · · · PI−→ PIexc → R•. (13.5)

The light absorption and photo-initiation processes are coupled by

dCPI

dt
= −�qy;PIγ

mol
PI CPII,

(13.6)dI

dz
= −γmol

PI CPII,

where CPI, �qy;PI, and γmol
PI are the photo-initiator concentration, quantum yield, and

molecular absorption coefficient, respectively. Furthermore, the mass transfer of both the
radicals and the photo-initiators as well as the released heat transfer can be considered
according to the model presented by Fang et al. (2004).

13.3.2 Projection microstereolithography

The typical setup involves a tightly focused laser spot scanning over the photo-curable
resin surface, constructing solid microstructures via light-induced photopolymeriza-
tion. Beyond polymeric microstructures, fabrication of ceramics and metals with
complex geometrical shapes has been demonstrated. In this case, UV-curable resin
is mixed with fine powders (Zhang et al., 1999). The serial nature of this process
renders this sort of processing slow, requiring hours to fabricate a microstructure.
An alternative approach is to project a pattern onto the liquid surface. This parallel
approach still requires multiple masks. A faster approach could be implemented by
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Figure 13.20. The figure on the left shows a schematic diagram of the projection-
microstereolithography setup. The figure on the right depicts three-dimensional complex
microstructures fabricated by the process: (a) a micro matrix with suspended beam diameter
of 5 �m; (b) a high-aspect-ratio micro-rod array consisting of 21 × 11 rods of overall size
2 mm × 1 mm (the rod diameter and height are 30 �m and 1 mm, respectively); (c) a micro-coil
array with coil diameter 100 �m and wire diameter 25 �m; and (d) a suspended ultrafine line of
diameter 0.6 �m. From Sun et al. (2005), reproduced with permission from Elsevier.

using liquid-crystal-display (LCD) masks (Bertsch et al., 1997). The LCD approach is
limited by the switching speeds of tens of milliseconds, large pixel size, and rather low
filling ratio. Furthermore, the low optical density of the refractive elements during the off
mode limits the contrast of the transmitted pattern. Another issue is the high absorption
of UV light during the on mode that limits the potential use of optimized UV-curable
resins. A reflective type of display, the Digital Micromirror Device (DMD) was used
by Sun et al. (2005) to produce three-dimensional microstructures with a minimum
feature resolution of 0.6 �m via the introduction of UV dopants. Figure 13.20 gives the
experimental concept and examples of the structures produced.
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Figure 13.21. (a) A crossbeam two-photon two-color scanning laser microscopic system. Pulses
from two beams split from an identical laser output should overlap in both time and temporal
domains so that a two-photon-absorption process could be launched by simultaneously absorbing
two photons. Removal of the frequency shifter gives rise to a degenerative two-photon fabrication
system. (b) A two-photon direct-writing laser-microfabrication system. The Galvano mirror set
is used for scanning the laser beam in the two horizontal dimensions, and along the longitudinal
direction a PZT stage is used. The laser power was continuously adjusted by a neutral density
(ND) filter. The polarization beamsplitter (PBS) lets the laser beam pass but reflects the
illumination light to the CCD monitor for in situ monitoring of the fabrication process. OL,
objective lens. From Sun and Kawata (2004), reproduced with permission from Springer-Verlag.

13.3.3 Two-photon photopolymerization and three-dimensional
lithographic microfabrication

As noted in Chapter 6, two-photon (TP) excitation provides a means of activating chem-
ical or physical processes with high spatial resolution in three dimensions, enabling the
development of microfluidic and waveguide structuring of glass, three-dimensional fluo-
rescence imaging, optical data storage, and lithographic microfabrication. Photopolymer
systems exhibit low TP photosensitivity since the initiators have small TP absorption
cross sections. Consequently, a practical limitation is that resins that normally polymer-
ize at the wavelength λ polymerize at 2λ only at high intensities. Chemistry design is
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Figure 13.22. Microfabrication and nanofabrication at subdiffraction-limit resolution. A titanium :
sapphire laser operating in mode-lock at 76 MHz and 780 nm with a pulse width of 150 fs was
used as an exposure source. The laser was focused by an objective lens of high numerical
aperture (∼1.4). (a)–(c) A bull sculpture produced by raster scanning; the process took 180 min.
(d)–(f) The surface of the bull was defined by two-photon absorption (TPA; that is, surface-
profile scanning) and was then solidified internally by illumination under a mercury lamp,
reducing the TPA scanning time to 13 min. (g) Achievement of subdiffraction-limit resolution,
where A, B, and C, respectively, denote the laser-pulse energy below, at, and above the TPA
polymerization threshold (dashed line). The line represents the range of single-photon
absorption. TPA-P, TPA probability. (h) A scanning electron micrograph of voxels formed at
various exposure times and laser-pulse energies. (i) The dependence of the lateral spatial
resolution on the exposure time. The laser-pulse energy was 137 pJ. The same data are presented
using both logarithmic (triangles; bottom axis) and linear (circles; top axis) coordinates, to show
the logarithmic dependence and threshold behaviour of TPA photopolymerization. Scale bars,
2 �m. From Kawata et al. (2001), reproduced with permission from the Nature Publishing
Group.

therefore needed in order to increase chromophore sensitivity and/or number density
without aggregation. In this regard, Cumpston et al. (1999) reported TP absorption cross
sections as high as 1.250 × 10−50 cm4 s per photon and an enhanced TP sensitivity
relative to that with UV initiators. Systems implementing TP processing via near-IR
fentosecond-laser radiation are depicted in Figure 13.21. The flexibility and power of
TP processes for three-dimensional lithographic structuring is highlighted in the widely
referred-to example by Kawata et al. (2001) shown in Figure 13.22.
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14 Nano-structuring using pulsed
laser radiation

14.1 Introduction

Fundamental understanding of microscale phenomena has been greatly facilitated in
recent years, largely due to the development of high-resolution mechanical, electrical,
optical, and thermal sensors. Consequently, new directions have been created for the
development of new materials that can be engineered to exhibit unusual properties
at sub-micrometer scales. Surface engineering is a critical sub-field of nanotechnol-
ogy because of the paramount importance of surface-interaction phenomena at the
micro/nano-machine level. Nanofabrication of complex three-dimensional patterns can-
not be accomplished with conventional thermo-chemo-mechanical processes. While
laser-assisted processes have been effective in component microfabrication with basic
dimensions in the few-micrometer range, there is an increasing need to advance the
science and technology of laser processing to the nanoscale. Breakthroughs in various
nanotechnologies, such as information storage, optoelectronics, and bio-fluidics, can be
achieved only through basic research on nanoscale modification and characterization of
surfaces designed to exhibit special topographical and compositional features at high
densities.

Since their invention in the 1980s, scanning-microscopy techniques such as scanning
tunneling microscopy (STM), atomic-force microscopy (AFM), scanning near-field opti-
cal microscopy, and further variants thereof, have not only become indispensable tools
for ultrahigh-resolution imaging of surfaces and measurement of surface properties
but also offered hitherto unexplored possibilities to locally modify materials at lev-
els comparable to those of large atoms, single molecules, and atomic clusters. These
nanometric investigation tools have been used extensively in numerous high-resolution
nanostructuring studies, to manipulate single atoms, and also as effective all-inclusive
nanofabrication tools. In view of rapid advances in nanotechnology, various applications
and research fields are being envisioned, such as ultrahigh-density data storage, mask
repair, Fresnel optics for X-rays, nanoelectronics, nanomechanics, and nanobiotechnol-
ogy, all of which depend on the fabrication of features only 5–10 nm in lateral dimensions
(Quate, 1997). These feature sizes are more than an order of magnitude less than present
industrial ultraviolet lithography standards. Owing to the light diffraction that limits the
size of the minimum resolvable feature to one-half of the wavelength of the radiation
used, conventional optical lithography is not applicable at the nanoscale. Although other
techniques, such as electron-beam, ion-beam, and X-ray lithography, provide means for
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high-resolution nanoprocessing, the excessive equipment cost, low processing speeds,
and lack of materials suitable for fabricating various optical elements highlight the need
for alternative and/or complementary process schemes.

Confinement of optical energy to small dimensions can be achieved by coupling laser
radiation to near-field scanning optical microscopes (NSOMs). Historically, the concept
of utilizing the optical near field was proposed by Synge in the 1920s (Synge, 1928)
and experimentally examined first in the microwave range (Ash and Nicholls, 1972),
but could not be verified initially in the visible wavelength range due to difficulty in
fabricating the aperture and controlling the gap distance. Since the mid 1980s, aided
by advances in scanning probe microscopy and fiber-pulling technology (Lewis et al.,
1984), scanning near-field optical microscopy was established as a powerful nanoscale
characterization tool. Example NSOMs were demonstrated by Pohl et al. (1984), Betzig
et al. (1991), and Betzig and Trautman (1992) as a means to achieve probing resolution
far below the wavelength used, yet at optical frequencies. In addition to their use as
nanoscale microscopy tools, NSOMs have been applied to various materials-processing
tasks (Betzig et al., 1991; Wegscheider et al., 1995). Thin-metal-film ablation tests
using optical near-field schemes have been carried out (Lieberman et al., 1999; Nolte
et al., 1999). Since laser sources are available with various photon energies and pulse
lengths, matching with the absorption properties of the substrate can be dictated in order
to accomplish local chemical and structural modification with precision and accuracy,
without detrimental thermo-mechanical side effects.

The main technical challenge stems from the difficulty in transmitting pulses of suf-
ficient energy for nanostructuring through nanoscale openings. However, recent work
has shown the potential of nanoscale laser energy deposition for precise surface modifi-
cation. The surface topography, texture, crystalline structure, and chemical composition
could be modified with lateral feature definition in the nanometer range by coupling
nanosecond- and femtosecond-laser beams to NSOM probes in both apertured and
apertureless configurations.

14.2 Apertureless NSOM nanomachining

Surface nanostructuring of various materials including gold, gold/palladium,
poly(methyl methacrylate), and polycarbonate by illumination of a scanning probe
microscope (SPM) tip with nanosecond-laser pulses has been demonstrated in the lit-
erature (Gorbunov and Pompe, 1994; Jersch and Dickmann, 1996; Huang et al., 2002).
Although laser-assisted STM-based nanoprocessing schemes have yielded resolutions
of the order of 30 nm (Lu et al., 1999; Boneberg et al., 1998), restrictions on the
electrical conductivity of both the material to be processed and the scanning probe
tip as well as the ambient working conditions make these methods unsuitable for a
wide range of electrically nonconductive and biological materials. Laser nanoprocess-
ing schemes coupled with an AFM operated either in contact or in noncontact mode
provide effective means for overcoming the aforementioned drawbacks and enable
the development of nanoscopic features of lateral dimensions less than 20 nm (Jersch
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et al., 1997, Lu et al., 2001). In spite of the increasing interest in this nanostructur-
ing scheme, the actual processing mechanism still remains unexplained. In most cases,
AFM or STM configurations with the tip in actual contact or in very close proximity
(e.g. 3–5 Å) with the sample surface were used, which complicated the identification
of the basic modification mechanism. Despite the high enhancement factors proposed
for the electric field intensity in the vicinity of the tip (Dickmann et al., 1997), contact
of the SPM tip with the sample surface due to thermal expansion (Huber et al., 1998;
Boneberg et al., 1998) limits the reliability and resolution of these nanostructuring
techniques.

14.2.1 The experimental setup

Figure 14.1 shows a schematic diagram of the experimental apparatus used by Chimmalgi
et al. (2003, 2005a). Surface nanostructuring was accomplished with femtosecond pulses
of FWHM duration 83 fs, wavelength 800 nm, and pulse energy in the range of a fraction
of a microjoule to a few microjoules. In the nanostructuring experiments a constant AFM
tip–sample separation distance of 3–5 nm was maintained with the aid of nanolithogra-
phy software that disables tip-position feedback signals and enables tip movement along
complex contours. Commercially available etched silicon and coated silicon nitride
microprobes were used for both surface scanning and nanostructuring. Electric-field-
intensity distributions were obtained with the finite-difference time-domain (FDTD)
method using electromagnetic (EM) near-field simulation software (Tempest 6.0; Pistor,
2001). A significant enhancement of the field intensity is predicted. The electric field
distribution at the tip exhibits the lightning-rod effect, which is more pronounced for
longer wavelengths (Ohtsu, 1998). The lateral confinement of the field, with a FWHM
of ∼10 nm, is believed to be the main factor for the high spatial resolution observed
in the nanostructuring experiments. Simulations indicated practically zero enhancement
of the electric field for S-polarization. The actual field-strength enhancement may differ
from the theoretical predictions due to various influencing factors, such as approxima-
tions in the modeling of the actual tip shape, the increase in the effective tip–sample
separation distance during processing due to the removal of material, surface roughness,
the presence of native oxide films on the tip and sample surfaces, and in situ change of
the apex radius of the scanning tip.

14.2.2 The temperature distribution

Heat-transfer analysis of ultrathin films subjected to ultra-short laser pulses presents
significant challenges due to difficulties in modeling the dynamics of nonequilibrium
heating and the lack of pertinent thermophysical data for ultrathin films (Smith et al.,
1999). The film thickness, deposition method, substrate material, and surface roughness
are some of the factors directly affecting the thermophysical properties. Consequently,
these properties for the thin films vary from their corresponding bulk values. Mechanisms
such as surface and grain-boundary scattering tend to reduce the thermal conductivity
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Figure 14.1. A schematic diagram of the apertureless near-field-scanning-optical-microscope
experimental setup for surface nanostructuring. The normalized electric-field-intensity
distributions shown are for the Si probe tip irradiated with a P-polarization femtosecond laser
of wavelength λ = 800 nm. The tip-apex–sample-surface separation is 2.7 nm. From Chimmalgi
et al. (2005a), reproduced with permission by the American Institute of Physics.

of ultrathin metallic films used in the nanostructuring experiments (Chen and Hui,
1999).

Temporal transient temperature distributions in a film subjected to ultra-short laser
pulses can be obtained from an approximate three-dimensional analysis. The hyperbolic
two-temperature model given below is simplified by neglecting lattice conduction and
used to model the energy transfer and subsequent heating by an axisymmetric heat
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source with Gaussian temporal and spatial distributions:

Cv,e(Te)
∂Te

∂t
= −

(
qH,er

r
+ ∂qH,er

∂r
+ ∂qH,ez

∂z

)
−G(Te − Tl) +Qab(r, z, t), (14.1)
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+ qH,er = −Ke
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∂r
, (14.2)

τe
∂qH,ez

∂t
+ qH,er = −Ke

∂Te

∂z
, (14.3)

Cv,l
∂Tl

∂t
= Gc(Te − Tl). (14.4)

In the above, the subscripts r and z indicate the radial and axial directions, e and l the
electron and lattice systems. G is the coupling constant (e.g. (6.17a)), Ke the electron
conductivity, and q the heat flux. The relationship for the laser source term (Equation
(14.1)) is based on the assumption of a spatially and temporally Gaussian beam that
satisfies Beer’s law of absorption. While the nominal optical absorption depth at λ =
800 nm is ∼12 nm, a modified optical absorption depth dabs = 1 nm was fitted to
the computed near-field absorbed-energy-density profile in the target obtained from the
FDTD near-field simulations:

Qab(r, z, t) =
√

4 ln 2

π

(1 − R)F

tpulsedabs(1 − e−d/dabs )

× exp

[
−
(

r

r1/e

)2

− z

dabs
− 4 ln 2

(
t − tpk

tpulse

)2
]
. (14.5)

Predictions of the heat transfer within the thin films for the nanostructuring experiments
are given in Figure 14.2.

14.2.3 Experimental results on surface nanostructuring

Figure 14.3 shows the effect of the laser pulse energy on the dimensions of grid lines
produced on the surfaces of 25-nm-thick Au films. It can be seen that both the depth
and the width of the line features increase linearly with the laser fluence. Wider and
deeper features were produced by successively increasing the pulse energy. To form
continuous line features, the laser was operated at 1 kHz while the sample surface was
scanned at a speed of 1 �m/s. The lateral dimension of the minimum feature size in these
experiments was less than 10 nm. Figure 14.4 shows nanostructuring of 15- and 25-nm-
thick Au films. Features with complex contours can be produced, as demonstrated in
Figures 14.4(c) and 14.4(d).

14.2.4 The mechanism of surface nanostructuring

Several investigators have attempted to explain the physical phenomena responsible
for surface nanostructuring (Ukraintsev and Yates, 1996; Kawata et al., 1999; Bachelot
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Figure 14.3. (a) Surface nanostructuring of 25-nm-thick Au film for laser fluence between
0.012 and 0.086 J/cm2. (b) The dependence of lateral feature size on laser fluence. From
Chimmalgi et al. (2005a), reproduced with permission from the American Institute of Physics.

et al., 2003). In general, material removal by ablation can be associated with pho-
tothermal, photomechanical, and photochemical effects (Hecht et al., 2000). Significant
theoretical and experimental effort has been expended to study the thermal expansion of
the tip and the treated sample. Indentation of the sample surface due to thermal expan-
sion of the tip has been proposed as the main reason for the formation of nanoscopic
features (Boneberg et al., 1998; Huber et al., 1998). Several apertureless schemes
have been developed to overcome resolution limitations and significant transmission
losses in aperture near-field scanning microscopy. Ultrahigh-resolution fluorescence
microscopy utilizing two-photon excitation and sharp metal tips for spectroscopy of sin-
gle molecules has been demonstrated using similar configurations (Sanchez et al., 1999).
These schemes produce a highly localized and enhanced field underneath a sharp tip irra-
diated with a laser beam. Direct observations of the enhanced field using photosensitive
azobenzene-containing films have confirmed the nanoscopic spatial confinement of the
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Au film, (b), for laser fluence 0.069 J/cm2. From Chimmalgi et al. (2005a), reproduced with
permission from the American Institute of Physics.

electric field, hence excluding the possibility of surface modification due to expansion
of the tip (Bachelot et al., 2003).

14.3 Apertured NSOM nanomachining

In the most common embodiment of apertured NSOMs, the optical fiber is heated
locally, usually via a CO2 laser to form a taper. A cladding layer, typically aluminum
because of its high reflectance at visible wavelengths, is coated onto the outside of the
fiber. The transmission efficiency through the fiber probe is defined as the ratio of the
output energy to the input coupled energy and is roughly proportional to (dap/λ)n (n is
around 2–4, depending on the probe design (Ebbesen et al., 1998), and dap is the aperture
diameter). Because considerable input laser pulse energy is required in order to offset
losses from apertures of decreasing size, the trade-off between minimum aperture size
and minimum required light throughput should be considered in materials-processing
applications. Figure 14.5 shows FDTD simulations of the EM field emitted from tapered
tips of various apertures. As the aperture size shrinks, the output distribution becomes
bimodal. The throughput of the NSOM chiefly depends on the geometry of the tapered
region, where the transmission efficiency drops as the fiber diameter becomes smaller
than the laser wavelength.

Figure 14.6 shows a schematic diagram of the apertured NSOM nanomachining setup
(Hwang et al., 2006a). The processing laser beam is coupled to a bent cantilevered,
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metal-coated optical fiber and delivered onto the sample surface. Craters ablated by
femtosecond-laser pulses (400 nm wavelength and ∼80 fs pulse width) are shown in
Figure 14.7(a). In comparison with craters formed by nanosecond-laser processing, the
craters ablated by femtosecond-laser pulses are of higher aspect ratio. Ablation craters
with feature width less than 200 nm that penetrated through the thickness of the metal
film were obtained.

The spectral bandwidth of ultra-short laser pulses is relatively wide. When
femtosecond-laser pulses propagate through the optical-fiber core, they can be broadened
by several mechanisms related to optical dispersion. If the optical fiber is a single-mode
fiber, the femtosecond pulses primarily experience group velocity dispersion that typi-
cally broadens ∼80-fs pulses at the rate of roughly one picosecond per meter. Because
the fiber probes used in the aforementioned experiment were drawn from multimode
fiber, the dominant dispersion mechanism is modal dispersion. The degree of pulse
broadening by modal dispersion depends on the refractive index of the glass medium as
a function of the laser wavelength and core size. The modal dispersion for multimode
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fiber of core diameter ∼100 �m is in the range of tens to hundreds of picoseconds. Hence,
even though femtosecond-laser pulses were coupled to the fiber probe, the output laser
pulse was much wider. In order to maintain ultra-short laser pulses, single-mode-fiber-
based probes may be chosen, compromising light throughput, a drawback that is in
part alleviated by the lower ablation threshold for shorter pulses. Special care needs to
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be taken to compensate for the group velocity dispersion. Nevertheless, in spite of the
pulse broadening, the pulse width is still a couple of orders of magnitude shorter than
nanoseconds.

Melting is difficult to avoid in laser ablation of metals, even in femtosecond-laser
processing, for which thermal diffusion is limited. The melt phase tends to produce
elevated rims at the periphery of the ablation craters, hence increasing the overall feature
size. This is not an issue for applications such as ablation-based mass spectroscopy
(Stöckle et al., 2001).

When a solid sample is ablated using conventional lens-focusing optics, the final shape
of the ablated features is sensitive to the environmental conditions. For example, when
ultra-short laser light is focused onto the solid sample, electrons are first excited and
emitted almost instantaneously (within ∼100 fs) due to their high mobility and small heat
capacity. If the sample is exposed to air, the emitted electrons collide with air molecules,
triggering the formation of a surface-electron-initiated air plasma by ionization. Once
the plasma has been formed, it can further absorb the laser pulse energy for the remaining
period of the pulse duration by inverse Bremsstrahlung, giving rise to a hot and dense
state. The energy stored in the electron subsystem in the target solid is transferred to the
lattice on a time scale of ∼0.1–10 ps due to the much higher heat capacity of the lattice
compared with that of the electrons. Therefore, the material-ejection process commences
after an elapsed time of about 10–100 ps. Upon interacting with the air plasma, the ejecta
can bounce back and compress the melt. This can explain why much cleaner features
can be fabricated in vacuum or nonreactive gas environments such as helium (Sun and
Longtin, 2001). In nanosecond ablation, the incident beam interacts with the ejecta
over a substantial fraction of the pulse duration. Consequently, the ablation threshold
is not very sharp because of the more complex plasma-shielding effect compared with
the case of femtosecond-laser ablation. In the case of ablation through NSOM fiber
probes, the laser passes through a narrow, roughly nanometer scale gap before reaching
the sample. The laser interaction with the plasma is therefore expected to be weaker
than that in the far-field lens-focusing scheme. This argument is supported by the clear
dependence of the feature size on the laser pulse energy applied for both nanosecond-
and femtosecond-laser pulses as shown above. However, Figure 14.7(b) shows that the
topography of features ablated in ambient air exhibits a qualitative difference from that
of features ablated in vacuum.

14.4 Nanoscale melting and crystallization

In erasable phase-change optical data-storage applications, a “bit” of information is
written on a crystallized region of the disk using a sufficiently strong laser pulse to
induce local melting and rapid cooling leading to the formation of an amorphous phase
(Yamada et al., 1991). This bit can be read by using a low-energy laser pulse and noting
the difference in optical response relative to the surrounding crystalline region. Fur-
thermore, to erase this bit one can use an intermediate laser-pulse energy to raise the
temperature of the film to a value above the crystallization temperature but below the
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melting temperature, thus converting the amorphous region back into its corresponding
crystalline phase to erase optical contrast. Understanding the nanoscale amorphiza-
tion and crystallization phenomena using optical near-field techniques is essential for
ultrahigh-density data-storage applications.

For the study reported by Chimmalgi et al. (2005b), two different near-field schemes
were employed to investigate the nanoscale melting and crystallization phenomena in
a-Si thin films. In the fiber-coupled scheme, the nanosecond-laser beam was spatially
confined by a cantilevered NSOM fiber tip. A second approach entailed local field
enhancement in the near field of a SPM probe tip irradiated with nanosecond-laser
pulses in an apertureless arrangement. The experimental setups for the two schemes have
already been discussed in earlier sections (refer to Figures 14.1 and 14.6). A frequency-
doubled (λ = 532 nm) Q-switched Nd : YAG pulsed nanosecond laser operating at a
maximum repetition frequency of 10 Hz and pulse duration of 4 ns was used in the
nanocrystallization studies. Bent cantilevered multimode NSOM fibers, of aperture size
800 nm, fitted onto a commercial NSOM system were used in the current experiment.
The samples consisted of ∼20-nm-thick a-Si films that had been deposited onto fused
quartz substrates by low-pressure CVD.

The results of a study employing single nanosecond-laser pulses of varying fluence,
using the fiber-coupled probe, are detailed in Figure 14.8. Interesting observations about
the melting transformation and the subsequent nucleation and crystallization processes
were made with the gradual decrease of the fluence. These results can be explained by
considering previous findings for thin-film a-Si crystallized by microscale laser pulses
(Lee et al., 2000).

For the high-fluence case of ∼5.9 J/cm2 (Figure 14.8(a)), a clear central ablation
regime with a narrow surrounding melt region can be seen. With a gradual decrease
in energy, but at a still high enough fluence, the central region melts completely,
whereas the adjacent surrounding area is partially melted. Therefore, nucleation occurs
first in the outer region, as evidenced by the formation of small polycrystals. Grains
launched from these seeds grow laterally toward the central and completely molten
region until their growth is arrested by impingement on lateral grains growing from
the opposite direction or by spontaneous nucleation triggered in the severely super-
cooled molten-silicon pool (Lee et al., 2000). Figure 14.8(b), corresponding to a
laser fluence of ∼3.3 J/cm2, shows such an occurrence wherein the progress of the
nucleation front is inhibited by the development of an ultrafine microstructure of a
polycrystalline/fine-amorphous phase forming a central spot structure. Considering the
solid–liquid interfacial kinetics (Stolk et al., 1993) and experimental evidence from time-
resolved imaging (Lee et al., 2001), the lateral crystal-growth speed is around 10 m/s.
Consequently, the elapsed time for the lateral crystal growth would be approximately
20–30 ns. It is estimated that the three-dimensional conductive loss to the substrate
that is not participating in nucleation drives quenching rates of the order of 1011 K/s
at the center of the molten spot. As a result the undercooled liquid spontaneously
freezes upon reaching the nucleation temperature (which is about 250 K below the
nominal melting point), thereby arresting the inward propagating crystals as shown in
Figure 14.8(b).
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The protrusions observed can be explained on the basis of volume expansion accom-
panying the quenching of liquid silicon that is trapped and squeezed by the propagating
crystals. For a lower fluence of ∼3.0 J/cm2, collision of the crystalline silicon grains
led to the formation of a central bump structure (Figure 14.8(c)). When the fluence
was further decreased to ∼2.0 J/cm2 (Figure 14.8(d)), another regime, characterized by
the formation of a set of individual grains, was encountered. The dimensions of these
nanostructures were typically in the range of 80 nm. The same phase-transformation
regimes could be identified with the apertureless configuration. In that case, a decrease
of the input laser fluence to 0.09 J/cm2 resulted in the formation of a single nanostruc-
ture with a lateral dimension of ∼90 nm. The lateral dimensions of these nanostructures
could be further confined by using even lower fluence values and sharper tips, although
limitations due to thermal diffusion would still apply.

14.5 Laser-assisted NSOM chemical processing

Various laser-assisted wet and dry etching schemes have been demonstrated; Bäuerle
(2000) gives a comprehensive review. High-resolution etching of Si in a Cl2 atmosphere
could be done by direct writing, achieving sub-100-nm features and three-dimensional
patterning. For low laser fluences the etching is photochemical in nature and driven by
the production of free radicals in the chlorine phase and electron–hole pairs in the Si
surface. At intermediate fluences that cannot quite induce melting, thermal processes
are important, although photogenerated Cl radicals are still required. At laser energy
densities surpassing the melting threshold, the etching is mainly thermally activated.
Both regimes have been investigated utilizing an NSOM processing scheme shown in
Figure 14.9 (Wysocki et al., 2004). The minimum feature size obtained via a photophys-
ical process was 30 nm (Figure 14.10).

Laser chemical vapor deposition (LCVD) is an extremely versatile materials-synthesis
technique that enables the formation of technologically attractive microstructures of
well-defined dimensions in a single-step maskless process (Bäuerle, 1998). Various
applications have been pursued, including the fabrication of contacts, circuit lines,
and interconnects, and the repair of lithographic masks. It also offers unique capabili-
ties for the formation, coating, and patterning of nonplanar, three-dimensional objects.
For example, LCVD was employed for the fabrication of micrometer-scale, photonic
band-gap structures and the rapid prototyping of micro-mechanical actuators such as
microtweezers and micromotors (Wanke et al., 1997).

Recent experiments have yielded successful results for the pyrolytic NSOM–LCVD
deposition of Si dots onto crystalline Si by the decomposition of SiH4. Figure 14.11
shows an AFM image of the Si dots demonstrating that sub-100-nm features can be
synthesized. Fabrication of three-dimensional objects of nanometric dimensions and
arbitrary shape can be accomplished by extending the deposition and crystal growth
through precise motion of the substrate. This nanoscale LCVD offers the possibility of
selectively controlling nucleation and then manipulating the crystal-growth kinetics to
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Figure 14.9. A schematic picture of the experimental setup used for laser-induced chemical
etching of Si in Cl2 atmosphere (Wysocki et al., 2004). Courtesy of Professor Dieter Bäuerle.
Reproduced with permission by the American Institute of Physics.

drive three-dimensional nanostructure fabrication and patterning to produce complex
architectures.

Features written onto the metal films can be transferred to the underlying substrate
via chemical etching. In a first study, the smallest crater profile obtained had a FWHM
lateral dimension of ∼90 nm (Figure 14.12, from Chimmalgi et al., 2007). Hydrogen
fluoride-based wet etching, which is an isotropic method, effectively enlarges the lateral
dimensions of the final obtained crater. However, the issue of resolution loss could be
remedied by using alternative dry-etching techniques such as deep reactive-ion etching
(DRIE), which allow straight transfer of the pattern from the mask onto the underlying
substrate. Using NSOM probes of smaller aperture dimensions in conjunction with



14.5 NSOM chemical processing 391

PHOTOCHEMICAL

115 nm FWHM

200

400

600

4

0

0 200 400 600

−4

x, nm

x, nm

z,
 n

m

14.0

12.0

10.0

8.0

6.0

4.0

2.0

0.0

12

8

4

0

0 200
x, nm

z,
 n

m

400 600

Scale in nm

100 nm

PHOTOPHYSICAL

30 nm FWHM

(a)

(b)

Figure 14.10. The picture on the left shows an AFM scan and a cross-sectional view of a hole in a
Si surface etched in Cl2 atmosphere using a tapered fiber tip (λ = 351 nm, Ptip ∼ 10 mW, tpulse =
5 s). The white lines show the scan direction of the cross section. The AFM and cross-sectional
scan shown in the picture on the right were produced via a photophysical process driven by λ =
514.5 nm, Ptip ∼ 2.5 mW, and tpulse =10 s (Wysocki et al., 2004). Courtesy of Professor Dieter
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AFM scans corresponding to each of the steps in the process sequence, for a single case of an
input laser fluence of 3.2 J/cm2. From Chimmalgi et al. (2007), reproduced with permission by
the Institute of Physics.

thinner metal films could also further reduce the lateral dimensions of the features. By
employing probes of even smaller aperture sizes (corresponding to lower throughput),
it should still be feasible to go through the metal-film layer and expose smaller regions
on the quartz substrate. Furthermore, by choosing suitable etchants, the same process
could be used for a variety of film–substrate combinations not just limited to transparent
substrates.

14.6 Plasmas formed by near-field laser ablation

An intrinsic question in optical near-field-based ablation is that of the detailed expulsion
process of the ablated material through the narrow probe-tip–target gap. Figure 14.13
shows a schematic diagram of the optical near-field-based ablation and plasma-emission
measurement setup (Hwang et al., 2006b). Figure 14.14 shows side-view emission
imaging of the optical near-field-based ablation process. The symmetric traces toward
the left in Figure 14.14(a) are mirror reflections of the ablation-induced emission from
the sample surface. A bright spot appears near the probe–sample gap and jet-like material
expulsion is observed away from the gap region and around the probe tip in a conical
fashion. The bright emission near the gap evolves in a manner almost synchronized with
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Figure 14.14. Side-view emission imaging of the optical-near-field-based ablation process.
(a) The entire lifetime (∼10 �s) measurement for various pulse energies. Measured output pulse
energy is marked in the figure. (b) Time-resolved imaging with 2 ns exposure time for the case of
pulse energy 522 nJ. The delay time is marked in each time step. The time-zero corresponds to
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trajectories. From Hwang et al. (2006b), reproduced with permission by the American Institute
of Physics.
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the laser pulse and then rapidly disperses away from the sample–probe gap, decaying
within several nanoseconds of the laser pulse (Figure 14.14(b)). Material expansion
continues for several microseconds, depending on the pulse energy applied.

Time-resolved spectra were also measured and compared with the ablation craters as
displayed in Figure 14.15. These results demonstrate the possible use of optical near-field
ablation in the context of laser-induced breakdown spectroscopy (LIBS) for chemical-
species analysis with very high spatial resolution and minimal destruction/consumption
of the target. Time-resolved spectral-emission measurement with 2-ns temporal resolu-
tion is shown in Figure 14.16 for pulse energy ∼195 nJ. This signal exhibits a very similar
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trend to that of the bright-spot emission near the probe–sample gap as shown before in
Figure 14.14(b). In the far-field laser-ablation configuration, the typical plasma lifetime
is as long as 1–10 �s, whereas the LIBS signal appears about 100 ns after the laser
pulse and is maintained over a longer time. The distinct deviation of plasma behavior is
possibly due to the presence of the sharp probe tip at a gap distance of just ∼10 nm from
the sample and the much smaller plasma scale. Statistically very few collisional events
of ejected electrons/material with air molecules occur in such a confined domain. Most
ejected matter quickly moves away from the tiny volume underneath the tip and then
collides with air molecules, forming a strong plasma. The laser coupling into the ablated
plasma and the resulting reheating are minimal in the near-field configuration. This
situation is analogous to ultrafast-laser LIBS, in which the laser pulse terminates before
the initial plasma formation (Margetic et al., 2000), although optical near-field-based
LIBS is largely influenced by geometry constraints. Stronger initial electronic excita-
tion by ultra-short laser pulses or UV laser pulses would be beneficial for achieving a
higher-energy-level plasma state. Ultra-short pulsed radiation is expected to produce a
smaller crater size and can provide higher excitation with less consumption of material.

14.7 Outlook

Using arrays of scanning-microprobe tips with integrated actuator and sensor mecha-
nisms could lead to increased throughput of near-field optical surface-nanostructuring
schemes. Furthermore, by incorporating improved probe designs with dedicated waveg-
uide structures or using switching devices such as digital micromirror arrays, precise
optical delivery schemes could be devised for coupling the beam with the microprobe
tips. Possible applications of these nanostructuring processes are envisioned in high-
resolution nanolithography, controlled nanodeposition, ultrahigh-density data storage,
mask repair, nanoelectronics, nanophotonics, various nanobiotechnology applications,
and nanoscale chemical analysis and imaging.
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