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Preface

Lasers are effective material-processing tools that offer distinct advantages, including
choice of wavelength and pulse width to match the target material properties as well as
one-step direct and locally confined structural modification. Understanding the evolution
of the energy coupling with the target and the induced phase-change transformations is
critical for improving the quality of micromachining and microprocessing. As current
technology is pushed to ever smaller dimensions, lasers become a truly enabling solu-
tion, reducing thermomechanical damage and facilitating heterogeneous integration of
components into functional devices. This is especially important in cases where con-
ventional thermo-chemo-mechanical treatment processes are ineffective. Component
microfabrication with basic dimensions in the few-microns range via laser irradiation
has been implemented successfully in the industrial environment. Beyond this, there
is an increasing need to advance the science and technology of laser processing to the
nanoscale regime.

The book focuses on examining the transport mechanisms involved in the laser—
material interactions in the context of microfabrication. The material was developed in
the graduate course on Laser Processing and Diagnostics 1 introduced and taught in
Berkeley over the years. The text aims at providing scientists, engineers, and graduate
students with a comprehensive review of progress and the state of the art in the field by
linking fundamental phenomena with modern applications.

Samuel S. Mao of the Lawrence Berkeley National Laboratory and the Mechani-
cal Engineering Department of UC Berkeley contributed major parts of Chapters 5,
6, and 9. I wish to acknowledge the contributions of all my former and current stu-
dents throughout this text. Hee K. Park’s, David J. Hwang’s, and Seung-Hwang Ko’s
input extended beyond their graduate studies to post-doctoral stints in my laboratory.
I am grateful to Gerald A. Domoto of Xerox Co. for introducing me to an interest-
ing laser topic that evolved into my doctoral thesis at Columbia University. Dimos
Poulikakos of the ETH Ziirich talked me into starting this book project when I was
on sabbatical in Zurich in 2000. His contributions in collaborative work form a key
part of the text. I thank Professor Jean M. J. Fréchet of the UC Berkeley College of
Chemistry for his contributions as well as Costas Fotakis of the IESL. FORTH, Greece,
and Dieter Bauerle of Johannes Kepler University, Austria, for their support and input.
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I am indebted to the NSF, DOE, and DARPA for funding work this book benefited from.
The expert help of Ms. Ja Young Kim in preparing the artwork was key in completing
this book.

Costas P. Grigoropoulos
Berkeley, California, USA



1.1

Fundamentals of laser
energy absorption

Classical electromagnetic-theory concepts

Electric and magnetic properties of materials

Electric and magnetic fields can exert forces directly on atoms or molecules, resulting
in changes in the distribution of charges. Thus, an electric field E induces an electric
dipole moment or polarization vector P, while the magnetic induction field B drives
a magnetic dipole moment or magnetization vector M. 1t is convenient to define the
electric displacement vector D and the magnetic field H such that

-

O
I
<)

oE + P, (1.1)
1

—B-M, (1.2)
0

T
Il

where gy and o are the electric permittivity and magnetic permeability, respectively,

in vacuum. For isotropic electric materials the vectors 5, E , and P are collinear, while

correspondingly for isotropic magnetic materials the vectors H , B, and M are collinear.
Introducing the electric susceptibility x, the polarization vector is written as

P = xeoE, (1.3)
and, therefore,
D = go(1 + x)E = ereoE = ¢E, (1.4)

where ¢ is the electric permittivity of the material and &, = ¢/¢ the relative permittivity.
Analogous expressions are used to describe the magnetic properties of materials:

B = pH = ppoH, (1.5)

where w is the material’s magnetic permeability and w, the relative magnetic per-
meability. In a medium where the charge density p moves with velocity v, the free
current-density vector J is defined as

(1.6)

~u
I

ko)
<y
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The magnitude of this current, |f |, represents the net amount of positive charge crossing
a unit area normal to the instantaneous direction of v per unit time. The current-density
vector is related to the electric field vector via the electric conductivity, o,

J=0E, (1.7)

which is the continuum form of Ohm’s law. In isotropic materials, o is a scalar quantity,
but for crystalline or anisotropic solids o is a second-order tensor.

Maxwell’s equations

The system of Maxwell’s equations constitutes the basis for the theory of electromag-
netic fields and waves as well as their interactions with materials. For macroscopically
homogeneous (uniform) materials, for which ¢ and @ are constants independent of
position, the following relations hold:

D
VxE 0 (1.8)
X = ——u—-—, .
H ot
I
V x H f+35 (1.9)
X = —_—, .
Jat
(II0)
V.D=p, (1.10)
Iv)
V.B =0, (1.11)

where 5, B , and J are related to E and H through the constitutive Equations (1.4),
(1.5), and (1.7). In vacuum where there is no current or electric charge, the Maxwell
equations have a simple traveling plane wave solution with the electric and magnetic
field orthogonal to one another, and to the direction of propagation.

Boundary conditions

Consider an interface i, separating two media (1) and (2) of different permittivities
€1, & and permeabilities wy, wo (Figure 1.1). According to Born and Wolf (1999) the
sharp and distinct interface is replaced by an infinitesimally thin transition layer. Within
this layer ¢ and u are assumed to vary continuously. Let 711, be the local normal at the
interface pointing into the medium (2). An elementary cylinder of volume 8V and surface
area 8A is taken within the thin transition layer. The cylinder faces and peripheral wall
are normal and parallel to vector 71,, respectively. Since B and its derivatives may be
assumed continuous over this elementary control volume, the Gauss divergence theorem
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~ SA i
P)
interface

elementary surface

ds

elementary
rectangle

1 C

Figure 1.1. Schematics of an elementary volume of height dn and an elementary rectangular
contour of width ds across the distinct interface separating media 1 and 2.

is applied to Equation (1.11):

f//véav://é.cﬁ:o. (1.12)
% 3

The second integral is taken over the surface of the cylinder. In the limit, as the height
of the cylinder 82 — 0, contributions from the peripheral wall vanish and this integral
yields

(By -7y + By - 11)3A = 0, (1.13)
where 71; = —7i15 and 71, = 711,. Consequently,
iita - (By — By) = 0. (1.14)

The electric displacement vector D is treated in a similar manner by applying the Gauss
theorem to Equation (1.10):

/g\[/v.ﬁdv=//B.d§=/8{fpdV. (1.15)

3S

limah_w'/./f,odV=//osdA. (1.16)
3V A

The above relation defines the surface charge density o;. Owing to the vanishing contri-
bution over the peripheral wall as 82 — 0, Equation (1.16) gives

In the limit,

iy - (D2 — Dy) = 0. (1.17)
These boundary conditions (1.14) and (1.17) can be expressed as

B2n = Blna (1183)
Dy, — D1y = oy, (1.18b)
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where By, = By - 7i, Biy = By - 7i, Doy = D, - i, and Dy, = D - 7i. In other words, the
normal components of the magnetic induction vector B are always continuous and the
difference between the normal components of the electric displacement Dis equal in
magnitude to the surface charge density os.

To examine the behavior of the tangential electric and magnetic field components,
a rectangular contour C with two long sides parallel to the surface of discontinuity is
considered. Stokes’ theorem is applied to Equation (1.8):

L . - 0H
//VxE-dS://VxE~st=/E~dl=—,u//W-st. (1.19)
3S 3S C 3S

In the limit as the width of the rectangle 82 — 0, the last surface integral vanishes and
the contour integral of E is reduced to

E\-hi+E th=0. (1.20)
Considering the unit tangent vector 7 along the interface, l=—=—-SXhpbh=1=
5 x 712, Equation (1.20) gives

ii x (Ey — E;) = 0. (1.21)

If a similar procedure is applied to Equation (1.9), then
i x (H,— H) =K, (1.22)

where X is the surface current density.
The boundary conditions (1.21) and (1.22) are written in the following form:

Ey = Ey, (1.23a)
Hy — Hyy = K. (1.23b)

The subscript t implies the tangential component of the field vector. Thus, the tangential
component of the electric field vector E is always continuous at the boundary surface
and the difference between the tangential components of the magnetic vector H is
equal to the line current density K, and in radiation problems where o, = 0, K = 0.
Consequently, the normal components of D and B and the tangential components of E
and H are continuous across interfaces separating media of different permittivities and
permeabilities.

Energy density and energy flux

Light carries energy in the form of electromagnetic radiation. For a single charge g., the
rate of work done by an external electric field E is qeV - E, where ¥ is the velocity of
the charge. If there exists a continuous distribution of charge and current, the total rate
of work per unit volume is J- E, since J = pv. Utilizing (1.9),

3D

f-E:E-(VxITI)—E-E. (1.24)
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The following identity is invoked:
VA(ExH)=H-(VxE)—E-(V x H), (1.25)

and applied to (1.24):

L. . . . 3B - 0D
J-E=-V-(ExH)—-H-— —E-—. (1.26)
ot ot
The above equation is cast as follows:
oU + o
where
1 d - = -
U=§(E-D~|-B~H), (1.27b)
S=ExH. (1.27¢)

The scalar U represents the energy density of the electromagnetic field and in the SI
system has units of [J/m?]. The vector S is called the Poynting vector and has units
[W/m?]. It is consistent to view |S | as the power per unit area transported by the
electromagnetic field in the direction of S. Hence, the quantity V - S quantifies the net
electromagnetic power flowing out of a unit control volume. Equation (1.27a) states the
Poynting vector theorem.

Wave equations

Recalling the vector identity V x (V x) =V - (V) — V2, Equation (1.8) yields

o o = aH
VXxVXxE=V-(V-E)— VE——MVXE. (1.28)
Invoking (1.9), the right-hand side of the above is
g M _ o] 0
O P PR PO
and (1.28) gives
0 3  9’E
VE-V|E)=pl=— ,
(s) “(az te a2
or
VE_—v(P b, OE (1.29a)
—_ - = o — . a
e RO THE2
Similarly, it can be shown that
- oH 9 H
V°H = uo — + ue —-. (1.29b)
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For propagation in vacuum, p =0, 0 = 0, u = o, and € = gy, and Equations (1.292)
and (1.29b) give

V2E = poso PE (1.30a)
92’

V2H = poeo 82_H. (1.30b)
at?

The above are wave equations indicating a speed of wave propagation ¢y = 1/./[to€o,
i.e. the speed of light in vacuum. For propagation in a perfect dielectric, p = 0, 0 =0,
and the following apply

- 9’E
V°E = ne F, (1313)
- 9 H

The propagation speed in this case is ¢ = 1/,/ue. The index of refraction then is
defined:

)] ME

¢ Hogo
Since, at optical frequencies, (g = w, the refractive index is approximated as
3
n= [—. (1.33)
€0

Equations (1.30) and (1.31) can be satisfied by monochromatic plane-wave solutions
with a constant amplitude A and of the general form

¥ = Ael@ T, (1.34)

where 7 and § are the position vector and the wavevector, respectively.
The angular frequency w and the magnitude of the wavevector § are related by

I5]| = w./1e. (1.35)
According to (1.34), the field has the same values at locations 7 and times ¢ that satisfy

(1.36)

1
o
o
=
72}
-

wt—7-§

The above prescribes a plane normal to the wavevector s at any time instant ¢ (Figure
1.2). The plane is called a surface of constant phase, often referred to as a wavefront.
The plane-wave electromagnetic fields are expressed by
E = i) Ege @7, (1.37a)
H = iiy Hye' @79, (1.37b)

where ii; and i, are constant unit vectors and Ey and Hy are the constant-in-space
complex amplitudes.
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wavefront

uq A

>
>

U, H

Figure 1.3. A schematic diagram depicting the instantaneous vectors E and H that form a
right-hand triad with the unit vector 5 along the propagation direction.

In a homogeneous, charge-free medium, V - E =V.H=0.Hence,

-

i -5 =1i5 =0, (1.38)

meaning that E and H are both perpendicular to the direction of propagation (Figure
1.3). For this reason, electromagnetic waves in dielectrics are said to be transverse.

The curl Maxwell equations impose further restrictions on the field vectors. By apply-
ing (1.38) in (1.8), it can be shown that

N E X l:i 1
= — (1.39)
Is]

The triad (i1, ii», 5) therefore forms a set of orthogonal vectors, and Eand H are in

phase with amplitudes in constant ratio, provided that € and u are both real (Figure 1.4).

The plane wave described is a transverse wave propagating in the direction § with a

time-averaged flux of energy

. |EJ?. E*-E.
5= |Eol iy = i3, (1.40)
2w/
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Figure 1.4. In a medium of real refractive index, the electric and magnetic fields are always in
phase.

where E* is the conjugate of the complex electric field vector. The time-averaged energy
density

U=l |Eo? LB B (1.41)
= —& = —& . . .
270 T2

Electromagnetic theory of absorptive materials

The optical properties of perfect dielectric media are completely characterized by the
real refractive index. In such media, it is assumed that electromagnetic radiation interacts
with the constituent atoms with no energy absorption. In contrast, especially for metals,
very little light penetrates to a depth beyond 1 pm at visible wavelengths. Consider
then media with nonzero electric conductivity that absorb energy but do not redirect a
collimated light beam. Let E and H be the real parts of periodic variations:

E(x,y,z,1) = Re[E*(x, y, 2)e'], (1.42a)
H(x,y,z,t) = Re[H(x, y, 2)e"]. (1.42b)

The superscript ¢ indicates a complex quantity. Utilizing Maxwell’s equations (1.8)—

(1.11),

V x E¢ = —iwpH®, (1.43a)
V x H® = (0 + iwe)ES, (1.43b)
V.ES=0, (1.43c)
V.-H¢=0. (1.43d)

Taking the curl of (1.43a) and combining this with (1.43b) gives
V x V x ES = —iou(o + iwe)EC. (1.44)
Utilizing the identity V x V x E€ = V - (V - E) — V2E® combined with (1.43c),

V x V x E¢ = —V2E°©. (1.45)
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Combining the above with (1.43a) and (1.43b) gives

V2E® = iwpu(o + iwe)ES, (1.46)
or
2 e 2 .0\ 2
V°E = —w ,LL(S—]—)E , (1.47)
w
which is written as
V2EC + (K2E¢ = 0. (1.48)

The complex wavenumber k€ satisfies
o
(k%) = w2u<s - i—) = wues.
w

The quantity

is the complex dielectric constant.
A complex velocity v¢ and a complex refractive index n¢ can then be defined:

1
v = : (1.49)
Ve

C
ne =0 = [ HE (1.50)
Ve HoEo

Let n® = n — ik, where n is the real part of the complex refractive index and k the
imaginary part, the so-called attenuation index:

(nc)2 =n?—k* = 2ink = ucé(s — ig). (1.51)
1)
Equating the real and the imaginary parts, and solving for n? and k%, gives
2 I po \* |
= O et <—) T e, (1.520)
2 2mv
2 I no \* |
n2 =9 [u2e2 4 <_) — ue |. (1.52b)
2 2mv

Equation (1.48) implies wave propagation. The simplest solution is that of a plane,
time-harmonic wave:

ES(F,1) = Ege Koo, (1.53)
where § is a unit vector along the direction of propagation. Since
wn w(n — ik)

k= — =
Co Co
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the above can be written as
E¢ = Ege” @' Tt (1.54)
The real part of this expression represents the electric vector:
E = Ege @ 9 cos{w[—cﬁ(;’ 5+ t] } (1.55)
0

A similar expression can be developed for the magnetlc field vector. The energy flux per
unit area is given by the Poynting vector, S = E x H, which is then

S = Re(Ege) x Re(Hge™), (1.56)
and then
§ = Jl(Ege™ + B )] < [(Age + A e )],
S = %[Eg HEeP + ES x HS e 2 + ES x HS + E§ x HS ] (1.57)

Consider a time interval [—7", T’] large compared with the fundamental wave period,
T = 27 /w, which is O(1071 s):

1T 1 . 1 T
2iwt _ iwt T __ A ’
/ e’ dt = ——[e""] ;) = —5——2cos(wT’") = —— cos(wT").
2T/ T 4]60T/ 412—7TT, ZJTIT/
T

(1.58)

Evidently, if the EM energy flux given in (1.57) is averaged over [—T’, T'] with T’ >
T, the first two periodic terms will contribute very little. Hence, the averaged energy is

I D 1 Re(n®)
SaV:ERe(EOXHS)_Yi 11co

|Eg|”. (1.59)

The above expressions indicate that the energy flux carried by a wave propagating in
an absorbing medium is proportional to the squared modulus of its complex amplitude
and to the real part of the complex refractive index of the medium. The modulus of the
Poynting vector, i.e. the monochromatic radiative intensity, I, , is

I =|Sul =1 oe LG =[] &7, (1.60)

where y is the absorption coefficient of the medium:

2wk 4wk

_ et _ TR 1.61
14 % o (1.6l

In the above, A is the wavelength in vacuum. As shown in Figure 1.5, the energy flux
drops to 1/e of I , after traveling a distance d, the so-called absorption penetration
depth:

d=— =22 (1.62)
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n—ik

Figure 1.5. A schematic diagram depicting the exponential decay of a monochromatic beam in a
medium of complex refractive index n — ik.

117 Refraction and reflection at a surface

Perfect dielectric media

Consider a plane light wave of electric field Ea’ incident at the plane interface of
two perfect dielectric media, characterized by the real refractive indices ny and n;
(Figure 1.6). The electric field is decomposed to the two polarized components Ea;J and
Eg;, where p and s indicate polarizations parallel and normal to the plane of incidence
(xOz). The superscripts + and — indicate forward and backward wave propagation. Let
0" and 6, be the angles of incidence and refraction. The phase factors associated with
the incident and refracted waves are of the form

. no - oy .
expyiw|t — —(r-s )i| } (incident),
co

explio|t — n—o(? -57) } (reflected),
Co

. ny . . .
expliw|t — —1(r . St)i” (transmitted).
Co

At the boundary separating the two media (z = 0), the phase-factor arguments have
to match. Consequently,

t_@(?.g*):t—n—o(?-?*):t—2(7‘3& (1.63)
Co Co o
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E+
0 e
© p )
g +
0 E,
E' re ~
0s EOs
nO
» X
n1

Z N

Figure 1.6. A plane wave is incident on the flat interface (z = 0) separating two semi-infinite
media of refractive indices ny and n;. The electric field vector is decomposed to the parallel (p)
and normal (s) polarizations.

At7F = (x,y,0),
no(xsy + ys)) = no(xsy + ys;) = ni(xse + ysy.0)- (1.64)

Since the above has to hold for all (x, y),

nosj = NnpS, = N8y, (1.65)
nosy+ = nps, = niSy.. (1.66)
On the other hand,
st =sino™, s; =0, st =cos6t >0, (1.67a)
s, =sinf", s, = 0, 5. =cosf” <0, (1.67b)
Syt = sin6, sy =0, s;¢ =cos6 > 0. (1.67¢)
Equation (1.65) therefore gives
nosin@t = ngsind~ = ny sin6,. (1.68)
Since sin@ = sin#~ and cos 8T = —cos 67, it is inferred that
0T =0=m—-06". (1.69)

Equation (1.68) and the statement that the directional vector s~ of the reflected wave
lies on the plane of incidence (x Oy), as expressed by (1.67b), constitute the law of
reflection. By considering Equations (1.66) and (1.67¢), we find that

nosind™ = ny sin6,. (1.70)
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The above equation, combined with the fact that the directional vector §; of the
refracted wave lies on the plane of incidence as deduced from (1.67c¢), expresses Snell’s
law of reflection. The tangential components of the electric and magnetic vectors have
also to be continuous across the interface:

Eo, = (E + Eop)cose =FE, = E cos@t,

Ey, = Eg, + E,,=E\, = E},

Hy, = ”0(_E0s + Ey)cosf = Hy, = nlE . cos 6,
Hy, = no(Ea; —Ey)=Hy = nlElp

From the above, the Fresnel coefficients for reflection, rr 1, and transmission, tr;, are
derived for the p and s polarizations:

Ey,  nocost —njcoso

% _ = , 1.71a
E(;; nocos b + njcosf TF.1p ( )
E} 2ng cos 6

. 0 = tryp. (1.71b)
EOp nocos 6, + nycosb

E;. cosf —nycosf

Coe X0 MO e, (1.71¢)
E, ngcos6 + nj cos b

Elt 2nq cos O

Zis = trys. (1.71d)

ES.  nocos6 + nj cos 6,
The monochromatic, directional reflectivities for the two polarizations are

—\2
/ (EOP) 2

Pip = (Ex )2 = Tf1ps (1.72a)
(Ey)?
/ S
o-— =Tfie (1.72b)
A,S (Eot)z F,1s
and the respective transmissivities are
2
, nl(E ) n
= = —tr, 1.73
B no(Eg; )2 ng (.73
E
_mED _ T2, (1.73b)

/
T
A,s —+
I’lo(EOS 2 no

For normal incidence on an isotropic medium the reflectivity and transmissivity become

2
nop —ny
Prp = Pis =<n0+n]> : (1.74a)
4
=T = (1.74b)

(no +ny)?
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Figure 1.7. The angular dependence of the surface reflectivity for a bulk dielectric sample having
refractive index n; = 1.45 for radiation incident through a medium of refractive index

ng = 1. The curve labeled “reflp” is for parallel polarization and the curve marked “refls” is for
normal polarization. The Brewster angle is indicated by “0p.”

For 6 > 0, Equations (1.73), combined with (1.72) and Snell’s law of refraction, are
used to obtain the reflectivities and transmissivities. Equations (1.72) can be simplified:

S tan(6 — 6,) (1.752)
BT an0 +6)° '
2sin 6, %
tryy = ———— O , (1.75b)
sin(@ + G;)cos(6 — 6;)
sin(6 — 6,)
= 1.75
BT TS0 + 6) (1.75¢)
2sin 6, cos 6
tr, = 227 (1.75d)
sin(6 + 6;)

The denominators are finite, except in the case of p-polarization, when tan(6 + 6,) — oo,
for 6 + 6, = 7 /2. In this case,

. (T no . ni
sin 6, = sm(— — 9) = —38inf = cosf = tanfh = —.
2 n no
At this angle, the polarizing or Brewster angle is ,oﬁhp = 0. Figure 1.7 gives an example
of the angular reflectivity variation for a perfectly dielectric (transparent) bulk material
for the parallel and normal polarizations. It is noted that for unpolarized light, the

reflectivity is

1
pLO) = 30} ,(6) + 0} (O)). (1.76)

Reflection at the surface of an absorbing medium

The equations for light propagation in a transparent medium can be modified for the
case of an absorbing medium, by replacing the real refractive index by its complex
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Figure 1.8. The angular dependence of the surface reflectivity for a bulk absorbing sample having
refractive index n{ = 0.7 — 2i for radiation incident through a medium of refractive index ny =
1. The curve labeled “reflp” is for parallel polarization and the curve marked “refls” is for normal
polarization.

counterpart:
ny — nj =n; —ik;.

In this case the angle of refraction is complex, and is identified by the generalized version
of Snell’s law of refraction:

sin 6¢ 1.77
Mo ny — lkl ( )
The complex Fresnel coefficients for normal incidence are
no —ny +ik;
= = 1.78
TF1p = T'F,1s o 1y 1 ik, (1.78)
The normal incidence surface reflectivity is
/ / (n() - nl)z + k2
Prp=phs=(p1) = ——>— (1.79)

(no +n1)?+k}

Figure 1.8 gives an example of the angular reflectivity variation for an absorbing
medium. For parallel polarization, the reflectivity exhibits a minimum at the so-called
“pseudo-Brewster”” angle, although it does not vanish there.

Consider light impinging on the surface of an absorbing medium at an oblique angle
of incidence. The complex electric field in the medium (1) is

ES(F, 1) = Ef e lH@s0-or], (1.80)

where k{ = w(n; — ik1)/co.
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The complex unit vector of propagation in medium (1) is defined by

. sin 6 sinf(ny + ik;)
Sex = siné = pa—TS = n% +kf , (1.81a)

s,y =0, (1.81b)

% k
. =cosff = /1 —sin?6f = \/ Sin (nl-’_z1 1)i|
ni + ki

| (n? —k)sin®0  2nk; sin20

= i (1.81¢)

(P+k) iR

According to Born and Wolf (1999), it is convenient to set
Suz = qe”, (1.82)

where g and § are real. By taking the squares and equating the real and imaginary parts
of (1.80c) and (1.81), it can be shown that

(n? — k?) sin®0

2
g-cos(26) =1— (1.83a)
(n? +13)°
2n1k, sin’@
g% sin(28) = — LT (1.83b)
(n} + &7)
The phase factor is then given by
cz 2 w 3
ky(r-s)) = c—(nl — ik ) (xSt x + 25¢2)
0
w . x sinf(ny + iky) .. i|
= —(n —ik))| —————+ cosd + ig sin §
Co( 1 1)|: e z(q q )

g[x sin@ + zqg(njcosé + ky sind) + izg(n; sin§ — kycosd)].  (1.84)
co

On examining (1.80) and (1.84), it is evident that the surfaces of constant amplitude
are given by

z = const, (1.85)

i.e. they are planes parallel to the surface z = 0. On the other hand, the surfaces of
constant phase are given by

x sin@ + zg(n; cos § + k; sin§) = const. (1.86)
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amplitude

Figure 1.9. In an absorbing medium the planes of constant phase and constant amplitude coincide
only in the case of normal incidence.

These are planes whose normal vectors are at an angle 6, with respect to the outward
normal to the boundary:

q(nycosd + kj sind)
/sin2 0 + g%(n) cos 8 + ky sin §)2 ’
in@
sin6) = = . (1.87b)
V/sin20 + g2(n; cos 8 + k; sin 5)>

cosf = (1.87a)

Since the planes of constant amplitude and constant phase do not coincide, as is the case in
lossless media, light propagation in absorbing materials takes the form of inhomogeneous
waves (Figure 1.9).

Laser light absorption in multilayer structures

A laser beam is incident on a multilayer stack of films, zo>...>z;_1 >z >
Zj = ...zn, which is stratified in the z-direction, as shown in Figure 1.10. The laser-
beam propagation axis is on the x—y plane. A wave of unit strength, and wavelength,
Ao, 1s considered incident on the stratified structure at the angle 6y. The case of arbi-
trary polarization can be treated as a superposition of TE (transverse electric) and TM
(transverse magnetic) polarized waves. For TE-polarized light

2
E, = U(z)exp[i(/\—”no sinfy y — wt>] (1.88a)
0
(27
H, = V(z)exp[l(Tno sinfyy — a)t)], (1.88b)
0

2
H, = W(z)exp[i(k—nng sinfyy — a)t)] (1.88c)
0
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laser beam

Zy

Figure 1.10. A schematic diagram of a laser beam incident on a multilayer structure.

Using Maxwell’s equations, it is found that W is linearly dependent on U, and that the
solution can be expressed in the form of a characteristic transmission matrix, defined by

Uy U(2)
=M , 1.89
{Vo} (z){ V(z)} (1.89a)
where
21 i . (27
cos<—n°z cos GC) —— sm()»—ncz cos 9°)
M(z) = ho P 0 . (1.89b)

. 4 2
—ip®sin| —n°zcos0°) cos| —nzcosH®
Ao Ao

In the above expression, p¢ = n®cos8° for a TE wave, and p® = cos0¢/n¢ for a TM
wave. The angle 6¢ is complex for absorbing films and is defined by the generalized
version of Snell’s law of refraction:

n¢sin6¢ = ng sin ;. (1.90)

The multilayer system transmission matrix is

N
M =] MG =z (1.91)
j=1
The lumped structure reflectivity and transmissivity can be obtained. The reflection and
transmission Fresnel coefficients, rg and tr, are
[Mc(l, 1)+ M1, 2)n§s]ng - [MC(Z, 1)+ M2, 2)”§s]

P = [Me(1, 1) + Me(1, 2n&Jns + [M(2, 1) + M2, 2)n& ] (1.92a)

2 C
r = it . (1.92b)
[Me(1, 1)+ Me(1, 2)ng|nS + [Me(2, 1) + M2, 2)ng]




1.1 Classical electromagnetic-theory concepts 19

0 ) h " | )
200 400 600 800 1000 1200 1400 1600
Temperature (K)

2

A . . , , . .

2

o

3

< 08f -
I

> -

S o6l Absorptivity ]
% m
€ Reflectivity
gm-//’““xh)ffiff’f
o

'_

I

> 0.2F 1
= o

,8. w‘m;sswlty

=

[0}

o

Figure 1.11. The temperature dependence of the optical properties for a 0.5-pm silicon film on a
glass substrate at the 514.5-nm Ar*-laser wavelength.

where the subscripts ss and a indicate the substrate (Z > Zy) and ambient (Z < Z),
respectively.
The structure reflectivity and transmissivity, in terms of rg and tr, follow:
|E, ? 2
R = 4 = |}"F| s (193a)
|ES 2
_ n§s|EI|2 _ N

— S17sst TS 2 1.93b
PV (1.956)

As an example, Figure 1.11 shows the calculated temperature dependences of the reflec-
tivity, transmissivity, and absorptivity, for normal incidence of Ar™ laser light, of wave-
length A = 0.5145 pm, upon a silicon layer of thickness ds; = 0.5 wm, deposited on a
glass substrate. The variation with temperature of the complex refractive index of silicon
(Sun et al., 1997) generates distinct changes in the optical properties of the film due
to interference effects, even though the bulk-silicon normal-incidence reflectivity varies
slowly with temperature. When silicon melts, it exhibits a metallic behavior with an
abrupt rise in reflectivity and drop in absorptivity.

Returning to the stratified multilayer structure, the time-averaged power flow per unit
area that crosses the plane perpendicular to the z-axis is given by the magnitude of the
Poynting vector,

m@:%m@@xﬁmn (1.94)

A plane wave is assumed incident on the structure, with electric field amplitude E j . The
corresponding energy flow along the z-direction is

> N, 27
S =—I|E k. 1.95
2MCI al (1.95)

The electric field amplitudes of the reflected and transmitted waves, E, and Es‘g , are
obtained using the above expressions. The electric and magnetic fields in the mth layer,
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m=1...,N, are given by

En(2) = E,} exp[—ik;,(z — zm)]| + E,, exp[+ik§,(z — zm)], (1.96a)

Hy(2) = :_Z {E; exp[—ikS,(z — zm)] — Ejy exp[+ikS,(z — za)]},  (1.96b)

where

Continuity of the electric and magnetic field at the interfaces is applied to obtain a
recursive formula for the amplitudes of the electric field:

Ef = l[E+ <1 + —nf'”)e‘“‘ﬁwdml +E (1 - n;1>e+i"il"m'] (1.97a)
m 2 m—1 ne m—1 ) .

m ny,
1 Mot \ —ike 4 - Ny ik _d
Em = EI:E;:_] (1 — W)C m—1Gm=1 Em—l 1+ W)e““ m—1Gm=1 1 (1.97b)

Calculation of the amplitudes E;} and E; starts from the first layer, for which d,,—; =
0. Once the electric field has been determined, the power flow is evaluated everywhere
in the structure. At a location z within the mth layer

-

1 * x|
Su@ =5 Re[ (n5)"(Ep@) + E2() x (Ep) = EL@) |k (1.98)

where

Elll(z) = Ejn_ exp[_ik;1(z - 1171)]7 (1998.)
E,(z) = E,, exp|+ik{,(z — zm)]. (1.99b)

The local energy flow is normalized by the energy flux incident on the structure:

1

Sp(@) = ———
© nalE:|2

Re[ (5)" (EL() + E2(2) x (EL) — EX@)"]. (1.100)

The local laser-energy absorption per unit volume is

dS(z)
dz ’

Qabs(-xy Y, Z’t): Qlas(xv )’71‘) (1101)

where O, is the incident laser intensity distribution.
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Optical properties of materials

Classical theories of optical constants

Consider a medium characterized by a complex refractive index n° = n — ik. The com-
plex dielectric constant (or complex permittivity) is defined by

6 = go(1 + x) — ig = go(e’ — ie"), (1.102)
where
R C
R Re() =2 — K (1.103a)
)
and
I C
2 I e — -2 = 2nk, (1.103b)
2N [N

The above equation implies that both the electric conductivity and the susceptibility
contribute to the imaginary part of the complex permittivity and thereby to the absorption
characteristics of the material. The part Im[—o /(we()] represents the contribution due to
the free current density, while the part Im(x ) is caused by the current density associated
with bound charges. For a nonmagnetic material (i.e. & = o) the components of the
complex refractive index are derived from (1.103a) and (1.103b):

/ /£/2+8//2+8/

n= (1.104a)
22 "2 __ o
= YVETTETTE VSJ;H (1.104b)

The Lorentz model for nonconductors

According to this model, polarizable matter is represented as a collection of identical,
independent, and isotropic harmonic oscillators of mass m and charge e, whereas elec-
trons are permanently bound to the core and immobile atoms. In response to a driving
force produced by the local (effective) field, the oscillators undergo a displacement from
equilibrium X and are acted upon by a linear restoring force K X, where Kj is the spring
stiffness, and a damping force bX, where b is the damping constant. The equation of
motion is

mX 4 bi + K% = eEjocal. (1.105)
The excitation is assumed of periodic form,
Erocal = Eojoca™”. (1.106)
Of interest is the resulting periodic response:

3= Xpe'. (1.107)
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Equation (1.105) yields

(e/m)élocal

2

wy — o — 1w

(1.108)

where the resonance frequency wy = «/Ks/m and { = b/m. For ¢ # 0, the displace-
ment and the electric field are not in phase. Equation (1.108) is rewritten

o (e/mEgeet : (1.109)
V(@) —0?) + 207
or
X = Ae, (1.110)
where

1 lw
A= , ¢ = arctan| — > )
J(0f — 0?) + 202 T

The induced dipole moment of an oscillator is ex. If N is the number of oscillators
per unit volume, the polarization P (dipole moment per unit volume), neglecting local
effects, is

2

w

P=Nex=—— 2 ¢FE, 1111
W} — o —ilw 0 ( )

where the plasma frequency w, = / Ne?/(meg) and wy is the resonance frequency.
The complex permittivity is then extracted:
& 1 “% (1.112a)
—=l4yx=14+ " 112a
€0 X W} — o —ilw
2(,2 2
w5 (wf — o
8/:1+X/:1+ p(02 ) .
(a)(z) _ a)Z) + é—Za)Z

(1.112b)

a)2 w
¢ =yx" = Pi . (1.112¢)
(0} — ?)” + 202

The maximum value of ¢” occurs approximately at wy, under the condition that ¢ < wy.
For frequencies close to resonance, Equations (1.112b) and (1.112c) yield
@ (wy — w)/(2wy)
=14 2 / - (1.113a)
(wo — w)* +(£/2)
y ¢ /(4ap)
(@0 — ) + (£/27

According to (1.113b), the maximum value of &” is approximately a)g /(Cwp) and the
full-width-at-half-maximum points are at v = wy & ¢ /2.

In the ideal case of no absorption, i.e. { = 0, the real refractive index goes to infinity,
= = F00. The regime of anomalous dispersion is the only region in the radiation

(1.113b)

nw—)a)



1.2 Optical properties of materials 23

spectrum of decreasing n with increasing frequency. Taking the limit of Equation (1.112)
for high frequencies, » > wy:

w? ?
d=l- LoVl 2, (1.114a)
1) 202
2 " 2
"o~ wP ~ & ~ CwP
=~ =ShkE —= . 1.114b
w3 2 w3 ( )
Consequently, the reflectivity at normal incidence exhibits the following trend:
o\
!~ P
~ (22 . 1.115
P <2w> ( )
The behavior of the dielectric constant in the infrared (IR) regime, i.e. for @ < wy, is as
follows:
p
e = 1+ —, (1.116a)
@y
wlw
g = d L (1.116b)
@y

Hence, the real part of the electric permittivity asymptotically approaches a constant
value in the far IR, while the imaginary part tends to vanish. The trends predicted
by the single Lorentz model are exhibited in Figure 1.12. Measured refractive-index
components of glassy SiO, can be found, for example, in Palik (1985).

In general, the dielectric function of a collection of oscillators is given by

&€
_:1+§ >
€0 ; (,()OJ

0 —ilo

2
w? .
P/ (1.117)

where w,;, wg;, and ¢; are the plasma frequency, the resonance frequency, and the damp-
ing constant assigned to the jth harmonic oscillator. This multiple-oscillator model can
be used for fitting the radiation properties of materials over a broad spectral range. The
most important resonance arises from interband transitions of valence-band electrons to
the conduction band. To induce an interband transition, the photon energy has to exceed
the band-gap energy E,. Insulators have band-gap energies in the deep ultraviolet range
and concentrations of free carriers (electrons and holes) are very small in the visible
range. The band-gap energy of semiconductors is in the visible or near-IR range. It is
therefore possible for free carriers to contribute to the optical response spectra in the
visible range. In addition to electronic transitions, resonant coupling to high-frequency
optical phonons usually occurs at near-IR frequencies.

The Drude model for conductors
In conducting media, not all electrons are bound to atoms. The optical response of
metals is dominated by free electrons in states close to the Fermi level. If an external
field is applied, their motion will become more orderly. Since there are no resonance
frequencies, the optical response of a collection of free electrons can be obtained by
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Figure 1.12. Lorentz-model predictions of the components of the complex dielectric function, the
components of the complex refractive index, and the normal-incidence reflectance. A single
resonance mode is assumed, with iwg = 4 eV, i = 1 eV, and oscillator number density
N=5x10%m>.

eliminating the restoring spring constant from the Lorentz model:
mX + bx = eE, (1.118)

where E is the applied macroscopic electric field. In contrast to the equation of motion
for a bound electron, the macroscopic field is presumed a better approximation of the
field acting on the free electron. In the absence of an external field, the equation of
motion is

35 B - - 1—» _
x+§x=0:>x=x0—zvoe g, (1.119)

The velocity X = 7 = pe™¢" = vge ™ +.

The characteristic decay time or relaxation time v = 1/¢. The damping constant is
therefore related to the time between collisions due to impurities, imperfections, and
lattice vibrations. Typical relaxation times are O(t) ~ 10713 s,

The solution to Equation (1.118) for a time-harmonic field E = Eoei"” is

e -

e E (1.120)

X =

where m is the effective electron mass.
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Assuming a volumetric number density N of electrons, the current vector is

NeZE
m(¢ —iw)’

-

The above relation defines the frequency-dependent and complex electrical conducti-
vity:
Neé?
c=—. (1.122)
m(¢ —iw)
For frequencies in the far IR, w « ¢, the electrical conductivity may be approximated
by the static, dc, value:

_ Neé?

o= (1.123)

which is real and positive.
In straightforward analogy with the Lorentz model, the complex dielectric function
is

g€ w?
—=1-—"L L (1.123a)
&0 w-+1Lw
with real and imaginary parts
=1 a)g (1.123b)
&= w? + %’ .
w2
” p
— . 1.123
T @+ (11239

The plasma frequency w, = /Ne?/(mey) typically resides in the visible-UV range,
O(wp) ~ 108571,

For low frequencies, w <« ¢, the components of the dielectric function are approxi-
mated by

N 2
g — = (1.124a)
meod &og
4 00
g =20 (1.124b)
Eow

Table 1.1 gives values of the plasma frequency wj, calculated utilizing the above relations
for several metals, providing comparison with the fitting of IR experimental data. As
a consequence of Equations (1.124), the components of the complex refractive index
assume nearly equal values in the far IR:

0o

3
12
tal
12

_ 1.125
2806() ( )
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Table 1.1. Plasma frequency and relaxation times for various metals (Prokhorov et al., 1990). The relaxation times
derived frome'(w =¢) = —¢"(w=¢) = wgrz/z were used to obtain the data shown in the last column.

w, (10" rad s71) 7 (1074 5)
Metal o, = [Ne?*/(mgo)]'* IR datafitting  Equation (1.123) IR data fitting ~ &'(w) = —¢"(w)
Ag 1.43 1.37 3.49 3.66 3.46
Al 2.23 2.24 0.80 0.82 0.76
Au 1.32 1.37 2.47 2.46 2.46
Cu 1.17 1.20 1.25 1.91 2.08
Pb 1.12 1.17 0.32 0.37 0.34
w 0.87 0.91 1.29 1.23 1.23

For a bulk metal, the surface absorptivity and the absorption coefficient are

280(1)
1-R= | —, (1.126)
0o

[2
y= |22 (1.127)
&oC

Since w, > ¢ the following approximation can be made at visible and ultraviolet fre-
quencies:

0
g = 1-—, (1.128a)
w
2
w
" Lf (1.128b)
P

These relations are identical to the behavior of the Lorentz model at high frequencies.
For frequencies in the range 1/{ < w < wp, i.e. in the near-IR and visible spectrum,
the refractive index is nearly completely imaginary while the surface absorptivity and
absorption coefficient are constant:

~ Wp¢ Wp

= — =0, k= —, 1.129
"= 0w 1) ( 2)
2 2
A=1-Rx 5 - 250% (1.129b)
Wp (o)
2w,
y = —". (1.129¢)
c

At frequencies much higher than the plasma frequency, Equation (1.128) suggests that
¢’ — 1 and ¢” — 0, and, consequently, n — 1, k — 0. This is the so-called regime
of UV transparency. Typical behavior of the Drude-model prediction is displayed in
Figure 1.13. The simple Drude theory is remarkably effective in the prediction of optical
properties of metals such as aluminum. However, it fails by itself to explain the optical
behavior of many other metals. For example, the reflectivity of bulk silver exhibits a
precipitous drop to near zero at the photon energy of 4 eV (Palik, 1985). Yet, above this
plasma frequency it rises and falls again to low values at higher frequencies. This trend
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Figure 1.13. Drude-model predictions of the components of the complex dielectric function, the
components of the complex refractive index, and the normal-incidence reflectance. The plasma
frequency is located at iw, = 15 eV, and 7g = 0.6 eV, corresponding to aluminum.
can be explained by assuming that the dielectric function contains contributions from
both free and bound charges.
Optical properties of semiconductors

Photon absorption in semiconductor material strongly depends on the interaction
between the incident photon flux and the electronic and lattice structures of the semi-
conductor. As the most important semiconductor material, silicon (Si) is a good example
to illustrate the variations of optical properties of semiconductors in crystalline, poly-
crystalline, amorphous, and liquid forms.

Crystalline Silicon

Figure 1.14 gives the temperature dependences, measured by spectroscopic ellipsom-
etry (Sun et al., 1997), of the components of the refractive index and the normal-
incidence reflectivity. These measurements extend prior experiments by Jellison and
Modine (1983) to a higher temperature range, up to 1527 K. The following expressions
are used to fit the components of the complex refractive index and the normal incidence
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Figure 1.14. Spectral temperature dependences (a) of the refractive index, n, of pure
single-crystalline silicon; and (b) of the extinction coefficient, k, of pure single-crystalline
silicon. From Sun ez al. (1997), reproduced with permission from Elsevier.

reflectivity:
n(i, T) = no(A) + ay (AT — Ton), (1.130a)
kA, T) = ar()) exp(i) (1.130b)
Tox
R(A, T) = Ro(A) + ar(A )T — Tog). (1.130c)

where Ty, = 25°C, Tyx = 498°C, and Tog = 25°C are reference temperatures for
fitting. The components of the complex dielectric function, together with the absorption
coefficient, are shown in Figure 1.15. The peak Ej is considered to arise primarily from
a My critical point in the joint density of states for the I'); — I'{, transition. The E; peak
in ¢” near 3.4 eV corresponds to either an My or an M, critical point for A} — AS. The
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Figure 1.15. Spectral temperature dependences of the components of the complex dielectric
function &¢ = g¢(¢’ — ie”) of pure single-crystalline silicon. From Sun et al. (1997), reproduced
with permission from Elsevier.

E; peak in &” near 4.4 eV is considered to be due to several critical points, including the
transitions X — X5. All these features become broader as the temperature increases.
Photon absorption in semiconductor material strongly depends on the interaction
of the incident photon flux, the electronic structure, and the lattice dynamics of the
semiconductor. Owing to the collective electronic interaction in crystalline silicon, an
electronic indirect band gap of 1.12 eV exists, with the Fermi level usually placed
between the conduction band and the valence band. On the other hand, the lattice phonon
spectrum is generated by the finite-temperature field experienced by the crystalline
silicon. Incident photons interact with the crystalline silicon via three routes: photon—
phonon interaction, photon—electron interaction (including both conducting and valence
electrons), and phonon—electron—photon interaction. Light absorption is essentially a
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result of these interactions in solid silicon. These interactions are often influenced by
each other during the absorption process. As the incident photon energy, hv, increases,
i.e. the wavelength decreases, an increasing number of valence electrons can be excited
to the conduction band. More interestingly, electrons in the deep valence band or the
lower valence band surface that are shifted from the center of the E—k diagram can be
excited directly to the other conduction band without phonon-assisted excitation in cases
of sufficiently high photon energies. This phenomenon can be seen for all temperatures
from 298 K to 1183 K. However, the relative decrease in the absorption coefficient
observed for photon energies higher than 4.0 eV may be related to the existence of
multiple conduction bands in k-space. The other important issue in photon absorption is
the dependence on temperature. As stated earlier, the nature of the indirect band gap in
silicon requires phonon-assisted electron excitation by the photon from the valence band
to the conduction band, in order to conserve both energy and momentum. Therefore, the
phonon spectrum in silicon at a fixed lattice temperature greatly influences the absorption
process. Higher lattice temperature corresponds to higher-momentum phonons, thereby
helping the excitation of more electrons to different conduction bands in the k-space. This
is consistent with the experimental observation that the absorption coefficient increases
with lattice-temperature elevation up to 4.0 eV photon energy. The opposite absorption
trend with temperature above 4.0 eV was discussed above. The decrease of the band
gap at elevated temperatures also enhances the electron excitation, resulting in a higher
absorption coefficient. At very high lattice temperature, direct phonon absorption of
photons can be realized. This provides an additional channel for absorption enhancement
in crystalline silicon.

Detailed analysis of the fine structure of the absorption near the absorption edge has
been given by McFarlane et al. (1958).

The optical band gap is also a function of temperature, given by Thurmond (1975):

AT?
Ey(T) = E? (1.131)

& B+T
where the value of the optical band gap at 0 K is taken at 1.17 eV, and the fitting
parameters are A = 4.73 x 107* eV K~! and 8 = 635 K.

Amorphous silicon and polysilicon

The optical properties of a-Si are sensitive to preparation conditions, surface condi-
tions, surface oxides, hydrogen content, and also the degree of disorder in the sample.
Figure 1.16 shows the temperature-dependent properties of 50-nm-thick a-Si films that
were deposited by low-pressure chemical vapor deposition from silane (SiH,) at 550 °C
on quartz substrates (Moon ef al., 2000). The hydrogen content in these films was lower
than 2%. Spectroscopic ellipsometry was performed over the range 250—1520 nm and
up to a temperature of 671 K, in order to prevent crystallization. The measured spectra
do not exhibit the sharp features of c-Si, but instead show a rather broad and smooth
shoulder.

The structure and consequently the complex refractive index of silicon films deposited
by chemical vapor deposition are in general dependent on the deposition conditions and
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Figure 1.16. Temperature-dependent optical properties of a-Si. From Moon ez al. (2000),
reproduced with permission from Taylor and Francis.
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Figure 1.17. Comparison of room-temperature optical properties of laser-annealed poly-Si with
those of crystalline silicon. From Moon et al. (2000), reproduced with permission from Taylor
and Francis.

the post-processing annealing procedures. It is believed that polysilicon films can be
modeled as mixtures of void fractions and amorphous and single-crystalline components
using effective-medium theory (Montaudon et al., 1985). Polysilicon films were grown
from 50-nm-thick a-Si films by line-scanning a XeCl excimer laser beam of nanosecond
pulse duration at wavelength A = 308 nm. Thirty excimer laser pulses at the laser energy
density (fluence) of 380 mJ/cm? were used to produce an average grain size of about
80 nm and maximum roughness less than 10 nm. As shown in Figure 1.17, the measured
results are similar to data given in Palik (1985) for crystalline silicon.

Liquid silicon
Spectroscopic ellipsometry was applied by Shvarev ez al. (1974) to measure the opti-
cal properties of liquid silicon in the wavelength range 0.4-1.0 wm at temperatures
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of 1450 and 1600 °C (the equilibrium melting temperature is 1412 °C). Within the
range 0.4—1 pm, the measured components of the complex refractive index can be fit-
ted by linear relations to n(A) = 1.8 +5(A — 0.4) and k(A) = 4 + 5(A — 0.4), where
A is in micrometers. The conductivity, o(w) = nk(c/}), increases with wavelength,
reaching the value of 9.7 x 10" s~! at 1 wm, which is close to the dc conductivity of
10.9 x 10" s~!, implying a short relaxation time. No evidence of interband absorp-
tion was revealed in these data that produced an excellent match with the Drude-model
predictions.
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Lasers for materials processing

Lasers (the acronym from light amplification by stimulated emission of radiation), with
their unique coherent, monochromatic, and collimated beam characteristics, are used
in ever-expanding fields of applications. Different applications require laser beams of
different pulse duration and output power. Lasers employed for materials processing
range from those with a high peak power and extremely short pulse duration to lasers
with high-energy continuous-wave output.

Continuous-wave — millisecond — microsecond lasers

Continuous-wave (CW) and long-pulsed lasers are typically used to process materi-
als either at a fixed spot (penetration material removal) or in a scanning mode whereby
either the beam or the target is translated. Millisecond- and microsecond-duration pulses
are produced by chopping the CW laser beam or by applying an external modulated
control voltage. Fixed Q-switched solid-state lasers with pulse durations from tens of
microseconds to several milliseconds are often used in industrial welding and drilling
applications. Continuous-wave carbon dioxide lasers (wavelength A = 10.6 pm and
power in the kilowatt range) are widely employed for the cutting of bulk and thick
samples of ceramics such as SiN, SiC, and metal-matrix ceramics (e.g. Duley, 1983).
Continuous-wave laser radiation allows definition of grooves and cuts. On the other
hand, low-power CO, lasers in the 10-150-W range are used for marking of wood,
plastics, and glasses. Argon-ion lasers operating in the visible range (A = 419-514 nm)
are utilized for trimming of thick and thin resistors. In the biomedical field various CW
lasers have been used. For example, the CO, laser radiation is absorbed in the tissue
within a layer of depth about 20 pm, thus achieving a continuous ablation front. On the
other hand, the Nd: YAG () = 1064 nm) and argon-ion radiation penetration is of the
order of millimeters, giving rise to explosive ablation events. Srinivasan et al. (1995)
used an argon-ion laser operating in the UV ranges of 275-305 and 350-380 nm to
ablate polyimide Kapton films. By chopping the laser beam to produce millisecond
and microsecond pulses, they showed that the ablation process scales with an intensity
threshold rather than the commonly used fluence threshold. This is certainly not surpris-
ing, since, if the laser energy is spread over a long pulse, the beam intensity weakens
and the induced temperature and structural and chemical response of the target may be
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of different nature. In fact, Srinivasan (1992) showed that the etching of polymer films
with long, millisecond—microsecond pulses leaves evidence of molten material and car-
bonization of the walls, although not indicative of the ablation process that characterizes
nanosecond-pulse UV laser ablation. Microfabrication applications involving direct writ-
ing can be effected by CW Ar™ and Kr™ lasers, utilizing frequency-doubled lines. High-
power CW Nd : YAG lasers operating on the fundamental wavelength and on frequency-
doubled and -tripled harmonics are often used for various cutting and microprocessing
applications.

Nanosecond lasers

Technological development in the manufacturing of gas and solid-state lasers has greatly
advanced in terms of reliability and in many cases has enabled the transition from the lab-
oratory environment to industrial applications. Many pulsed laser ablation experiments
have used excimer lasers (usually KrF at A = 248 nm, but also XeCl at A = 308 nm and
ArF at & = 193 nm) with pulse duration in the range 20—30 ns, maximum pulse energy in
the range of 0.25-1 J, and pulse repetition rate typically 5-300 Hz. Since most materials
are strong absorbers of UV-wavelength radiation, the excimer-laser light is absorbed in
a very shallow region near the irradiated material surface. On the other hand, the very
short duration of the laser pulse brings the peak power up to 10'© W/cm?. These two
features make the excimer laser a successful tool for initiating photochemical and/or
photothermal ablation. Thus, the excimer laser is the most efficient ablation tool oper-
ating in the UV range for precision micromachining and surface patterning (Brannon,
1989; Horiike et al., 1987; Patzel and Endert, 1993), chemical or physical modification
(Rothschild and Ehlrich, 1988; Phillips et al., 1993; Srinivasan and Braren, 1989), and
via-hole formation in electronic-circuit packaging (Lankard and Wolbold, 1992). On
the other hand, pulsed laser deposition (PLD) using excimer lasers has enabled fabri-
cation of novel thin-film materials of high quality and superior properties than those
obtainable with conventional manufacturing techniques. This method is comprehen-
sively reviewed in Chrisey and Hubler (1994). Q-switched Nd : YAG lasers with pulse
duration of about 7-10 ns, pulse energies in the near-IR wavelength of A = 1064 nm, of
power typically from 10 mJ to about 1J, and with repetition rates of 10 Hz are versatile
ablation tools since they can operate at various wavelengths. Frequency-doubled pulses
at A = 532 nm, tripled pulses at A = 355 nm, and quadrupled pulses at A = 266 nm
carry respectively lower energies. Pulsed laser deposition can be effected with solid-
state lasers; for example Davanloo et al. (1992) reported the production of amorphic
diamond (diamondlike) films using Q-switched Nd : YAG laser radiation at A = 1064 nm.
A relatively inexpensive ablation tool is the transversely excited atmospheric pressure
(TEA) CO; laser, that generates low-repetition-rate high-energy pulses in the kilojoule
range, while it provides low-energy (~11J) pulses at the 1 kHz repetition rate. The pulse
has a short high-energy spike 100-200ns wide and a longer trailing component of
duration 1-10 ms; the two parts may carry comparable energies. Another cost-effective
ablation laser for applications requiring relatively low energies is the N, laser that oper-
ates at A = 337 nm, with pulse duration from 7-10 ns, pulse energies in the 100-mJ
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range to <10 mJ, and repetition rates of about 10 Hz. Diode-pumped solid-state lasers
such as Nd: YLF and Nd: YAG and having pulse energies of hundreds of millijoules
and operating on the fundamental or frequency-doubled wavelengths are attractive for
micromachining applications because of their small size, flexibility, and high repetition
rates (tens of kilohertz). For ablation of biological materials, free-running solid-state
lasers are often used. They have long pulse duration of hundreds of milliseconds, which
can be shortened by Q-switching to tens of nanoseconds, with corresponding energies
in the 1-J range and tens of millijoules. Typical crystals are Ho: YAG (A = 2.1 pm)
and Er: YAG (A = 2.94 um) modules, with respective radiation-penetration depths in
water of about 40 pwm and 1 pm, thus achieving different absorption characteristics.
For reference, it is noted that the wavelength 2.94 wm is located right at the peak
absorption in water. In general, the nature of the ablation process in terms of angu-
lar distributions and energies of the ejected particles depends on the laser wavelength.
Even though the structure and properties of the target material obviously affect the out-
come, Sappey and Nogar (1994) note that, for comparable energies, long wavelengths
usually produce thermal behavior, whereas UV ablation exhibits nonthermal character-
istics and intermediate visible wavelengths yield results whose interpretation may be
ambiguous.

Picosecond lasers

Whereas the nanosecond time scale is much longer than the characteristic relaxation
times in metallic systems, invoking the thermal picture, the picosecond regime is still
longer, but comparable. It has been claimed that picosecond-laser ablation of multicom-
ponent targets offers the distinct advantage of preserving the target’s stoichiometry in
the chemistry of the ejected plume. It is noted that collisional and chemical-reaction
effects in the target phase may introduce departures, since conflicting evidence has been
presented. Most of the ablation work with picosecond lasers is done with pulsed solid-
state lasers. For example, a 35-ps Nd : YAG laser producing 15 mJ at A = 1064 nm and
10 mJ at A =266 nm was used to ablate Cu by Mao et al. (1993). A mode-locked
Nd: YAG laser with pulse duration 50 ps, operating at A = 532 nm, was used by Bostan-
joglo et al. (1994) to ablate free-standing metal films of thickness 50-90 nm under
fluences in the range 0.6-8 J/cm?. Fundamental studies on the picosecond-laser—plasma
interactions were for example conducted using a Nd: glass laser system based on the
chirped pulse amplification and compression (CPAC) technique that yielded 1.3-ps,
1.05-pm pulses with an average energy of 10 mJ (Chen et al., 1993). For pulsed-
laser processing in the IR range, the free-electron laser (FEL) offers tunability and
high power as has been demonstrated for advanced materials-science (Brau, 1988) and
medical (Danly et al., 1987) applications.

Femtosecond lasers

In the sub-picosecond or femtosecond regime, the laser pulse is shorter than the relaxation
times, and the equilibrium assumption is no longer valid, necessitating treatment of
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the microscopic mechanisms of energy transfer via quantum mechanics. One notable
characteristic of femtosecond lasers is the high radiation intensity that has the ability to
create high-density plasmas. On the other hand, by beating the thermal diffusion time
scale, femtosecond-laser radiation can in principle be used for micromachining with
minimal thermal damage to the surrounding area. In the UV range, KrF (A = 248 nm)
excimer lasers with typical pulse duration 500 fs and pulse energies in the range several
to tens of millijoules have been demonstrated in the processing of Al and glassy C
(Sauerbrey et al., 1994), Ni, Cu, Mo, In, Au, W (Preuss ef al., 1995), fused silica
(Ihlemann, 1992), and ceramics such as Al;O3, MgO, and ZrO, (Ihlemann et al., 1995),
and for polymer ablation (Bor et al., 1995; Wolff-Rottke et al., 1995). KrF excimer lasers
have also been used in studies of high-density-gradient Al and Au plasmas (Fedosejevs
et al., 1990) and for production of soft X-rays from Al (Teubner et al., 1993). The latter
was also accomplished from Cu and Ta targets by near-IR Ti : sapphire-laser irradiation
at A = 807 nm, with pulse duration 120 fs and pulse energy 60 mJ (Kmetec et al.,
1992). A Ti: sapphire system with pulse duration of 150 fs and A = 770 nm was used
in studies of gold ablation (Pronko et al., 1995), while pulse durations of 170-200 fs
at wavelength A = 798 nm and energy 4 mJ ablated polymers through a multiphoton
ablation mechanism. Ti: sapphire-laser technology is often utilized in the laboratory
environment and has recently made inroads into industrial applications, for example
in the repair of lithographic masks. Amplified systems typically deliver 1-mJ near-IR
pulses at maximum frequency 1 kHz. By utilizing stronger pumping lasers it is possible
to extract pulses in the range tens of millijoules, albeit at reduced frequencies. On the
other hand, the laser system could be configured to deliver microjoule or picojoule
pulses at higher frequencies. Intense, visible dye-laser radiation (pulse duration 160 fs,
A = 616 nm, energy 5 mJ) generated Si plasmas of high-energy-X-ray-emitting density
(Murnane et al., 1989). In a biomedical application (Kautek er al., 1994), a dye laser
(pulse duration 300 fs, A = 615 nm, pulse energy >0.18 mJ) produced high-quality
ablation in human corneas, characterized by damage zones less than 0.5 pwm wide. An
interesting development in high-repetition-rate femtosecond-laser systems has been the
development of (fiber) lasers that may give megahertz repetition rates with hundreds of
nanojoules per pulse or correspondingly pulse rates of ~100 kHz at tens of microjoules
per pulse at A = 1,064 nm with pulse duration ~200 fs. Similar specifications have
been achieved with disk or directly diode-pumped high-energy femtosecond oscillators.
These lasers are utilized for film micromachining and the internal writing of optical
waveguide structures in transparent materials.

Some specific laser systems

CO, lasers

The CO, laser has very high conversion efficiency of 20%—-30%. The emission is due
to rotational lines in the 9.4—10.4-pm bands of the CO, molecule. Dispersive elements,
such as gratings, are used to select the desired wavelength. With no wavelength selec-
tion, operation occurs with peak intensity in the neighborhood of 10.6 wm. Pumping is



22.2

223

2.2 Some spegcific laser systems 37

accomplished either by electron impact or via collisions with vibrationally excited back-
ground N, gas. Continuous-wave lasing is triggered by longitudinal electrical discharge
through flowing gas in an axial tube configuration. Electrical pulsing can produce trains
of millisecond- or microsecond-long pulses, while electro-optical or acousto-optical
intensity modulation can yield trains of O(ns)-long pulses. Because of practical limits in
the length of the laser cavity, commercial CW CO, lasers in the 500—1000-W range use
a folded-tube configuration and axial flow conditions. High CW CO, laser powers in the
range of tens of kilowatts can be obtained by fast flow transport. Conversely, low powers
can be obtained by discharge confined within a waveguide. Sealed-off cavities can be
used for laser powers in the range of 10 W. Pulsed operation is triggered in transversely
excited atmospheric-pressure (TEA) lasers, where the discharge is applied transverse
to the optical axis. After an elapsed time of milliseconds a strong spike pulse of width
100-200 ns is emitted, followed by a longer and lower-amplitude tail that lasts for tens
of microseconds.

The quality, symmetry, beam profile, and stability of the CO, laser are affected
by gradients of the refractive index within the cavity. These gradients are caused by
temperature and pressure gradients in the flow. Slow-axial-flow lasers exhibit large power
and wavelength instabilities, whereas fast-flow lasers have more stable performance but
are more complicated mechanically.

Argon-ion lasers

Continuous-wave Ar™ lasers emit a bunch of wavelengths (more than 15) in the spec-
tral range 351-514.5 nm. The stronger lines are in the visible at 514.5, 488, and
465.8 nm. Single-line operation at 514.5 nm can produce power of tens of watts. How-
ever, such power levels are reached at the cost of a requirement for significant electrical
energy, since the efficiency is about 0.1%. Continuous-wave ion lasers have collisionally
broadened linewidths of ~10 GHz, meaning that many longitudinal modes will appear
for a resonator length of 1 m. Selection of a single lasing frequency can then be done
using an internal Brewster prism that may be integrated with a reflective resonator mir-
ror. The large linewidth of the Ar*-laser transitions implies that mode-locking can be
done with pulse lengths of ~100 ps.

Excimer lasers

Excimers (excited dimers) are diatomic molecules that exist only in an electronically
excited state and dissociate in the ground state. This fundamental characteristic is partic-
ularly useful, since inversion between the upper bound state and the dissociating lower
state is automatically maintained. Figure 2.1 shows a simplified schematic diagram
with the general features of the transition process. Electron excitation of the neutral
atoms A + B leads to A* 4+ B and the bound state (AB)* having energy level of several
electron-volts. The bound state then falls to an unstable ground state that cannot survive
and breaks apart to neutral atoms.
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Figure 2.1. A schematic diagram of the transition process in an excimer laser.

The excimer molecules used are rare-gas halides (RGHs), including ArF (193 nm),
KrCl (222 nm), KrF (248 nm), XeBr (282 nm), XeBr (282 nm), XeCl (308 nm), and
XeF (351 nm). The pulse lengths are typically in the range of tens of nanoseconds. A
fast switching device regulates the high-voltage discharge. The KrF excimer-laser beam
output yields the strongest emission, with pulse energies of the order of 1 J, and maximum
repetition rates of 500 Hz. The temporal shape of the laser intensity profile varies with the
laser system. Concerns limiting widespread implementation of excimer lasers stem from
the toxic nature of the halogen gases and the limited gas lifetime due to accumulation of
impurities in the laser cavity. The latter has been significantly improved with installation
of gas processors. One has to recognize that excimer lasers produce powerful pulses
in the UV range that may be advantageous for precision micromachining, especially of
organic materials. As will be later discussed in a subsequent chapter, interaction of UV
pulses with polymers triggers unique photo-physico-chemical mechanisms.

Nd : YAG lasers

The crystal rods are a neodymium (Nd**)-doped yttrium aluminum garnett,
(Y3Al501,)13, matrix. This material has excellent thermal stability and properties (ther-
mal conductivity) suitable for both short-pulse and CW operation. Pumping of these
lasers is done by arc lamps, such as krypton or xenon lamps, or diode lasers. The output
of the Nd : YAG laser is relatively insensitive to temperature, lending itself to wide use
for medium- to high-power applications. The dominant laser emission is in the near-IR
spectrum at the fundamental 1w wavelength of 1064 nm. Higher harmonics can be gen-
erated via nonlinear crystals, namely 2w at 532 nm, 3w at 355 nm, and 4w at 266 nm.
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However, the efficiency of the lasing process tends to decrease rapidly for the higher
harmonics, while the pulse-to-pulse stability also deteriorates.

Ti: sapphire lasers (femtosecond lasers)

Generation of femtosecond laser pulses requires a medium with a broadband gain
spectrum together with an active or passive mode-locking mechanism. Since the late
1980s, titanium (Ti)-doped sapphire crystals have been a primary medium of choice
owing to its broad gain bandwidth to support femtosecond pulses. Through a Kerr-lens
mode-locking (KLM) mechanism, laser pulses with only two optical cycles at full-
width half-maximum (FWHM) with center wavelength 800 nm have been generated
with Ti : sapphire laser oscillators (Sutter et al., 1999; Ell et al., 2001). Kerr-lens mode-
locking, which was developed in 1990, applies the nonlinear optical Kerr effect in the
laser gain medium (refractive index increases with intensity) to lock the phase between
different cavity modes. The pulse energy obtained from mode-locked femtosecond laser
oscillators is typically a few nanojoules, which is insufficient to induce most nonlinear
optical and electronic processes involved in laser—material interactions. However, direct
amplification of femtosecond-laser pulses could lead to damage of the laser gain medium
as well as optical components due to their high peak intensity. The chirped pulse
amplification (CPA) scheme invented in the 1980s (Strickland and Mourou, 1985) avoids
such damage by inducing a positive chirp that stretches the femtosecond pulses in time
before amplification, followed by compressing the amplified pulses back to the initial
short pulse. For instance, a 100-fs laser pulse with energy of 1 nJ can be stretched to
100 ps through a grating stretcher with large positive group-velocity dispersion, before
being amplified to typically 1 mJ in a regenerative amplifier consisting of an optical
cavity with an optical relay to regulate the number of passes through the amplifying
medium. The amplified pulse is eventually compressed back to the initial 100 fs (1 mJ)
in a grating compressor with matching negative group-velocity dispersion. Applications
of CPA to femtosecond lasers have enabled the construction of multi-terawatt photon
sources.

Basic principles of laser operation

Light amplification

The basic laser structure consists of an active optical gain medium that amplifies elec-
tromagnetic waves, a pumping source that pumps energy into the active medium, and
an optical resonator that is composed of two highly reflective mirrors. The pump source
could be a flash lamp, a gas discharge, or an electrical current source. Using radiative
transition between atomic energy levels as an example, under thermodynamic equilib-
rium at temperature 7, the population number density N;, i.e., the number of atoms
per unit volume at the ith energy level (Demtroder, 1996) is, according to Boltzmann
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statistics,

E;

all

N, = N8 T, 2.1
V4
The statistical weights g; satisfy
and
N=>"N.

The pumping action boosts the population N(E}) corresponding to the kth energy level
to exceed the population N(E;) at the energy level E;, thereby achieving inversion:

Ny = N(E) > N(E;) = N;. 2.2)

The transition from higher to lower energy level E;, — E; is accompanied by the release
of a photon of frequency v:

Ex—E; 2.3)
; = .
The corresponding absorption coefficient is
y() = [N,- - @)Nk}ac(v), (2.4)

where o.(v) is the cross section for the radiative transition. The axial intensity depen-
dence in the active medium is

I(v,2) = I(v,0)e 7=, (2.5)

If Ni > (gx/gi)N;, the absorption coefficient becomes negative, implying amplification
rather than attenuation. The intensity after a round-trip between the resonator mirrors
that are spaced at the distance L,, would be

I(v,2Lcy) = 1(v, O)GXP(—ZV(V)Lcav — Vioss)s (2.6)

where the factor yjoss lumps together the losses induced by the partial reflectivity of the
mirrors, attenuation by impurities and contamination in the active medium, diffraction
and scattering of the propagating laser beam, etc.

For amplification, —2y (V) Ly — Vioss > 0. Considering (2.4), a population threshold
for lasing is defined by

AN = N & Ny > ANy, = — T

—_— 2.7
8k 2O}:(V)Lcav ( )

Circular Gaussian beams in a homogeneous medium

The spatial profile of a laser beam at the laser exit aperture is determined by the
geometry of the laser cavity. When the cross section of the cavity is symmetrical, as
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in the case of cylindrically or rectangular shaped cavities, the spatial profiles become
simple. Transverse electromagnetic modes are characterized by TEM,,,,,, where m and
n indicate the number of modes in two orthogonal directions. The mode of highest
symmetry is the TEMgy mode. It can be shown (Yariv, 1971, 1989) that the electric field
intensity for a TEMy Gaussian laser beam that is propagating in the z-direction and has
a circular profile is

w
E(x,y.7) = Eg—

exp{—i(sz—n(z))—rz[ 1 + il “ (2.8)

w(z) wX(z)  2Ru(2)
where r = \/x2 + y2, k,, = 27n/A, and
Z2
w’(z) = w(%(l + —2>, (2.9a)
R
ZZ
Ry,(2) = z(l - —1;), (2.9b)
F4
-1 Z
n(z) =tan" | — |, (2.9¢)
R
Twin
IR=———. (2.9d)

A
The parameter w(z) represents the distance at which the field amplitude drops by a factor
1/e compared with its value on the beam axis. At that location, the beam intensity drops
by a factor of 1/e2. The parameter wy is the minimum beam-spot size, located at the
plane z = 0. The analogy to radiation emitted from a point source located at the origin
of the coordinate system may be drawn. The complex electric field is

e ikuR 1

Eoxie— = exp(—ikw o+ z2). (2.10)
Far away from the point source and for z > /x? + y2, the above is approximated by
1 2 2 1 2 2
E o — exp( —ikwz — ik 2" ) =~ exp( —iknz — iky 2 ). 211
R 2z R

Comparison of (2.8) with (2.11) indicates that the parameter R in (2.8) may be viewed
as the radius of curvature of the wavefronts at z. The quantity zr signifies the distance
at which the diameter of the laser beam changes by a factor of +/2 and is called the
Rayleigh length. Furthermore, dR /dz|,—;, = 0, indicating that the absolute value of the
radius of curvature assumes an infinite value at z = 0, passes through a minimum at
Z = ZR, and then increases linearly with z for z = zg. It is noted that the wavelength A
and the minimum focal beam waist wy completely specify the shape of the propagating
laser beam.

The depth of focus is given by the following relation:

Twg [
daot = 5V Kot ~ L. (2.12)
On setting the acceptable focus to be within 2%, i.e. xgof = W(z = dgor)/wo = 1.02, the
depth of focus is estimated to be about 60 wm for wy = 10 wm and A = 1.064 pm. For
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large z, the hyperboloids x? + y*> = const x w?(z) are asymptotic to the cone of half-
apex angle fyeam = A/(mwyp). This angle indicates the beam half-divergence in radians.
At long distances, z >> zr, the beam size is therefore given by w(z) = z6peam-

Elliptic Gaussian beams in a homogeneous medium

The wave equation allows solutions in which the variation in the x and y directions is
given by

2 2
E exp(—x—z — y—2> 2.13)
w

X w y

with w, # w,. Specifically, the spatial beam-intensity profile will be given by

Wox Woy

V wr (2w, (2)

x2< L ) ] (L (2.14)
W@ 2Re) T \w@ T 2R,0) [

The elliptically shaped beam can be viewed as a composition of two independent circular
Gaussian beams in the x- and y-directions. The x-beam waist and radius of curvature

E(x,y,2) = Eo exp[ — i(kyz — 1(2))

are
Mz—z)\
wi(z) = wj, [1 + (—2> } (2.15a)
TWH N
rwin Y
Ry:(2) =(z—z0)| 1+ <¢) . (2.15b)
Mz — zx)
Analogous expressions apply for the y-beam. The phase delay is

1 Mz — zx 1 Mz — zy
n(z) = = tan”" <M> + - tan”™" (Z—ZZ}) : (2.16)

2 TWE N 2 Twg,n

Higher-order beams

If the condition of azimuthal symmetry is removed, the spatial distribution of the electric
field allows higher-order modes:

Ejm(x,y,2) = EO%H; («/EL) H, («/EL>

w(z) w(z)
4y k(47
w(z) 2R, (2)

X exp[— —ikyz +i(l +m + 1)17], (2.17)

where = tan~!(z/zg) and zg = nw(z)n /A. The functions H; and H,, are Hermite poly-
nomials of orders / and m.
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The phase-shift along the beam-propagation axis z is

9(2) = kwz — (I +m + Dtan™! (i) (2.18)
ZR

2.3.5 Optical resonators with spherical mirrors

Consider a circular Gaussian beam formed in a laser cavity with the spatial profile given
by Equation (2.9). Suppose that a resonator is formed by two reflectors, placed at the
locations z; and z,, so that their radii of curvature R,,; and R, are the same as those of
the wavefronts at the respective locations:

z Rot | 1 [ >
Ryi=21+ Z_’ 71 = +T + 5,/ R, — 4zx, (2.19a)
1
2
Z R, 1
Rp=n+=R 5= +72 2y Rl — 43k (2.19b)

22

If the mirrors are separated by the distance L.y, the Rayleigh length is determined by
2 Lcav(_Rwl - Lcav)(RwZ - Lcav)(Rw2 - Rwl - Lcav)

Z - 9
: (Ruz — Ryt = 2Lcay)?
1
A 2
wo = <ﬁ> . (2.20)
Tn
A symmetrical resonator is formed if R,, = —R,; = R,,. In this case, the Rayleigh
length is
2Ry, — Leay)Lecay
Zé = ﬂ' (2.21)
4
For a confocal resonator, R,, = L.,, and the beam waist is
1
AL 2
Wocont = ( C“) , (2.22)
2mn
and the beam size at the mirrors is
w12 = /2wl cont- (2.23)
2.3.6 Resonance frequencies of optical resonators

Consider a spherical resonator with mirrors at the locations z; and z, (Yariv, 1971). The
resonance condition for the (I, m) mode is

W1 m(22) — Yy m(z1) =ém, (2.24)

where £ is any integer, and the phase 9; ,,(z) is given by Equation (2.18). For a resonator
length L.,y = z» — 21, the above equation gives

ke Leay — (1 +m + l)|:tan_l (Z—2> — tan”! (Z—‘>] — £, (2.25)

ZR ZR
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and consequently, for a fixed (/, m) mode, the wavenumber and frequency separation
are

g

kwer1 — kye = 7 (2.26a)
&

Veyl — Vg = L . (226b)

For a fixed &, higher-order modes will resonate as

kwi Loy — (L +m + 1) [tan—l (Z—z) ~ tan”! (ﬁ)} — €, (2.27a)
ZR IR

kwsLeay — (L +m + 1) [tanl (Z—z) ~ tan”! (ﬂ)} — £, (2.27b)

2R <R
The wavenumber spacing is

1

[+m+1);—U+m+ 1)2]|:tan_1 <Z—2) —tan~! (Z—l)}
Lcav ZR ZR
(2.28)

kwl - kw2 =

The corresponding frequency separation, Av|;4,,, caused by the change A(/ + m) is

Cc _ 22 _1( %1
A =—|tan ' =) —t — . 2.29
V|l+m ZﬂLcavn [ an <ZR> an <ZR>] ( )

For the confocal resonator, z, = —z; = zg and

Z z b4
tan1<—2> — tan1<—1> = —.
7R <R 4
Hence, the frequency spacing becomes

C
2nLcay .

1
Av|, = EA(I +m) (2.30)
The frequencies generated by the mode-order change either coincide with the resonance
frequencies or fall half-way between them (Figure 2.2).

Spectral characteristics of laser emission

The design of the laser resonator can be optimized to allow amplification of only the
fundamental TEMgy mode, since the higher-order modes suffer severe scattering losses
due to high divergence. The spectral content of the laser emission depends on the
spectral width of the absorption line of the active medium. As shown in Figure 2.3,
only frequencies exceeding the population threshold and contained within the frequency
span (Vg — Vi, Vo + dvy) Will be amplified. It is also apparent that these surviving
frequencies will experience a different amplification gain as they are removed from the
central resonance frequency. For a gas laser, the typical Doppler broadening width is
O(MHz), limiting the number of lasing frequencies. In contrast, for solid-state or liquid
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I+ mconstant & E+1 E+2
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Figure 2.2. Location of the resonance frequencies in a confocal resonator as a function of the
longitudinal mode & and the beam-profile modes m and n.

y (v)

= Cii2nL)

threshold

Vo~ OVihr Vo vo + Ovipr

Figure 2.3. Surviving frequencies within the frequency span of a resonator.

(dye) lasers, the line width is larger, O(GHz), thus allowing more longitudinal modal
frequencies.

Emission of a single longitudinal mode can be forced by reducing the length of the
resonator, so that ¢/(2nL.,y) > dvy,,. However, this method might not be practical, since
the laser output intensity scales with the volume and length of the active medium. Selec-
tion of a single mode could then be done externally by a spectrometer or interferometer,
but preferably internally by inserting a spectral selective device such as a filter, an etalon,
a Michelson-type interferometer, or a grating into the laser cavity.
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Figure 2.4. A schematic diagram of a Q-switching process.

@-Switching

Short pulses can be produced by the Q-switching method schematically outlined in
Figure 2.4. The pump pulse builds, on a rather slow time scale, a transient population
density N(t), but no amplification can happen because the losses and hence the population
threshold are kept high (low quality factor, Q). At the time 7y, the losses are drastically
reduced, the quality factor Q is switched to a high value, and the energy built into the
high value of N(%) is released to produce the so-called “giant” pulse.

The switching device may be an electro-optical (E-O) Q-switch based on the bire-
frigence effect of an electro-optical element that is characterized by different refractive
indices for light polarized in two orthogonal directions. Electro-optical Q-switches used
in practice employ either the Pockels-cell effect (longitudinal or transverse) or the Kerr
effect. In longitudinal E-O Q-switches, the electric voltage is applied parallel to the cell.
When the voltage is “off,” the crystal is uni-axial, but, when the voltage is turned “on,”
the crystal becomes bi-axial, producing birefringence. The most frequently used crystals
are KDP (0.4-0.8 wm), KD*P (0.25-1.2 pm), CDP, LiNbO3 (1-4 wm), CdTe (2—4 m),
and GaAs (2—4 pm) with rise times of ~1 ns. A drawback is that the operating voltage
has to be in the kilovolt range, adding bulk to the device.

Acoustic waves propagating through elasto-optical solids modify the refractive index
of the material. Consequently, a standing acoustic-wave pattern generated by a tempo-
rally modulated RF voltage source creates an optical grating that diffracts the laser beam
away from the original direction of propagation. Common materials for the acousto-
optical (A-O) Q-switches are quartz in the visible and near-IR ranges, and Te and GaAs
in the IR range. Typical rise times are about 100 ns per millimeter thickness.

Mechanical Q-switches are formed by rotating, translating, or oscillating an optical
element to interrupt the beam path. For example, loss of parallelism by only part of a
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milliradian inhibits lasing. Since the motion is mechanical, the switching action cannot
be very fast, and the minimum rise time is tens of microseconds.

Saturable absorbers that normally absorb at the laser wavelength generate passive Q-
switching. As the electromagnetic (EM) intensity increases, the absorption coefficient
decreases due to depletion of ground-state molecules, and the material becomes trans-
parent or bleached. Passive Q-switches in the visible and near-IR spectral ranges are
usually based on organic-dye solutions, pigmented plastics, or colored glasses. Passive
Q-switches in the far-IR are based on gas saturation absorbers.

Mode-locking

As outlined previously, laser oscillations take place at a number of frequencies, separated
by

e

Lcav

Weg4] — Wg = = w. (231)
At any point inside the laser cavity, the electric field resulting from the multimode
oscillation is

E(t) =) E,eletrortil, (2.32)

It is therefore inferred that E(¢) is periodic with period

2 2L cav
TP = — =
1) c
i.e. the round-trip time in the oscillator. While the different modes generally oscillate
randomly, useful results are achieved if the phases ¥, are fixed, say ¥, = 0. For simplicity,
it is assumed that there exist Nyoq Oscillating modes having equal amplitudes. The

corresponding electric field is

Nmod+!
LI - sin(Nmpoawt /2)
Et)=E fentnoll = poelev — =, 2.33
= Eo NZ;I ¢ T T in(wr/2) (233)
_ mc;
The laser intensity is
$in?(Nmoat /2)
IOy~ EQE*(t) ~ —————— 2.34
() (DE™(2) Sin2(wt2) (2.34)

The above expression represents a train of pulses with period 7, and peak power Npod
times the average power distributed over all the locked modes (Figure 2.5). If the
spectral width of the laser line above threshold is Awy,, the number of the locked modes
iS Nigck ~ Awy/w. The individual pulse width is then

I, _ 2n/o 2 1
Nlock A('()thr/(") A(I()thr AVthr )

Tpulse =
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Figure 2.5. Plots of optical field amplitude resulting from phase locking of 5 and 15 laser modes.

For Nd: YAG lasers, the line frequency at A = 1064 nm is Avg, = 1.2 x 100 s71,
yielding a pulse length of 7,5 ~ 80 ps. Gas lasers may have a lower line frequency
width above the lasing threshold, in the range of megahertz, and can therefore produce
mode-locked lengths only in the nanosecond range, whereas dye lasers can in principle
produce mode-locked pulses as short as femtoseconds. Active mode-locking by an A-O
or E-O device entails periodic modulation of the EM field at a frequency equal to the
intermodal frequency w.

Definition of laser intensity and fluence variables

Gaussian beams

Fundamental TEM operation implies that the instantaneous distribution of laser inten-
sity across the beam is Gaussian:

2r2
I(r, 1) = ka(t)exp<—ﬁ), (2.35)

where w is the radius of the point where the intensity drops by a factor of 1/e* with
respect to the peak intensity /p at ¥ = 0 and r is the radial coordinate. Frequently,
the radius at which the laser-beam intensity drops by a factor of 1/e is specified as

Wie = w/V2.
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Continuous-wave laser beams

Continuous-wave (CW) laser beams are those for which the laser intensity is constant
with time, I(t) = I except for transient fluctuations and the long-term drift:

2r?
I(r,1) = Ikexp( —— ). (2.36)
w
The total laser power is defined by

+00 2
pP= f 10 2rr dr = % " (2.37)
0

Pulsed laser beams

The dimensionless temporal pulse profile is characterized by

Lo (2)
2 , 1 < Ipulses
p(t) = ka;max (2.38)
0, > tpu]se’

where Ij;max 18 the peak intensity at f = fj,x. It is common to characterize pulse lengths
with the FWHM pulse length, frwim. This is the temporal width of the pulse evaluated
at the intensity Irwam = Ipk;max /2.

The local transient laser fluence may be defined as follows:

Fy(r,t) = / I(r, ')t (2.39)

This quantity represents the energy per unit area incident at a specific location, until the
elapsed time t. The total energy carried by the laser pulse is given by

400 400
Epuise = / / I(r,t)2mr dr dt’. (2.40)
—00 0

The pulse fluence, F, is defined as the pulse energy divided by an area corresponding to
a circular disk of radius w:

E
- n”ij’. (2.41)
The intensity distribution I(r, t) is
2E t 2r?
1(r,1) = ﬂfjj‘f +oop( Lo <_L2)' (2.42)
f p(t)dt
—0Q
For a triangular temporal profile,
0, t <0,
t
b 0<t< Imax»
p(t) = { fmax (2.43)

tpulse —1
T, Imax <1 < tpulse'
tpulse — Imax
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Smooth pulses whose peak intensities lie at t = #;;,x can be fitted by

AN t
p(t) = (t ) exp|:/0temp<1 7 )j|, (2.44)

where piemp is a parameter characterizing the temporal profile. For a sinusoidally mod-
ulated CW laser beam

p(t) =1 — cos(®moat), (2.45)

where wneq 1s the modulation frequency.

If a Gaussian beam of circular cross section is focused by a cylindrical lens, or if the
beam is incident on the target at an oblique angle of incidence, the resulting profile is
elliptical. On the other hand, the output of excimer, nitrogen, TEA CO,, and solid-state
lasers may have a roughly flat-topped cross section. In general, the laser intensity profile
is non-Gaussian and the intensity is a function of the spatial coordinates (x, y) on the
irradiated target plane and time: I(x, y, f). The local transient laser fluence may be defined
in a manner analogous to Equation (2.36):

t
Fe(x,v,1) = / I(x,y,t)Hdt'. (2.46)
-0
If A is the area of the irradiated spot, the pulse fluence is defined simply as
F= E (2.47)
=7 .

The laser parameters regulating laser processing are the wavelength, A, the polarization,
and the intensity distribution I(x, y, ) on the target surface. The temporal and spatial
dependence of the intensity distribution depends on the mode structure and on the
external modulation through the beam-delivery system.

Optical components

Spherical lenses are most commonly used in ablation systems. If beam expansion along
one direction is needed, cylindrical lenses can be used. For example, the raw excimer-
laser beam usually is of rectangular-elliptical cross section, with an aspect ratio of ~3-5;
a cylindrical lens can be used for expanding the shorter dimension to give a square cross
section. The lens performance, with regard to the theoretical prediction, depends on lens
aberrations: spherical aberration, coma, astigmatism, field curvature, and distortion. To
reduce spherical aberration, apertures can be used to attenuate the beam rays diverging
from the optical axis. Alternatively, a condensing plano-convex lens can be used, with the
convex surface facing the incoming laser beam. Coma, which results from imaging light
rays from off-axis points as ring-like structures, can be eliminated by control over the
lens shape, as well as by utilizing apertures, again at the expense of some power loss. For
demanding applications, custom-made lenses providing the necessary corrections may
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be necessary. In any case, the choice of the materials for optical components depends
on the laser wavelength, energy level, and pulse-repetition rate.

Operation in the wavelength range from 350 to 1000 nm can be handled with quartz,
pyrex, or other glasses. In the UV range, from 190 to 350 nm, UV-grade fused silica
is adequate for relatively low repetition rates, but color formation and a significant
transmission loss have been observed under prolonged operation at high repetition
rates (Krajnovich et al., 1992). In this case, single-crystalline quartz, CaF,, or MgF,
lenses must be used. For the near-IR Nd: YAG, Nd: YLF, Nd: glass lasers and the like,
anti-reflection-coated quartz and glass lenses are normally adequate. However, these
materials are not transparent farther into the infrared. The crystalline alkali halides
NaCl and KCl, and various semiconductor materials, such as ZnSe, CdTe, GaAs, and
Ge, are highly transmitting in the far IR, in the 10-pwm spectral range of CO, laser
radiation. While transmission is a major concern, high thermal conductivity, hard-
ness, smoothness, and chemical resistance are also desirable when coatings need to be
applied. Thin-film antireflective (AR) coatings typically reduce the surface reflectance to
about 0.01.

The selection of mirrors must also be done carefully, to avoid damage by the incident
laser radiation. Multilayer dielectric coatings are designed to enhance the reflectiv-
ity to 0.99 for the particular wavelength and laser-beam incidence angle. It should
be cautioned that use of these mirrors at other wavelengths and incidence directions
might have adverse effects, since the reflectance is decreased. Beamsplitters are also
used to sample part of the beam for temporal profile measurement, to divert a por-
tion of the beam for pump—probe schemes, or to share the laser beam among separate
experiments.

For controlled ambient pressure and composition, but also to provide the appropriate
chemical-reaction environment, for example in pulsed-laser-deposition systems, exper-
iments are being conducted in vacuum chambers. The laser windows through which the
laser enters the deposition chamber have to be made from high-quality optical materials.
To avoid losses by scattering, the window surfaces must be optically smooth (1 /10 flat-
ness). Deposition of ablated particles onto the windows may lead to gradual transmission
loss and potentially to local damage.

Beam delivery

Gaussian beam focusing

Consider focusing of a laser beam by a thin lens of focal length, f (Figure 2.6). Let the
incoming beam’s half-divergence angle be 6;, and assume that the beam waist wy, is
formed at a distance z; from the lens, with x; = z; — f. The focused beam’s focal waist
wyy is formed at a distance z, ahead of the lens with x, = z, — f, and the half-divergence
angle is 6,. The thin-lens equation in Newtonian form is (O’Shea, 1985)

xixo=(z1— - == fi (2.48)
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Figure 2.6. Focusing of a circular Gaussian beam with a thin spherical lens.

where the term f; accounts for diffraction effects and is given by

fi = wizra. (2.49)
The focused beam’s parameters are
Wo2 = AfocWol, (2.50)
where
/1 (2.51)

COfoc = .
V@ = )+ 2x

The location of the focused beam’s waist, the Rayleigh range, and the half-beam diver-
gence are

2= [ +ag — ) (2.52)

ZR2 = O 2RI, (2.53)
wo2

0= ——. (2.54)
ZR2

Suppose that the incoming beam is collimated, i.e. z; > f. In this case,
~ f
Ofoc = —F—.
,/z% + zlzz1

Two limiting cases may be distinguished. When the incoming beam’s focal waist is
well within the Rayleigh range, z; < zr1,

(2.55)

o = 2. (2.562)
ZR1
we = f6, (2.56b)

2= f. (2.56¢)
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In the more common case, if the lens is positioned far outside the Rayleigh range,
21 > 2RI,

Ufoc = i? (2578.)
21
wey = 1200 (2.57b)
21
0
g, = <L (2.57¢)
f
= f (2.57d)
Recalling that
~ Wi wy
A ="7—=""""""1>
T Mrwe)
where wy is the incoming beam’s size at the lens, Equation (2.57b) yields
A 21
wp = L 2 2 (2.58)
Tw; T

where f# = f/(2w;) is the f-number of the focusing system.

In laser microprocessing systems where tight focusing is required, the beam diver-
gence is first reduced via collimating and expanding systems that may be either con-
verging or diverging. In principle, if a beam were perfectly collimated, i.e. 8, = 0, the
minimum beam radius wg, would have to be infinite. Hence, it makes sense to look
for either a minimum divergence or a maximum distance of the beam waist from the
lens element. In the first case, a minimum of 6, according to Equation (2.54) would
correspond to a maximum zg,, which occurs for z; = f. In the second case, according
to (2.52) z; is amaximum when z; = f + zgrj, implying that the beam is considered col-
limated when a positive focal-length element displaces the focal waist by one Rayleigh
range ahead of the focal point. Consequently,

Ofoc = |f| = |f| s (2.59a)
G- P4z VEm
f? f?
n=fHop - =f+5Gr)=f+—. (2.59b)

2212{1 ZZRI

Equation (2.59b) shows that good collimation can be obtained by utilizing a long
focal length accepting a tightly focused (and hence of small Rayleigh range) laser beam.
Focusing systems with f-numbers f* < 1 require special design and high-quality materi-
als. Thus, in practice, the achievable focal radius wy ~ A. When the beam divergence is
decreased and the spot size is decreased, the depth of focus is also decreased. This might
not be advantageous in ablation applications for which a relatively large focal depth is
required, such as in the processing of nonplanar specimens. Equation (2.48) shows that,
when wy ~ A, the depth of focus dgor becomes a fraction of X, requiring high-precision
positioning.



54

2.6.2

Lasers and optics

If laser processing is performed in an ambient gas environment, consideration must
be given to gas breakdown, the probability of which is increased by the presence of
dust particles and impurities that are first removed from the target. As discussed by
Von Allmen (1987), air-breakdown thresholds in the vicinity of absorbing targets are
of the order of 107 W/cm? for CO, lasers and 10° W/cm? for Nd lasers. Direct writing
is achieved by focusing the Gaussian laser beam at normal incidence onto the speci-
men. For preserving the optical alignment in patterning operations, it is customary to
translate the substrate using precision micropositioning stages. Another practical lim-
iting factor when using short-focal-length objectives is that ablation products may be
deposited at the lens surfaces. Another major problem in the processing of electronic
components is the redeposition of debris onto the target surface. To avoid debris accu-
mulation, nozzles are sometimes used to blow an inert gas such as nitrogen over the
surface.

Whereas direct ablation of the target by irradiation from the top is the usual ablation
mode, in the laser-induced-forward-transfer (LIFT) technique, a target film is transferred
to the receiving wafer (Kantor et al., 1995). The irradiated film is deposited onto a
transparent substrate, through which the laser beam is focused. The thickness of the
ablated film is of the order of 100 nm, and the gap between the receiving wafer and the
film is in the tens-of-micrometers range.

Beam shaping and homogenization

In several applications, it is necessary to produce uniform irradiation at the target surface
through homogenization. In the case of coherent laser beams that have Gaussian profiles,
this is accomplished by diffractive optics using gratings (Veldkamp, 1982), phase plates
(Possin et al., 1983), or holographic techniques. Diffractive optical elements may also be
used to obtain, for example, ring-shaped beams that are markedly free of depth-of-focus
restrictions. The shaping of beams resulting from unstable laser resonators that typically
have strong ring ripples is not straightforward. It is, however, possible to achieve shaping
of beams from stable solid-state laser resonator configurations to nearly flat-top profiles
via two-dimensional lens arrays.

The raw beam emerging from the excimer laser is incoherent and spatially nonuniform.
To avoid hot spots for quantitative experiments, it is necessary to provide means of
homogenizing. The simplest homogenizer (Figure 2.7) is a tunnel type, whose internal
surfaces are finely polished. The tunnel material of preference is aluminum, since it can
be polished easily, yielding a reflectance in the UV range of about 90%. The excimer-
laser beam is focused slightly outside the tunnel opening. Very tight focusing may lead
to air-plasma and/or tunnel-material damage at the entrance. The size of the opening is
determined by the desired laser fluence range and shape from the cross-sectional profile
of the laser beam. On the other hand, the length of the homogenizer is designed to
provide an adequate number of bounces and beam mixing at the tunnel exit. Use of
diffuser plates upstream of the homogenizer entrance may improve beam quality. If the
beam fluence needs to be characterized accurately, one may try to eliminate the falling
crests of the laser beam by placing an aperture after the exit of the homogenizer. The
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Figure 2.7. The top and middle parts show the schematics of a tunnel-type beam homogenizer and
a fly’s-eye homogenizer, respectively. For the excimer-laser beam profile, the bottom left shows a
homogenized-field (11 mm x 11 mm) image captured using a beam profiler, CCTV lens, and
fluorescence plate. The bottom right shows a YAG beam profile (7.5 mm x 7.5 mm) captured by
a CCD camera combined with a beam profiler.

beam homogenizer provides a simple and flexible means for improving the beam quality
at the expense of a power reduction that can reach 40% in the case of tight focusing and
multiple bounces on the tunnel walls.

Another alternative is to use a fly’s-eye-type beam homogenizer, as is often done in
mask-projection lithography. Shown in Figure 2.7 is a homogenizer consisting of two
arrays of cylindrical lenses that are parallel to each other. The spatially nonuniform
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incoming laser beam is first divided into many bundles, which form arrays of point
images when focused onto a plane. The laser light is further made to diverge by a
second array of cylindrical lenses and then refocused by a spherical lens. To keep
the power losses low, all optical elements may be coated by AR thin films, and the
fabrication finish of the various optical components has to be precise. For example, gaps
between the cylindrical lens elements of the homogenizer due to poor machining and
surface matching would lead to significant reduction of the available power. With careful
design, the fly’s-eye beam homogenizer allows the use of large optical elements that
facilitate the high-throughput processing of large specimen areas.

Projection machining

Projection machining is suitable for processing of large specimen areas, which makes
it suitable for industrial-scale applications. The overall design strategy for the excimer
micromachining tool (e.g. Zhang et al., 1996) is to use the excimer-laser beam to project
the mask image onto the wafer surface. There are two commonly used ways for masking
the laser beam: absorption and reflection. Because of the strong absorption of the UV
irradiation, metal masks tend to be thermally damaged by mechanisms such as sputtering,
melting, and/or thermal-mechanical deformation. Conventional chromium masks cannot
sustain higher excimer-laser fluences in micromachining processes. Dielectric masks,
made from thin films on transparent substrates are far more resistant than chromium
masks, and usually can sustain fluences up to 1 J/cm?. The dielectric thin film is designed
in such a way that the masked part reflects most of the laser energy at the specific
excimer-laser wavelength, so that the thermal damage induced on the mask is greatly
suppressed.

Rothschild and Ehlrich (1988) reviewed optical design considerations for excimer-
laser projection-lithography systems. In the case of imaging of equal lines and spacings
with incoherent light, the absolute cutoff linewidth is A /(4NA), where A is the wavelength
and NA is the numerical aperture in the image space. Typically, the achievable linewidth
is about three times the absolute cutoff linewidth. On increasing NA, the linewidth
decreases, but this is compromised by the decrease in field of depth. A measure of toler-
ance for the acceptable defocusing is the Rayleigh range, zg = A/[2(NA)?]. The resolu-
tion of excimer-laser projection micromachining is mainly limited by the chromatic aber-
ration of the optical system for projection. To overcome chromatic aberration, reflective
optics such as Schwarzschild microscope objectives have been employed in scanning
projection systems for finer patterning. Besides optical considerations, care must be
taken regarding the mechanical and thermal stability of the projection-micromachining
system.

Beam profile and power

Commercial beam analyzers are available that are based on charge-coupled-device
(CCD) cameras in the UV-visible range and pyroelectric matrix cameras in the IR
range, involving linear or two-dimensional arrays of photodiodes. These analyzers are



References 57

equipped with frame grabbers and image-processing systems to provide precise mea-
surements of the laser-beam profile for CW as well as pulsed lasers for laser-beam
diameters exceeding tens of micrometers. Such information may be important for eval-
uating the stability and performance of the laser system, and to ensure process quality,
for example in micromachining applications. The beam profile can be estimated by
chopping the laser beam using a mechanical chopper, or by mechanically scanning a
sharp knife edge (Suzaki and Tachibana, 1975), pinhole, or slit through the laser beam.
For focused laser beams with spot size in the micrometer range, the variation of the laser
power, Pq(x), measured by a single-element detector yields the laser-beam profile as a
function of the distance of the knife edge from the spot center:

+oo  pH400 24y2 P, 2
Py(x) = / / Ixe™ 2 dy = %erfe(ﬁ), (2.60)
X —0Q

w

where P is the laser-beam power. The beam radius, w, is obtained by fitting Pq(x).

The laser power can be measured by calibrated commercial power meters and Jouleme-
ters that accept beams extracted from the main ablation beam via beamsplitters. If abla-
tion is performed at low fluences, it is perhaps a better strategy to run the laser at higher
laser energies and then attenuate the beam. For polarized solid-state lasers, rotating-
polarizer beamsplitter cubes or liquid-crystal devices can do this. For excimer lasers,
one may try combinations of quartz beamsplitter plates. In the IR regime, laser pulses
can be modulated and their intensity amplitude adjusted by acousto-optical modulators.
The beam power for CW lasers and pulse profile can be monitored by reading the signal
deflected from beamsplitters or simply the energy scattered from optical components
to sufficiently fast detectors. For short-pulse lasers, several techniques based on phase
sensing have been presented.
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3.1.1

Thermal processes in
laser—materials interactions

Macroscopic transport

Because of their relative simplicity, classical continuum transport models are often used
effectively to describe laser interactions with materials where nonequilibrium processes
are not dominant. When the diffusion time scale of the system is much larger than the
relaxation time scale of relevant energy carriers, and when the characteristic length scale
of the system is much larger than the mean free path, local thermodynamic equilibrium
(LTE) can be established over space and time. In this case, macroscopic transport laws
are operative. The characteristic relaxation times for energy transfer typically are in
the picosecond regime. Fourier heat conduction is therefore sufficiently accurate for
modeling nanosecond or longer-duration pulsed-laser heating of materials.

Energy absorption

As detailed in Chapter 1, the energy coupling into the target material is determined by
the material’s optical properties, i.e. the complex refractive index n® = n — ik, which
depends on the incident laser wavelength and the material temperature. The absorption
depth in the material is dyps = 1/y = X /(4mk) while the volumetric energy intensity
absorbed by the material at a depth z from the surface is given by

Qun(x, y.2.0) =1 = RI(x, y, t)ye 1, 3.1
where R is the surface surface reflectivity, which for normal incidence is
R=n—1>+k/n+1)7*+k.

More generally, for a temperature-dependent absorption coefficient

Qav(x, y, 2, 1) = (1 = R(T)) I (x, y, t)V(T(Z))eXp[— /O y(T(z’))dz’}, (3.2

where T is the surface temperature. Steep thermal gradients into the material alter
the absorbed-energy profile by introducing nonlinear effects. It is noted that for rough
surfaces (RMS roughness >A/10), the absorption of the laser energy is complicated
because of surface light scattering. The light propagation in materials that are nonho-
mogeneous at the scale of the light wavelength is subject to volumetric scattering. In
fact, the absorption may be different from the expected contribution from the constituent
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components of the composite medium. It is also important to keep in mind that tabulated
optical properties of materials refer to carefully prepared surfaces, usually under vac-
uum conditions. Surface oxides affect the material absorptivity and the coupling of the
laser energy to the surface. The concept of the complex refractive index is inadequate
for describing the coupling of electromagnetic energy with ultra-small particles and
surface features in the case of absorbing films that are thinner than 1/y. Surface modes
such as the excitation of plasmons and electron scattering can be dominant in this case.
Finally, the simple heating picture presented does not address nonlinear issues, including
(i) thermal lensing and self-focusing in transparent media due to gradients of the real
part of the complex refractive index, and (ii) optical generation of free carriers in semi-
conductors and insulators that result in a steep increase in absorption with increasing
laser energy (Von Allmen, 1987).

Conductive heat transfer

For nanosecond or longer-duration laser pulses, the electrons and the lattice are at thermal
equilibrium, characterized by a common temperature, T. The transient temperature field
can then be calculated by solving the heat-conduction equation

oT
pCp(T)g =V - (K(T)VT) + Qub(x, y, 2, 1), (3.3)

where p, C,, K, and T represent density, specific heat for constant pressure, thermal
conductivity, and temperature, respectively. These properties in general are functions
of temperature, but, for a first estimate, constant thermal properties may be assumed
in order to derive approximate analytical solutions. For a laser beam incident on the
surface, z = 0, of a bulk substrate of thickness d and initial temperature Tj, the initial
condition for the heat-transfer problem is

T =0) =T, (3.4)

and the boundary conditions are

oT
Kool = Reonvu(T(x, ¥,0,1) = Tog) + emuosp (T(x, v, 0,)* = 7o), (3.50)
z=0
oT 4 4
—-K a_Z = hconv,L(T(-x» Yy, d7 t) - Too) + 8em,LGSB(T(xs Y, dv t) - Too) (35b)
z=d

In the above, Acony, and hcony,z are the coefficients for linear convective heat transfer
from the top and bottom surfaces of the sample, e, and e are the corresponding
emissivities, osp is the Stefan—Boltzmann constant, and T, is the ambient temperature.
The thermal-diffusion penetration depth into the material is given by dy = /Qfpulses
where « is the thermal diffusivity, « = K /(pC)p), and t,u. is the pulse duration. For
din < d (and dyps < d) the target material can be considered semi-infinite.
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If daps/din < 1, the absorption of laser radiation is essentially a skin surface phe-
nomenon, which is a valid approximation for metals irradiated by laser pulses of duration
longer than nanoseconds. Barring plasma effects, the efficiency of energy coupling with
the material is in this case to a considerable degree determined by the surface reflectiv-
ity. For metals, the surface reflectivity is high in the IR range, typically over 0.90 for
>5 wm, but it may be lower in the near-IR and visible ranges (e.g. Palik, 1985). Upon
melting, the absorptivity is enhanced in a step-wise manner (Miller, 1969). If the absorp-
tion coefficient is weak and dyps/di, > 1, radiation penetrates deeper into the material,
giving rise to shallower thermal gradients and a more uniform temperature field. A more
serious assumption is that of a constant absorption coefficient and surface reflectivity
during the laser pulse.

Scanning a beam over a semi-infinite substrate

Consider a beam of elliptic Gaussian beam cross section with half-spans w, and w,
scanning over a semi-infinite substrate with a velocity U, that may be time-varying,
ie. U =U(t), but is here considered constant. For negligible thermal emission and
convective heat-transfer losses from the material surface, the heat-transfer field induced
by a two-dimensional laser intensity distribution is described by the following system
of equations:

T 2T  9*T 9T (X, y,2,t
. ( >+Qb( y )_ (3.6)

— = | — + —_ —_—
ot ox2  9y? 972 pC)

The volumetric absorption is

x—Ur\’ y 2
Qub(x,y, 2, 1) = (1 = R)ylpexp —( ) —<—> - Yzl (3.7

Wy

The initial condition is

T(x,y,z,0)=0. (3.8)
The boundary conditions are
oT
— =0, (3.9a)
3Z z=0
Tyy.200 = 0. (3.9b)

The auxiliary problem defining the respective Green function is

G 2G  9*°G  9*G SGF—Ft —1)
—=al—+ S+t |+t—— (3.10a)
at ax ay 0z pC,
G, t|r', 1) = 0, t<t, (3.10b)
3G
il — 0, r=1, (3.10c)
8Z z=0

G0 — 0, t>t. (3.10d)
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The Green-function solution is

1

Gix,y,z,t|x',y., 7, t <t = ——m—
(e, y, 28X,y ) St — 17"

_ a2+ =y)2 =) _ a2 =y)P e+
X |e dali—1") +e da(t—1") s (311)
and the temperature distribution is
1 t +00 +00 +00
T(x,y,z,t) = / / / OQu(x', ¥y, 2/, 1)
pcp t'=0 Jx'=—o0 Jy'=—00 J /=0
x G(x,y,z,t|lx',y, 7, t)dx' dy' d7’ dr'. (3.12)

The solution is given in integral form with respect to time:

” " (1 — R)hyyw,w, /f dr’
-x7 y9 Za =
PCp 0 w2 + 4ot = )][w? + ot — 1]
2.2 2w2
405)(Ct Lix t') —Ulx+ UN? 40:2; —y t')
X eXp| — 2 — 2 —
ws +4a(t —t/) wy+4ot(t t')
+yla —1)

X I:e”Z erfc(y at —t') — T (i t’))
ot —

+ ez erfc(y a(t —t)+ (3.13)

vee=l

If the sample thickness d is comparable to the thermal penetration depth, the respective
boundary conditions on the top and bottom surfaces are

oT
—| =0, (3.14a)
9z z=0

T(x,y,d)=0. (3.14b)

The corresponding Green function is

Gx,y,z,t|x', ¥y, 7, )y = Gx(x, t|x", t) - Gy(y, t]y', 1)) - Gz(z,t|Z', ), (3.15)
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where
Gx(x, 113, ) ! - (3.162)
X, tx', 1) = ——¢ W1, .16a
X JAra(t —t)
Gy, 1]y 1) = ———e e, (3.16b)

JaArat —t)

2 > 2 /72 Z Z/
N —¢nat—t")/d ~ >
Gz(z,tlZ' 1) = 7 E e cos({md>cos<§md>, (3.16¢)

m=1

where the eigenvalues are ¢, = w(m — %).
Some simple solutions are given in the following discussions.

3.2.2 One-dimensional heat conduction

For a spatially uniform laser-beam distribution, /(x, y, t) = I(¢), if the radius or char-
acteristic dimension of the laser beam is much larger than d,s and dy,, the temperature
profile in the material is one-dimensional.

(1) For dans/dm < 1, negligible heat losses from the surface, and assuming a laser
source incident on an infinite target, the one-dimensional solution to Equation
(3.1) yields a surface temperature 7g,(¢) as follows:

(1—-R)Ja/m /’ I(t)dr
K 0o N1
(i) For a surface source and triangular temporal laser pulse profile that would, for
example, be fitted to an excimer-laser pulse,

Tult) = 2 ;/ TR - R)[t” - (1 + ’m$><; - tmaxf/z},

tpulse — Imax

To(t) = (3.17)

Imax < I < Ipulse, (3.18)

where F is the pulse fluence and #,,x is the time instant of the peak temporal
intensity.
The peak surface temperature T, pk Occurs at a time 5 = tlfulse /Rtpuise — tmax)

and is given by
8F(1—R) | a/n
Tawpk = . 3.19
Pk 3K 2tpulse — Imax ( )

(iii) For a beam of constant intensity impinging on a slab of thickness d with skin
absorption and insulated surfaces:

(1 =Rut (1 =Rud |37 =d® 2 (=1
_pz—
=1

T(z,t) =

n2

pC,d K 6d2

n
an’m?t? niwz
X €Xp —T Ccos 7 . (320)
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(iv) For a pulse with temporal shape /() = Bt"/? wherem = —1,0,1,2,...incident
on a medium of thickness d:

2+ (1 — R)BI"2JatT(m /2 + 1)

3 2n+1d — n+1
x50 [t et (TS ) it are (EEEE) |
n=0 V4ot Jaat

(3.21)

where erfc is the complementary error function, while the I" function is defined
as

[o¢]
Nw=f £V exp(—€)ds,
0
and the repeated integrals of the error function are
oo
etew) = [ et m=0.1.2....

(v) Considering the laser-beam attenuation in a semi-infinite medium subjected to
constant laser intensity, the temperature distribution is

231 R)1p

(=R _,.

Z
T(z,1) = 2\/&)— VK

k —Ja 1erfc<

(1 - R)ka 2 _ < _ Z )
—2 X exp(y“at — yzerfc| yv/at —2W

(1 — R) I

—2 X exp(yat + yz)erfc <y\/ t+ 2«/_> (3.22)

Accordingly, the surface temperature is

Tow(t) = w {\/g - i[l _ eyl erfc(y\/a)]}. (3.23)

(vi) For a beam of constant intensity incident on a slab of thickness d with finite
absorption coefficient

1— R, % 1-R)I :
T(z, 1) = (= Rl Z UnA,,—}—M(L)
2yapC oC, o

P p=—o0

R)Ie7*
x Z 0,8, — L= Be ™ (3.24)

n=—00
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(vii)

(viii)

where o, = (—1)",

—nd
A, = exply?ar £ y(z — 2nd)] [erfc <y«/at 4+ )

Vot
z —2nd d
—erfc| yvat £ ——— + —)},
(V Viar | At

) IZ—anl) ) |:|z—(2n:l:1)d|:|
B, =2ierfc| —— | — exp(—yd)ierfc| ————— |.
< VAot Py VAot

In the case of a large absorption depth compared with the thermal penetration
depth, 1/y > . /atyuse, the above equation yields the peak surface temperature at
the end of the laser pulse:

yF(1 —R)

(3.25)
pCp

Tsu,pk =

It is noted that the peak surface temperature in this case is in direct proportionality
to the laser pulse energy and does not depend on the pulse duration.

Consider surface skin-depth absorption in a layer of thickness d, with ther-
mal conductivity and diffusivity K; and o, respectively, on a semi-infinite
medium of thermal conductivity and diffusivity K, and «,. The temperature in the
layer is

(1 — R S |z — 2nd| . z
Ti(z, 1) = —— %= Jday1 |: Z gl 1erfc(—> +21erfc<\/m>:|,

K, e VAot
(3.26)
where
S— Kla/Ol — K24/C¥1
K]A/Olz—f-KzA/O[l.
The temperature in the substrate is
2T, X
T, t) = "1(z"), 3.27
22, 1) AH;s 1) (3.27)

where 7/ =z —d,

T — 2(1—R)1pk at A= K o
Lo VK, ’ KV

7 (2n + d .
* = , I = /mierfc(x).
dant 4ot 1®) terfe(x)

Z
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3.2.2 Beams of circular cross section

In the case of radial symmetry it is more convenient to set the problem in cylindrical
coordinates (r, z). The energy equation for constant properties is

19T 0T 19T  9*T  Qu(nz, 2

- — 3.28
a ot ar? + roar 072 K ( )
The energy-absorption term is
2
Qu(r,z, 1) = (1 — R)y Ik exp <_W - VZ>- (3.29)

Consider the beam incident on a semi-infinite medium whose surface experiences
negligible losses. The respective initial and boundary conditions are

T(r,z,0) =0, (3.30a)
oT
— =0, (3.30b)
9z z=0
T(r,z — oc0) — 0. (3.30c)

The solution is written as

1 t + +00
T(r’z’t) = _/ / Qab(r/’ Z,7t/)G(r7 Z’tlr/5 Z/vt/)ZTfr,dr,dZ/ dt/'
pCp Jr=o Jr =0

(3.31)
The Green function is
Gz, tlr',Z, )= Gr(r, t|lr', 1) - Gz(z,t|Z, 1), 3.32)
where
Gr(r, tlr',t) v =
rtr',t) = ex
R dwat —1) P T et — 1)
AAR P (3.33a)
X ex — . a
P 20t — 1) || 22 — 1) |
1 (z—2) (z+7)?
Gz(z, 7, 1) = —m—— - - . 3.33b
2112, 1) JAra(t —t) {GXP[ 4ot — t’)j| + eXp[ 4a(t —t') ( )

In the above, I is the modified Bessel function of the first kind and zeroth order.
Consider a beam of power P over a disk of radius w, incident on a semi-infinite
substrate. The intensity is uniform over the irradiated area, 1(t) = P(t)/(rw?), and the
laser energy is absorbed over a skin depth.
(i) Apulseofenergy Epue is instantaneously released on the surface, i.e. I(t) = I, 0(¢),
where §(¢) is the Kronecker delta function:
(1 - R)Epulse
2pC,mw(ma’e3)!/?

w 2 72 2
x / exp( - T2, A W (3.34)
0 4at Qat

T(r,z,t) =
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(i) A pulse of arbitrary temporal distribution /(¢) is incident on the surface:

. 1(t) 24?42
(rnz,n= 471,0C a3/2/ / t—ryr exp(—m>

rr’
o ——)rardr. 3.35
0<2a(t—t’)>r ] (3.35)

3.2.3 Gaussian laser beams

A variety of analytical expressions for the temperature rise induced by laser beams
of Gaussian intensity cross-sectional profiles incident on semi-infinite substrates, finite
slabs, and thin films, are given in Bauerle (1996) and Prokhorov et al. (1990). For
negligible heat-transfer losses the following expressions are derived on the basis of the
1/e intensity radius, w = wye.

(i) For surface absorption by an arbitrary temporal distribution of peak intensity I,k ()

(=R [ Lo ()
T(r,z,t) = pC,,(JTOl)l/z /(; (t — t)'V2[da(t — 1) + w?]
Zz }"2
X exp(— =) et =) F w2>dr ) (3.36)

(i) An approximate expression for the rise in surface temperature at the origin (r =0
z = 0) induced by a rectangular laser pulse is

L (1 = Ryyw? /’ 1 2

T(0,0,1) = = fo(yvat’ thdr'.  (3.37

(0,0, 1) »C, T dar erfe(y var')exp(y?ar')dr’.  (3.37)

(iii) The following expression can be derived for the temperature induced by a laser
beam of time-varying peak intensity I, (¢) and for volumetric absorption:

2

_ Jai 22 T
2(1 R)V/ MeXp<y I w2+4uz>
K 13

w2 + 4“'2

X {exp(—yz)[l - erf(yu - i)}

+ exp(yz)|:1 —erf <yu + i)“ Lo (u)dpe, (3.38)

T(r,z,t) =

=0

where the variable u is defined as u© = J/a(t — t').

If a laser beam of Gaussian cross section is considered, the heat flow is essentially
perpendicular to the target surface direction if the beam radius is much greater than the
thermal penetration depth, i.e. w >> ,/@fpuis. In the other extreme case, if w < /0fpuise
the laser heat source may be considered a point source and the isotherms concentric
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hemispherical surfaces:

(1 - Rw? [ I(t) 2

-

T, 0,1) = T N\

00 pCpy/ma Jo (t —1')P[4a(t —1') + w?] exP( 4a(t—t’)+w2)
(3.39)

More-complicated expressions for the linear heat conduction, accounting for the absorp-
tion of laser energy in the material, can be derived using Green-function methods (Ozisik,
1993). For the purpose of a quick estimate, it is useful to recall simple relations for the
temperature rise of the target, such as

T ~ (l - R)Epulse

(3.40)
0CpVhaz

where Epq is the laser pulse energy and Vigaz is an estimate of the heat-affected material
volume:

2
TW”/Alpulse, w > /Ulpulses

Vigaz = 1 4 (341
§7T(atpulse)3/27 w KL /Upylse-
Beam motion—quasi-static thermal field
Equation (3.6) is written as
?T  *T  3°T LV, 2, t 10T
or o1 9T | Quwlxy.z0) 19T (3.42)
0x2 9y 072 K a Ot

Consider now scanning of the laser beam with a constant velocity U along the positive x-
axis. A new &-coordinate is introduced so that the coordinate system (&, y, z) is anchored
to the laser beam:

£=x—UL (3.43)

The heat-conduction equation (3.42) is transformed to the new set of coordinates:

*T  3*T 3T LY, 2, t 1/9T T
¥r 9T Mz_( U ) (3.44)

% T Tz K o\ Y

In an alternative point of view, the solid appears as moving at a velocity U and in the
negative &-direction toward an observer situated at the origin of the coordinate system
(&, v, z). The negative sign in front of the velocity term in Equation (3.44) is due to this
apparent motion.

If the solid target is long enough in the x-direction compared with the thermal pen-
etration depth, the temperature field becomes stationary with respect to the coordinate
system (£, y, z). In other words, the temperature field appears to be independent of
time for an observer stationed at the origin of the (€, y, z) coordinate system. For this
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quasi-static temperature field, the transient term 07 /9t vanishes:
0°T a °T  3°T  Quw(, v,2.1) _uor
9E2 T 9y | 92 K o« 3

Equation (3.29) can be transformed to a more convenient form by introducing a new

dependent variable T'(§, y, z) = O(§, y, e %

20 9’0 3?0 U\ v,z f)ew
n n (YY) ey Loy 20
982 9y?  9z? 2a K

(3.45)

=0. (3.46)

Assuming a point source of continuous power P} scanning over a semi-infinite medium,
the above equation yields the following elementary solution:

T(V’E):(I—R)P,ex< Ur Ug>’

where r = /€2 + y2 + 72

Quasi-static solution for an elliptic beam profile
Consider a beam of elliptic Gaussian intensity distribution scanning with constant veloc-
ity U over a semi-infinite target. The absorption of laser light is considered a skin-depth
event. The beam intensity profile is

2
1(§,y)= pkeXp{ (f +r2>}. (3.48)

Following the derivation by Moody and Hendel (1982), the characteristic radius » and
eccentricity § are defined as follows:

3.47
2nKr ( )

r=/r«ry, B=ry/ry.

The quasi-static temperature distribution (fixed with respect to the (&, y) coordinate
system) is described by

°T  3*T 9°T U dT

—t—+t—-————==0, 3.49
0er T T2 T a e (3.492)
oT
-K —| =U0-RIE.y), (3.49b)
9z z=0
T(Ev Y,z — :I:OO) =0. (349C)
The solution to the above system is given by
R)kar
TE,y 2= ¢( ydx, (3.50)
where
(5/ + U/XZ)Z y/2 Z/Z
S T A
X X . (3.51)

o(x) =

VOE+1/B(X% + B)
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In the above the parameters are defined as follows:

U
; =2 =t u=2L (3.52)
r r

Scanning beam over a substrate of finite thickness
Consider a Gaussian beam of elliptic cross section. The beam is scanned over a slab
that is extensive in the x- and y-directions but of finite thickness d in the z-direction.
Losses represented by a linearized heat-transfer coefficient, sy ,, are allowed from
the top surface, while the bottom surface at z = d is kept at the ambient temperature,
which is taken to be zero for convenience. The initial condition and boundary conditions
complementing the field equation (3.28) are

TE,y 2,0 =0, (3.53)
K a_T = heonv.u T (€, Y, 0,1), (3.54a)

0z z=0
TE,y,d)=0, (3.54b)
TE,y > +o0) =0. (3.54¢)

The following transformation may be applied:

ve U2
TE v, 2,0) = WE, v, 2, t)exp(—z—j - 4—0:) (3.55)

The field equation and initial and boundary conditions on the transformed variable W
are written as follows:

ow W *w PW LV, 2,
oW _ L ) + Owwé,y, 2z )‘ (3.56)
ot 0& ay 0z pC,
The absorption term Qb w is
EV (> Y e U?
Quww@,y,z,0) = = R)yylyexp| —\ — | = | — ) —vze+ -+ —t|
Wy wy 200 4a
(3.57)
The initial condition is
W, y,z,00=0. (3.58)
The boundary conditions are
ow
K — = hconv,u.WW(sa Vs 0), (3.59a)
9z z=0
where hconv,u,W = hconv,u + KU/Qa),
W, y,d) =0, (3.59b)

Weystoo — O. (3.59¢)
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The temperature distribution is given by

W(X Y,z t) - _/ '/‘7 / Qab,W(E,7 y/v Zlﬂt,)

x G,y z,t|E, y ,z,t)dx dy dz'dr’. (3.60)

The Green-function solution is

1 =002 2 2
G, y, 2,1, Y, 2 1) = ————e” a2y e Gt/
oy 2ty 2 ) = e Z:
/
2+ B?)sin| ¢, —i sin ml—z;
) (&5 + B?)sin| & 1=~ ) fsin| & (1= =
{2+ B>+ B '
(3.62)
where the eigenvalues are given by the transcendental equation ¢, cot¢,, = —B and

B = hconv,u,Wd/K-

Melting

Interface boundary conditions

In pure-element materials, the transition to the melting phase normally occurs at a
specified temperature. The propagation of the solid/liquid interface is prescribed by
the energy balance, which may be thought of as a kinematic boundary condition. The
moving interface is assumed to be isothermal at the equilibrium melting temperature,
T, if no overheating or undercooling is assumed:

Ts(? € Sint) = Tl(? € Sinl) = T, (363)
a7 JdTq
S — Kl — - leUim;ns (364)
on FESint on FESint

where Ly is the latent heat for melting, d/dn indicates the derivative of the interface
along the normal direction vector 7 at any location of the interface, 7 € S;y, and pointing
into the liquid region, while Uiy, is the velocity of the interface along 7. The above
interfacial boundary conditions, together with the heat-conduction equations in the
solid and liquid regions, specify the “Stefan problem.” Analytical solutions are scarce
and limited to the one-dimensional phase change in materials with constant properties
that is driven by a surface temperature differential, the so-called “Neumann solution”
(Carslaw and Jaeger, 1959). Numerical solutions implementing the exact boundary
conditions are nontrivial in multiple dimensions, requiring front-fixing or front-tracking
techniques.



3.3.2

3.3 Melting 73

The enthalpy formulation

An alternative way of modeling phase change is the enthalpy method, which circumvents
the need for exact tracking of the transient interface motion. The enthalpy function is
used to account for phase change:

T

H(T) = / ps(T)C, (T)dT, T < Ty, (3.65)
Ty
T T

H(T) = / ps(T)C, ((T)AT +/ p(T)C, (T)dT + Lg, T > T,, (3.66)
Ty T

where the density p and specific heat C, vary differently with temperature in the solid
and liquid phases. For T = T;, the enthalpy function assumes values between Hy and
H,,

7"!“

Hy= [  p(T)C,(T)dT, (3.67a)
To
T

H = / p(T)C,p(T)AT + Ly. (3.67b)
To

The enthalpy value H = H is assigned to solid material at the melting temperature,
while H = H corresponds to pure liquid at the same temperature. Thus, there exists a
region in which the melting is partial, which is defined by

H, < H < Hy; T =T,. (3.68)

Each point within this region can be assigned a solid fraction f,ns and a liquid fraction
foh,1, for which

Sons + fpn1 =1 (3.69)
The enthalpy function during melting at 7 = T, is given by
H = H; + foniLq. (3.70)

Using the enthalpy as dependent variable, together with the temperature, Equation (3.3)
is written
oH
rrae V(K(TVT) + Qup(x, y, 2, 1). (3.71)
The above scheme can be readily implemented numerically utilizing either explicit
or implicit schemes in multi-dimensional domains (e.g. Grigoropoulos et al., 1993a).
Because of the relative simplicity of the numerical approach, enthalpy-based schemes
are usually preferred, unless a more accurate specification of the motion of the boundary
and the driving temperature field gradients is required, as for example in crystal growth.
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Approximations

The time for the inception of melting, f,,, can be calculated using expressions for the
temperature rise:

Tow(tm) = Tin. (3.72)

For a rectangular large-area pulse incident on a bulk surface absorber, the threshold
fluence, Fi, m, necessary for melting is given from Equation (3.17) assuming ¢ = fpyise:

1 T
Finm = m\/;K(Tm — To)y/Tpuise- (3.73)

Approximate expressions for the maximum melt depth, d| max, are given in Bauerle
(1996):

(a) for fluences close to Fiy m

t F — F
i & e Z T, (3.74)
s Eh,m

1 1
F — F 2 F —F 2
dl,max ~ /Olpulse |:1n<—lM1)] ~ \/Alpulse <—th,m> 5 (3.75)
Fth,m Fth,m
(c) and for F > Fy, m (but still below the vaporization threshold) energy balance gives

(1 - R)F — loss
pcp(Tm - TO) + le '

(b) for F > Finm

~

dl,max ~

(3.76)

where the losses via conduction, convection, and radiation are lumped together in

loss-

The sensible heat, pC, Ty, or more accurately fTTo‘" pC,T dT,is in general of compa-
rable order of magnitude to the latent heat. In the case of one-dimensional nanosecond
laser melting of metals, the temperature in the molten layer becomes uniform rather
rapidly, and most of the solidification process is driven by the thermal gradient across
the solid—liquid interface into the solid material.

Departures from equilibrium at the melt interface

The Stefan statement of the phase-change problem assumes that the interface dynamics
is governed by the heat flow rather than the phase-transition kinetics. This assumption is
true only for low melting speeds. According to the quasi-chemical formulation of crystal
growth from the melt (Jackson and Chalmers, 1956; Jackson, 1975), for a flat interface
the velocity of recrystallization (Ui (Tine) > 0), or melting (Uin(Tine) < 0), is

Qacl le AT
Uint(Tint) = C exp _kB_T 1 —_ eXp _kBT—T . (377)
int int4m
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where

le

kpThn

C:R&exp(— >; AT =Ty, — T

In the above, kg is Boltzmann’s constant, Tj, is the interface temperature, Q, is the
activation energy for viscous or diffusive motion in the liquid, and Rl(\’,[ is the rate of
melting at equilibrium. For moderate AT, Equation (3.77) is linearized:

Uint(Tint) = cine AT. (3.78)

In the above, cjy is the slope of the interface velocity response function near 7y,. On
the basis of the above arguments, the melt-front temperature is higher than T;,,, while
undercooling is observed in resolidification. To calculate the motion of the phase bound-
ary, it is necessary to solve the heat-conduction equation in the solid and liquid phases
and apply (3.64) and (3.78) as boundary conditions at the interface. The classical theory
implies symmetry for cj, in the melting and recrystallization processes. Evaluation of
the X-ray diffraction studies by Larson et al. (1982, 1986) has challenged this argu-
ment (Peercy et al., 1987) by showing that there is asymmetry in the interface response
function, yielding significant undercooling in the recrystallization process. However,
although departures from equilibrium are important for determining the recrystalliza-
tion process, they usually do not affect severely the overall energy balance and therefore
are of relatively minor consequence to ablation.

Ablative material removal

There are several ablative mechanisms by which material, either atomic or bulk, can
be released from the surface of the target. References to “thermal” or “photothermal”
ablation generally embrace a model in which laser light is converted to lattice vibra-
tional energy before bond breaking liberates atomic material from the bulk surface.
The thermal mechanism is distinct from a “photochemical” or “electronic” processes,
in which laser-induced electronic excitations lead directly to bond breaking before an
electronic to vibrational energy transfer has occurred. Both thermal and electronic sput-
tering mechanisms lead to the liberation of atomic-size material from the surface. This
is distinct from two other ablation mechanisms, identified in the literature as “hydrody-
namical” and “exfoliational,” which introduce bulk material into the ablation plume. The
hydrodynamical mechanism is ascribed to the liberation of micrometer-sized droplets,
following motion in the molten phase. Exfoliation refers to an erosive-like mechanism
by which material is removed from the surface in solid flakes. Separation of flakes from
the surface is thought to occur along energy-absorbing defects in the material. It should
be pointed out that these mechanisms are not necessarily distinguishable in a specific
laser-ablation system, in which more than one mechanism can occur, either simultane-
ously or in different phases of the ablation process, depending upon the range of the
laser parameters.
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At first sight, one can invoke the classical picture of thermal vaporization from a
heated surface through transition to the liquid phase to describe material removal from
metallic targets for moderate laser fluences on time scales that allow establishment of
LTE. That would be the case for nanosecond laser irradiation, since relaxation times in
metals are in the sub-picosecond regime. Experiments have shown that laser sputtering
of metals can occur at very low fluences, well below the perceived melting threshold.
Experiments on sputtering from the molten phase also unveiled evidence that cannot be
explained through the classical thermal-vaporization model. At higher laser fluences, the
nascent metal vapor is photo-ionized, leading to further heating of the plasma through a
cascade process as discussed for example by Dreyfus (1991). Even though laser ablation
is a complex phenomenon defying a unified treatment, it is worth recalling some relevant
thermal considerations.

Surface vaporization

Experimentally, it is usually easier to achieve vaporization than to control melting
without significant material loss to the vapor phase. For moderate laser intensities, the
laser-induced peak target surface temperature is below the thermodynamic critical point,
and a sharp interface separates the vapor from the liquid phase. Both the sensible heat and
the latent heat of melting are typically much smaller than the latent heat of vaporization,
implying that evaporation is dominant in the energy balance. For a surface absorber,
1/y < /atyuse, simple energy-balance considerations give the following estimate for
the material-removal depth, dqp:

(1 - R)(F - Fsh) — loss
IOCp(pr - TO) + le + le '

dap = (3.79)
where Fy, represents the fluence loss due to plasma shielding. This estimate is
more appropriate for short pulses, since conduction losses become more significant
for longer pulses. For laser energy intensities / < 108 W/cm?, energy absorption
by the evaporated particles is insignificant, so the vapor phase may be considered
transparent.

According to the thermal surface-vaporization picture, the material-removal rate is
limited by the surface temperature. Neglecting recondensation of vapor onto the surface,
the rate of evaporation from the liquid surface, j.,, can be described using kinetic
theory:

1 1
. ksTi \? Ly ksTy \?

=N - — UsN , 3.80
Jev l(zn_ma) eXP( kBTl> s V(ana) ( )

where N and N, are the numbers of atoms per unit volume for liquid and vapor, A, and
T, are the latent heat of vaporization and temperature of vapor, m, is the atomic mass,
and kg is the Boltzmann constant. The first term on the right represents the evaporation
rate from the liquid surface at temperature 7;. The second term represents a damping
of this evaporation rate due to the return of liquid molecules to the liquid surface. The
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Figure 3.1. Time histories of the surface temperature of a gold substrate subjected to
excimer-laser pulses of duration 26 ns and various fluences. The ambient pressure is Po, =

1 atm and the laser-spot radius is 1 mm. From Ho ez al. (1995), reprinted with permission from
the American Institute of Physics.

parameter ¥, called the sticking coefficient, represents the probability that a vapor atom
returning to the liquid surface is finally adsorbed on the liquid surface.
The total ablation depth, dy, due to surface evaporation is

00
b =f Jev(D)ma/p dt. (3.81)
0

If it is assumed that the thermodynamic path of the process rides the saturation curve,
calculated surface temperatures (Ho et al., 1995) may exceed the nominal atmospheric
boiling temperature, as shown in Figure 3.1. Often the concept of a surface temper-
ature fixed at the nominal atmospheric boiling temperature is adopted, leading to the
unfounded prediction of subsurface heating and explosive material removal. The pre-
viously outlined thermal model implies that the material removal from the melt is a
continuous process. However, as the liquid surface temperature increases, the ablation
rate also increases sharply. It is reasonable to assume that most of the material is removed
near the peak surface temperature and that an ablation threshold ascribed to substantial
removal rates (e.g. >1 A/pulse) can be defined.

For nanosecond laser pulses, the duration of melting is of the order of a few tens of
nanoseconds. Hydrodynamic motion due to the melt instability caused by the acceler-
ation of the molten phase following the volumetric expansion upon melting may thus
develop over hundreds of pulses (Kelly and Rothenberg, 1985; Bennett ef al., 1995).
In the case of thin metal films on poorly conducting substrates, the melt duration is
substantially longer, in the microsecond range, thus allowing sufficient time for the
development of fluid flow and the removal of metal film material hundreds of nanome-
ters thick, in sharp contrast to the expectations arising from the thermal-vaporization
model. Figure 3.2 shows the dependence of the average ablation depth on laser fluence
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Figure 3.2. The dependence of the ablation rate on laser fluence and argon background gas
pressure for excimer-laser ablation of a 0.5-pwm-thick gold film on a quartz microbalance. From
Zhang et al. (1997), reprinted with permission from Springer-Verlag.

and background pressure for a 0.5-pm-thick gold film deposited on a quartz crystal
microbalalance (QCM) (Benes, 1984) and ablated by low-energy excimer-laser pulses
at the wavelength A = 248 nm (Zhang et al., 1997).

Besides surface vaporization and material removal due to melt instabilities, boil-
ing could be thought of as providing another material-removal mechanism. For
ideally absorbing media that are free from impurities, voids, and structural microde-
fects, and for laser intensities I < 1 GB/cm?, with corresponding sub-micrometer
laser-radiation penetration depths, Rykalin ef al. (1988) argued that volumetric vapor-
ization could be significant only at temperatures exceeding tens of thousands of kelvins.
Such high temperatures exceed the critical point. Further thermodynamic considera-
tions showed that volumetric vaporization is important for large radiation-penetration
depths.

Knudsen-layer effects

Assuming a thermally activated process, vapor molecules escaping from the free surface

possess a half-Maxwellian velocity distribution:

2e1 + m(uf + u% + u?)
2kB Tsu

fsforw x exp|:—

], u, >0, —oo <uy, uy,<-+o00,

(3.82)

where the direction z is normal to the target surface, ey is the accessible internal energy,
and Ty, is the surface temperature. The average u, in the above equation is

2'kB Tsu

(uz) = . (3.83)
Tm
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Table 3.1. Flow-property ratios across the Knudsen layer for y,q = 5/3

M . TJT. PP To/T, — — KWK
K K/ Ps k/Ts x/ Ps B ok/ Ts oS RTTZ0)
0 1 1 | 1 1 0

0005 0927 0980 0908 1.007 0981 0.148

0.1 0861 0960  0.827 1017 0964 0.273

02 0748 0922  0.690 1051 0935 0.465

0.4 0576  0.851 0.490 1215  0.896 0.688

0.6 0457 0785 0358 1682 0879 0.786

08 0371 0725 0269 2947 0879 0.817

1.0 0308  0.669  0.206 6287  0.892 0.816

The evaporated molecules experience collisions that generate backward flow toward
the surface. As few as 2-3 collisions per emitted particle suffice to establish an equilib-
rium isotropic Maxwellian distribution at the edge of the so-called Knudsen layer (KL).
The resulting distribution is of the form

(3.84)

2kpTx

2er +m(u? + u? + (u, — ug)?
mep[_l (5 w5y + (e —ug)’) |

In the above, the subscript K indicates conditions at the edge of the KL. In addition, the
flow velocity ux is considered equal to the sonic velocity at the KL boundary,

ke Th
ug A | PERK (3.85)
m

and the temperature ratio Tk /Ty, is given by

T ad/2 a
T 2(n+4) 8(n + 4)?
The adiabatic exponent y 4 is the ratio of the specific heats:
C, n+5
=L2_-2_- 3.87
Vad Cv 1 +3 ( )

where 7 is the number of accessible internal degrees of freedom, with n = 0 for an atom,
2 for a rotating diatomic molecule, and 4 for a rotating and vibrating diatomic molecule.
The KL may be treated numerically by solving the distributions (3.84) and enforcing
conservation of mass, momentum, and energy. Assuming that all back-scattered particles
recondense on the surface, the following expressions were derived by Knight (1979):

2

T —1m\? —1
K 1+n<y“d @) _Sme— (3.884)
Yaa+1 2 Vad+ 12

PK Tsu 2 1) 2 m ] 1 Tsu 2
== = |(m®+ = )™ erfc(m) — — | + = —[1 — /7Tme™ erfc(m)],
Psu TK |:( 2 ﬁ 2 TK

(3.88b)



80 Thermal processes

Isotherm for T< T¢
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Figure 3.3. Spinodal lines and metastable regions on a P—v diagram. From Carey (1992),
reproduced with permission from Taylor & Francis.

According to Knight (1979), the KL analysis provides no information about the value
of m, which is defined through the Mach number, Mk, just outside the KL.:

oK 2 (3.89)
v Vad RTx " Yad .
Anisimov (1968), assumed sonic conditions at the outer edge of the KL. In contrast, the
analysis described above allows free specification of My, whose value can be determined
by the flow state away from the KL. In a more detailed analysis, Knight (1976) showed
that application of jump conditions should be restricted to Mg < 1. Table 3.1 gives
flow-property ratios across the KL for atomic material ejection. Also the pressure,
Px = pgRTx, and the stagnation temperature of the gas leaving the Knudsen layer,
Tok = [1 + (yaa — M3 /2] T, are given.
If the Knudsen—Hertz vaporization relation is assumed, the forward flow of vaporized

particles will be
k T@u
Jo = N[ (3.90)
a

where N is the particle number density at the vaporizing surface. By assuming atomic
material ejection and recognizing that the recess surface velocity is much lower than the
material-ejection velocity, it can be shown that 18% of all evaporating particles return to
the surface (j* ~ 0.18 ™), where recondensation is nearly certain to occur. Hence,
the net evaporation rate is lower than the equilibrium vaporization prediction:

My

ey A2 0.820 (3.91)
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Explosive phase-change

The criterion for mechanical stability of a pure substance is that the density increases
with pressure at constant temperature:

opP
(—) <0, (3.92)
a Jp

where P is pressure, v specific volume, and T temperature. A liquid that is superheated
above its equlibrium saturation temperature exists in a nonequilibrium condition referred
to as a metastable state.

Figure 3.3 depicts an isotherm traversing the vaporization dome as v is increased.
While the metastable liquid is not in equlibrium, it is mechanically stable, i.e. it Satisfies
Equation (3.99). The situation changes between points C and E, where (0 P/0v)r >
0, signifying a violation of the stability criterion. The locus of the spinodal-limit or
intrinsic-stability states across which the coefficient (d P/dv)r changes from negative
to positive is called the spinodal curve. Either the van der Waals or the Berthelot
equation of state may be assumed to hold under the nonequilibrium conditions of
interest:

(P +aT v ?)(v—b) = RT, (3.93)

where the parameter c is O for the van der Waals and 1 for the Berthelot equation of state.
By enforcing both (3 P/dv); = 0 and (32 P/dv?)7 = 0 at the critical point (P, T¢, v.)
the constants a and b can be deduced in terms of the critical-point coordinates and the
equation of state is written as

—c. =2 1 8
(P 43T v ) v — 5 ) = =T (3.94)
3 3
where the reduced thermodynamic variables are
P T v
Pr:E’ Tr:f’ Ur=v—c. (395)

In terms of the reduced properties, the spinodal limit is found at

AP
( ) =0, (3.96)
vy T.

and the following relation is obtained for the spinodal limit:

Go, — 172 1/(c+1)
—} . (3.97)

3
4v;

(Tr)sp = |:

The van der Waals equation of state predicts that a liquid can be superheated to
over 80% of the critical point before reaching the spinodal limit. Slightly higher values
are predicted by the Berthelot equation of state. These arguments can be extended to
metals subjected to pulsed heating (Miotello and Kelly, 1995; Kelly and Miotello, 1996)
following the work by Martynyuk (1974, 1976).
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Figure 3.4. The phase diagram of a metal in the neighborhood of the critical point 7., (Kelly and
Miotello, 1996). Equilibrium vaporization refers to experimental equilibrium vapor pressures
obtained for Cs when both liquid and vapor are present.

Figure 3.4 shows the P-T diagram for a typical metal (Martynyuk, 1983). The curve
marked by (1) is the experimental equilibrium binodal; curve (2) is the spinodal calcu-
lated by use of the Berthelot equation of state; and line (3) marks the onset of anomalies
in the density and specific heat. Upon approaching the critical point, 7. (for 7 > 0.80 7)
the specific heat exhibits a rapid rise, while the density drop deviates from the essentially
linear dependence followed until that range. Under conditions of slow heating, the liquid
pressure is expected to increase, riding the saturation curve, until Ps(7) = Py, Where
P is the ambient pressure. The transition temperature Ty iS the equilibrium boiling
temperature. However, under fast heating rates the system is forced into the metastable
(superheated) regime.

Homogeneous nucleation is expected in a superheated liquid. The nucleation rate for
stationary (steady-state) conditions follows the classical relation

N AG,
Iwe ® N1Bexp <— kT ) , (3.98)
where N is the number of atoms per unit volume of the liquid, AG, is the work of
formation of a critical vapor nucleus at the temperature 7, and B is a function of rather
weak dependence with respect to temperature and pressure. Homogeneous nucleation
is possible only at relatively high levels of superheating. Martynyuk (1974) calculated
that for cesium I, = 1 ecm™3 s~ at T = 0.874T,. However, I,,c = 10?0 cm™3 s~! at
just T'= 0.905T,. The homogeneous nucleation following the instantaneous conversion
of a liquid into the metastable state is in effect a transient process whose temporal
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dependence is given by

Tnue & Inue,0 €Xp (_;) (3.99)

In the above, 7 is the characteristic time scale for the establishment of steady-state
nucleation. The range of T for many metals is 107°~10~% s. Consequently, transient
effects will manifest themselves for heating times <1077 s and corresponding heating
rates >10'"' Ks~!. Typical absorption depths in metals are about 10nm = 1078 m.
According to Miotello and Kelly (1995) it may be assumed that this skin depth is instan-
taneously raised to the critical-point neighborhood. The volume per unit area of this
superheated zone is V* = 1078 cm?. A reasonable estimate of the critical vapor nucleus
radius is O(10% cm), leading to a number of critical nuclei in V* of O(10'"). The number
of critical nuclei formed within the duration of the laser pulse would then be IV *fpyise,
yielding O(10''-10'2) critical nuclei under the assumption of Iy = 10*°cm™>s™! as
mentioned above and for pulse durations fpyise in the range 1-10 ns. On the basis of this
simplified qualitative analysis, it is therefore argued that the homogeneous-nucleation
theory is relevant for the length and temporal scales of nanosecond pulsed laser
heating.

Latent-heat effects vanish in the vicinity of 7.. The advancement of the vaporiza-
tion front can then be traced with the temporal progress of the spinodal isotherm. It
is also pertinent to note that the pressure rises sharply near 7,. This may result in lig-
uid expulsion in the form of droplets, thereby further enhancing the material-removal
rate.

It is noted that, although explosive boiling may be an inevitable process when the
liquid is superheated, there are limitations according to kinetic theory. When the liquid
is superheated, homogeneous bubble nucleation occurs and the liquid experiences large
density fluctuation. Only if these bubbles reach a critical radius, r., will they grow
spontaneously. Bubbles with radius less than r. are likely to collapse, and it takes the
bubble a time 7, to grow to the critical radius r.. The expressions for r. and z. are (Carey,
1992)

20sT
re = , (3.100)
Psat(Tl)eXp[Vl(Pl - Psat(Tl))/(RTl)] - Pl
. = rc[%(Tl - Tsat(Pl)> Lvlovi|_2 , (3101)
3 Tsat(Pl) L1

where ogr is the surface tension of the liquid, L, and R are the latent heat of vaporization
and gas constant, respectively, p; and py are the densities of superheated liquid and vapor,
with v = 1/p,. T is the temperature of the superheated liquid, which can be taken as
0.85T7. when explosive boiling occurs, P and Ty, are the saturation pressure and
temperature at the temperature of the superheated liquid, which can be obtained from
the Clausius—Clapeyron relation, and P is the pressure of the superheated liquid, which
can be approximated by the recoil pressure of the evaporating vapor (Von Allmen, 1987),
which is 0.54 ps, (7). According to the power-law relation of surface tension o for a
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liquid metal (Yoshida, 1994), the surface tension drops about 80% at the assumed 7;.
Using these parameters, it can be estimated that . and 7. are approximately 0.6 wm and
70 ns for a nanosecond laser ablation of silicon.

These calculations indicate that it would take bubbles about 70 ns to grow to the
critical radius of 0.6 wm. Subsequently, the superheated liquid will undergo a transition
into a mixture of vapor and liquid droplets, followed by explosive boiling of the liquid—
vapor mix. However, during the nanosecond laser pulse as studied by Lu et al. (2002),
the bubble doesn’t have enough time to reach the critical radius during the laser pulse.
As a result, without efficient energy dissipation, the liquid temperature can exceed the
critical temperature if the laser irradiance is sufficiently high.

The thermal penetration depth dy, = 0.969(at)!/? during a laser pulse of duration
7 is much larger than the optical penetration 1/y in the case of 3-ns laser irradiation
of silicion, where « is the thermal diffusivity of the liquid silicon, which is about
0.75 cm?/s, and y is the absorption coefficient. Therefore, the thermal penetration depth
is calculated to be about 0.47 pwm. The critical diameter of the bubble is d. = 2r., or
1.2 wm, which is larger than the thermal penetration depth; the bubble cannot grow to
its critical radius during the laser pulse.

On the basis of the above analysis, a refined delayed-phase-explosion model (Lu
et al., 2002) was proposed to describe nanosecond ablation where explosive boiling
plays a role in material removal. Explosive boiling will not occur during the laser
pulse. However, without significant bubble formation, a high-temperature layer will
form below the target surface during the laser pulse, with a depth equal to about the
thermal penetration depth. At the same time the target undergoes normal vaporization
from the extreme outer surface. Mass ablation below the laser-irradiance threshold is
generated by this normal-vaporization mechanism, with the vaporization flux governed
by the Hertz—Knudsen equation. At high laser irradiance, after the laser pulse has been
completed, the high-temperature liquid layer will propagate into the target with thermal
diffusion. Part of the liquid layer in the target may approach the critical temperature and,
therefore, new bubbles will emerge inside the superheated liquid, eventually leaving the
target.
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Desorption at low laser
energy densities

Vapor kinetics

Statistical mechanics

For a single molecule the partition function g should result from a summation of the ener-
gies corresponding to the different microstates over all possible generalized momenta p
and position coordinates §:

—H(p1.hy.- —H(P1, P PE 4142548 R R . . . R
q=C /// / kT dpidpy - -dpedgidgs - - - dge, (4.1)

where H is the Hamiltonian corresponding to the particular microstate and C,is a
proportionality constant (e.g. Carey, 1999). In the specific case of the classical limit of
a monatomic gas, energy is stored only by translation. In this case, the Hamiltonian H
and the constant C, are

Lo, o, o 1
oI P P, Co=1% (4.2)

where m is the atom mass and 2 Planck’s constant.
The translational partition function is then

\% adins A
=133 / / / e s dp,dp,dp., 4.3)

where Vis the gas volume and the integration limits extend from —oo to +0c0. Evaluation
of Equation (4.3) gives

H =

VQrmkgT)>?

h3 '
The probability of finding an atom with momenta between (p,, p,, p;) and (p, +
dpy, py + dpy, p- + dp:) is

G = (4.4)

1 (1’ 7+m+p )
ﬁ kT dp, dpy dp,

qt

3 A2 A2 )
1 : Py + Dy + P
=  — - AX D, A. 45
<2nkaT> eXp[ ImkeT dpxdpydp..  (4.5)

fprob(ﬁ)m ﬁya ﬁz) =

=
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By transforming from the momentum to the velocity phase space we obtain

1 n(dede?)

—e %7 du,du,du
e x duy du,
fprob(“x’ Uy, uz) =
qir
w N @]
T\ ket ) TP T 2k [T

If a spherical polar coordinate system is adopted, the above expression is written

(S8

fpm ( ) ( )
blU CXI) u- sin (9 d(? d¢ du. 4.6
2kBT

m
27TkBT

Integrating the above over a full sphere gives the probability distribution for the absolute
magnitude of the velocity:

3
m 2 mu? 4 2
rob(1t) du = — Zd/ ’ede/ d
Jorob(u) du <27rkBT) exp( 2k3T>u uf sin ) é

2
= 4 u? m exp| — il du. “@.7
2JTkBT 2kBT

The number of molecules per unit volume of the gas with speed in the range of u to u +
du is

(SIS

Ny = N forop(u)du, (4.8)

where N is the number of molecules per unit volume.

Consider now the efflux of molecules from a plane surface of area S. The number of
molecules crossing S in time d¢ with speed in the range u to u + du within a pencil of a
solid angle d€2 along the direction 6 with respect to the normal to S is

dQ
N,—uS cos0dr.
4

Since d€2 = sin 6 df d¢, the number of molecules crossing unit area per unit time is

H 2
) u’ exp(— m )du sinf cos 6 db d¢. “4.9)

m
N
<27TkBT 2kBT

The total number of molecules released from a unit area of the surface can be found by
integrating (4.9) over all speeds through a hemisphere:

e

m % 0 muz 5 2w
j= N( ) / u3exp<— )du/ sin0c059d9/ do
27TkBT 0 2kBT 0 0

m %n 2kg T 2
=N — . (4.10)
2nkgT ) 2 m
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The probability then of a molecule leaving the surface possessing a speed between u
and u + du is found by integrating (4.9) over a hemisphere and scaling with (4.10):

N m % 3 mu2 d
€X — T
2misT ) P\ 2k )
m %n 2kgT 2
N —
2nkgT ) 2 m

2
m?u exp _ ) du
B 2k T

2(kgT)?

fprob(u)du =

@11

The translational energy probability is found by imposing fyrob(Ew)dE = f(u)du with
Ey = mu?/2 and dE; = mu du:

Ey
Eqexp (— kT )
Jorob(E) = BTN (4.12)
The mean translational energy is
[o.¢]
E,= /O Eg forob(Ey)dEy = 2kgT. (4.13)

Correspondingly, the mean translational speed is

i = / U forob ()i = 3(”kBT>2. (4.14)
0

2m

Collisional processes in the plume

The above relations were derived under the assumption that the nascent distribution
is preserved, i.e. in the limit of collisionless sputtering. If, for a hard-sphere model,
the scattering cross section o, is considered independent of the absolute and relative
velocities, the differential rate of near-surface collisions is

djeol = kN Nzo—cﬁrfprob(ﬁl)fprob(ﬁZ)dﬁl diiy, (4.15)

where i, is the relative velocity:

iy = Uy — iiy = uS™ — us°, (4.16)

K. 1s a symmetry factor equal to % if fpmb(ﬁl) and fpmb(ﬁz) describe identical atoms and
equal to 1 otherwise.
The atom speeds before and after the collision process are

my .

o= e+ —2 i (4.17a)
mp +my
fiy = fiem — ———iiy, (4.17b)

my + my
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where i, is the center-of-mass velocity:

- miuy + mouy
U = ————————— .

4.18
e— (4.18)

The differential collisional rate is evaluated by changing the variables from i; and i,
to i, and #i.y,. According to (4.17), the Jacobian of this transformation is

Bulx 8M1X

0 x> X r. cm
Wi, o) | Oty Jtems | _ L 4.19)
O(thry s Uemy) du, Ouoy
OUry  OUemy
Hence,
djcol = KCNINZUc,c:olﬁrfprob(ﬁr)fprob(ﬁcm)dﬁr dﬁcm- (420)

On considering the velocity distributions of Equation (4.11) and integrating for
Uem; > 0, Equation (4.20) gives the collision rate per unit volume in an effusive flux:

1

. 4 ( 2wkgT \?

Jeol = ke N1N20¢ col = <—> . 4.21)
3\m1 +my

For a one-component gas, k. = 1/2,

1
2 (kT \?
Jeol = Nzac,col_< B ) (4.22)

3 m

and the collision rate per atom released from the surface is

. 2 b4 2
Jeol,a = Pv‘%,colg mksT s (4.23)

where P, is the vapor pressure at the condensed-phase temperature.

Time-of-flight instruments

Overview of mass/energy analyzers

Mass and energy characterization of laser-ablated species provide valuable information
for the study of laser-induced desorption processes. Mass analyzers (a general schematic
diagram is given in Figure 4.1) can be classified into scanning mass analyzers and time-
of-flight (TOF) mass analyzers on the basis of their principles of operation.

Scanning mass analyzers

In scanning mass analyzers, electromagnetic fields separate ions according to their mass-
to-charge ratios. In the magnetic mass spectrometer, ions pass through a magnetic sector
after acceleration to high velocities. A magnetic field is applied in the direction normal
to the ion motion. Assuming that the accelerating field has a potential V¢, the kinetic
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Figure 4.1. A schematic diagram of a general mass/energy analyzer system.

energy gained by the ions after passing through the electric field is
qc Ve = mu®/2, (4.24)

where g., m, and u represent the charge, mass, and velocity of the ions.
According to the Lorentz force law,

geuB = mu®/r. (4.25)
Hence, the working equation for a magnetic-sector spectrometer is
m/q. = B’r*/(2Vy). (4.26)

The magnetic-sector mass spectrometer operates either by holding the field constant at V¢
and scanning the magnetic field, or by holding B constant and scanning V. The different
mass-to-charge ratios are scanned across a slit placed ahead of the detector measuring the
ion current. Double-focusing magnetic-sector mass analyzers offer the best quantitative
performance, with high resolution, sensitivity, and dynamic range. However, they are
not well suited for pulsed ionization methods and are usually larger and heavier than
other mass analyzers.

The quadrupole mass spectrometer (QMS) is essentially a “mass filter” enforced
by combined DC and RF potentials on quadrupole rods that allow passage only of ions
having a selected mass-to-charge ratio. The QMS instruments have good reproducibility,
and are compact and relatively less costly, but they offer limited resolution.

Time-of-flight mass spectrometers
A time-of-flight (TOF) mass spectrometer measures the mass-dependent time it takes
for the ionized species to reach the detector. Ions of the same kinetic energy will move
with different velocities. The kinetic energy gained by the ions from the electric field is

mu’/2 = q.Vs. 4.27)
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Figure 4.2. A schematic diagram of a TOF mass spectrometer.

The flight time it takes for an ion to traverse an electric field of length L is
tt=L/u. (4.28)

Consequently, the working equations for a TOF mass spectrometer are

m
tr=L | ——, 4.29
! 2qcvf ( a)

2q. Vit}

= (4.29b)

m —=
It is noted that the ions leaving the ion source have a distribution of kinetic energies
and are generated over a time interval. The resolution of the mass spectrometer may be
affected by these factors. The TOF instruments are the fastest mass analyzers, acquiring
complete spectra instantaneously, and they have high mass range and ion-transmission
ratio. Figure 4.2 shows a schematic diagram of a TOF mass spectrometer. A positive
voltage Vs is applied across the source region, Ssource, that is defined by the backing plate
and the extraction grid. All ions of mass m and charge state Z are then accelerated to
the same kinetic energy:

mu2

T =Ze stsource. (430)

The exiting velocities, however, depend on the mass-to-charge ratio:

m

The ions then pass through a much longer drift region (of length Dg;ife) with constant
velocities. The time it takes for the ions to fly from the source to the detector is

m
tr = Dgiift, | ————. 4.32
£ drift | 3 ZeVisaes (4.32)
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The time-of-flight data are then converted into a mass spectrum by using known values
of the accelerating electric field and the lengths of the source region and drift tube:

2
m 1
2 = 26Vf%0urce<ﬁ> . (4.33)

In practice, the following empirical equation is used for calibrating the mass spectrum
and determining unknown masses:

Z = a2 + b, (4.34)
z
where the constants a and b are found by measuring the flight times of ions having at
least two known masses. The mass resolution of a mass spectrometer is determined by
the full width at half maximum (FWHM) of the ion peak. A resolution of 100 means
that the peak for an ion of m/Z = 100 is one mass unit wide. The resolution is related
to the flight-time spread A#:

Am—m _ %f NS (4.35)

Consequently, in order to improve the mass resolution of a TOF instrument, the
spread in flight times for a given m /Z value must be minimized. As analyzed by Wiley
and McLaren (1955) and Cotter (1962), the magnitude of the spread is affected by
uncertainties in the time and location of ion formation, and the initial kinetic energy of
the ions (Figure 4.3).

Techniques aiming to improve the mass resolution include time-lag focusing, pulsed
ionization, double-field acceleration, and reflectron arrangements. The resolution of a
linear TOF mass spectrometer is typically in the range 100-300, whereas the resolution
of the mass reflectron can be greater than 1000. As shown in Figure 4.3(a), ions of the
same mass-to-charge ratio and endowed with the same kinetic energy tend to maintain
a constant difference in time and space across the drift tube. Pulsing electric fields
and laser-assisted ionization with lasers of pulse duration tens of nanoseconds are
utilized to minimize these effects. Figure 4.3(b) depicts the effect of uncertainty in ion-
formation location. When two ions of the same mass-to-charge ratio are formed with
the same initial velocity, the ion formed closer to the backing plate will be accelerated
to higher kinetic energy to attain higher velocity through the drift region. The effects
of uncertainties related to the initial spatial distribution of ions can be minimized by
adjusting the extraction field. A major factor limiting the mass resolution of linear mass
spectrometers is due to the initial kinetic-energy distribution (Figure 4.3(c)). Mamyrin
et al. (1973) introduced the mass-reflectron device, consisting of a series of retarding
plates at the end of the flight tube (Figure 4.4). The faster ions arrive earlier at the
reflectron and penetrate it deeper, achieving longer residence times than those of their
slower counterparts. Eventually the reflectron fields reverse the direction of the ions and
accelerate them out of the reflectron. By adjusting the reflectron field strength, all ions
can be made to arrive at the detector at the same time.
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Figure 4.3. Effects of initial time, space, and kinetic-energy distributions on mass resolution:
(a) two ions formed at different times; (b) two ions formed at different locations in the

ion-extraction field; (c) two ions formed with different kinetic energies; and (d) two ions with the

same initial kinetic energy that have initial velocities in opposite directions (Cotter, 1992).
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Figure 4.4. A schematic diagram of a TOF mass spectrometer, composed of a source chamber,
acceleration electric fields, ion optics, a flight tube, a reflectron assembly, two detectors, a
vacuum system, a laser optical system, and a data-acquisition and control system.
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Laser mass spectrometry

In laser-ablation/ionization mass spectrometry, a pulsed laser is used to ablate and
ionize the sample in a single-step process. The initiation of the plasma and its tem-
poral evolution result from many complex physical processes, as shall be explained in
Chapter 5. Intact neutral molecules are desorbed from the sample at low laser energy
densities. In laser-ablation/post-ionization spectrometry, these neutral species are ion-
ized via pulsed laser-induced multiphoton ionization (MPI), or by electron ionization.
Photo-ionization occurs if the photon energy exceeds the ionization potential. Since
typical ionization potentials for metals are in the range of 10 €V, this is not an efficient
process. Multiphoton ionization is a higher-order process that can be achieved with high
powers of the ionizing laser. Resonant MPI occurs when the frequency of the ionizing
laser (typically a narrow-line-width dye laser) is tuned to an intermediate electronic
state of the molecule. Extremely high selectivity and sensitivity can be achieved with
resonant MPL

Time-of-flight measurements characterize the translational kinetic energies of the
ejected plume. In the absence of collisional and plasma effects or chemical reactions in
the plume, it would appear that the TOF kinetic-energy distributions can be referred to
the surface thermal condition with probability density given by Equation (4.12). If the
surface flux is approximated by a point source, and the particle stream is collisionless
with u? > u?, u% and u, = L/t the detector signal is

_m(L/lf)2)

4.36
2kgT (4.36)

I4(t) ~ l4 exp(
I
In the limit of a small surface vapor flux, the expansion of vapor into vacuum is
collisionless, the energy distribution is Boltzmannian, and the mean translational energy
should be indicative of the surface phase temperature, as indicated by Equation (4.13).
With the development of a stream velocity i, the flight distance relative to coordinates
moving at ii becomes L = L — iit;, so Equation (4.36) becomes

(_m[(L - mf)/rf]2>

4.37
2kg T (437)

1
14(t) ~ — exp
Iy

The temporal behavior of the density signal can be converted into a flux-sensitive
energy distribution:

Forob(Ew) ~ Eyexp _ B oga | B _ g2, (4.38)
kg T kT

where G2 = m /(2kgT). Kelly and Dreyfus (1988) have argued that i is at least the sonic
velocity at the outer edge of the Knudsen layer. If this is assumed, then, for a monatomic
perfect gas, ii = 1/5/6G, and Equation (4.38) becomes

foron(Ex) ~ E - 42 > - > (4.39)
. ) ~ Eyex ~ - ). .
JprobR e w P kgT 6 kyT 6

The mean kinetic energy of the above distribution is Ey = 3.67kgT.
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Kinetic distributions of ejected particles

Thermal expectations

Stritzker et al. (1981), and Pospiesczyk et al. (1983) used a QMS in a TOF arrangement
to determine the kinetic energies of evaporated Si and GaAs targets by 20-ns-long pulsed
ruby-laser irradiation. From these energy distributions, they extracted the temperature
of the evaporated atoms by fitting Maxwellian distributions from gas-kinetic theory.
Furthermore, by assuming that this temperature represented the lattice temperature, they
concluded that the process was thermal. Gibert et al. (1993) applied highly sensitive
resonance ionization mass spectrometry (RIMS) to investigate the emission of neutral
and ionized Fe atoms induced by Nj laser irradiation (A = 337 nm) in ultrahigh vacuum
(10719 torr). The experiment was conducted at low laser fluences (<275 mJ/cm?), well
below the plasma-formation regime. The kinetic energies of the neutral atoms derived
from the TOF distributions at various heights from the irradiated surface yielded most
probable velocities and temperatures in broad agreement with the thermal expectations
(Figure 4.5). The thresholds for detection of 100 atoms or ions were 25 mJ/cm? and about
100 mJ/cm?, correspondingly. On the other hand, the number of Fe™ ions released per
pulse from the surface at the highest laser fluence of 275 mJ/cm? was about three orders of
magnitude less than the number of neutral atoms. The same method of investigation was
used to probe soft laser sputtering of InP(100) surfaces by Dubreuil and Gibert (1994).
For low fluence values (<190 mJ/cm?) it was found that sputtering results mainly
from absorption and excitation of defect sites. At higher laser fluences, the process
assumes a thermal-like behavior. Measurements of the kinetic energies of the neutral
ablated In and P atoms indicated that the transition between these regimes occurred at
a temperature of ~1400 K, which is close to the melting temperature of InP, namely
1333 K.

The role of electronic excitations

Experiments have provided evidence that electronic excitations may be involved in des-
orption processes from metals at low photon energies. Hoheisel et al. (1993) showed
that metal atoms can be desorbed from small metal clusters by low-power CW laser
radiation. The dependence on wavelength, power, and cluster size indicated that collec-
tive plasmon excitations play a role in stimulating desorption. Lee ez al. (1993) observed
bimodal energy distributions of gold atoms desorbed from a continuous film with pulsed
laser irradiation at A = 532 nm with duration #,usc = 7 ns, and attributed the 0.3-eV
high-energy peak to an electronic de-excitation process involving surface plasmons. It
is noted that the experimental geometry used in this work was conducive to plasmon
excitation, since the gold film was coated onto a glass prism and total internal reflection
(TIR) was used to enhance plasmon excitation via evanescent wave. Kim and Helvajian
(1994) observed energetic desorption of ~0.7-eV energetic Ag* ions from continuous
films utilizing both a TIR geometry and a direct surface-irradiation scheme.
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Figure 4.5. (a) A laser-sputtering experiment and RIMS detection geometry. (b) Temperature of
the sputtered Fe atoms as a function of the laser fluence. X Kinetic temperature deduced from
the time-of-flight distributions. B Excitation temperature deduced from the sublevel population
distributions. Fit by the solution of the one-dimensional heat-flow equation for
laser-sputtering yields. (c¢) The time-of-flight distribution of sputtered Fe atoms for various
heights above the target surface and two laser fluences (upper part 275 mJ/cm?; lower part 170
mJ/cm?). The relative Fe-atom density values are deduced from the RIMS signals. The curves
are the best fits produced by half-range Maxwellian functions with respective temperatures 3130
and 2210 K (lower part). (d) Numbers of neutral and ionized Fe atoms sputtered per laser shot as
a function of the laser fluence. The neutral-atom emission yield represents the yield for the a°D,
ground state only and does not take into account the contribution of higher excited states when
the temperature increases. The dotted line gives an indication of the total atom yield. Note that,
at the threshold, about 100 atoms are detected by RIMS. From Gibert et al. (1993), reproduced
with permission from the American Institute of Physics.
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Figure 4.6. The experimental arrangement for laser-induced-desorption studies of metal atoms.
Desorption is accomplished by the light of a pulsed (7 ns) Nd: YAG laser and its higher
harmonics at A = 1064, 532, 355, and 266 nm. The desorbed atoms are photoionized with the
light of an excimer laser fired after a variable delay time and finally identified by a time-of-
flight mass spectrometer. From Gotz et al. (1996a), reproduced with permission from
Springer-Verlag.

Laser-induced desorption of metal atoms has been studied by Gotz et al. (1996a,
1996b). The experimental setup shown in Figure 4.6 basically consists of an ultrahigh-
vacuum chamber, two lasers for stimulating desorption and ionizing the desorption
products, and a TOF mass spectrometer. Sodium was deposited in situ by thermal
evaporation from a source at 300 K onto a quartz crystal maintained at 80 K and
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characterized by optical transmission spectroscopy. The samples were irradiated with
the fundamental and higher harmonics of a Nd: YAG laser of pulse width 7 ns at A =
1064, 532, 355, and 266 nm at an angle of incidence of 50° with respect to the normal
to the sample surface. At a distance of 20 mm above the target, the desorbed atoms were
ionized with an excimer-laser beam at A = 193 nm. The measured TOF distributions
14(tr) were converted into energy distributions by applying the relation

Forob(Ew) = Cla(to)t?, (4.40)

where C is a constant and ¢ is the temporal delay between the desorbing and the ionizing
pulses.

Figure 4.7 displays a series of three kinetic-energy distributions that were obtained
by desorbing atoms at A = 355 nm from the target kept at 80 K. At very low Na cover-
ages (Figure 4.7(a)) two maxima appear in the kinetic-energy distribution, at 0.16 and
0.33 eV. These values remain fixed as the coverage increases in Figures 4.7(b) and (c).
The effect of the laser fluence is shown in Figure 4.8.

At energy densities higher than F = 32 mJ/cm?, the contributions of desorbed atoms
possessing low kinetic energies mask the peak at 0.16 eV. Their distribution follows an
exponential decay, but the peak at 0.33 eV is still detectable at F = 52 mJ/cm?. Irradiation
by the wavelengths 266 and 532 nm revealed no evidence of a bimodal kinetic-energy
distribution, but only the 0.16-eV peak, independently of the applied laser fluence and
the polarization of the laser light (Figure 4.9).

On the other hand, irradiation with A = 1064 nm required energy densities exceed-
ing 80 mJ/cm? and did not produce any distinct peak, but rather a broad exponential
decay, similar in nature to the one depicted in Figure 4.8(d). Given that (a) the energy
of the observed peaks is substantially independent of the laser fluence, substrate tem-
perature, and surface coverage, and (b) the temperature experienced by the Na film is
moderate (Hoheisel et al., 1993), it is concluded that the desorption at A = 266, 355,
and 532 nm and low fluences occurs as a nonthermal process. The transition to the
thermal process as the laser fluence increases can be traced by observing the broad-
ened exponential decay of the kinetic-energy distribution that eventually overwhelms
the energy peaks. Evidently, desorption brought about by irradiation at the wavelength
A = 1064 nm is observed at substantially higher energy densities, displaying the broad
profile that is characteristic of a thermal process. The fact that bimodal distributions are
observed for A = 355 nm suggests the effect of the wavelength on the desorption pro-
cess. Wavelengths of A = 266, 355, and 532 nm carry photon energies of 4.64, 3.48, and
2.32 eV, respectively, that are much higher than the binding energy of the surface atoms,
0.7 eV, implying that the initial excitation decays by the release of heat to a lower-energy
state before desorption occurs. Depending on the photon energy used to stimulate des-
orption, the process populates a state that is located more than 1 eV above the ground
level.

These experimental results suggest a desorption mechanism along the lines of
the Menzel-Redhead—Gomer mechanism (Menzel and Gomer, 1964). As depicted in
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Figure 4.8. Kinetic-energy distributions of Na atoms desorbed with pulsed (7 ns) laser light

of A = 355 nm from the surface of small Na particles with fluences of (a) F = 0.3 mJ/cm?,

(b) F = 6.6 mJ/cm?, (c) F = 32 mJ/cm?, and (d) F = 52 mJ/cm?”. The average particle size was
7 nm. From Gotz et al. (1996a), reproduced with permission from Springer-Verlag.

Figure 4.10, absorption of laser light at the wavelengths A = 266, 355, and 532
nm initially populates different electronic levels denoted as IV, III, and II, respec-
tively. Each of these excitations is followed by rapid relaxation into a lower-lying
state that has to be antibonding and identical for the three wavelengths. The atoms
are then accelerated away from the surface, gaining kinetic energy E. Its value
depends upon the lifetime of the repulsive state that in turn determines the kinetic
energy of the particles released at photon energy 0.16 eV. For A = 1064 nm and pho-
ton energy of 1.16 eV (depicted by level 1), the antibonding state cannot be reached

and the photon energy absorbed can only be converted into heat, causing thermal
desorption.



4.3.3

4.3 Kinetic distributions of ejecta 103

200 T v T LA | M T T T
S
*e
ot %
o 0 e C
o . .
150 o % b ]
.
See
’,
- L]
100F & . |

Desorption Rate (arb. units)

L L QOOG!l 8.0
02 03 04 05 06

Energy (eV)

Figure 4.9. Kinetic-energy distributions of Na atoms desorbed with pulsed (7 ns) laser light of

A = 532 nm from the surface of small Na particles for three coverages of a, 5.6 x 10
atoms/cm?, b, 2.9 x 10" atoms/cm?, and c, 5.9 x 10'3 atoms/cm?. The incident laser fluence was
F = 6.6 mJ/cm?. From Gétz et al. (1996a), reproduced with permission from Springer-Verlag.

The effect of topography development

It was previously remarked that the development of the temperature field in the heating of
a bulk metal target with an excimer-laser beam of millimeter size is normally understood
as a one-dimensional phenomenon. However, the development of surface topography
has been observed in various systems. For metals under atmospheric conditions, Kelly
and Rothenberg (1985) observed the development of surface topography under multiple-
pulse irradiation. Bennett et al. (1995) examined the pulsed laser heating and melting
of gold in a 107%-torr vacuum and demonstrated that a steady-state surface topography
grows from the molten phase over several hundreds of pulses. Heat-transfer modeling
of the near-surface thermal conditions and a hydrodynamic stability analysis ascribed
the origin of the observed characteristic periodicity to the acceleration that the molten
layer experiences due to the volumetric expansion upon melting. The characteristics of
the distribution of translational energy in the ablation plume released from the surface
showed that both the mean translational energy and the ablation yield achieve a steady
state, together with the surface topography. In the aforementioned study, the material-
removal rates were kept small (10 A/pulse) and it was verified that the laser intensity
was not sufficient to induce plasma effects in the vapor plume.

Figures 4.11(a)—(d) demonstrate the effect of laser fluence on the steady-state kinetic-
energy distribution in the plume. The laser fluence was varied from a near-threshold
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Figure 4.10. A schematic diagram of the potential-energy diagram of a surface atom illustrating
non-thermal desorption of metal atoms within the framework of the Menzel-Gomer—Redhead
mechanism. Laser light with A = 266, 355, and 532 nm initially populates different electronic
levels denoted by IV (4.64 eV), 111 (3.48 eV), and II (2.32 eV), respectively. For the sake of
clarity only the excitation into state III is shown. Rapid relaxation consequently leads to a
repulsive state A; the atom is accelerated and desorbs with Ey;, = 0.16 eV. For near-infrared light
with A = 1064 nm (level I, 1.16 eV) the antibonding state cannot be reached, preventing
non-thermal desorption. From Go6tz et al. (1996a), reproduced with permission from
Springer-Verlag.

fluence (~0.68 J/cm?) to about 1.0 J/cm? over the course of this experiment. For these
QMS measurements, the detector was located normal to the surface and centered over
the ablation area, and the laser beam was incident at 45° from the surface normal. Details
of the experimental apparatus are given in Krajnovich (1995). Depicted in the figures are
inverted TOF measurements in comparison with the theoretically predicted Boltzmann
distribution. The first observation to be made is the apparent success of the Boltzmann
distribution in describing the energy distribution in the plume. The second finding is that
the measured mean kinetic energies (up to several electron-volts) correspond to tempera-
tures far exceeding the thermal expectations (1 eV ~ 11 620 K). The temperature in Equa-
tion (4.36) implicitly refers to the vapor temperature rather than the surface temperature.
Nevertheless, it was shown that the Boltzmann distribution fits the experimental results
better than does the “stream-velocity-corrected” distribution derived in Equation (4.39).
The implication is that the 10 or 20 collisions per particle obtained by a simple estimate
for the material-removal rates considered are not sufficient to impart a significant stream
velocity.
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Figure 4.11. (a) The effect of laser fluence on the translational energy distribution of neutral Au
atoms. The laser angle of incidence is 45° and the detector is normal to the sample. The dots
correspond to the inverted TOF signal, while the solid line represents a Boltzmann distribution
having the same mean energy as the inverted TOF signal. From Bennett ez al. (1995), reproduced
with permission from the American Institute of Physics.

The size of the surface features developed in the above study was comparable to
the depth of the molten zone and the thermal diffusion depth in the material, thereby
invalidating the assumption of one-dimensional field development and a homogeneous
surface temperature. To retain this assumption, Bennett et al. (1996) devised an exper-
iment in which, after cleaning and chemical etching, the target was preconditioned by
surface melting effected by N = 30 pulses delivered onto the gold target, which was pre-
heated statically at Ty = 1100 K. This treatment produced a reasonably smooth surface
(Figure 4.12), thus ensuring accuracy of peak-surface-temperature prediction within a
200-K confidence window. The average yields and mean translational energies exhib-
ited little dependence on the partitioning ratio between the energy delivered by the laser
and the steady target preheating while the calculated peak surface temperature was kept
constant (Figure 4.13(a)). Similar behavior was observed for Ag, Cu, and a Cu—Au alloy,
whereas Ni exhibited a thermal-like trend.
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Figure 4.12. (a) An AFM image of a gold surface after etching in aqua regia. (b) The same surface
after preconditioning at high temperature (Tp = 1100 K, F = 0.55 J/cm?, N = 30 pulses). Note
that the height scale is exaggerated by more than 10x relative to the scale of the x ad y axes in
both images. The maximum slope on the smoothed surface is only 3—4°. From Bennett et al.
(1995), reproduced with permission from the American Institute of Physics.

Following the initial thermal expectation for the mass efflux from the target, it can be
argued that the integrated TOF signal, Y, can be related to the vapor pressure, P,, and
temperature:

Y~P Ly (4.41)
~ P, ~exp| — . .
v p keT
Hence
InY L, + const (4.42)
ny ~— . .
kgT

Figure 4.13(b) shows that this relation fits the experimental results for polycrystalline
Au. With the exception of Ni, the experimental data appear to support the view that
the surface vaporization is thermally mediated, in accordance with the observation on
excimer-laser ablation of Cu by Dreyfus (1991). From the results of this study, it can be
stated that the use of the mean translational energy to extract the peak surface temperature
is questionable. On the other hand, the ablation yield obeys the behavior predicted from
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Figure 4.13. (a) Measured and thermally anticipated (2kg7T) translational energies as a function of
calculated peak surface temperature. The data pertain to the first ten laser pulses on the annealed
target surface. (b) The natural logarithm of the TOF integrated signal from the polycrystalline
Au target versus the reciprocal of the calculated peak surface temperature. The solid line
corresponds to the anticipated slope —L, /(kgT) for a thermal process (Bennett et al., 1996). From
Bennett ef al. (1996), reproduced with permission from the American Physical Society.

thermal considerations, but then again it is difficult to obtain precise measurement of
the ablation yield in absolute terms.
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5.1

Dynamics of laser ablation

C. Grigoropoulos and S. Mao

Introduction

Various theoretical models have been proposed to describe material removal from a
solid surface heated by laser irradiation. The thermal models of Afanas’ev and Krokhin
(1967), Anisimov (1968), and Olstad and Olander (1975) represent early theoretical
contributions to this problem. Chan and Mazumder (1987) developed a one-dimensional
steady-state model describing the damage caused by vaporization and liquid expulsion
due to laser—material interaction. Much of the above work was driven by laser appli-
cations such as cutting and drilling, and was thus focused primarily on modification
of the target’s morphology, with no particular interest in the detailed description of the
properties and dynamics of the evaporated and ablated species. Moreover, these models
dealt with continuous-wave (CW) laser sources, or relatively long (millisecond) time
scales.

During the first stage of interaction between the laser pulse and the solid material, part
of the laser energy is reflected at the surface and part of the energy is absorbed within a
short penetration depth in the material. The energy absorbed is subsequently transferred
deeper into the interior of the target by heat conduction. At a later stage, if the amount
of laser energy is large enough (depending upon the pulse length, intensity profile,
wavelength, and thermal and radiative properties of the target material), melting occurs
and vaporization follows. The vapor generated can be ionized, creating high-density
plasma that further absorbs the incident laser light. Effects of this laser-plasma shielding
have been shown via the simplified one-dimensional model of Lunney and Jordan
(1998). The physical picture of laser-energy interaction with evaporating materials at
high fluence then becomes quite complicated. Of interest are the descriptions of the
vaporization and ionization processes, the associated fluid motions and gas-dynamics
phenomena (including the vapor/plasma expansion and possible formation of shock
waves against the ambient environment pressure) (Phipps and Dreyfus, 1993).

Phipps et al. (1988) developed a simple model to predict the ablation pressure and
the impulse exerted on laser-irradiated targets for laser intensities exceeding the plasma-
formation threshold. The model was shown by Phipps and Dreyfus (1993) to follow
the experimental trends for the mass-loss rate and the ablation depth within a fac-
tor of two. In their computational studies, Aden ef al. (1990, 1992) dealt with the
laser-induced expansion of metal vapor against a background pressure. Vertes et al.
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(1989, 1993) developed a one-component, one-dimensional model to describe the expan-
sion of laser-generated plasmas. The model incorporated the conservation equations for
mass, momentum, and energy. Singh and Narayan (1990) proposed a theoretical model
for simulating laser-plasma—solid interactions, assuming that the plasma formed initially
undergoes a three-dimensional isothermal expansion followed by an adiabatic expan-
sion. This model yielded athermal, non-Maxwellian velocity distributions of the atomic
and molecular species, as well as thickness and compositional variations of the deposited
material as functions of the target—substrate distance and the irradiated-spot size.

Several studies have focused on the role of Knudsen-layer formation in laser vapor-
ization, sputtering, and deposition. Kelly and Dreyfus (1988a) showed that, under the
condition that the particle emission is driven by a thermal mechanism, the ejection
velocities at the target surface are described by a half-range Maxwellian distribution.
For as few as three collisions per particle, a Knudsen layer forms and is confined within
a distance of a few mean free paths from the solid surface. Within this Knudsen layer,
the density distribution function evolves to a full-range Maxwellian in a center-of-mass
coordinate system. Moreover, Kelly and Dreyfus (1988b) showed that Knudsen-layer
formation leads to forward-peaking of the kinetic-energy distributions of the ejected
particles. Angular profiles following cos*d to cos'’d functions were thus expected, in
general agreement with experimental measurements. For relatively high evaporation
yields exceeding, for instance, half of a monolayer per 10-ns laser pulse, Kelly (1990)
showed that the resulting gas-phase interactions cause the Knudsen layer to evolve into
an unsteady, adiabatic expansion, resembling the case of a gun firing a finite charge
into an infinite, one-dimensional barrel. An explicit solution for the speed of sound and
the gas velocity was obtained, emphasizing the importance of the Mach number and
the specific heat ratio y,q = C,/C, in the interpretation of experimental time-of-flight
(TOF) measurements. Comparison of the gas-dynamics model with numerical solutions
of the flow equations and with direct simulations of the Boltzmann equation by Sibold
and Urbassek (1991) showed reasonable agreement.

Finke et al. (1990a) and Finke and Simon (1990) treated the steady-state formation
of the Knudsen layer numerically by solving the Boltzmann equation using an integral
approach. Their solution yielded temperature, mass density, and velocity distributions
in the Knudsen layer, as well as the decrease of pressure along the ejected vapor stream.
Furthermore, Finke et al. (1990b) studied the energy supply of a collisional plasma
with a low degree of ionization, coupled with kinetic considerations, with reference to
steady-state laser-welding problems.

Chen et al. (1995, 1996) showed that dynamic source and partial-ionization effects
dramatically accelerate the expansion of laser-ablated material in the direction perpen-
dicular to the target, leading to highly forward-peaking plumes. Leboeuf et al. (1996)
conducted dynamical computations of the plume propagation in vacuum and in an ambi-
ent gas using particle-in-cell hydrodynamics, continuum gas dynamics, and scattering
models. The first two approaches were shown to reproduce the broad hydrodynamic
features of plume expansion in vacuum and in ambient gas. On the other hand, the scat-
tering model captured trends of plume splitting that had been observed by emission and
absorption spectroscopy diagnostics once a critical background gas pressure had been
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reached. This result indicated that models adopting collisional scattering schemes may
be more suitable for the long-mean-free-path flows encountered under typical pulsed-
laser-deposition (PLD) conditions. In another study (Capewell and Goodwin, 1995), the
Monte Carlo method for simulating rarefied gas dynamics was applied to simulate the
dynamics of a hot Si plume expanding into background Ar gas. The results showed
qualitative agreement with images of ablation plumes in PLD experiments.

Laser-induced plasma formation

Relaxation in plasmas

Plasmas can be visualized as mixtures of two gases, an ion gas and an electron gas, with
masses my; and m,, respectively. Since m. < m;, collisional transfer of energy between
these systems is difficult, as is manifested by the substantial differences between their
average kinetic energies over relatively long time periods. The most frequently used
expression for the electron—ion collision time is taken from Spitzer (1962):

3(me kP o
T4\ 27 ) ZAAN;In A’ ’

In the above, Z is the average charge state of the ions, e the proton charge, and In A the

Coulomb logarithm,
1
3 (kT
= ﬁ(nNe . (5.2)

When the difference between the ion and electron temperatures is not too large, the
change of temperatures can be described by a simple relaxation equation:
dTe Tl - Te

¢ _ . 5.3
dr Tei -3)

For weakly ionized gases, the above equation is still valid, provided that the exchange
with neutral atoms is taken into account. In this case, the relaxation time constant is
modified as follows:

1 1 1
=—+—. (5.3)

Tei+n Tei Ten

The relaxation time in collisions of electrons with neutral species is

2m
— X NelleOc ¢ elast < , 5.4

Ten i

where o ¢ elast 18 the average cross section for elastic electron—atom collisions.
The plasma absorption coefficient, y,, is

_2_w1 1_0)—[2’1 : (5.5)
P T e i) | '
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where w =2mv is the angular frequency of the laser light. The term wy =
47(Nee?/me)'/? is the electron plasma frequency.

Plasma absorption

The equilibrium electron and ion densities, N. and Nj, can be calculated using the
Saha—Eggert equation (Spitzer, 1962):

Nn Qn me + my

N.N; 0.0; mem;
= exp
kT

_i) (5.6)

In the above, Q., Qi, and Q, represent the internal partition functions of electrons, ions,
and neutral species, respectively; W; is the ionization potential of a neutral atom; and mz,
and my; are the electron and ion masses.

Absorption due to free—free transitions

Itis well known that radiation is emitted from a free electron subject to the Coulomb field
exerted by a positively charged ionic core. In this Bremsstrahlung emission process, the
electron loses kinetic energy and slows down. Laser radiation is therefore absorbed via
inverse Bremsstrahlung by an electron that consequently accelerates past the ion. The
radiation absorption due to inverse Bremsstrahlung via scattering of electrons with ions
is quantified by the continuous spectral absorption cross section, o. p,,, and coefficient,

YIB,v-

4 ( 2w : Z%eb N l—e hv (5.72)
OcBy = =| — | ——N; —expl — , .
P 3\ksT.) hemd*v3 s P kp T,

YiBv = Uc,IB,va (57b)

where gg is the Gaunt factor that is introduced in a quantum-mechanical theory, ¢ the
speed of light and & Planck’s constant. The term within the last bracket represents the
effective decrease in absorption caused by induced emission. Bremsstrahlung emission
(and absorption) can occur via collisions with scattering centers that may be atoms,
molecules, or ions. In typical laser-induced plasmas, o 1z, is O(1072° cm?). While this
is still small relative to the cross sections of atomic absorption, it is sufficient to produce
intense interactions with laser fluences in the range of 10'° photons/cm? (Dreyfus, 1993).
According to Zel’dovich et al. (1966), the relationship between the differential cross
section for the emission of a photon /v and the cross section for the elastic scattering of
a photon is given by

doc 8 e2u?

dv = 3m0c,tr, (5.8

where u is the absolute electron velocity and o4 is the so-called transport scattering
cross section. The Bremsstrahlung absorption cross sections for ions and neutral species
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compare as

Woer)on 71y _ w2 mag (2%{)222 (5.9)
(dUc,v)neut Oc,tr Oc,tr(hv)z Oc,tr hv ’

where ag = h?/(4wme?) is the Bohr radius and W; g = 13.5 eV is the ionization poten-
tial of hydrogen. Since o, /(raj) ~ 1-10 and we are dealing with photon energies
in the range of a few electron-volts, it is estimated that the effectiveness of neutral
species for Bremsstrahlung absorption is one or two orders lower than that of ions.
However, it should be mentioned that neutral species are ejected in much larger numbers
than ions during the early phase of ablation. Hence, it is conceivable to assume that
inverse Bremsstrahlung due to neutral species does contribute to absorption, leading to
a temperature rise and thus further enhancing absorption (Amoruso, 2004).

Absorption due to bound—free transitions
Consider photo-ionization, i.e. the absorption of a photon accompanied by the transition
of an electron past the ionization threshold into the continuous energy spectrum. The
number density of excited atoms in the nth state is given by the Boltzmann distribution:
En—Ej

Wi _ 1
N, = Nli%e_iksf = N1§e_kBT(l ) (5.10)
1 1

where g, = 2n? is the statistical weight of the nth level and N; is the atom number
density in the ground state. The cross section for absorption of a photon of energy Av is

64* eOm.z*

m=——=—-——. 5.11
Oc.Pl, 33 hocvin’ ( )
The total spectral coefficient of absorption
The absorption coefficient representing bound—free transitions is given by
YPLy = Z NllaC,PI,U' (512)

The lower bound of the summation is determined by the condition that the photon energy
is greater than the binding energy of the electron in the atom. The composite coefficient
of bound—free absorption is
r_ 64mte'm Z*N i 1
yPI,v - 3\/§ hGCV3

Wi 1

e (1), (5.13)

n3

n*

On adding the absorption contribution due to inverse Bremsstrahlung, the total absorption
coefficient is

647% eOm Z*N 1 v ( i e_k:ir
T_,T o - T e o KgT ]_,,2) s - 514
P T R T = R b3 ; PER 20 /(kgT) | 619
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Provided that the photon energy is much lower than the ionization potential (hv < V),
the spectral coefficient of absorption is given by the Kramers—Unsold formula:

1672 e Z%kg TN _wi-iv
Y= —=——-F"F—E€ kT |
33 htev?

For ultraviolet (UV) wavelengths, direct photo-ionization of the vapor atoms is
expected to be a main ionization mechanism. For high plasma temperatures, the absorp-
tion is dominated by free—free inverse Bremsstrahlung. Phipps and Dreyfus (1993) note
that, under most experimental conditions, electrons are probably present because of mul-
tiphoton ionization of atomic or molecular species in the plume, ionization from excited
states in the plume, ejection of ions and electrons from the surface, and thermionic
emission from the surface. Whatever the mechanism, the threshold for plasma initiation
is significantly lower than what would be expected from equilibrium considerations. As
previously noted, close to the plasma-ignition threshold, coupling of the laser energy
with the plasma may occur via mechanisms other than inverse Bremsstrahlung. How-
ever, that mechanism regulates the energy transfer as the laser pulse progresses. Most
of the laser absorption occurs in a vapor layer confined close to the target surface.
In that layer, the electron—ion density is very high (102°-10?* cm™3) and the plasma
pressure may exceed hundreds of kilobars. This higher-pressure region may launch a
compressional wave toward the target surface (Ho ef al., 1996), leading to transverse
flow of the trailing ejected particles or removal of material in the form of molten
droplets. The penetration depth for light absorption in the hot, dense plasma region sit-
uated over the target surface may be in the micrometer range, producing optically thick
conditions.

According to Zel’dovich, all elementary excitation and ionization processes can be
divided into two categories: (a) excitation and ionization of atoms by collisions with
other particles, and (b) photo-processes in which the role of the exciting agent is played
by a photon instead of a particle. In the first category, a distinction must be made between
electron-impact collisions and inelastic collisions with heavy particles. Accordingly, the
following basic ionization reactions can be written:

(5.15)

A+e=A"+e+e, (5.16a)
A+B=A"+B+e, (5.16b)
A+hv=A"+e. (5.16¢)

The reverse reactions, proceeding from right to left, result in recombination of electrons
with ions.

A+e=A"+e, (5.17a)
A+B=A"+B, (5.17b)
A4 hy = A*, (5.17¢)

The first two reverse processes represent de-excitation of excited atoms by collisions
of the second kind, while the third reverse process depicts spontaneous emission
of an excited atom. It is then possible to ionize not only neutral species, but also
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excited atoms:

A*+e=A"+e+e, (5.18a)
A*+B=A"+B+e, (5.18b)
A*+hv = At +e. (5.18¢)

Even though the number of neutral atoms is usually much higher than the number of
excited atoms, the latter make a non-negligible contribution to ionization, since the
ionization of excited atoms requires lower energy. Zel’dovich et al. (1966) derived the
rate equations for (i) electron-impact ionization of ground-state atoms, (ii) electron-
impact excitation of atoms from the ground state, and (iii) electron-impact ionization of
excited states.

High-irradiance ablation

Phipps and Dreyfus (1993) and Phipps et al. (1988) developed a theory correlating experi-
mental results on high-irradiance (I > 10'' W/cm?), short-pulse (tpu1se 2~ 10ns) ablation
of materials. The theory is based on the following assumptions: (1) one-dimensional flow,
(2) an inverse-Bremsstrahlung absorption mechanism, (3) Mach-1 flow (the Chapman—
Jouguet condition, M = 1), (4) ideal-gas behavior, (5) macroscopic charge neutrality,
and (6) self-regulating plasma opacity, giving an optical thickness of unity at the laser
wavelength after a brief transition time, #;. For surface absorbers in vacuum, an estimate
of the onset of plasma dominance is given by the relationship

I /tpue > B. (5.19)

The above holds over a five-orders-of-magnitude range in pulse duration from 5 ms to
10 ns and for laser wavelength in the range 0.25—10 mm for Bp,x & 8 X 108 Ws!/2m—2
with the plasma-formation threshold at B & Bp,,x/2. The following expressions are
derived.

Pressure:
$9/16 13/4

Pa
Al8 ()\«/ tpulse)l/4 (

P=184x10""* ). (5.20)

Electron temperature:

Al/873/4
T. =2.98 x 103m(1x1 [toutse)"? (K). (5.21)
Electron density:
s AS5/16 T4 ;
N = 1.135 x 10 3. 5.22
¢ U (Z 176 (o, [Toutse)>/* () 622
Ablation rate:
29/811/2
it = 26.6————— (ng m2s7h). (5.23)

ulse

Al/4)\.l/2tl;
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The parameter

A
v A

A is the average ionic mass number, Z the average ionic charge.

It is recalled that the high-irradiance theory assumes a constant optical thickness and
therefore plasma transmission. Second, there is no provision in the theory for the physical
mechanism of the evaporation process (and hence of the actual surface temperature).
Third, the high-irradiance theory does not take into account the optical properties of the
target. This may be important when the large spectral variation of the surface reflectivity
is recalled.

(5.24)

Modeling of ablation-plume propagation

The Euler equation for the dynamics of a compressible gas

The vaporized material ejected from the liquid surface is modeled as a compressible,
inviscid ideal gas (Ho et al., 1995). The dynamic state of the metal vapor phase is
described by the compressible and nondissipative Euler conservation equations for
mass, momentum, and energy.

Mass conservation:

0 -
8—‘; £ V- (pV)=0. (5.25)
Momentum conservation:
v o .- 1
—+V.VV=——VP. (5.26)
at P

When an intense laser pulse interacts with metal vapor, a significant amount of the laser
radiation is absorbed by the ionized particles. Consequently, the radiation absorption and
emission may couple strongly with the plume hydrodynamics. The energy-conservation
equation in the absorbing and radiatively participating plume is

oe N N N
p(g + Ve - V) = —PV -V + yplias exp(—vpilz]) + V- (—qr), (5.27)

where the exponentially decaying term accounts for the absorption of laser energy by
the plume and g; is the radiative-flux vector. The radiation source term is defined via

Vg =yl —G). (5.28)

In the above equation, G = |, 4, 1 €2, where the integration over the solid angle €2 is
carried out over a sphere, I, is the blackbody radiation intensity, and y,y is the Planck
mean absorption coefficient defined as
oo
/ Ibv W dv
AV

Vay = = . (5.29)
/ Ibv dv
0
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Utilizing Equation (5.7a), the above expression yields:

1 3
128 \2 [ m \2 Z% g N.N;
==k - ) 5.30
Va (27 B) <me) hed T2 (5:30)

In order to calculate the radiation heat flux, the radiation transport equation (RTE)
(Siegel and Howell, 1992) for an absorbing and emitting, but nonscattering, medium is
solved for the total, directional radiative intensity, /:

5-VIF, s) = —yalF,5) + Vaylo. (5.31)

Two more equations define the total energy per unit mass, &,

_ L, 2
g =&+ 2(u + v9), (5.32)
and the equation of state for an ideal gas,

P = (yaa — Dpe, (5.33)

where y4q is the ratio of the specific heats, y .4 = C,/C,. A species-transport equation
is used to specify the mass content of metal vapor per unit volume. Because of the
ideal-gas assumption, and since the kinetic energy is much larger than the dissipation
or interaction energies, homogeneous flow conditions are assumed. Thus, the species-
transport equation is simplified to
ay =
— 4+V.Vy=0, (5.34)
ot
where y = py/p is the local mass fraction of the ejected vapor.
The boundary conditions across the discontinuity (Knudsen layer) at the vapor/liquid
interface are as follows.

Mass conservation:
ov(=Vy = Vind = po(Vi = Vino). (5.35a)
Momentum conservation:
Py — P = py(=Vy = Vind)(Vi + V). (5.35b)

Energy conservation:

H+L,=H, + %(Vf - VP). (5.35¢)

Computations were done for an aluminum target irradiated by an excimer laser of
fluence F = 25 J/cm? with an Ar background gas atmosphere of P,, = 10~% atm
(Ho et al., 1996). Figures 5.1 and 5.2(a)—(c) show the development of the pressure
and velocity vector fields in the vapor phase at various times (¢ = 40, 100, and
500 ns). The shock front produced by the high-pressure plasma propagates with an
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Figure 5.1. Dimensionless pressure, P’, contours for an aluminum target subjected to excimer-
laser pulses of duration 26 ns and fluence, F = 25 J/cm? at (a) t = 40 ns, (b) t = 100 ns, (c) t =
500 ns, and (d) ¢ = 500 ns, assuming a transparent vapor plume. The ambient pressure is P, =
1073 atm and the diameter of the laser spot is 71,3 = 0.5 mm. From Ho er al. (1996), reproduced
with permission by the American Institute of Physics.

average speed of about 12 000 m/s into the ambient gas. An average shock-wave speed
is predicted under the transparent-vapor-plume assumption depicted in Figures 5.1 and
5.2(d). A major assumption in this analysis stems from the use of the local-thermal-
equilibrium framework, i.e. the existence of a one-component system whose energy
is represented by a single temperature. This is unlikely to prevail, especially during
the early stages of the ablation process. The inclusion of nonequilibrium absorption
via photo-ionization and emission by recombination is a key element in further work,
together with recondensation in the plume. The local fraction of metal vapor has been cal-
culated by considering advective mixing and utilizing ideal-gas approximations for the
internal-energy function. This appears reasonable, since the plume ejection is primarily
driven by the high rise in pressure.

Molecular-dynamics models

Molecular-dynamics (MD) simulations offer the possibility of capturing the inter-
play of the different processes involved in ablation-plume evolution, including cluster
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Figure 5.2. Velocity vectors for the conditions of Figure 5.1. From Ho et al. (1996), reproduced
with permission by the American Institute of Physics.

formation. As discussed by Zhigilei (2003), the size of atomic-scale MD simulations
of ablative events is simply too large for meaningful computations extending well into
the picosecond and nanosecond regimes to be performed. In the breathing-sphere model
(Zhigilei et al., 1997) it is assumed that each molecule (or group of atoms) can be
represented by a single particle that has the true translational degrees of freedom but
approximate internal degrees of freedom. This model was applied by Zhigilei (2003) in
the context of ablation of an idealized molecular solid, although the predictions repre-
sented general trends. It was found that the cluster composition of the ablation plume
strongly depends on the irradiation conditions. At sufficiently high laser fluences, the
phase explosion of the overheated material leads to the formation of a foamy transient
structure of interconnected liquid regions that subsequently decompose into a mixture
of liquid droplets, gas-phase molecules, and clusters. A typical simulation example for
early plume propagation in this regime is given in Figure 5.3. As overheating becomes
weaker with increasing depth, the fraction of the liquid phase increases and large droplets
are formed in the tail of the plume. Simulations performed with shorter pulses show that,
in the regime of stress confinement, thermoelastic stress triggers hydrodynamic motion
leading to the ejection of larger and more numerous droplets (Figure 5.4) than in the
regime of thermal confinement.
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Direct Monte Carlo simulations

Shock-wave models describe well the pulsed-laser—material interaction in the pres-
ence of ambient background gas pressures above a few hundred millitorr. On the other
hand, in the regime of a limited number of collisions per particle that corresponds
typically to a pressure range of 0.1-200 mTorr, an appropriate treatment may be pur-
sued via Monte Carlo simulations. Cools (1993) investigated the effect of elastic col-
lisions between ablated particles and background-gas atoms on the kinetic-energy and
spatial distributions of atoms arriving at the deposition substrate. Evolution from a
forward distribution to a Maxwell-Boltzmann distribution at the gas temperature, so-
called “thermalization,” was observed in a pressure range that varies over two orders
of magnitude, depending on the initial energy of the atoms and the ratio of the molec-
ular masses of background gas and ablated atoms. A self-focusing phenomenon was
found to occur during the first stages of thermalization. At low pressures, this effect
tends to redistribute the ablated atom flux toward the surface normal. The effect of
the background-gas pressure on the deposition stoichiometry was investigated by Itina
et al. (1997), who considered laser ablation of a binary target into a diluted gas of
pressure <100 mTorr. It was found that different pressures are required for thermal-
ization of particles with different masses. Correspondingly, the deposition rate of light
particles diminishes at lower ambient background-gas pressures than does that of heavy
particles. An increase of gas pressure results in an increase in the uniformity of the
stoichiometry distribution on the receiving substrate. Results indicated that composi-
tionally uniform films can be obtained at appropriate pressures at which the intrinsic
compositional nonuniformities are concealed due to species-dependent gas-scattering
effects.

Diagnostics of laser-ablated plumes

Probe-beam-deflection diagnostics

Beam-deflection schemes are based on the detection of changes in the refractive index
of the medium due to thermal, pressure, or concentration gradients. These probes have
been demonstrated for applications including absorption spectroscopy (Boccara et al.,
1980; Sigrist, 1986; Tam, 1986) and thermal-diffusivity measurements (a survey is given
in Park et al., 1995). The deflection-angle transients are described by

¢ @) =

1 - -
/ —Vn(s,t) x ds|. (5.36)
sepath

In general, the deflection angle has one component parallel and one component perpen-
dicular to the sample surface. The deflection angle is detected by a position-sensitive
detector such as a bi-cell or quadrant detector and a knife edge.

When a time-modulated or pulsed laser beam irradiates the target, the temperature
field diffuses in the ambient backing medium and produces photothermal deflection
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(PTD) of the probing beam on a time scale representative of the evolution of thermal
transport in the system. Even in the simple-heating case, below the melting and ablation
thresholds, the PTD response is sensitive to the boundary conditions on the temperature
field, the material properties, the deflecting medium, the shape, temporal duration, or
modulation frequency of the irradiating beam, and the location and size of the probing
laser beam. If the profile of the laser beam is Gaussian with dependence on the radial
coordinate, r, the temperature field in the backing medium depends on (7, z, f) and the
calculation of the probe-beam deflection has to take into account the corresponding
refractive-index changes, together with the finite size and profile of the probing laser
beam.

Since the deflection signal carries information developed along the path of the
beam, a simple ray-tracing approach might not be sufficient for precise calculation
of the transient deflection angle, particularly as the cross-sectional dimensions of the
probe beam approach the extent of the heat-affected zone. Temporal and spatial effects
were examined by Shannon et al. (1992), who showed that, in addition to the magnitude
and phase of the deflection signal, the temporal shape of the deflection signal provides
fundamental information about the transient heat flow in the target and the backing
medium. In a subsequent study, Shannon et al. (1994) showed that the PTD method
could indicate the transition to the molten phase.

The thermoelastic expansion launches in the backing medium a pressure pulse that
disturbs the probing laser beam, producing photoacoustic deflection (PAD). The com-
pressive PAD pulse scales with the transient heating, whereas the cooling time is
generally slower, producing a much weaker rarefaction wave. If the pressure depen-
dence of the refractive index of the backing medium is known, then the deduction of
absolute values of the pressure field can be accomplished, provided that the spatial
shape of the acoustic wave is accounted for (Diaci, 1992). If the laser-beam energy
exceeds the ablation threshold, the ablation products interfere with the probing laser
beam. If ablation is performed in a backing atmosphere higher than 1 Torr, the abla-
tion products push the background gas, creating a shock wave that travels with super-
sonic speed. The strength of the shock wave and the traveling speed decay as the
distance from the target is increased. By varying the separation of the probe beam’s
axis from the target surface, deflection schemes can yield the shock speed (Sell et al.,
1991). The ablation products trail the leading shock front, but the deflection scheme is
not sufficiently species-specific to provide clear information. Enloe et al. (1987) and
Chen and Yeung (1988) applied probe deflection to analyze density gradients in laser
ablation in vacuum. Enloe (1987) used the probe-beam deflection to show that the
change of the refractive index in plasmas is negative and proportional to the electron
density, N.:

o2
on=—|-——|N.. 5.37
" <2nmev2) (>-37)

On the other hand, changes in concentrations of neutral species are positive. In
general, probe-deflection diagnostics provide an appealing means for analyzing thermal
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conditions of the target and the generated ablation plume, but interpretation of the results
requires isolation of the physical phenomenon.

Absorption and emission spectroscopy

Consider two nondegenerate levels of an atom or a molecule with energies E; and E;.
If an atom in the lower state |1) absorbs a photon of frequency v = (E, — Ey)/ h, it is
excited to the higher state |2). The probability per second that an atom will absorb a
photon, d P, /dt, is proportional to the number of photons of energy 4v per unit volume,
N(v), and is expressed by

T = BlzN(l)), (538)

where the proportionality constant B, is the Einstein coefficient of induced absorption.
The radiation field can also induce stimulated emission via the transition |2) — |1)
whose probability is

dpy

T = BZIN(V)» (539)

where B, is the Einstein coefficient for stimulated emission. Whereas stimulated emis-
sion is a coherent, wavevector-maintaining process, spontaneous emission of a photon of
energy hv through an incoherent process is also possible. The corresponding coefficient
for spontaneous emission is

8whv?

Ay = p By;. (5.40)

Since A, scales with v?, spontaneous emission processes are important in the visible/UV
parts of the spectrum. Since the atomic energy levels are discrete and distinct, each
element has a set of characteristic “signature” emission lines. The detection of these
lines can be used to identify the presence of a particular element.

The Maxwell-Boltzmann equation defines the ratio of the number of atoms in an
excited state to the number of atoms in the ground state in thermal equilibrium;

Mo 80 - (5.41)
No g

The important assumption in this case is that the system is in local thermal equilibrium
(LTE). Consequently, the number of atoms of a particular state is given by

B _ B
gie s’ Ngie 7

Ny =N— - ~ (5.42)
> gie BT
i=0
The line intensity is given by the relationship
NoE B
S = Ajg—t BleTmr, (5.43)

T 8o
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The values for the degeneracies and the Einstein coefficients of each energy state can
be obtained using standard references. By using Equation (5.43), the relative populations
of each excited state can be found by comparing the respective intensities. Transmission
and absorption imaging of excimer-laser-ablated plumes was performed by Schittenhelm
et al. (1998) to measure the spatial plasma density distribution.

Laser-induced fluorescence spectroscopy

Fluorescence is the emission of radiation that results from absorption of radiation from
another excitation source. An atom or a molecule is excited to a higher energy level as
the result of the absorption of an excitation photon. A fluorescence photon is emitted
when the excited atom or molecule relaxes down to a lower energy state, and the energy
of the photon is equal to the energy difference between the two levels. The photon
absorption and the subsequent energy transition occur very rapidly, typically on time
scales of the order of picoseconds. Therefore, the emitted radiation persists only for as
long as the duration of the excitation source to which it is subjected. When the excitation
radiation and the emission are of the same wavelength the process is called resonance
fluorescence. A more typical case is when the emitted photons have a longer wavelength
and lower energy than the excitation photons. In these processes, the excited species
undergo transitions involving intermediate energy levels that may, but need not, result
in emission. Examples of non-photon-emitting processes include collisional quenching
and conversion into vibrational energy.

The simplest case of fluorescence to analyze is the so-called two-level model. The
principal assumption in this model is that only two energy levels are involved in popu-
lation change during the excitation and stimulated emission. The rate equation for the
excited-state (level-2) population, N,, is

dN,

Tl Ni(Wiz + Q12) = No(Way + Qa1 + Azy), (5.44)
where N is the population of the ground level 1, Wi, and W, are the absorption rate
of the excitation radiation and the rate of stimulated emission, Q1 and Q;; are the
collisional excitation and quenching rates, and A, is the Einstein coefficient of sponta-
neous emission. Assuming that the total number density of the energy-state population
is constant, i.e. Ny + N, = N = constant, and that the system is at equilibrium, i.e.
dN;/dt = dN,/dt = 0, it follows that

_ Nt(Wi2 + O12)
Q12+ Qa1 + Axt + Way + Wi

N, (5.45)

Simplifications of the above equation are often made. When the excitation power is
low, Qs + Az > Wiy + Wy, and the population density of the excited level is propor-
tional to the absorption rate of the excitation radiation:

Wi N-
N 127

= —. (5.46)
27 00 + Ay
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The number of photons (IV,) incident on a fluorescence detector is proportional to the
density of the excited-state population. It is given by

o N2A21 Vcech
P 47 ’
where V. is the fluorescence-probe volume, er is the efficiency of the optical collection

system, and €. is the solid angle of the optical collection system. The fluorescence
signal given by a detector is

(5.47)

St = Nyhcvy¢pGy, (5.48)

where & is Planck’s constant, ¢ the speed of electromagnetic propagation, v,; the
fluorescence-transition frequency, ¢, the quantum efficiency of the detector, and G,
the detector gain.

Plume interactions with background gas

The interaction of the laser-ablation plume with background gas is important for applica-
tions such as PLD. During PLD of YBCO films in ambient gas the background oxygen
scatters, attenuates, and interacts with the ablated plume. As discussed by Geohegan
(1992), during the initial stage of expansion, the plume experiences little slowing. At
some point, a visible shock structure is formed, whereby the plume appears to split into
a fast and a slower component. At longer times, the plume continues to slow down.
Figure 5.5 depicts this sequence using time-resolved integrated imaging.

Figure 5.6 depicts experimental setups for imaging plume emission and capturing
emission lines (Chu and Grigoropoulos, 2000). One can construct x—¢ diagrams by
plotting the location versus the time corresponding to the peak emission signal. The
most probable velocity is then found by taking the slope of this curve. Figure 5.7(a)
shows the x—¢ curves for neutral titanium ablated by several laser fluences under vacuum.
Since collisions occur in the laterally expanding plume, the centerline velocity can be
expected to decrease. The decrease in centerline velocity is more significant for the
lower fluence. The effects of the background argon pressure on the centerline velocity
are shown in Figure 5.7(b). The background pressure suppresses plume expansion and
consequently increases collisions within the plume. This is evident from the decrease in
centerline velocity and, as will be seen later, the overall emission intensity.

Spectrally integrated and temporally resolved images of plumes ablated at 5 J/cm?
under background argon pressures ranging from vacuum to 20 Torr have been acquired.
Some selected images are shown in Figure 5.8. Since the images are spectrally integrated
over the near-UV to visible range, they include emission from both neutral and ionized
species. A spectrum taken of the plume revealed that only emission from Ti and Ti" is
detectable, and no appreciable emission was detected from higher ionized states of Ti
or the background Ar. At pressures above 50 mTorr, a separation of faster- and slower-
moving components occurs in the plume. The intensity of the emission is also greater
with higher background pressure as a result of there being a greater number of collisions.
The location at which the separation of faster- and slower-moving components occurs is
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Figure 5.5. ICCD photographs of the visible plasma emission (exposure times 20 ns) following
1.0-J/em? KrF/YBCO ablation into 1 x 10~ Torr, (a)-(f), and 100 mTorr, (g)-(1), oxygen at the
indicated delay times from the arrival of the laser pulse. The 0.2 cm x 0.2 cm 248-nm laser pulse
irradiated the YBCO target at an angle of 30° as shown. From Geohegan (1992), reproduced
with permission by the American Institute of Physics.
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Figure 5.6. Experimental setups for imaging plume emission and capturing emission lines.
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Figure 5.7. The left graph shows effects of laser fluence on the most probable centerline velocity
of neutral titanium atoms in an expanding plume in vacuum. The velocities shown are average
values over the measurement range. The right panel depicts effects of background Ar pressure
on the most probable centerline velocity of neutral titanium atoms in the plume. The fluence is
F =7 J/em?. The velocities shown are average values over the measurement range. From Chu
and Grigoropoulos (2000), reproduced with permission by the American Society of Mechanical

Engineers.



"SIQQUISUY [BOTUBYOIRA
Jo A19100§ ueoLdWY Ayl Aq uorsstutad yim paonpoidar (()0)(z) sojnodoroSLin pue Ny wo Mo, | = J 1e 98ewl Y3 oY) pue ‘LoLw )] = J e 93ewr
JIOIUAD QYY) ‘WINNIBA IOPUN SFRWI JJI[ oY) ‘;WO/[ § = f J& UYE) 1M [[ I0[0d0pnasd pazi[euLiou ur Sunes su-(] Y sagewr pajeisaur Aj[enoads -g'g amnbiy




130

Dynamics of laser ablation

Nd : YAG Beam Dye Harmonic
Laser  Separation Laser Generator

_ - — Mirror

Mirror
L Y

Mirror
r.

Concave Lens
f=-150 mm |/
Mirror

Cylindrical Lens

f=200 mm

Laser Sheet
Spherical Lens

f=300 mm

L h .
aser Sheet Titanium

Target

Titanium Plume

Figure 5.9. A schematic diagram of the excitation-laser setup. The output from the Nd : YAG laser
contains both the fundamental (1064 nm) and the doubled harmonic (532 nm). The fundamental
portion is disposed of in the beam-separation package, and the remainder, the second harmonic,
is used to pump the dye laser. The vacuum chamber in which the titanium sample resides is
omitted from this diagram.

closer to the target surface at higher pressures. Additional imaging also revealed that the
threshold for the occurrence of separation varies with the laser fluence and therefore the
ablation flux. These observations have a strong dependence on the number of collisions.
Thus it is reasonable to suggest that this occurrence is highly dependent on the Knudsen
number. The plumes take on a crescent shape shortly after the separation occurs. The
greatest concentration of titanium is found in the forward portion of the plume. However,
when pressures are sufficiently high, the number of collisions within the plume increases
accordingly.

Figure 5.9 depicts an experimental setup for planar LIF (PLIF) measurements.
Figure 5.10(a) shows fluorescence images taken at 100 mTorr of Ar juxtaposed with
emission images taken at the same pressure. The fluorescence images reveal that the
forward-peaking distribution of titanium observed in the spectrally integrated emission
images is conspicuously absent from the LIF images. Since only the neutral titanium
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Figure 5.10. Normalized pseudocolor PLIF images at Agyorescence = 296.355 nm juxtaposed to
emission images. The vacuum chamber is back-filled with Ar at 100 mTorr. Here ¢ = 3 J/cm?.
The figure on the right depicts TOF data acquired from emission imaging, LIF imaging, and
PMT measurements. The velocities derived from LIF are consistent with the PMT data of neutral
titanium (399.860 nm). From Chu and Grigoropoulos (2000), reproduced with permission by the
American Society of Mechanical Engineers.

atoms in the plume fluoresce at the specific line indicated, the comparison of emission
and LIF images suggests that neutral species do not occupy the leading portion of the
plume in any significant numbers. Most probable velocities can be derived from these
images by noting the location of the peak intensity at various times (Figure 5.10(b)).
The average centerline velocity obtained from the emission images is 0.56 x 10* m/s,
whereas the velocity derived from the LIF images is 0.36 x 10* m/s. Also plotted in
Figure 5.10(b) are TOF data acquired by monitoring the progression of emission from
neutral titanium. The agreement of TOF data with LIF data further confirms that the
bulk of neutral titanium is found in the center and aft portions of the plume, and the
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Figure 5.10. (cont.)

forward part of the plume is primarily composed of titanium ions. This observation is
most probably due to the fact that the ions acquire greater kinetic energy through the
redistribution of the absorbed incident laser energy by the plasma plume.

There have been theoretical studies of laser ablation under vacuum (or low-pressure)
conditions (Bogaerts et al., 2003), but few authors have focused on laser ablation under
a background gas pressure of 1 atm. Investigators (Aden et al., 1992; Ho et al., 1995;
Capitelli et al., 2000) often apply the hydrodynamic equations only for the vapor species,
whereas it is obvious that a binary gas mixture (e.g. metal vapor and background gas) as
well as the interactions between vapor and gas need to be considered. A hydrodynamic
model that describes the behavior of both vapor and background gas has been developed
by Gusarov et al. (Gusarov et al., 2000; Gusarov and Smurov, 2003) and applied to
expansion in a background gas at 1 atm for both millisecond and nanosecond laser irra-
diance, but without taking into account plasma formation. A comprehensive numerical
model for nanosecond laser ablation of metallic targets in background gas at 1 atm, with
consideration of plasma formation and laser absorption in the plasma, was developed
recently (Chen and Bogaerts, 2005; Bogaerts and Chen, 2005). It has been found that
target heating, melting, and vaporization, as well as the vapor and background gas den-
sity, plume-expansion velocity and temperature, degree of ionization, and densities of
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ions and electrons in the plume, and hence also the plasma shielding, all increase with
increasing laser irradiance.

The effect of laser-pulse duration shows two different trends, depending on whether
the laser irradiance or the laser fluence is kept constant. At constant laser irradiance,
the target heating, melting, and vaporization increase with laser-pulse duration, and this
applies also to the densities of vapor and background-gas atoms and ions, and electrons in
the plume, as well as to the plume-expansion velocity and temperature, because the laser
fluence rises with increasing pulse duration. At fixed laser fluence, on the other hand,
the target-heating and evaporation rates are greater for shorter laser pulses, because of
the rise in laser irradiance. The total melt and evaporation depths are slightly greater for
longer laser pulses, because the target is exposed to the laser for a longer time. Plasma
shielding is less pronounced for longer pulses, because of the lower irradiance, so the net
laser fluence reaching the target increases slightly with increasing pulse duration. The
plume temperature and electron density, during or shortly after the laser pulse, become
higher for shorter pulses, because of the higher laser irradiance at fixed laser fluence.
However, after the laser pulse has finished (e.g. 100 ns), it is observed that the total laser
fluence, not the pulse duration, determines the plume behavior, because the plume and
plasma characteristics look very similar for different pulse durations, at constant laser
fluence.

Target and plume characteristics (e.g. plume density, velocity, temperature, and degree
of ionization in the plasma) at 532 nm were only slightly lower than those at 266
nm, because of the competing effects of target-surface reflectivity and laser plasma
absorption. At 1064 nm, the target and plume characteristics were calculated to be
significantly lower than at 266 and 532 nm, which was attributed mainly to the high
surface reflectivity. The laser-irradiance threshold for target melting and vaporization
and for plasma formation at 1064 nm was considerably higher than that at 266 and
532 nm.

Picosecond-laser plasmas

The formation and subsequent evolution of plasmas produced during interactions of
high-power laser beams with solid materials (laser ablation) are topics of much prac-
tical interest. Applications include synthesis of novel materials (Lowndes et al., 1996;
Geohegan et al., 1998), laser-ablation chemical analysis (Russo, 1995), ultrafast X-ray
generation (Murnane ef al., 1991), and fast ignition schemes for inertial-confinement
fusion, among others. In contrast to plasma initiation by direct photo-ionization of a free
gas (Li et al., 1992; Clark and Milchberg, 1997), a solid target at the focus of the inci-
dent laser beam generates an extra dimension of complexity of plasma generation during
laser-ablation processes. While substantial progress in understanding nanosecond-laser
ablation of solid materials has been achieved during the past few decades, there is little
knowledge of the spatial and temporal development of plasmas induced by laser ablation
of solids on picosecond and faster time scales.
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Figure 5.11. Three shadowgraph images of the laser-ablation plasma at 20 ps (a)—(c) and 1200 ps
(d)—(f). The incident laser energy is given in each image. Laser input was from the above. From
Mao et al. (2000a), reproduced with permission by the American Institute of Physics.

Fundamentals of picosecond-laser plasmas

Figure 5.11 diplays an experimental setup for time-resolved shadowgraph and interfer-
ometry imaging (Mao et al., 2000). Figure 5.12(a) is a typical time-resolved interfer-
ogram of the picosecond plume. At very early times during the laser-ablation process
(t ~ 0), the plasma plume was found to have an electron number density of the order of
10" cm™? near the target surface. Figure 5.12(b) shows the plume’s electron-number-
density profile along the incident laser axis at a delay time of 150 ps. The solid curve is
a least-squares fit for an exponential decay. The plasma has an electron number density
exceeding 10%° cm™> from the target surface to a distance approximately 40 wm away
from the target.

Figure 5.13(a) shows three shadowgraphs taken at a delay time of 20 ps with various
incident laser energies. The picosecond plume, or the early-stage plasma, barely appears
at 3.5 mJ, which corresponds to a laser irradiance of approximately 1.5 x 10'> W/cm?.
With increasing incident laser energy, both the longitudinal and the lateral extension of
the picosecond plume increase. However, there is no other plume present at this early
time. At a delay time of 1200 ps (Figure (5.13b)), a hemispherical plume dominates
the shadowgraph for laser energies close to the picosecond plume or plasma-forming
threshold (~3.5 mJ). This vapor plume of target mass is frequently observed during
nanosecond and longer-pulsed laser ablation of solids.
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Figure 5.12. A schematic diagram showing the setup of the experiments. An interferometer is
used to take shadowgraph and interferogram images of the picosecond-laser-ablation plasma.

Figure 5.13. The electron-number-density profile along the incident laser axis. The solid curve is a
least-squares fit of the experimental data showing exponential decay. The insert shows an
interferogram of the picosecond-laser-ablation plasma. From Mao er al. (2000a), reproduced
with permission by the American Institute of Physics.

Such a high number of electrons close to the target surface indicates that the electrons
cannot originate from direct ionization of air. The ambient air has a density between
2 x 10" and 3 x 10" cm™3. If the electrons inside the plasma come from direct ion-
ization of air, each air molecule would have to provide about ten free electrons. This
is impossible in the case at hand because the plasma temperature barely exceeds the
second ionization potential of the atoms (e.g. nitrogen) in air. The high electron den-
sity close to the target (many times larger than the air density) suggests that electrons
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emitted from the target surface play a significant role in the initiation of this early-stage
plasma. Energetic electrons have been detected (Petite ef al., 1992) from metal surfaces
irradiated by picosecond laser pulses, although their importance for plasma initiation
was not previously realized.

Let Vrepresent the velocity of the particle species inside the plasma, then conservation
of particle number density N, momentum p, and energy ¢ can be expressed as

IN AN V)

ot 0z o

ap Ap-V P

W V) _ P NEL NS (5.49)
ot 0z 0z

de  de-V)  aP-V)
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with P the particle pressure, ¢ the unit charge of an electron, E the electric field inside
the plasma, f; the collisional force between particles, and Q,;, the energy source due to
absorption of laser light.

The particle momentum and energy can be written as

p=NmV,

3 NksT + Lav? ©-30)
&= = = ,
VL TR

where m is the particle mass, T is the particle temperature, and kg is the Boltzmann
constant.

In the density equation, S, is the source term for electron and ion generation in
the bulk of the plasma. Cascade ionization is the dominant ionization mechanism over
multiphoton and recombination processes. The momentum equation accounts for the
electric force (zero for atoms) and the force resulting from particle—particle collisions.
The nonlinear (ponderomotive) force (Kruer, 1988), which is important for the propa-
gation of high-intensity laser pulses in plasma (Young et al., 1988), was found to be
insignificant in the laser-energy range of the present study. The energy balance includes
the work done by the forces exerted on particles, as well as the direct energy increment
from absorbing laser light (for electrons only).

Electron emission takes place as the surface electrons absorb the energy of one or more
incident photons, or acquire sufficient kinetic energy after heating to overcome a surface
energy barrier. Electron emission is therefore allowed to provide initial seed electrons for
plasma development above the laser-ablated target. While pulsed-laser-induced electron
emission from solids has been studied for decades, its significance for the initiation
of laser-ablation plasmas had not been quantified in previous theoretical work. In the
simulation, surface electron emission due to thermionic and photoelectric effects was
calculated using a coupled energy-transport model (for electron and lattice energies) for
picosecond-laser—metal interactions. The electrons emitted from the laser-heated target
collide with atoms in the ambient gas, which may result in cascade breakdown of the
gas.
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Figure 5.14. Spatial-temporal evolution of ion and atom density inside a plasma. Pseudocolors are
used to represent the magnitudes of the densities. From Mao et al. (2000b), reproduced with
permission by the American Institute of Physics.

Figure 5.14 shows the evolution of ion and atom densities above a Cu target. In the
map for ions (atoms), the pale shade corresponds to a high density of ions (atoms).
With N; and N, representing the ion and atom densities respectively, full ionization of
the gas, N; ~ N, (1 atm), occurs just when the ablation laser pulse passes its maximum
energy. Significant ionization starts from the gas adjacent to the target surface where
energetic electrons abound due to surface electron emission during the rising stage of
the picosecond-laser pulse.

The electrons ejected from the target absorb laser energy principally by inverse-
Bremsstrahlung processes during laser irradiation. They subsequently ionize the ambient
gas by impact ionization, leading to cascade breakdown. The spatial-temporal movement
of the ionization front is characterized by an approximate boundary separating the pale
and black regions in the map for both ions and atoms. The ionization front advances
approximately 750 wm during the first 35 ps (from approximately O ps to 35 ps), but it
takes more than 100 ps to traverse a further 750 pm.

Figure 5.15 gives the electron-temperature profile in a spatial-temporal diagram.
As is evident from the picture, electrons reach their maximum temperature just after
the laser intensity passes its peak value (+ = 0). The temperature of the plasma is
of the order of 10° K, equivalent to about 10 eV. This value is approximately equal
to the first ionization energy of atoms in ambient gas, but smaller than their second
ionization energy. As a consequence, we expect that most of the ions in the plasma
bear only one positive charge. This result suggests that each gas atom can provide
at most one free electron to the plasma. The experimentally measured large number of
electrons cannot come from laser-induced direct gas breakdown. Electron emission from
the target surface, as discussed earlier, will supply a large quantity of electrons to the
plasma.

Figure 5.16 shows shadowgraphs (a) and phase-shift maps (b) of the picosecond-laser
ablation plasma at four delay times. The phase-shift value of the interference fringe
is directly proportional to the value of the local electron number density (Jahoda and
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Figure 5.15. Spatial-temporal evolution of the electron temperature of the picosecond-laser-
ablation plasma. From Mao et al. (2000b), reproduced with permission by the American Institute
of Physics.
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Figure 5.16. Shadowgrams (a) and phase-shift maps (b) of the plasma at four delay times. From
Mao et al. (2000a), reproduced with permission by the American Institute of Physics.
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Sawyer, 1971). The laser energy was approximately 9 mJ, corresponding to a laser
irradiance of approximately 4 x 10'> W/cm?. A weakly absorbing plasma is present,
with an electron number density of the order of 10! cm™3 near the target surface. The
phase-shift maps (Figure 5.16(b)) indicate that the electron number density of this plasma
increases substantially during the first 100 ps. After about 200 ps, atomic and ionic mass
from the target appears in the shadowgraphs (the dark region close to the target). This
material vapor plume corresponds to a growing white area in phase-shift maps, where
the strong absorption of the probe beam weakens the resolution of the interferogram and
no longer yields useful phase-shift values. As the material vapor plume expands away
from the target, it gradually becomes hemispherical in shape. Large lateral expansion
of the picosecond-laser ablation plasma is apparent, while the longitudinal expansion of
the early-stage plasma is not very substantial after about 200 ps.

Figure 5.17 shows calculated electron-number-density profiles in the form of iso-
density contours. These distance—time profiles provide a measure for the longitudinal
expansion of the plasma. As shown in Figure 5.17(a), the electron number density near
the target surface increases from 6 x 10" cm™3 to 10 cm™ in about 15 ps (from
—5 ps to 10 ps), in agreement with the experimental observations. With speeds of the
order of 108-10° cm/s, the iso-density fronts expand rapidly at early times. However,
after approximately 35 ps, when most of the laser-pulse energy has been delivered,
the 102°-cm=3 front starts to move backward, while the 6 x 10'°- and 8 x 10'°-
cm™ fronts expand at significantly reduced speeds. Such suppression of longitudinal
plasma expansion is consistent with the experimental measurements. The experimental
results that correspond to an electron number density of 7 x 10" cm™3
in Figure 5.17(b). The insert is a series of plasma shadowgraphs taken at four delay
times.

There are minor discrepancies between the calculated results and the measured ones.
The calculated longitudinal expansion fronts are slightly greater than the measured ones;
experimentally, the plasma also expands in the radial direction, whereas only a one-
dimensional expansion was considered in the simulation. Despite such discrepancies,
the general agreement between the simulation and the experimental data justifies the
theoretical model.

The suppression of plasma expansion can be attributed to the development of an
electric field, E, inside the plasma. One cause of the field is the ejection of energetic
electrons from the target surface, which leaves positively charged ions on the target
surface. In addition, because ionized gas atoms inside the plasma are much heavier than
electrons, they can be considered immobile while electrons rapidly expand away from
the target. As a consequence, there is a net positive charge close to the target surface and a
negative charge away from the target. The resulting electric field that is directed against
the incident laser beam acts to suppress further forward movement of the electrons
inside the plasma. The calculated development in space and time of the electric field
above the Cu target is shown in Figure 5.18. An electric field as strong as 4 x 10® V/m
exists above the target.

For fundamental understanding and practical applications, it is instructive to ascertain
to what extent the laser-ablation plasma absorbs the incident picosecond-laser energy

are given
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Figure 5.17. (a) Calculated space—time iso-density contours for the electrons inside the plasma.
The 35-ps-FWHM ablation laser pulse is also shown for arbitrary units. (b) The experimental
data for longitudinal plasma extension. The insert shows plasma pictures recorded at four
different times. Laser input is from the above. From Mao et al. (2000b), reproduced with
permission by the American Institute of Physics.

and thereby reduces the efficiency of energy deposition onto the target. The longitudinal
extent of the air plasma remains approximately constant after about 100 ps, and the
plasma expands principally in the lateral (radial) direction. A material plume starts to
appear after a few hundred picoseconds; it overlaps with part of the air plasma as it
expands. As determined from both interferometry and simulations, the electron number
density of the plasma is of the order of 10%° cm~2. At post-pulse times, the expanding
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Figure 5.18. Spatial-temporal evolution of the electric field above the laser-ablated target. From
Mao et al. (2000b), reproduced with permission by the American Institute of Physics.

plasma forms an approximate column with a high electron number density near the outer
radii and a low-density region near the incident laser axis.

After about 100 ps, the lateral expansion follows the relation r ~ ¢/2. This depen-
dence is consistent with the similarity solution for expansion resulting from an instanta-
neous line source of energy release (Sedov, 1959). As discussed by Li et al. (1992),
the energy driving the radial expansion of the plasma can be estimated using the
equation

1
E s
r= c(—") 1172, (5.51)
o

Here C is a constant approximately equal to unity, E}, is the energy deposited per unit
length which drives the expansion, p is the mass density of the air, and 7 is time. For
the experimental conditions in this work, before the 35-ps laser pulse ends, the plasma
is gradually heated by the absorption of light from collisional ionization (the inverse-
Bremsstrahlung process) near the laser axis. The laser-spot radius on the target is about
50 wm; it takes some time (of the order of 100 ps) for the density and pressure profiles
of the plasma to evolve toward the similarity solution, which assumes an instantaneous
release of energy from a line source along the laser axis.
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6.1

Ultrafast-laser interactions
with materials

C. Grigoropoulos and S. Mao

Introduction

Lasers that can produce coherent photon pulses with durations in the femtosecond
regime have opened up new frontiers in materials research with extremely short tem-
poral resolution and high photon intensity. The ultrafast nature of femtosecond lasers
has been used to observe, in real time, phenomena including chemical reactions in
gases (Zewail, 1994) and electron—lattice energy transfer in solids (Shah, 1996). On
the other hand, ultra-short laser pulses impart extremely high intensities and provide
precise laser-ablation thresholds at substantially reduced laser energy densities. The
increasing availability of intense femtosecond lasers has sparked a growing interest in
high-precision materials processing. In contrast to material modification using nanosec-
ond or longer laser pulses, for which standard modes of thermal processes dominate,
there is no heat exchange between the pulse and the material during femtosecond-laser—
material interactions. As a consequence, femtosecond laser pulses can induce nonthermal
structural changes driven directly by electronic excitation and associated nonlinear pro-
cesses, before the material lattice has equilibrated with the excited carriers. This fast
mode of material modification can result in vanishing thermal stress and minimal col-
lateral damage for processing practically any solid-state material. Additionally, damage
produced by femtosecond laser pulses is far more regular from shot to shot. These
breakdown characteristics make femtosecond lasers ideal tools for precision material
processing.

Thorough knowledge of the short-pulse-laser interaction with the target material is
essential for controlling the resulting modification of the target’s topography. The use
of ultra-short pulses with correspondingly high laser intensities reduces the extent of
heat diffusion into the target, facilitating instantaneous material expulsion. This enables
high-aspect-ratio cuts and features, free of debris and lateral damage (e.g. Momma et al.,
1998; Pronko et al., 1995; Liu et al., 1997; Wu, 1997). Therefore, the ablation process
is stable and reproducible. As a result, the produced structure size is not limited by
thermal or mechanical damage, i.e. melting, formation of burr and cracks, etc. Thus,
the minimal achievable structure size is limited mainly by diffraction to the order of a
wavelength (Korte ef al., 1999). It has also to be recognized that ultrafast-laser pulses
enforce high intensities that trigger nonlinear absorption effects that may dominate the
interaction process. One of the most important repercussions is the efficient processing
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of transparent dielectrics, which has a number of applications, enabling for example
three-dimensional binary-data storage (Glezer et al., 1996).

Femtosecond-laser interaction with metals

The relaxation-time approximation and two-step models

The relaxation-time approximation to the Boltzmann transport equation is given accord-
ing to the treatment by Qiu and Tien (1993). The electron density distribution function,
f(#, V., 1), evolves according to the Boltzmann transport equation:

of o of Fof _[of
a o ?avx_[azl’ @D

where F, is the external force and m the electron mass. When the electron and lat-
tice temperatures 7, and 7; are higher than the Debye temperature Tp, the following
approximations can be made for the scattering term on the right-hand side:
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‘P is the transient matrix element, A is the unit-cell volume, m, is the atomic mass,
Jfeq 1s the equilibrium electron Fermi—Dirac distribution, and Efo is the Fermi energy at
T. = 0 K. The scattering term given by (6.2b) becomes zero when the electron tem-
perature becomes equal to the phonon temperature. Since 0.5 < feq< 1 when E < Ef,
0 < feq< 0.5 when E > Ef, and foq = 0 when E = Ef, this term changes sign as E goes
from E > Ef to E < Ep. For temperatures 7. > T, this term is positive and negative for
energies above and below the Fermi surface, respectively, implying an inelastic process
transporting a net energy from the electrons to the lattice. The second term given by
(6.2c) becomes zero when electrons are in thermal equilibrium (i.e. f = fiq) and is elas-
tic, i.e. it does not cause net energy transfer between electrons and lattice. A relaxation
time, 7, is identified in relation to this process:

[%} i (6.3a)
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Equation (6.1) is written as
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Linearization of this equation implies
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The following relations are recalled:
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where &, is the electric field in the x-direction. Utilizing (6.5) and (6.6), the following
relation is obtained for the density function:

f(E)=feq(E)+rV[ 47,0 ( )}%H—T

T, dT. 0E 0x
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EVe—1T— 6.7
+ e v |:8t} (6.7)
The electrical current, J, and energy flux, Q,, are given by
400 400 +00 N N
J = —/ / / eV, Dgen(V) f(V)AV, dV, dV,, (6.8a)
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where Dden(\7) is the density of states. The prediction of (6.7) can then be utilized to
estimate the current and energy flux. It is noted that f.q and [df/dt]s; are symmetrical
about the surface V, = 0, while the scattering-, diffusion-, and electrical-force-driven
term is nonzero only in a narrow region around the Fermi surface. Therefore, the
contributions of the t(df/dt) term to the electric and heat current are approximated as

J= w2 vek e, + 1. 8 EF oTe +e o1 (6.92)
= — —_— (4 e .
F ot ! dT. ax | T, % ax
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On noting that / = 0 and dJ /9t = 0, Equations (6.9a) and (6.9b) can be combined:

aTe 00
Qx ke 9x TF 9t s (6 Oa)
ke = (KiK3 — K3) /(K1 T.). (6.10b)

The above one-dimensional heat-flux relation can be generalized:

90«
0 =—k.V(T.) — 1% o (6.11)
The electron heat capacity can be obtained from
VCTey Te < TF?
C.= 6.12
{3/<2Neks>, T, > Ti, ©12

where y ¢ is a material constant and 7 is the Fermi temperature.
From a kinetic standpoint, the electron thermal conductivity, k., can be written as:

(6.13)

where V is the electron mean-square velocity and the frequency v = ve_¢ + Ve_pn. For
T. < Tg, Equation (6.13) is reduced to

_ NekgTe

e =
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where the frequency v o 7;. Consequently, the electron thermal conductivity is related
to the conventionally measured thermal conductivity, keq(77), by

T
ke = _ekeq(Tl)' (6.15)
I

At high temperatures, the electron thermal conductivity can be modeled (Anisimov
and Rethfeld, 1997) by

(62 +0.16)* (62 + 0.44)

Ke = C eee s
(02 +0.092) (02 + bAy)

(6.16)

where 0. = T./Tr and 6, = Ti/ Ty, while Cy. and b are material constants that can
be determined from experimental data. For gold, Cie = 353 WK ' m™! and b =
0.16. Under equilibrium conditions, the electron thermal conductivity k. follows
a T.'* law near the Fermi temperature. Sub-picosecond-laser excitation experi-
ments (Milchberg et al., 1988) show that the electrical conductivity significantly
decreases for electron energies from 5 to 40 eV to reach a resistivity-saturation
regime.
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Table 6.1. Thermalization properties of metals

Electron—phonon coupling
factor G (10'* Wm—3 K1)

Metal“ Predicted Measured Thermalization time 7. = C./G (ps)
Copper (Cu) 14 4840.7 0.6

Silver (Ag) 3.1 2.84 0.6

Gold (Au) 2.6 2.8+0.5" 0.8

Chromium (Cr) 45 42 4 5° 0.1

Tungsten (W) 27 26+ 3 0.2

Vanadium (V) 648 523 4+37%,170° 0.06

Niobium (Nb) 138° 387 +36" 0.05

Titanium (Ti) 202 185+ 16" 0.05

Lead (Pb) 62 12.441.4% 0.4

¢ Assumed numbers of free electrons per atom are 0.5 for Cr, 1.0 for Cu, Ag, Au, W, Ti, and Pb,
and 2.0 for V and Nb.

b Brorson et al. (1990).

¢ Elsayed-Ali et al. (1987).

4 Groenveld et al. (1992).

¢ Yoo et al. (1990).

Two-step models

Energy-conservation equations for both electrons and phonons and the heat-flux equation
(6.11) generate the hyperbolic two-step (HTS) radiation-heating model:

T, -
Ce(Te) 5 = —=V-0—-G(T: — 1)+ Quw. (6.17a)
T,
cl(Tl)a—t1 = G(T. — T, (6.17b)
90 -
Tr a—? +kV(T)+ 0 =0, (6.17¢)
T.

Ce(Te) = vcTe, ke = ke (617d)

q?lv
where Q,y, is the volumetric radiation-absorption term and the electron—phonon coupling
constant is derived (Qiu and Tien, 1993) as
9 NKgT3Ve
16 Ap(TTiEr
In the above, Vg is the speed of electrons possessing the Fermi energy and Ag is
the electron mean free path. Table 6.1 gives values of the electron—phonon coupling
constant, G. The main physical picture is that the energy deposition is accomplished first
via radiation absorption by the electrons and then by the subsequent exchange between
electrons and lattice.
If the heating time is much longer than the thermalization time, the effect of the
hyperbolic transport is small and the parabolic two-step (PTS) model (Anisimov et al.,

(6.18)
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Figure 6.1. Comparison of predicted electron-temperature changes with experimental data at the
front surface. The pulse duration is 96 fs, the film thickness is 0.1 wm, and the fluence is

F =10 J/m?. From Qiu and Tien (1993), reproduced with permission by the American Society
of Mechanical Engineers.

1974) is
AT, R
Ce(Te) 97 =-V. Q - G(Te - Tl) + Qab, (6198.)
0T
CI(TI)E = G(T. — 1), (6.19b)
ke V(T.) + O = 0. (6.19¢)

If the heating time is much longer than the thermalization time, the temperature differ-
ence between electrons and lattice is negligible and, as a result, the classical diffusion
approximation (i.e. the parabolic one-step (POS) model) holds, meaning that the lattice
and electron systems are at equilibrium. On the other hand, if the electron—phonon cou-
pling is neglected, the HTS model reduces to the hyperbolic one-step (HOS) model that
has been proposed to account for finite “thermal-speed” effects:

T ,
===V 0+ 0, (6.20a)

30 -
T a—? +keg V(T)+ 0 =0. (6.20b)

Figure 6.1 shows the comparison of predicted electron-temperature changes with
experimental data at the front surface of a 0.1-pwm-thick gold film subjected to
femtosecond-laser excitation. After the exposure to the laser pulse, the absorbed radiation
energy is removed from the electron system through the interaction with phonons and
the electron temperature drops quickly. Both the POS model and the HOS model neglect
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Figure 6.2. Comparison of predicted electron-temperature changes with experimental data at the
rear surface. The pulse duration is 96 fs, the film thickness is 0.1 pm, and the fluence is

F =10 J/m?. From Qiu and Tien (1993), reproduced with permission by the American Society
of Mechanical Engineers.
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Figure 6.3. Predicted electron-temperature profiles from two-step models during a 100-fs laser
pulse heating. The film thickness is 0.1 m and the fluence is F = 10 J/m”. From Qiu and Tien
(1993), reproduced with permission by the American Society of Mechanical Engineers.

microscopic energy transfer and fail to account for the observed trend, while the PTS
and HTS models are in close agreement with the experiment. The discrepancy between
classical and microscopic transfer is also displayed in Figure 6.2, where the predicted
rear-surface electron temperature is compared with experimental results. Evidently, the
energy transfer via the electron system is much faster and deeper than the energy
transfer via the lattice system (Figure 6.3). As a result, the lattice temperature profiles
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Figure 6.4. Calculated temporal profiles of the electron surface temperatures of a gold target
subjected to 100-fs laser pulse heating at a fluence of 500 mJ/cm?. The solid line represents
results calculated assuming constant values for the electron thermal conductivity and heat
capacity. The dashed and dashed—dotted lines represent results calculated using Equations (6.15)
and (6.16), respectively.

predicted by the two-step HTS and PTS models indicate a much deeper temperature
penetration and lower peak temperature than do the one-step models. This phenomenon
is very important in assessing the effect of the thermally affected zone in ultrafast-laser
materials processing.

Figures 6.4 and 6.5 show calculated surface temperature transients for a gold sample
irradiated by a femtosecond-laser pulse of duration 80 fs (FWHM). Figures 6.6 and 6.7
show the effects of the electron conductivity on calculated electron and lattice temper-
ature distributions. Figure 6.8 shows predicted temperature profiles at t = 2 psin a Ti
sample. Even though phase change has been neglected, the predicted temperature pro-
files for a fluence of 300 mJ/cm? show penetration of the thermally affected zone over
the melting temperature of Ti to a depth of about 50 nm. This was in qualitative agree-
ment with experimental measurements of ablation-depth craters (Ye and Grigoropoulos,
2001).

Detailed modeling of collisional events

The relaxation approximation cannot describe adequately photon absorption by inverse
Bremsstrahlung, electron—electron interaction, and electron—phonon interaction on the
sub-picosecond time scale (Rethfeld et al., 1999, 2002). Numerical simulations were
carried out for a laser pulse of constant intensity / = 7 x 10° W/cm?, pulse duration
fpuise = 100 fs, and wavelength A = 630 nm. The distribution function f(E) is displayed in
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Figure 6.5. Calculated temporal profiles of the lattice temperatures of a gold target subjected to
100-fs laser pulse heating at a fluence of 500 mJ/cm?. The solid line represents results calculated
assuming constant values for the electron thermal conductivity and heat capacity. The dashed and
dashed—dotted lines represent results calculated using Equations (6.15) and (6.16), respectively.
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Figure 6.6. Calculated temporal profiles of electron surface temperature for three different metals.
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Figure 6.7. Temporal profiles of electron surface temperature for three different metals.
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Figure 6.8. Calculated spatial profiles of the titanium lattice surface temperature at t = 2 ps for
two laser fluences.
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Figure 6.9. The distribution of free electrons in aluminum (a) during and (b) after irradiation. The
quantity ®(f) is shown with a photon energy. A laser pulse of duration 100 fs with constant
intensity was assumed, with a photon energy of iw, = 1.97 eV = 0.245 Egey; and an electric
field amplitude of E; = 1.4 x 108 V/m. In (b) is shown a section of about Ereyy,; & fiewy. of the
energy scale. From Rethfeld et al. (2002), reproduced with permission by the American Physical
Society.

Figure 6.9 in terms of the function ®, defined by ®(f(E)) = —In(1/ f(E) — 1). Should
the electrons possess an equilibrium Fermi—Dirac distribution, this function would be
linear with a slope proportional to the inverse electron temperature, 1/7.. However,
Figure 6.9(a) shows a strong perturbation of the electron-gas distribution function
immediately after the beginning of irradiation. The step-wise trend of the elec-
tron distribution above the Fermi energy is due to absorption of photons and the
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Figure 6.10. The distribution function of phonons for the same laser parameters as in Figure 6.11.
The function I'(g) is shown versus the phonon energy, where the maximum phonon energy is
Ephon,max = Ngpebye. From Rethfeld et al. (2002), reproduced with permission by the American
Physical Society.

increase of the occupation number of electrons with energies up to hwp above the
Fermi energy. Excited electrons can further absorb photons, leading to an increase
of the occupation number for energies up to 2hwy above the Fermi energy. Below
the Fermi energy, the occupation number decreases in steps of Zwp. The step-wise
structure of the electron distribution function is smoothed via electron—electron col-
lisions to a Fermi distribution after an elapsed time of about 200 fs, albeit to an
electron temperature much higher than the initial ambient temperature of 300K
(Figure 6.9(b)).

The distribution function of phonons is plotted in Figure 6.10 via the function I,
defined by I'(g(Ephon)) = — In[1 + 1/g(Ephon)]. At equilibrium, this is a Bose-Einstein
distribution with a slope proportional to 1/7;. The volumetric internal energies within
the electron gas, U.(f), and the phonon gas, Upnon, and the gain of absorbed energy by
the phonon system, 8Upnon(#) = Uphon() — Uphon(—00) are calculated in an analogous
manner. Figure 6.11 shows 83U, and 8Uppen, together with the total absorbed energy
U = dU. + dUphon- The electron—phonon coupling coefficient derived from this work
is G=31 x 10" Wm™ K~!. At high laser energy densities, near the damage threshold,
the nonequilibrium electron gas does not affect the electron—phonon interaction and the
energy exchange can be well described by the two-temperature relaxation model. This
is not, however, true for the lower intensities, for which the energy transfer from the
electron gas to the lattice is influenced by the nonequilibrium electron distribution and
occurs with a certain delay.
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Figure 6.11. The transient increases in energy of the electron gas, 8U., and phonon gas, 8Upnon,
and total absorbed energy, dU . The laser pulse was assumed to have the same parameters as in
Figures 6.11 and 6.12. From Rethfeld ef al. (2002), reproduced with permission by the American
Physical Society.

Femtosecond-laser interaction with semiconductor materials

Depending on how the incident photon energy, hv, compares with the band gap,
Eyg, absorption of ultra-short-pulse radiation takes place via single-photon and/or
multiphoton interband absorption or free-carrier, intraband absorption. Interband absorp-
tion creates electron—hole pairs with an initial kinetic energy of hv — Eyy, whereas
free-carrier absorption events endow the free carriers with an additional kinetic energy,
hv. On a time scale that is less than 100 fs, the carriers thermalize to a Fermi—Dirac
distribution via carrier—carrier collisions. Recombination and impact-ionization pro-
cesses allow this thermalization to equilibrium number-density distributions. For the
relevant carrier densities, N > 10'® cm~2, the dominant recombination process is Auger
recombination, a three-body interaction process, whereby two carriers interact with
a third carrier, increasing the electron temperature, 7., but reducing the carrier num-
ber density, N. The impact-ionization process occurs when an energetic carrier creates
an electron—hole pair while losing energy. The carriers then attempt to reach thermal
equilibrium with the lattice, initially by emitting longitudinal-optical (LO) phonons.
The carrier-LO relaxation time, 7., depends both on carrier temperature and on lat-
tice temperature. However, for silicon it is approximated as constant at 0.5 ps (Van
Driel, 1987). The LO phonon population attempts to thermalize with other lattice modes
through phonon—phonon interaction. Even though some phonon modes might not attain
thermal equilibrium until longer times, most of the deposited laser energy will be



6.3 Femtosecond-laser—semiconductor interaction 159

converted into a near-thermal equilibrium lattice state within times of order tens of
picoseconds.

The dominant interband absorption mechanism under short-pulse excitation is two-
photon absorption as opposed to long-pulse irradiation since the one-photon absorption
length is nearly 10 pm in bulk, crystalline silicon and the probability of nonlinear
processes increases with increasing intensity. The two-photon absorption coefficient,
B (cm/GW), is given by Van Stryland ef al. (1985):

o [Ey Fy(2hv/ Epg)

=3.1£05 x1
B=( ) T

6.21)

where E,, (eV) is a nearly material-independent constant, Epg (€V) is the semiconductor
bandgap, n is the real part of the complex refractive index, and F, is a function defined

in Van Stryland et al. (1985) that is determined utilizing band-structure considerations.

The assumption of local quasi-equilibrium implies that the electron distribution fol-
lows the Fermi—Dirac function. The particle number density, electron energy, and lattice
energy are then calculated via the relaxation time approximation to Boltzmann’s trans-
port equation. Given the short pulse duration (0.1 ps) relative to the electron—lattice
relaxation time (~0.5 ps), the relaxation-time approximation has limitations. Neverthe-
less, a qualitative description of the thermal and nonthermal heating processes can be
established. Assuming that the quasi-Fermi level remains in the middle of the band gap,
ignoring band-gap shrinkage according to temperature variation, and considering both
linear and two-photon absorption, the balance equation for energy carriers can be written
as follows:

aN 1—Ryl(x,t 1 — R?BI*(x,t
N o Cpyvny < LZRYIC D (= R2AEG
ot hv 2hv
- ]/Auglv3 + 8(Te)Nv (622)

where R is the reflectivity, y is the linear absorption coefficient, 8 is the two-photon
absorption coefficient, Dy is the ambipolar diffusivity, Av is the photon energy quantum,
¥ Aug 18 the Auger-recombination coefficient, and § is the impact-ionization coefficient.
The gradient of the laser-beam intensity is then written as follows:
dr/ )
— =—yl —BI*—ONI, (6.23)
dx
where O is the free-carrier absorption coefficient.
The total energy-balance equations for the electron and lattice systems using the
relaxation-time approximation can be written as follows:

% F V- (ko VT.) = (1 — R)(@ 4+ ON)I(x, 1)
+(1 = R?*BI*(x,1) — Ge(T. — T1),  (6.24a)
O LV <k VT) = Gu(To = Th), (6.24b)

ot
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Figure 6.12. Evolution of the electron temperature in c-Si under irradiation by a 100-fs, 800-nm
laser pulse of fluence F = 1.5 J/cm?. From Choi et al. (2002), reproduced with permission by the
American Institute of Physics.

where U is the electron energy (NEg + %NkB T.) and U] is the acoustic-phonon energy
(C1Th). G, is for the optical phonon and acoustic phonon (Cj/t)), respectively. The
impact-ionization and Auger-recombination terms do not explicitly represent energy
source or loss terms, since they both conserve energy.

Figure 6.12 shows the evolution of the surface electron temperature upon irradiation
of a crystalline silicon target by a femtosecond laser pulse of fluence F = 1.5 J/cm?
and wavelength A = 800 nm (Choi and Grigoropoulos, 2002). Evidently, the electrons
instantaneously absorb the laser energy, producing a very rapid increase of T.. The
corresponding lattice temperature is shown in Figure 6.13. If one were to trace the
isotherm corresponding to the equilibrium melting point, 7, = 1685 K, then the melt
depth would reach 0.2-0.3 pm within 10 ps. Assuming motion of a distinct phase-
transition boundary, the corresponding interfacial speed would be of the order of
10* m/s. This exceeds by far any kinetic considerations linking interfacial speed
to departures from the equilibrium melting point. Consequently, the phase-transition
process has to be extremely rapid and may evolve through a process fundamentally
different from thermal melting.

Phase transformations induced by femtosecond laser irradiation

Melting of crystalline silicon

In an attempt to explain the laser annealing of crystal damage in ion-implanted semi-
conductors, Van Vechten et al. (1979) introduced the idea of plasma annealing, whereby
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Figure 6.13. Lattice temperature in c-Si under irradiation by a 100-fs, 800-nm laser pulse of
fluence F = 1.5 J/cm?. From Choi et al. (2002), reproduced with permission from the American
Institute of Physics.

the high-density electron plasma induces softening of the crystal lattice. The studies
by Shank et al. (1983) and Downer et al. (1985) via time-resolved pump-and-probe
surface-reflectivity measurement were the first to clearly show ultrafast phase change
after an elapsed time of less than 1 ps. The nature of this phase change was discussed
in terms of the Lindemann criterion (Ziman, 1964), whereby melting is considered to
occur when the root-mean-square displacement of each atom is a fraction of the dimen-
sion of the unit cell (about 0.2-0.25 for most solids). Second-harmonic-generation
(SHG) experiments showed that a c-Si sample irradiated by laser pulses of duration
75 ns at fluence of 0.2 J/cm? (i.e. twice the threshold fluence) underwent rapid phase
change within a time of 150 fs. The optical properties of the top 75-130-nm-thick
layer were found to reach those of molten silicon. As detailed by Sokolowski-Tinten
et al. (1995), for laser fluences up to about 1.3 times the respective threshold flu-
ence, structural transformation occurs on a time scale of several tens of picoseconds.
This rather slow phase transformation was attributed to thermal melting driven by
the increase in lattice temperature. A fundamentally different type of phase transfor-
mation occurs for laser fluences exceeding 2-3 times the threshold fluence, whereby
the material undergoes a direct transition to the liquid state within a few hundred
nanoseconds.

Figure 6.14 shows an experimental setup for the in sifu imaging of the surface reflec-
tivity upon excitation by a laser pulse of duration 120 fs and wavelength 620 nm. The
ultrafast-melting threshold for these laser-pulse parameters is at F,, = 0.17 J/cm?. The
reflectivity traces obtained for a fluence about five times this threshold fluence indicate
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Figure 6.14. Left: a schematic diagram of the experimental setup. Right: an expanded view of the
surface. Light and dark gray mark the areas covered by the probe and the pump, respectively.
From Sokolowski-Tinten ez al. (1999), reproduced with permission by Springer-Verlag.
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Figure 6.15. The reflectivity of silicon as a function of the pump fluence for three different delay
times between pump and probe. These fluence dependences have been obtained from vertical
cross sections of the picture shown on top, as marked by three vertical lines. From
Sokolowski-Tinten et al. (1999), reproduced with permission by Springer-Verlag.

that the reflectivity initially drops but is eventually capped by the reflectivity corre-
sponding to the liquid-silicon phase (Figure 6.15). Since this process is faster than the
characteristic electron—lattice relaxation time, it cannot possibly be ascribed to thermal
processes. The generation of the high-density electron—hole plasma (of electron—hole
number density higher than 10> cm™3) is a precursor to the observed phase transition
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Figure 6.16. The absolute electron-hole density as a function of excitation fluence. Open circles:
measured data points. Solid line: corrected density (taken from numerical simulations) to
account for the steep spatial carrier distributions. The dashed line marks a threshold density of
10%2 cm~3. From Sokolowski-Tinten and von der Linde (2000), reproduced with permission by
the American Physical Society.

and has been studied in detail by Sokolowski-Tinten and von der Linde (2000). The
dielectric function of an optically excited semiconductor is

No — Ne_
£ (hv) = 1+ [e4(hv + AEpy) — 1] ———<
No
Ne_pe? 1

. : (6.25)

SOmoptme(ZnV) 1+ 1/(2nVTDrude)
e o] + ! (6.26)

mopt = m: m;; .

In the above equations, &, is the dielectric constant of the unexcited material, Ny, is
the density of the excited electron—hole pairs, N is the total valence-band density in the
unexcited state, mg, is the effective mass of the carriers, m; and mj are the mobility
effective masses of electrons and holes, respectively, and Tpyqe is the Dude damping
time. The first two terms on the right-hand side of (6.25) account for state and band
filling hand band-structure renormalization, while the last term quantifies the Drude
contribution of the free carriers. While at low densities T pyyge 1s determined by carrier—
phonon scattering and is of the order of 100 fs, it drops at high densities, for which
carrier—carrier collisions are important. Although both mﬁpl and Tppgde do in principle
depend on temperature, the optical response at high densities is dominated by free-carrier
effects and well described by the Drude model. By fitting experimental reflectivity data
to predictions, Sokolowski and von der Linde (2000) inferred the optical effective mass
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mzpt = (.18, the relaxation time Tppnge = 1.1 fs, and the two-photon-absorption coef-

ficient at 625 nm B = 50 £ 10 cm/GW. Furthermore, the critical density for transition
to ultrafast phase transition was about 10> cm™3. Figure 6.16 gives the electron-hole
density as a function of the laser fluence derived from experimental data, together with
the numerical predictions.

Theoretical studies have also been performed to assess the mechanisms of the ultrafast
“plasma-annealing” and phase-transformation processes. Theoretical studies by Stampfli
and Bennemann (1990, 1992) showed that the transverse-acoustic (TA)-phonon system
becomes unstable if more than 8% of the valence electrons are excited to the conduction
band. Atomic displacements were found to increase to around 1 A within 100-200 fs if
15% of the electrons are excited. On the basis of these results, the authors concluded
that the resulting TA-phonon instability would lead to a rapid exchange of energy
between the electrons and the atomic lattice in the form of mechanical work. A different
approach was adopted by Silvestrelli et al. (1996), who performed ab initio molecular-
dynamics calculations on the basis of finite-temperature density-functional theory to
simulate ultrafast laser heating of silicon. Since the electron relaxation time (Agassi,
1984) is much shorter than the electron—lattice relaxation time, the electron system
remains in internal equilibrium at the initial laser-induced temperature and the ions
are allowed to evolve freely. The simulation results showed that high concentrations
of excited electrons can change the effective ion—ion interactions, thereby dramatically
weakening the covalent bond and leading to a melting transition to a metallic state,
which, in contrast to ordinary liquid silicon, is characterized by a high coordination
number. The calculated ionic temperature after an elapsed time of about 100 fs was
~1700 K, i.e. close to the melting temperature of c-Si (Figure 6.17). These results
are in sharp departure from the hypothesis that the phase transformation occurs with
the lattice remaining relatively cold through a mechanical instability due to phonon
softening.

Femtosecond X-ray pulses have been used to study lattice dynamics (Rose-Petruck
et al., 1999) and ultrafast melting (Chin et al., 1999; Larsson et al., 1998; Lindenberg
et al., 2000, Siders et al., 1999; Cavalleri et al., 2000) associated with the fundamental
phase-transition process. Visible probe light is absorbed within a short penetration depth
and cannot accurately resolve nanometer-sized lattice distortion. Pulsed hard-X-ray
sources are therefore advantageous for measuring atomic rearrangement and structural
dynamics inside the target material. In addition to these observations, lattice disordering
was detected by depletion of diffracted X-ray images at the irradiation spot, indicating
the occurrence of a nonthermal solid-to-liquid phase transition. Figure 6.18 gives the
schematic setup for the X-ray probe experiments (von der Linde et al., 2001). The 30-fs,
800-nm laser pulse output generated at 20 Hz by a Ti : Al,O3 laser was used for both
sample excitation and X-ray generation. A split portion of these pulses was focused onto
amoving Cu wire in vacuum, resulting in a point source of Cu Ka photons. The radiation
emitted into two closely spaced lines, Koy and Ka,, was diffracted by the sample that
was excited by the optical pump pulse and detected by a sensitive X-ray CCD detector. As
shown in Figure 6.19, the diffraction signal dropped significantly within a few hundred
femtoseconds in the region subjected to intensity sufficient for imparting homogeneous
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Figure 6.17. The time dependence of the instantaneous ionic temperature, defined as

N

Tion(t) = v (),

(BN — 3)kg Z

I=1
where kg is the Boltzmann constant, M is the Si ion mass, v;(?) is the ionic velocity at time 7, and

N = 64 is the number of atoms in the MD supercell representing the Brillouin zone. From
Silvestrelli et al. (1996), reproduced with permission by the American Physical Society.
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Figure 6.18. The setup for the visible-pump, X-ray-probe experiments. From von der Linde et al.
(2001), reproduced with permission from Cambridge University Press.
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Figure 6.19. Time-resolved Ko X-ray reflectivity from a 160-nm Ge(111) film, integrated over the
central pumped region (solid red line) and over a region vertically displaced by ~0.2 mm from
the center (dashed black line). Measurement of non-thermal melting in germanium. From Siders
et al. (1999), reproduced with permission by the American Association for the Advancement of
Science.

ultrafast melting. The significant drop in integrated diffracted intensity signified loss of
crystalline order. At infinite time delays, the diffraction signal recovered to ~90% of
the initial value (Siders ef al., 1999), showing restoration of crystalline order, with the
departure due either to amorphization or to ablative material loss. Since the integrated
X-ray reflectivity scales with the material thickness, it was concluded that approximately
30-50 nm of the film undergoes ultrafast disordering. As argued previously, it has to
be appreciated that the corresponding melting speed would have to be of the order of
10* m/s, which exceeds the speed of sound. In contrast, at near-threshold intensities the
experiments show inhomogeneous melting evolving over a longer temporal scale that is
consistent with a thermal phase-transition pathway.

Femtosecond-laser ablation of crystalline silicon

Ultrashort pulsed laser processing of crystalline silicon has been studied experimen-
tally (Choi and Grigoropoulos, 2002). The energy density provided by this laser beam
focused to a 100-wm spot was sufficiently strong to ablate silicon. A pump-and-
probe experiment was implemented, utilizing a time-delayed frequency-doubled (. =
400nm) beam for in situ reflectance measurements and observation by ultrafast
microscopy. The deposition of the femtosecond-laser radiation generated a high-density
electron—hole plasma that subsequently triggered ablation at about 10 ps (Figure 6.20).
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Figure 6.20. (a) Reflection images of a crystalline silicon surface subjected to femtosecond laser
irradiation with F = 1.5 J/cm?. The darkening of the core region at 5-10 ps indicates initiation of
the ablation process. (b) Shadowgraph images at early times. Material expulsion is visible at

t = 100 ps. (c) Shadowgraph images of the shock wave at long times. The ablation plume
emerges from the surface. (d) The envelope of the shock wave at various elapsed times. The
initial speed exceeds 1600 m/s. From Choi et al. (2002), reproduced with permission by the
American Institute of Physics.

Most of the ablated material was expelled on the nanosecond temporal scale. A shock
wave was launched into the atmospheric-pressure air background. The position of this
shock wave was monitored and analyzed by applying blast theory for an instantaneous
point-source explosion.

Single shots at various laser fluences were used to fabricate micro-sized features as
shown in Figure 6.21. Atomic-force microscopy (AFM) was used to measure detailed
profiles of the modified features. In the lower-fluence regime, the density of hot electrons
is relatively low and laser energy is mainly deposited in the shallow region defined by
the optical penetration depth. Two-photon absorption and the electron-conduction term
can be approximately taken into account by the introduction of an effective “laser +
electron heat” penetration depth. At higher fluences, the contribution of electron heat
conduction becomes important, and the heat-affected region is defined by the electron-
heat penetration depth. The ablation efficiency increased up to the fluence level around
10 J/cm?, but, at higher fluences than 100 J/cm?, it decreased significantly. In order to
study the coupling mechanisms of the high-fluence femtosecond laser pulse with the



168

6.5

Ultrafast interactions

(d) 100

80

60

40 1

N
o
"

distance, um
o

—40 -

-100 T T T T T T
0 20 40 60 80 100 120 140

distance, um

Figure 6.20. (cont.)

target, time-resolved-pump-and-probe imaging data were presented as in Figure 6.22
for two fluence levels (10 and 1400 J/cm?). Strong resistance during the expansion
of the ablated plume leads to the generation of higher recoil pressure. This causes an
increase in the redeposition and resolidification of the ablated materials, corresponding
to a reduction of the ablation efficiency (Hwang et al., 2000).

Generation of highly energetic particles

Basic models involving collisional absorption, transport, hydrodynamics, and fast-
electron and hard-X-ray generation were reviewed in Gibbon and Forster (1996), focus-
ing mainly on extremely high laser intensities (above 10'® W/cm?). Processing with
femtosecond laser pulses offers unique characteristics of minimal thermal damage with
low and well-defined ablation thresholds. These are deemed advantageous for micro-
machining fine structures and sensitive device components. Nanosecond laser pulses
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Figure 6.21. An AFM image and cross-sectional profile of a sub-micrometer hole being made to
open in a c-Si wafer by single femtosecond laser pulses of A = 800 nm at medium energy
densities (a), at near-threshold energy density (b), and at high energy densities (c); and the
ablation efficiency as a function of the energy density (d). From Hwang et al. (2006), reproduced
with permission by the American Institute of Physics.
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Figure 6.22. Time-resolved shadowgraphs (side view) of the silicon-ablation process:
(a) F = 11.2 JJcm? (285 nJ) (b); F = 1400 J/cm? (36.7 wJ). From Hwang et al. (2006),
reproduced with permission by the American Institute of Physics.

tend to generate explosive phase change, strong shock waves, and formation of particle
clusters. Ultra-short laser pulses impart weaker mechanical effects, since plasmas form
after the expiration of the laser pulse and hence do not absorb part of the incident laser
irradiation. The high intensities of femtosecond laser pulses are likely to induce strong
particle kinetics and ionization. These effects can be utilized to synthesize new materials.
For example, energetic ions and neutral species present in the laser-ablated plume have
been found to enhance initial nucleation on the substrate surface and allow epitaxial
growth at lower substrate temperature. On the other hand, they can cause resputtering
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Figure 6.23. Left: time-of-flight spectra of laser-ablated titanium ions at various laser fluences; the
most probable velocity of fast titanium ions as a function of laser fluence; upper right: typical
titanium plume-emission spectrum induced by femtosecond-laser pulses at F = 6 J/cm? (both
neutral-atom and ion emission lines were identified); and bottom right: time-resolved titanium
plume emission images captured by a gated ICCD camera. The applied laser fluence was

5 J/em?, and the working pressure 100 pTorr. The first five images ((a)—(e)) were obtained with a
gate width of 10 ns. A longer gate width of 500 ns was employed for the last three images
((f)—(h)). The gate delay time was 20 ns, 80 ns, 120 ns, 140 ns, 180 ns, 1.42 s, 2.42 us, and

2.92 s, respectively. From Ye and Grigoropoulos (2001), reproduced with permission by the
American Institute of Physics.

(e) (f)

in the process of film growth. The ablation mechanisms are strongly dependent both on
the laser-pulse parameters and on the material properties.

Femtosecond-laser ablation of metals has been studied via time-of-flight (TOF) and
emission-spectroscopy measurement (Ye and Grigoropoulos, 2001). Laser pulses of
80 fs (FWHM) at A = 800 nm were delivered by a Ti: sapphire femtosecond-laser
system. These ion TOF spectra were utilized to determine the velocity distribution of the
ejected ions. While nanosecond-laser ablation typically generates ions of energy a few
tens of electron-volts, femtosecond-laser irradiation even at moderate energy densities
can produce energetic ions with energies in the range of a few keV. The most probable
energy of these fast ions is proportional to the laser fluence. Figure 6.23 shows typical
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titanium-ion TOF spectra taken at various laser fluences. No extraction field was used in
these measurements. Each spectrum was averaged over 300 shots. All spectra exhibited a
spike at an elapsed time of about 3.6 ws. This was believed due to the soft X-rays emitted
by the plasma shortly after the laser pulse struck the sample surface. Three ion peaks
can be distinguished in the spectrum at the highest laser fluence (1100 mJ/cm?). The
first of these peaks is narrower than the other two and includes the more energetic ions.
As the laser fluence drops, only two peaks are discernible, and they shift to longer TOF
values while becoming broader in temporal distribution. The cause of the appearance of
the third peak at the highest laser fluence may be due to ion clusters of a different mass
or charge state and needs further investigation. The titanium-ion velocity can be as high
as 2.0 x 107 cm/s even at the moderate laser energy densities applied in this experiment.

Ultrafast phase explosion

The mechanisms of decomposition of a metal (nickel) during femtosecond-laser ablation
have been studied using molecular-dynamics (MD) simulations (Cheng and Xu, 2005).
It was found that phase explosion is responsible for gas-bubble generation and the
subsequent material removal at lower laser fluences. The phase explosion occurs as a
combined result of heating, thermal expansion, and the propagation of the tensile-stress
wave induced by the laser pulse. When the laser fluence is higher, it was revealed that
critical-point phase separation plays an important role in material removal.

As discussed in Chapter 3, various mechanisms, such as phase explosion and critical-
point phase separation, have been proposed to explain laser ablation. Phase explo-
sion is homogeneous bubble nucleation at close to the spinodal temperature (slightly
below the critical temperature), during which gas-bubble nucleation occurs simul-
taneously in a superheated, metastable liquid. The temperature—density (7—p) and
pressure—temperature (p—7T) diagrams of the phase-explosion process are illustrated in
Figure 6.24 (Kelly and Miotello, 1996). During rapid laser heating, the liquid can be
raised to a temperature above the normal boiling temperature (point A), which corre-
sponds to a state of superheating in the region between the binodal line and the spinodal
line on the phase diagram, the metastable zone. When the material approaches the spin-
ode (point B), intense fluctuation could overcome the activation barrier for the vapor
embryos to grow into nuclei. This activation barrier decreases in height as the material
gets closer to the spinode, causing a drastic increase of the nucleation rate, which turns
the material into a mixture of vapor and liquid droplets. Therefore, the spinodal line is
the limit of superheating in the metastable liquid, and no homogeneous structure will
exist beyond it when the liquid is heated. Experimental work has shown that phase
explosion occurred during nanosecond-laser ablation of a metal (Song and Xu, 1998;
Xu, 2001).

During femtosecond-laser ablation, an important factor that needs to be considered
is the extraordinary heating rate. Heating above the critical temperature directly from
the solid phase becomes possible (point A in Figure 6.25), followed by expansion
leading to formation of the thermodynamically unstable region (B), causing material
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Figure 6.24. (a) 7-p and (b) p—T diagrams of phase explosion. The dome presented as a solid line
is the binode. The dome presented as a dashed line is the spinode. SHL, super-heated liquid.
SCYV, super-cooled vapor. CP, critical point. From Cheng and Xu (2005), reproduced with
permission by the American Physical Society.
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Figure 6.25. (a) 7-p and (b) p—T diagrams of critical-point phase separation. The dome presented
as a solid line is the binode. The dome presented as a dashed line is the spinode. SHL, super-
heated liquid. SCV, super-cooled vapor. CP, critical point. From Cheng and Xu (2005),
reproduced with permission by the American Physical Society.

decomposition (Skripov and Skripov, 1979). This material-decomposition process, from
solid to supercritical fluid to the unstable region, is termed critical-point phase separation.

The mechanism leading to ablation was studied by analyzing the thermodynamic
trajectories of groups of atoms that undergo phase separation. Figure 6.26 shows the
groups of atoms analyzed for the laser fluence of 0.3 J/cm? at 120 ps. According to
Figure 6.26, groups 2 and 4 have turned into gas at 120 ps, while groups 1, 3, and 5
are in the liquid phase (and will remain as liquid). Their thermodynamic trajectories of
densities and temperatures during the ablation process are shown in Figure 6.27. The
arrows indicate the temporal progress, while the numbers along the trajectories mark
the time in picoseconds. From Figure 6.27, it is seen that groups 2, 3, and 4, which
experience material separation, cross both the binodal line and the spinodal line. These
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Figure 6.26. Positions of groups of atoms at a laser fluence of 0.3 J/cm?. From Cheng and Xu
(2005), reproduced with permission by the American Physical Society.
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Figure 6.27. Thermodynamic trajectories of groups of atoms at a laser fluence of 0.3 J/cm?. From
Cheng and Xu (2005), reproduced with permission by the American Physical Society.

three groups undergo a phase-separation process, with group 2 and 4 turning into vapor.
On the other hand, groups 1 and 5, which do not touch the spinodal, do not undergo
phase change. This indicates that the phase change of the material is directly related to
whether it reaches the spinodal line or not. Recall that, when liquid enters the metastable
region and approaches the spinode, it will undergo the phase-explosion process and turn
into a mixture of liquid and vapor. Therefore, the thermodynamic trajectories of the
groups suggest that phase explosion occurs at this laser fluence.

Figure 6.28 shows the thermodynamic trajectories of several groups of atoms at a
higher laser fluence, 0.65 J/cm?. The locations of these groups of atoms at 90 ps are
marked in Figure 6.29. From Figure 6.28, it is seen that all three groups are first raised
to temperatures higher than the critical temperature and become a super-critical fluid.
After expansion, their temperature decreases, and they enter the unstable zone below
the critical point as the phase separation occurs at about 30 ps. Groups 1 and 2 evolve
into gas, while group 3 becomes liquid. No phase separation occurs during the initial
heating period (from 1 ps to about 30 ps), although the density decreases continuously.
The material remains homogeneous until it enters the unstable zone after expansion, and
the liquid (group 3) precipitates out from the homogeneous phase.
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Figure 6.28. Thermodynamic trajectories of groups of atoms. The fluence is 0.65 J/cm?. From
Cheng and Xu (2005), reproduced with permission by the American Physical Society.
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Figure 6.29. Positions of groups of atoms on the 7—p diagram at 90 ps at a laser fluence of
0.65 J/cm?. From Cheng and Xu (2005), reproduced with permission by the American Physical
Society.

The thermodynamic trajectories of the groups of atoms described above are clearly
different from those at lower laser fluences, but follow that of critical-point phase
separation shown in Figure 6.25(a). Heating above the critical point, followed by the
expansion into the unstable zone that causes phase separation, has clearly been illustrated,
which agrees with the theoretical description of critical-point phase separation. Similar
thermodynamic trajectories are found for laser fluences of 1.0 and 1.5 J/cm?. Therefore,
it is concluded that critical-point phase separation plays an important role in material
decomposition.

In summary, the mechanisms of femtosecond-laser ablation of a nickel target were
studied using MD simulations in a laser fluence range commonly used for materials
processing. Two distinct laser-fluence regimes were identified, and attributed to different
ablation mechanisms. At lower laser fluences, the peak temperature reached is below
the critical temperature, and material decomposition occurs through phase explosion.
Bubble nucleation occurs inside the metastable liquid at temperatures attained as the
spinode is approached, and is assisted by the tensile stress developed during laser
heating. At higher laser fluences critical-point phase separation occurs. The initial peak
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temperature reached exceeds the critical temperature. The super-critical fluid enters the
unstable zone after relaxation and loses its homogeneity, causing phase separation.

Nonlinear absorption and breakdown in dielectric materials

The conventional view of pulsed-laser—material interactions, with wavelength between
the near infrared (IR) and near ultraviolet (UV), includes the transfer of electromag-
netic energy to electronic excitation, followed by electron—lattice interactions that con-
vert energy into heat. However, the processes of material response following intense
femtosecond-laser irradiation are far more complex, particularly for wide-band-gap
dielectrics. When a dielectric material is subject to intense femtosecond-laser irra-
diation, the refractive index of the material may become intensity-dependent, and a
large amount of excited electrons may be generated by IR pulses in “transparent”
dielectrics. Relaxation channels of electronic excitation in wide-band-gap materials may
produce intrinsic defects, leading to photo-induced damage in the otherwise “defect-
free” medium. These fundamentally nonlinear processes have stimulated substantial
research efforts regarding both the understanding of the complexity of femtosecond-
laser interactions with dielectrics and the applications of the underlying microscopic
mechanisms to innovative materials fabrication. An overview of advances toward under-
standing the fundamental physics of femtosecond-laser interactions with dielectrics
that are important for materials-processing applications has been given by Mao et al.
(2004).

Although laser-induced breakdown (LIB) in optically transparent materials had been
studied extensively since the advent of lasers, progress in femtosecond-laser technology
facilitated studies over a regime of high intensities, allowing the decoupling of thermal
effects that are invariably present under long-pulse irradiation. Du et al. (1994) moni-
tored the threshold of LIB in fused silica by transmission and scattered-plasma-emission
measurements over a wide range of laser pulse widths. The fluence threshold versus the
pulse width was shown to attain a /% dependence for fpys > 10ps that is repre-
sentative of thermal-diffusion effects. The deviation from this trend below 10 ps was
studied by Stuart et al. (1995, 1996) experimentally and theoretically. Figure 6.30 shows
the dependence of the damage-threshold fluence in fused silica and CaF, on the pulse
width.

For femtosecond-laser interactions with dielectrics, in addition to their classical value
in elucidating the origin of LIB in optical materials, structural modifications of dielectrics
are of particular significance to bulk micro-structuring that creates sub-wavelength
“voxels.” As an example, femtosecond laser pulses can be focused inside transparent
dielectric materials in a layer-by-laser fashion. High-density, three-dimensional optical
storage was achieved as the result of femtosecond-laser-induced sub-micrometer struc-
tural transition that locally alters the refractive index at the laser pulse’s focus (Day et al.,
1999; Kawata et al., 1995; Glezer et al., 1996). Similarly, three-dimensional photonic
band-gap lattices were realized by spatially organized micro-patterning of transparent
dielectrics using femtosecond laser pulses (Sun et al., 2001).
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Figure 6.30. Observed values of the damage threshold at 1053 nm for fused silica (full circles) and
CaF, (full rhombi). Solid lines are /7. fits to long-pulse results. The estimated uncertainty in
the absolute fluence is £15%. From Stuart ez al. (1995), reproduced with permission by the
American Physical Society.

Carrier excitation, photo-ionization, and avalanche ionization

The problem of carrier excitation and ionization in the case of wide-band-gap mate-
rials subjected to a laser electromagnetic field has been addressed extensively in the
literature. The balance between different ionization channels during femtosecond-laser
interactions with dielectric materials is still under discussion. In the simplest case, the
laser can deposit energy into a material by creating an electron—hole plasma through
single-photon absorption. However, for wide-band-gap dielectrics, the cross section
of such linear absorption is extremely small. Instead, under intense femtosecond-laser
irradiation, nonlinear processes such as multiphoton ionization, tunnel ionization, or
avalanche ionization become the dominant mechanisms that create free carriers inside the
materials.

For irradiation of wide-band-gap materials using femtosecond laser pulses with wave-
length near the visible (from near IR to near UV), a single laser photon does not have
sufficient energy to excite an electron from the valence band to the conduction band.
Simultaneous absorption of multiple photons must be involved to excite a valence-band
electron, with the resulting photo-ionization rate strongly depending on the laser inten-
sity (Figure 6.31(a)). The rate of multiphoton absorption can be expressed as o "1™,
where [ is the laser intensity and o is the cross section of m-photon absorption for
excitation of a valence-band electron to the conduction band. The number of photons
required is determined by the smallest m that satisfies the relation m(hw) > Ey,, where
Ey, is the band-gap energy of the dielectric material, /iw is the photon energy, and &
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Figure 6.31. Schematic illustrations of (a) multiphoton ionization, (b) free-carrier absorption, and
(c) impact ionization. From Sundaram and Mazur (2002), reproduced with permission by Nature
Publishing Group.

is the Planck constant. Let us emphasize here one characteristic of femtosecond-laser
irradiation: since it allows the use of higher peak intensities than is possible with con-
ventional pulses, it reinforces intrinsic high-order interband transitions by comparison
with the ever-present defect-related processes (of a lower order).

A second photo-ionization process, tunneling ionization, may come into play during
femtosecond-laser interactions with dielectrics under an extremely strong laser field,
for example, when the laser pulse is very short (e.g. <10fs). In this regime, the laser
produces a strong periodic band-bending, which allows valence electrons to tunnel
directly to the conduction band in a time shorter than the laser period. The crossover
between multiphoton and tunneling ionization can be characterized by the Keldysh
parameter (Keldysh, 1965), yke = w(2m*E,)!"?/(eE), where m* and e are the effective
mass and charge of the electron, and E is the intensity of a laser electric field oscillating at
frequency w. When y k. is much larger than unity, as is the case for most material-related
investigations of laser interactions with dielectrics, multiphoton ionization dominates
the excitation process. As a numerical example, yx. = 1 corresponds to an intensity
of approximately 4 x 10'> W/cm? for irradiation of fused silica with a laser pulse at
800 nm.

An electron being excited to the conduction band of a wide-band-gap dielectric
material can absorb several laser photons sequentially, moving itself to higher energy
states where free-carrier absorption is efficient (Figure 6.31(b)). The complex refractive
index, n°= n — ik, is related to the complex dielectric function ¢, which, according to
the Drude model, can be expressed by

f=1-w

'L'2 T2
2 —i (6.27)
Pll14+w?t?2  wrt(l+02td) ]|

with the scattering time 7 being typically a fraction of a femtosecond. For wide-band-
gap dielectrics under intense laser irradiation, strong electron interactions with the
lattice are characterized by both polar and nonpolar phonon scattering (Fischetti et al.,
1985; Arnold and Cartier, 1992). In the expression for £°, w, is the plasma frequency
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defined by

eZN
wp = o (6.28)
Eom

where N is the carrier density and & is the electric permittivity. When w, < w, i.e., the
carrier density is well below 102! cm—3, the absorption coefficient can be derived as

2

p
ne 1+ arc? 6.29)

T w
y:

where c is the speed of light.

When the electron density generated by photo-ionization reaches a high level (e.g.
wp ~ ), a large fraction of the remaining femtosecond laser pulse can be absorbed.
It is interesting to note that high-energy (e.g. three times the band-gap energy) carriers
can also be created in materials in which the electron—phonon scattering rate is low,
such that multiple electron—phonon collisions could not occur in one laser pulse. Carrier
heating could be produced through direct interbranch single-photon or multiphoton
absorption, in a way quite similar to the valence-to-conduction interband absorption
discussed above. In all materials, both processes should certainly be taken into account,
which one dominates depending essentially on the strength of the electron—phonon
coupling.

Avalanche ionization involves free-carrier absorption followed by impact ionization
(Figure 6.31(c)). Since the energy of an electron in the high energy states exceeds the
conduction-band minimum by more than the band-gap energy, it can ionize another
electron from the valence band, resulting in two excited electrons at the conduction-
band minimum (Bloembergen, 1974). These electrons can again be heated by the
laser field through free-carrier absorption, and, once they have enough energy, impact
more valence-band electrons. This process can repeat itself as long as the laser elec-
tromagnetic field is present and intense enough, leading to a so-called electronic
avalanche. The growth of the conduction-band population by this avalanche process
has the form S,,N, where B,, is the avalanche-ionization rate, a phenomenological
parameter that accounts for the fact that only high-energy carriers can produce impact
ionization.

Avalanche ionization requires seed electrons to be present in the conduction band,
which can for instance be excited by photo-ionization. The following rate equation
has been proposed to describe the injection of electrons into the conduction band of
dielectrics by femtosecond-to-picosecond laser pulses, under the combined action of
multiphoton excitation and avalanche ionization (Stuart et al., 1996):

dN m)

where « is a constant. For dielectric materials in which free-carrier losses (e.g. self-
trapping and recombination) occur on a time scale comparable to the femtosecond-laser
pulse duration (e.g. quartz and fused silica), this population equation should be modified
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Figure 6.32. Schematic illustrations of 100-fs-laser-induced electron-density evolution under three
different excitation—relaxation conditions: multiphoton ionization only, and multiphoton plus
avalanche ionization, and multiphoton plus avalanche ionization with carrier trapping.
Multiphoton ionization provides seed electrons for avalanche ionization, whereas trapping offers
a channel for electron-density reduction. The Gaussian laser pulse is also illustrated. From Mao
et al. (2004), reproduced with permission by Springer-Verlag.

as follows:
dN (m) m m N
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dr Ty

In the above expressions, the contribution from self-trapped excitons of density Ngtg that
builds up during the pulse duration is included (which may in some cases be bimolecular
recombination, depending on the carrier density) (Li et al., 1999; Petite et al., 1999).
o, is the multiphoton cross section (of order m,) for self-trapped excitons and 7, is the
characteristic trapping time. A schematic illustration of the effect of the self-trapping on
a femtosecond-laser-excited electron population is shown in Figure 6.32.

More recently, variations of the classical avalanche process that may play a role for
sufficiently short laser pulses (e.g. <40 fs) have been investigated theoretically. One
such mechanism is collision-assisted multiphoton avalanche, in which some valence
electrons are excited to the conduction band by conduction electrons with energy smaller
than the threshold for impact ionization, by absorbing several laser photons during
inelastic electron—electron collisions. Another mechanism is hole-assisted multiphoton
absorption, which is similar to the so-called enhanced ionization of molecules in strong
laser fields (Seideman et al., 1995). Through its Coulomb field, a hole exponentially
enhances the multiphoton absorption rate of atoms at adjacent lattice sites. As soon as
new holes are created, they continue the same trend that could lead to a collision-free
electronic avalanche.
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Figure 6.33. Schematic illustrations of (a) self-focusing and (b) self-phase modulation resulting
from a nonlinear refractive index. From Mao et al. (2004), reproduced with permission by
Springer-Verlag.

Nonlinear propagation

When a laser pulse propagates through a dielectric material, it induces microscopic
displacement of the bound charges, forming oscillating electric dipoles that add up to
the macroscopic polarization. For isotropic dielectric materials such as fused silica, the
resulting index of refraction (real part) can be derived as (Kelley, 1965)

3
n— /1 x4 ZX(3)EZ’ (6.32)

where x( and x® are the linear and nonlinear susceptibility, respectively. In a more
convenient form,

n=ny+nyl, (6.33)

where I = LegcngE? is the laser intensity, andng = /1 + x andn, = 3x® /(4egcn})
are the linear and nonlinear part of the refractive index, respectively. A nonzero nonlinear
refractive index n, gives rise to many nonlinear optical effects as an intense femtosecond
laser pulse propagates through dielectric materials.

Self-focusing and self-phase modulation

The spatial variation of the laser intensity /(r) can create a spatially varying refractive
index in dielectrics. Owing to the typical Gaussian spatial profile of a femtosecond laser
pulse, the index of refraction is larger toward the center of the pulse. The spatial variation
of n causes a lens-like effect that tends to focus the laser beam inside the dielectrics
(Figure 6.33(a)). If the peak intensity of the femtosecond laser pulse exceeds a critical
power for self-focusing (Shen, 1984), P, = 3.77A/(8mngn,), the collapse of the pulse
to a singularity is predicted. Nevertheless, other mechanisms such as defocusing due
to nonlinear ionization may balance self-focusing and prevent pulse collapse inside
dielectric materials.
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As the result of spatial self-focusing, the on-axis intensity of femtosecond laser
pulses inside dielectrics, especially at its temporal peak, can be significantly larger than
its original value. Consequently, the pulse may be sharpened temporally with a steeper
rise and decay of the temporal profile (pulse sharpening). Since the intensity I(¢) of
femtosecond laser pulses is highly time-dependent, the refractive index depends on
time. Analogously to self-focusing, the phase of the propagating pulse can be modulated
by the time-domain envelope of the pulse itself (self-phase modulation). With a nonzero
nonlinear refractive index n,, the derivative of the phase ®,n(z, f) of the pulse with
respect to time becomes (Shen, 1984)
doy, nyz dI(t)

The time-varying term of the phase produces frequency shifts that broaden the pulse
spectrum as illustrated in Figure 6.33(b). Spectral broadening depends on the nonlinear
index of refraction n, and the time derivative of the laser pulse intensity.

Plasma defocusing

Since various nonlinear ionization mechanisms generate an electron—hole plasma inside
wide-band-gap dielectric materials, this plasma has a defocusing effect for femtosecond-
laser pulse propagation. The electron density is highest in the center of the pulse and
decreases outward in the radial direction with a typical Gaussian spatial intensity profile.
The real part of the refractive index is modified by the generation of the electron—hole
plasma (for w,/w < ng) (Shen, 1984),

N
2710NC ’

(6.35)

n=ny—

where N, = w?som* /e? is the characteristic plasma density when the plasma frequency
is equal to the laser frequency. It is clear that the presence of electron—hole plasmas
results in a decrease in the refractive index, in contrast to the Kerr effect. As a result, the
refractive index is smallest on the beam axis and the beam is defocused by the plasma,
which acts as a diverging lens, balancing self-focusing.

Defect generation

In general, energy from intense femtosecond laser pulses absorbed by a solid material
can be converted into elementary electronic excitations — electrons and holes, which
relax and reduce their energy inside the solid through both delocalized and localized
carrier—lattice interaction channels (Song and Williams, 1993; Haglund and Itoh, 1994).
For some wide-band-gap dielectric materials, the most important relaxation mechanism
is the localization of the energy stored in the electron—hole pair that creates self-trapped
carriers, especially self-trapped excitons (STEs), which provide the energy necessary
for localized lattice re-arrangement and thus defect accumulation.
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Figure 6.34. Schematic illustrations of the exciton level and two basic routes for exciton
generation: (a) inelastic scattering of the multiphoton-excited electrons and (b) direct resonance

absorption of multiple photons. From Mao er al. (2004), reproduced with permission by
Springer-Verlag.

Excitons

Through nonlinear ionization, the interaction of an intense femtosecond laser pulse with
wide-band-gap dielectrics causes electronic excitations that promote an electron from the
valence band to the conduction band, leaving a hole in the valence band. An electron and
a hole may be bound together by Coulomb attraction, constituting what is collectively
referred to as an exciton, a concept of electrically neutral electronic excitation (Ueta
etal., 1986). Figure 6.34 shows a schematic diagram of exciton energy levels in relation to
the conduction-band edge. While excitons can be either weakly or tightly bound, in wide-
band-gap materials with a typically small dielectric constant, they are strongly bound and
localized near a single atom. Excitons may be promoted by inelastic scattering (Vasil'ev
et al., 1999) of the excited electrons that slows the electrons in the conduction band
(Figure 6.34(a)), or by direct resonant absorption of multiple photons (Figure 6.34(b)).
The binding of electron—hole pairs into excitons is a very fast process, which often takes
less than 1 ps in wide-band-gap materials (Haglund and Itoh, 1994).

Excitons are unstable with respect to their recombination process; they can relax
through delocalized and localized channels. For wide-band-gap dielectrics that are
strong-coupling solids, a localized trapping mechanism rather than scattering is more
probable for excitons. Consequently, the electronic excitation energy in these materials
is localized by the creation of STEs, which are formed as the result of free-exciton
relaxation, or when a self-trapped hole traps an electron (Toyozawa, 1980).

Exciton self-trapping

The major interest in STEs in dielectrics comes from the fact that they are a means of
converting electronic excitation into energetic atomic processes such as defect formation.
Self-trapping generally describes carriers localized on a lattice site initially free of lattice
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defects (e.g. vacancies, interstitials, or impurities). A charged carrier in a deformable
lattice creates an attractive potential well; the trapping results from a small atomic
displacement that deepens the potential well in which the carrier resides. In general,
localized lattice deformation may result from short-range covalent molecular bonding
or long-range electrostatic polarization associated with ion displacements. Thermal
fluctuations can provide the energy for at least one particular lattice site with enough
instantaneous deformation for the self-trapping to begin.

Excitons can be trapped by their interactions with lattice distortion to form STEs.
Holes may also be trapped at the distortion of the lattice which, after the trapping of an
electron, creates a STE. Materials that display self-trapping are predominantly insulators
with wide band gaps, such as alkali halides and SiO,. In alkali-halide crystals, which
have an energy band gap ranging from 5.9 eV (Nal) to 13.7 eV (LiF), a self-trapped
exciton consists of an electron bound by the Coulomb field of the surrounding alkali
ions and a hole that occupies an orbital of a halogen molecular ion (X3 ). Similarly,
in SiO,, which is constructed from SiOy4 tetrahedra with silicon at the center and an
oxygen atom at each of the four corners (Trukhin, 1992), the self-trapping process is
accompanied by a strong distortion of the SiO, lattice. Weakening of the Si—O—Si
bond yields an oxygen atom leaving its equilibrium position in the tetrahedron, forming
silicon and oxygen dangling bonds. The hole of the self-trapped exciton stays on the
oxygen dangling bond and the electron is on the silicon dangling bond.

Energy transport of STEs is by means of hopping diffusion rather than by band-
like mode. As STEs recombine, they produce a characteristic luminescence that can
be studied by time-resolved spectroscopy (Thoma et al., 1997; Guizard et al., 1996).
For example, high-purity quartz emits a blue luminescence (~2.8 eV) under irradiation,
which corresponds to a large Stokes shift relative to the band gap. For wide-band-gap
dielectric materials, the localized relaxation channel that leads to the production of
STEs is correlated with the formation and accumulation of transient and permanent
lattice defects.

Origins of intrinsic defects

Optical excit