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Preface

The engineering objective of high performance control using the tools of optimal
control theory, robust control theory, and adaptive control theory is more achiev-
able now than ever before, and the need has never been greater. Of course, whe
we use the ternigh performance controlve are thinking of achieving this in

the real world with all its complexity, uncertainty and variability. Since we do not
expect to always achieve our desires, a more complete title for this book could be
“Towards High Performance Control”.

To illustrate our task, consider as an example a disk drive tracking system for a
portable computer. The better the controller performance in the presence of eccen
tricity uncertainties and external disturbances, such as vibrations when operate
in a moving vehicle, the more tracks can be used on the disk and the more memory
it has. Many systems today are control system limited and the quest is for high
performance in the real world.

In our other texts Anderson and Moore (1989), Anderson and Moore (1979),
Elliott, Aggoun and Moore (1994), Helmke and Moore (1994) and Mareels and
Polderman (1996), the emphasis has been on optimization techniques, optimal e
timation and control, and adaptive control as separate tools. Of course, robustnes
issues are addressed in these separate approaches to system design, but the t
of blending optimal control and adaptive control in such a way that the strengths
of each is exploited to cover the weakness of the other seems to us the only way
to achieve high performance control in uncertain and noisy environments.

The concepts upon which we build were first tested by one of us, John Moore,
on high order NASA flexible wing aircraft models with flutter mode uncertainties.
This was at Boeing Commercial Airplane Company in the late 1970s, working
with Dagfinn Gangsaas. The engineering intuition seemed to work surprisingly
well and indeed 180phase margins at high gains was achieved, but there was
a shortfall in supporting theory. The first global convergence results of the late
1970s for adaptive control schemes were based on least squares identificatior
These were harnessed to design adaptive loops and were used in conjunction wit
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linear quadratic optimal control with frequency shaping to achieve robustness to
flutter phase uncertainty. However, the blending of those methodologies in itself
lacked theoretical support at the time, and it was not clear how to proceed to
systematic designs with guaranteed stability and performance properties.

A study leave at Cambridge University working with Keith Glover allowed
time for contemplation and reading the current literature. An interpretation of the
Youla-Ku€era result on the class of all stabilizing controllers by John Doyle gave
a clue. Doyle had characterized the class of stabilizing controllers in terms of a
stable filter appended to a standard linear quadratic Gaussian LQG controller de
sign. But this was exactly where our adaptive filters were placed in the designs
we developed at Boeing. Could we improve our designs and build a complete
theory now? A graduate student Teng Tiow Tay set to work. Just as the first simu-
lation studies were highly successful, so the first new theories and new algorithms
seemed very powerful. Tay had also initiated studies for nonlinear plants, conve-
niently characterizing the class of all stabilizing controllers for such plants.

At this time we had to contain ourselves not to start writing a book right
away. We decided to wait until others could flesh out our approach. lven Mareels
and his PhD student Zhi Wang set to work using averaging theory, and Roberto
Horowitz and his PhD student James McCormick worked applications to disk
drives. Meanwhile, work on Boeing aircraft models proceeded with more con-
servative objectives than those of a decade earlier. No aircraft engineer will trust
an adaptive scheme that can take over where off-line designs are working well.
Weiyong Yan worked on more aircraft models and developed nested-loop or it-
erated designs based on a sequence of identification and control exercises. Als
Andrew Paice and Laurence Irlicht worked on nonlinear factorization theory and
functional learning versions of the results. Other colleagues Brian Anderson and
Robert Bitmead and their coworkers Michel Gevers and Robert Kosut and their
PhD students have been extending and refining such design approaches. Als
back in Singapore, Tay has been applying the various techniques to problem:
arising in the context of the disk drive and process control industries.

Now is the time for this book to come together. Our objective is to present the
practice and theory of high performance control for real world environments. We
proceed through the door of our research and applications. Our approach specia
izes to standard techniques, yet gives confidence to go beyond these. The idea
to use prior information as much as possible, and on-line information where this is
helpful. The aim is to achieve the performance objectives in the presence of vari-
ations, uncertainties and disturbances. Together the off-line and on-line approact
allows high performance to be achieved in realistic environments.

This work is written for graduate students with some undergraduate back-
ground in linear algebra, probability theory, linear dynamical systems, and prefer-
ably some background in control theory. However, the book is complete in itself,
including appropriate appendices in the background areas. It should appeal tc
those wanting to take only one or two graduate level semester courses in contro
and wishing to be exposed to key ideas in optimal and adaptive control. Yet stu-
dents having done some traditional graduate courses in control theory should finc
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that the work complements and extends their capabilities. Likewise control engi-
neers in industry may find that this text goes beyond their background knowledge
and that it will help them to be successful in their real world controller designs.
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cHAPTER 1

Performance Enhancement

1.1 Introduction

Science has traditionally been concerned with describing nature using mathemati
cal symbols and equations. Applied mathematicians have traditionally been study-
ing the sort of equations of interest to scientists. More recently, engineers have
come onto the scene with the aim of manipulating or controlling various pro-
cesses. They introduce (additional) control variables and adjustable parameters t
the mathematical models. In this way, they go beyond the traditions of science anc
mathematics, yet use the tools of science and mathematics and, indeed, provid
challenges for the next generation of mathematicians and scientists.

Control engineers, working across all areas of engineering, are concerned witt
addingactuatorsandsensorgo engineering systems which they galthnts They
want to monitor and control these plants with controllers which process informa-
tion from both desired responses (commands) and sensor signals. The controller
send control signals to the actuators which in turn affect the behavior of the plant.
They are concerned with issues such as actuator and sensor selection and locatio
They must concern themselves with the underlying processes to be controlled an
work with relevant experts depending on whether the plant is a chemical system,
a mechanical system, an electrical system, a biological system, or an economic
system. They work with block diagrams, which depict actuators, sensors, proces-
sors, and controllers as separate blocks. There are directed arrows interconnectin
these blocks showing the direction of information flow as in Figure 1.1. The di-
rected arrows represent signals, the blocks represent functional operations on th
signals. Matrix operations, integrations, and delays are all represented as blocks
The blocks may be (matrix) transfer functions or more general time-varying or
nonlinear operators.

Control engineers talk in terms of tleentrollability of a plant (the effective-
ness of actuators for controlling the process), andotbeervabilityof the plant
(the effectiveness of sensors for observing the process). Their big concept is tha
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Disturbances

Actuators Sensors

Y

Plant

Y
Y

Controller -

FIGURE 1.1. Block diagram of feedback control system

of feedbackand their big challenge is that éfedback controlledesign. Their
territory covers the study afynamical systermrendoptimization If the plant is not
performing to expectations, they want to detect this under-performance from sen-
sors and suitably process this sensor informatiarointrollers The controllers in

turn generate performance enhancing feedback signals to the actuators. How d
they do this?

The approach to controller design is to first understand the physics or other sci-
entific laws which govern the behavior of the plant. This usually leads to a math-
ematical model of the process, termeplant model There are invariably aspects
of plant behavior which are not captured in precise terms by the plant model.
Some uncertainties can be vieweddisturbance signalsand/orplant parameter
variationswhich in turn are perhaps characterized by probabilistic modlis.
modeled dynamids a name given to dynamics neglected in the plant model. Such
are sometimes characterized in frequency domain terms. pexgrmance mea-
suresare formulated in terms of the plant model and taking account of uncertain-
ties. There could well be habnstraintssuch as limits on the controls or states.
Control engineers then apply mathematical tools based in optimization theory to
achieve their design of the control scheme. The design process inevitably require:
compromises or trade-offs between various conflicting performance objectives.
For example, achievingigh performancdor a particular set of conditions may
mean that the controller is too finely tuned, and so can not yet cope with the con-
tingencies of everyday situations. A racing car can cope well on the race track,
but not in city traffic.

The designer would like to improve performance, and this is done through in-
creased feedback in the control scheme. However, in the face of disturbances o
plant variations or uncertainties, increasing feedback in the frequency bands of
high uncertainty can cause instability. Feedback can give us high performance fol
the plant model, and indeed insensitivity to small plant variations, but poor per-
formance or even instability of the actual plant. The term controdieustnesss
used to denote the ability of a controller to cope with these real world uncertain-
ties. Canhigh performancebe achieved in the face of uncertainty and change?
This is the challenge taken up in this book.
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1.2 Beyond Classical Control

Many control tasks in industry have been successfully tackled by very simple
analog technology using classical control theory. This theory has matched well
the technology of its day. Classical three-term-controllers are easy to design, are
robust to plant uncertainties and perform reasonably well. However, for improved
performance and more advanced applications, a more general control theory i
required. It has taken a number of decades for digital technology to become the
norm and for modern control theory, created to match this technology, to find its
way into advanced applications. The market place is now much more competitive
so the demands for high performance controllers at low cost is the driving force for
much of what is happening in control. Even so, the arguments between classica
control and modern control persist. Why?

The classical control designer should never be underestimated. Such a perso
is capable of achieving good trade-offs between performance and robustness. Fre
quency domain concepts give a real feel for what is happening in a process, anc
give insight as to what happens loop-by-loop as they are closed carefully in se-
guence. An important question for a modern control person (with a sophisticated
optimization armory of Riccati equations and numerical programming packages
and the like) to ask is: How can we use classical insights to make sure our mod-
ern approach is really going to work in this situation? And then we should ask:
Where does the adaptive control expert fit into this scene? Has this expert got tc
fight both the classical and modern notions for a niche?

This book is written with a view to blending insights and methods from classi-
cal, optimal, and adaptive control so that each contributes at its point of strength
and compensates for the weakness of others, so as to achiewelnathcontrol
andhigh performance controlLet us examine these strengths and weaknesses in
turn, and then explore some design concepts which are perhaps at the interface c
all three methods, calleiterated design, plug-in controller design, hierarchical
designandnested controller design

Some readers may think of optimal control for linear systems subject to qua-
dratic performance indices as classical control, since it is now well established
in industry, but we refer to such control here as optimal control. Likewise, self-
tuning control is now established in industry, but we refer to this as adaptive con-
trol.

Classical Control

The strength of classical control is that it works in the frequency domain. Distur-

bances, unmodeled dynamics, control actions, and system responses all predon
inate in certain frequency bands. In those frequency bands where there is higl
phase uncertainty in the plant, feedback gains must be low. Frequency charactel
istics at the unity gain cross-over frequency are crucial. Controllers are designec
to shape the frequency responses so as to achieve stability in the face of plan
uncertainty, and moreover, to achieve good performance in the face of this uncer-
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tainty. In other words, a key objectiverisbustness

It is then not surprising that the classical control designer is comfortable work-
ing with transfer functions, poles and zeros, magnitude and phase frequency re
sponses, and the like.

The plant models of classical control are linear and of low order. This is the
case even when the real plant is obviously highly complex and nonlinear. A small
signal analysis or identification procedure is perhaps the first step to achieve the
linear models. With such models, controller design is then fairly straightforward.
For a recent reference, see Ogata (1990).

The limitation of classical control is that it is fundamentally a design approach
for a single-input, single-output plant working in the neighborhood of a single op-
erating point. Of course, much effort has gone into handling multivariable plants
by closing control loops one at a time, but what is the best sequence for this?

In our integrated approach to controller design, we would like to tackle con-
trol problems with the strengths of the frequency domain, and work with transfer
functions where possible. We would like to achieve high performance in the face
of uncertainty. The important point for us here is that we do not desiguency
shaping filtersin the first instance for the control loop, as in classical designs,
but rather for formulating performance objectives. The optimal multivariable and
adaptive methods then systematically achieve controllers which incorporate the
frequency shaping insights of the classical control designer, and thereby the ap
propriate frequency shaped filters for the control loop.

Optimal Control

The strength of optimal control is that powerful numerical algorithms can be im-
plemented off-line to design controllers to optimize certain performance objec-
tives. The optimization is formulated and achieved in the time domain. However,
in the case of time-invariant systems, it is often feasible to formulate an equiva-
lent optimization problem in the frequency domain. The optimization can be for
multivariable plants and controllers.

One particular class of optimal control problems which has proved powerful
and now ubiquitous is the so-called linear quadratic Gaussian (LQG) method, see¢
Anderson and Moore (1989), and Kwakernaak and Sivan (1972). A key result is
the Separation Theoremwhich allows decomposition of an optimal control prob-
lem for linear plants with Gaussian noise disturbances and quadratic indices intc
two subproblems. First, the optimal control of linear plants is addressed assuming
knowledge of the internal variablestéte$. It turns out that the optimal solu-
tions for a noise freedeterministig setting and an additive white Gaussian plant
driving noise setting are identical. The second task addressed is the estimatiot
of the plant model’s internal variables (states) from the plant measurements in a
noise 6tochastiy setting. The Separation Theorem then tells us that the best de-
sign approach is to apply tieertainty Equivalence Princip)Jexamely to use the
state estimates in lieu of the actual states in the feedback control law. Remarkably
under the relevant assumptions, optimality is achieved. This task decomposition
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allows the designer to focus on the effectiveness of actuators and sensors sep:
rately, and indeed to address areas of weakness one at a time. Certainly, if a stal
feedback design does not deliver performance, then how can any output feedbac
controller? If a state estimator achieves poor state estimates, how can interna
variables be controlled effectively? Unfortunately, this Separation Principle does
not apply for general nonlinear plants, although such a principle does apply when
working with so-callednformation statesnstead of state estimates. Information
states are really the totality of knowledge about the plant states embedded in the
plant observations.

Of course, in replacing states by state estimates there is some loss. It turns ou
that there can be severe loss of robustness to phase uncertainties. However, th
loss can be recovered, at least to some extent, at the expense of optimality of th
original performance index, by a technique knowrap recoveryin which the
feedback system sensitivity properties for state feedback are recovered in the cas
of state estimate feedback. This is achieved by working with colored fictitious
noise in the nominal plant model, representing plant uncertainty in the vicinity of
the so-called cross-over frequency where loop gains are near unity. There can b
“total” sensitivity recovery in the case of minimum phase plants.

There are other optimal methods which are in some sense a more sophisticate
generalization of the LQG methods, and are potentially more powerful. They go
by such names all,, and¢; optimal control. These methods in effect do not
perform the optimization over only one set of input disturbances but rather the
optimization is performed over an entire class of input disturbances. This gives
rise to a so-called worst case control strategy and is often referred to as robus
controller design, see for example, Green and Limebeer (1994), and Morari and
Zafiriou (1989).

The inherent weakness of the optimization approach is that although it allows
incorporation of a class of robustness measures in a performance index, it is no
clear how to best incorporat#l the robustness requirements of interest into the
performance objectives. This is where classical control concepts come to the res
cue, such as in the loop recovery ideas mentioned above, or in appending othe
frequency shaping filtet® the nominal model. The designer should expect a trial-
and-error process so as to gain a feel for the particular problem in terms of the
trade-offs between performance for a nominal plant, and robustness of the con-
troller design in the face of plant uncertainties. Thinking should take place both
in the frequency domain and the time domain, keeping in mind the objectives of
robustness and performance. Of course, any trial-and-error experiment should b
executed with the most advanced mathematical and software tools available ant
not in an ad hoc manner.

Adaptive Control

The usual setting for adaptive control is that of low order single-input, single-
output plants as for classical design. There are usually half a dozen or so pa:
rameters to adjust on-line requiring some kindyodidient searctprocedure, see
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for example Goodwin and Sin (1984) and Mareels and Polderman (1996). This
setting is just as limited as that for classical control. Of course, there are cases
where tens of parameters can be adapted on-line, including cases for multivari-
able plants, but such situations must be tackled with great caution. The more
parameters to learn, the slower the learning rate. The more inputs and outputs
the more problems can arise concerning uniqueness of parameterization. Usually
the so-callednput/output representatiorare used in adaptive control, but these
are notoriously sensitive to parameter variations as model order increases. Finally
naively designed adaptive schemes can let you down, even catastrophically.

So then, what are the strengths of adaptive control, and when can it be used tc
advantage? Our position is that taken by some of the very first adaptive control
designers, namely that adaptive schemes should be designed to augment robu
off-line-designed controllers. The idea is that for a prescribed range of plant vari-
ations or uncertainties, the adaptive scheme should only improve performance
over that of the robust controller. Beyond this range, the adaptive scheme may dc
well with enough freedom built into it, but it may cause instability. Our approach
is to eliminate risk of failure, by avoiding too difficult a design task or using either
a too simple or too complicated adaptive scheme. Any adaptive scheme should b
a reasonably simple one involving only a few adaptive gains so that adaptations
can be rapid. It should fail softly as it approaches its limits, and these limits should
be known in advance of application.

With such adaptive controller augmentations for robust controllers, it makes
sense for the robust controller to focus on stability objectives over the known
range of possible plant variations and uncertainties, and for the adaptedf-or
tuning scheméo beef up performance for any particular situation or setting. In
this way performance can be achieved along with robustness without the compro-
mises usually expected in the absence of adaptations or on-line calculations.

A key issue in adaptive schemes is that of control signal excitation for associ-
atedon-line identificatioror parameter adjustment he termsufficiently exciting
andpersistence of excitaticare used to describe signals in the adaptation context.
Learning objectives are in conflict with control objectives, so that there must be a
balance in applying excitation signals to achieve a stable, robust, and indeed higkt
performance adaptive controller. This balancing of conflicting interests is termed
dual control

1.3 Robustness and Performance

With the lofty goal of achieving high performance in the face of disturbances,
plant variations and uncertainties, how do we proceed? It is crucial in any con-
troller design approach to first formulate a plant model, characterize uncertain-
ties and disturbances, and quantify measures of performance. This is a startin
point. The best next step is open to debate. Our approach is to work with the clas:
of stabilizing controllers for a nominal plant model, search within this class for
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a robust controller which stabilizes the plant in the face of its uncertainties and
variations, and then tune the controller on-line to enhance controller performance,
moment by moment, adapting to the real world situation. The adaptation may in-
clude reidentification of the plant, it may reshape the nominal plant, requantify
the uncertainties and disturbances and even shift the performance objectives.

The situation is depicted in Figures 3.1 and 3.2. In Figure 3.1, the real world
plant is viewed as consisting of a nominal plant and unmodeled dynamics driven
by a control input and disturbances. There are sensor outputs which in turn feec
into a feedback controller driven also by commands. It should be both stabilizing
for the nominal plant and robust in that it copes with the unmodeled dynamics
and disturbances. In Figure 3.2 there is a further feedback control loop around the
real world plant/robust controller scheme of Figure 3.1. The additional controller
is termed a performance enhancement controller.

Nominal Plant Models

Our interest is in dynamical systems, as opposed to static ones. Often for main-
taining a steady state situation with small control actions, real world plants can be
approximated byinear dynamical system# useful generalization is to include
random disturbances in the model so that they bedomar dynamical stochas-
tic systemsThe simplest form of disturbance is linearly filtered white, zero mean,
Gaussian noise. Control theory is most developed for such deterministic or sto-
chastic plant models, and more so for the case of time-invariant systems. We builc
as much of our theory as possible fimear, time-invariant, finite-dimensional dy-
namical systemwith the view to subsequent generalizations.

Control theory can be developed for eittmmtinuous-time (analog) models
or discrete-time (digital) model&nd indeed some operator formulations do not
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distinguish between the two. We select a discrete-time setting with the view to
computer implementation of controllers. Of course, most real world engineering
plants are in continuous time, but since analog-to-digital and digital-to-analog
conversion are part and parcel of modern controllers, the discrete-time setting
seems to us the one of most interest. We touch on sampling rate selection, inter
sample behavior and related issues when dealing with implementation aspects.

Most of our theoretical developments, even for the adaptive control loops, are
carried out in a multivariable setting, that is, the signals are vectors.

Of course, the class of nominal plants for design purposes may be restricted a:
just discussed, but the expectation in so-called robust controller design is that the
controller designed for the nominal plant also copes well with actual plants that
are “near” in some sense to the nominal one. To achieve this goal, actual plant
nonlinearities or uncertainties are often, perhaps crudely, represerfietitiasis
noise disturbancesuch as is obtained from filtered white noise introduced into
a linear system.

It is important that the plant model also include sensor and actuator dynamics.
It is also important to append so-callédquency shaping filter® the nominal
plant with the view to controlling the outputs of these filters, termedved vari-
ablesor disturbance responseariables, see Figure 3.3. This allows us to more
readily incorporate robustness measures into a performance index. This last poin
is further discussed in the next subsections.

Unmodeled Dynamics

A nominal model usually neglects what it cannot conveniently and precisely char-
acterize about a plant. However, it makes sense to characterize what has been n
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glected in as convenient a way as possible, albeit loosely. Aerospace models, fo
example, derived from finite element methods are very high in order, and often
too complicated to work with in a controller design. It is reasonable then at first
to neglect all modes above the frequency range of expected significant control ac-
tions. Fortunately in aircraft, such neglected modes are stable, albeit perhaps ver
lightly damped in flexible wing aircraft. It is absolutely vital that these modes not
be excited by control actions that could arise from controller designs synthesized
from studies with low order models. The neglected dynamics introduce phase
uncertainty in the low order model as frequency increases, and this fact should
somehow be taken into account. Such uncertainties are referreditorexieled
dynamics

Performance Measures and Constraints

In an airplane flying in turbulence, wing root stress should be minimized along
with other variables. But there is no sensor that measures this stress. It must be e
timated from sensor measurements such as pitch measurements and acceleron
ters, and knowledge of the aircraft dynamics (kinematics and aerodynamics). This
example illustrates that performance measures may involve internal (state) vari-
ables. Actually, it is often worthwhile to work with filtered versions of these state
variables, and indeed with filtered control variables, and filtered output variables,
since we may be interested in their behavior only in certain frequency bands. As
already noted, we term all these relevant varialdesved variablesor distur-
bance responseariables. Usually, there must be a compromise between control
energy and performance in terms of these derived variables. Derived variables ar:
usually generated by appropridtequency shaping filteaugmentations to a “first
cut” plant model, as depicted in Figure 3.3. The resulting model is the nominal
model of interest for controller design purposes.

In control theory, performance measures are usually designedréguiation
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situation, or for @rackingsituation. In regulation, ideally there should be a steady
state situation, and if there is perturbance from this by external disturbances, ther
we would like to regulate to zero any disturbance response in the derived vari-
ables. The disturbance can be random such as when wind gusts impinge on a
antenna, odeterministicsuch as when there is eccentricity in a disk drive system
giving rise to periodic disturbances.

In tracking situations, there is some desired trajectory which should be followed
by certain plant variables; again these can be derived variables rather than sens
measurements. Clearly, regulation is a special case of tracking.

In this text we consider first traditional performance measures for nominal plant
models, such as are usedimear quadratic GaussiafLQG) control theory, see
Anderson and Moore (1989) and in the so-calléd controland¢; control the-
ories, see Francis (1987), Vidyasagar (1986) and Green and Limebeer (1994).

The LQG theory is derived based on penalizing control energy and plant energy
of internal variables, termestates in the presence afhite noise disturbances
Thatis, there is a sum of squares index which is optimized over all control actions.
In the linear quadratic Gaussian context it turns out that the optimal control signal
is given from a feedback control law. THé,, theory is based on penalizing a
sum of squares index in the presencewvofst case disturbances an appropri-
ate class. Thé; theory is based on penalizing the worst peak in the response of
internal states and/or control effort in the presence of worst case bounded distur
bances. Such a theory is most appropriate when there are hard constraints on tt
control signals or states.

The Class of Stabilizing Controllers

Crucial to our technical approach is a characterization of the class of all stabilizing
controllers in terms of a parameter term@dIn fact, Q is not a parameter such

as a gain or time constant, but is a stable (bounded-input, bounded-output) filter
built into a stabilizing controller in a manner to be described in some detail as
we proceed. This theory has been developed in a discrete-time settingtbyaku
(1979) and in a continuous-time setting by Youla, Bongiorno and Jabr (1976a).
Moreover, all the relevant input/output operators, (matrix transfer functions) of the
associated closed-loop system turn out to be linear, or more precisely affine, in the
operator (matrix transfer functiorQ. In turn, this facilitates optimization over
stableQ, or equivalently, over the class of stabilizing controllers for a nominal
plant, see Vidyasagar (1985) and Boyd and Barratt (1991).

Our performance enhancement techniques work with finite-dimensional adap-
tive filters Q with parameters adjusted on line so as to minimize a sum of squares
performance index. The effectiveness of this arrangement seems to depend on tt
initial stabilizing controller being a robust controller, probably because it exploits
effectively alla priori knowledge of the plant.

A dual concept is the class of all plants stabilized by a given stabilizing con-
troller which is parameterized in terms of stable “filt&”

In our approach, depicted in Figure 3.4, the unmodeled dynamics of a plant
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model can be represented in terms of this “filt& which is zero when the plant
model is a precise representation of the plant. Indeed with a plant parameterizec
in terms of S and a controller parameterized in terms@fthe resulting closed-
loop system turns out to be stable if and only if the nominal controller (with
Q = 0) stabilizes the nominal plant (wite = 0) andQ stabilizesS, irrespective

of whether or notQ and S are stable themselves, see Figure 3.5. This result is a
basis for our controller performance (and robustness) analysis. With the original
stabilizing controller being robust, it appears that altho&jis of high order,

it can be approximated in many of our design examples as a low order, or at
least a low gain system without too much loss. When this situation occurs, the
proposed controllers involving only low order, possibly adaptyean achieve

high performance enhancement.

Vul
— Nominal —
R plant ” S
Vul
Nominal < Q -
] controller —

FIGURE 3.5. Two loops must be stabilizing
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Adaptations

Adaptive schemes perform best when as much as possipt®ri information
about the plant is incorporated into the design of the adaptive algorithms. It is
clear that a good way to achieve this is to first include such information into the
off-line design of a fixedobust controller

In direct adaptive contrglthe parameters for adaptation are those of a fixed
structure controller, whereas indirect adaptive contrglthe parameters for tun-
ing are, in the first instance, those of some plant model. These plant parameter
which are estimated on-line, are then used in a controller design law to construct
on-line a controller with adaptive properties.

Adaptive schemes that work effectively in changing environments usually re-
quire suitably strong and riaxcitationof control signals. Such excitation of itself
is in fact against the control objectives. Of course, one could argue that if the plant
is performing well at some time, there is no need for adaptation or of excitation
signals. However the worst case scenario in such a situation is that the adjustabl
parameters adjust themselves on the basis of insufficient data and drift to where
they cause instability. The instability may be just a burst, for the excitation asso-
ciated with the instability could lead to appropriate adjustment of parameters to
achieve stability. But then again, the instability may not lead to suitably rich sig-
nals for adequate learning and thus adequate control. This point is taken up agai
below. Such situations are completely avoided in our approach, beaaguse
ori constraints are set on the range of allowable adjustment, basedaoprami
stability analysis.

One method to achieve a sufficiently rich excitation signal is to introduce ran-
dom (bounded) noise, that $tochastic excitatiorfor then even the most “devi-
ous” adaptive controller will not cancel out the unpredictable components of this
noise, as it could perhaps for predictable deterministic signals.

Should there be instability, then it is important that one does not rely on the
signal build up itself as a source of excitation, since this will usually reflect only
one unstable mode which dominates all other excitation, and allow estimation of
only the one or two parameters associated with this mode, with other parameter:
perhaps drifting. It is important that the frequency rich (possibly random) exci-
tation signal grows according to the instability. Only in this way can all modes
be identified at similar rates and incipient instability be nipped in the bud by the
consequent adaptive control action.

How does one analyze an adaptive scheme for performance? Our approach i
to useaveraging analysissee Sanders and Verhulst (1985), Anderson, Bitmead,
Johnson, Kokotovic, Kosut, Mareels, Praly and Riedle (1986), Mareels and Pol-
derman (1996) and Solo and Kong (1995). This analysis looks at averaging out
the effects of fast dynamics in the closed loop so as to highlight the effect of
the relative slow adaptation process. Ttiige scale separatioapproach is very
powerful when adaptations are relatively slow compared to the dynamics of the
system. Averaging techniques tell us that our adaptations can help performance
of a robust controller. There is less guaranteed performance enhancement at th
margins of robust controller stability.
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Iterated Design

Of course, on-line adaptations using simple adaptive schemes are ideal when thes
work effectively, but perhaps as a result of implementing a possibly crude con-
troller with limited a priori knowledge, direct or indirect adaptations may not be
effective. Thea priori knowledge should be updated using some identification
in closed loop, not necessarily of the plant itself. The identification can then be
used to refine the controller design. This interaction between identification and
controller design, which is at the heart of on-line adaptive control, is sometimes
best carried out in an iterative fashion based on a more complete data analysi
than could be achieved by simple recursive schemes, see for example Anderso
and Kosut (1991), Zang, Bitmead and Gevers (1991), Schrama (1992a) and Lee
Anderson, Kosut and Mareels (1993). Even so, we see such an off-line design
approach as being in the spirit of adaptive control. Most importantly, we show
that for a range of control objectives, one can proceed in an iterated identification
control design manner, without losing the ability to reach an optimal design. That
is, the iterated control design is able to incrementally improve the control perfor-
mance at each iteration, given accurate models. Moreover, it can recover from any
bad design at a later stage.

Nested or Recursive Design

Concepts related to those behind iterated design are thaploigain controller
augmentation and that dfierarchical designWe are familiar with the classical
design approach of adding controllers here and there in a complex system to en
hance performance as experience with the system grows. Of course, the catc
is that the most recent plug-in controller addition may counter earlier controller
actions. Can we somehow proceed in a systematic manner?

Also, we are familiar with different control loops dealing with different aspects
of the control task. The inner loop is for tight tracking, say, and an outer loop is for
the determination of some desired (perhaps optimal) trajectory, and even furthet
control levels may exist in a hierarchy to set control tasks at a more strategic
level. Is there a natural way to embed control loops within control loops, and set
up hierarchies of control?

Our position on plug-in controllers is that controller designs can be performed
so that plug-in additions can take place in a systematic manner. With each ad-
dition, there is an optimization which takes the design a step in the direction of
the overall goal. The optimizations for each introduced plug-in controller must
not conflict with each other. It may be that the first controller focuses on one
frequency band, and later controllers introduce focus on other bands as more in
formation becomes available. It may be that the first controller is designed for
robustness and the second to enhance performance for a particular setting, and
third “controller” is designed to switch in appropriate controllers as required. It
may be that the first controller uses a frequency domain criterion for optimization
and a second controller works in the time domain. Our experience is that a natura
way to proceed is from a robust design, to adaptations for performance enhance
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ment, and then to learning so as to build up a data base of experience for future
decisions.

There is a key to a systematic approach to iterated design, plug-in controller
design, and hierarchical control, which we teretursive controlleror nested
controller design. It exploits the mathematical concept of successive approxima-
tion by continued linear fraction expansions, for the control setting.

1.4 Implementation Aspects and Case Studies

Control theory has in the past been well in advance of practical implementation,
whereas today the hardware and software technology is available for complex ye
reliable controller design and implementation. Now it is possible for quite gen-
eral purpose application software such as Rlab or commercially available pack-
ages MATLAB* and Xmatf to facilitate the controller design process, and even
to implement the resultant controller from within the packages. For implementa-
tion in microcontrollerhardware not supported by these packages, there are other
software packages such as Matcom which can machine translate the generic algc
rithms into more widely supported computer languages such as C and Assemblel
As the on-line digital technology becomes faster and the calculations are paral-
lelized, the sampling rates for the signals and the controller algorithm complexity
can be increased.

There will always be applications at the limits of technology. With the goal
of increased system efficiency and thus increased controller performance in all
operating environments, even simple processes and control tasks will push the
limits of the technology as well as theory.

One aim in this book is to set the stage for practical implementation of high per-
formance controllers. We explore various hardware and software options for the
control engineer and raise questions which must be addressed in practical imple
mentationMultirate samplingstrategies and sampling rate selection are discussed
along with other issues of getting a controller into action.

Our aim in presenting controller design laboratory case studies is to show the
sort of compromises that are made in real world implementations of advanced
high performance control strategies.

1.5 Book Outline

In Chapter 2, a class of linear plastabilizing controllersfor a linear plant model
is parameterized in terms of a stable filter, dend@edrhis work is based on a
theory ofcoprime factorizatiorand linear fractional representations. The idea is

*MATLAB ! is a registered trademark of the MathWorks, Inc.
TXmath is a registered trademark of Integrated Systems, Inc.
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introduced that any stabilizing controller can be augmented to include a physi-
cal stable filterQ, and this filter tuned either off-line or on-line to optimize per-
formance. The notion of the class stabilizing regulatorso absorb classes of
deterministic disturbances is also developed.

In Chapter 3, the controlledesign environmenis characterized in terms of
the uncertainties associated with any plant model, be they signal uncertainties
structuredor unstructured plant uncertaintie§he concept of frequency shaped
uncertainties is developed as a dual theory to@parameterizatiortheory of
Chapter 2. In particular, the class of plants stabilized by a given controller is stud-
ied via anS-parameterization. The need for plant model identification in certain
environments is raised.

In Chapter 4, the notion of off-line optimizing a stabilizing controller design
to achieve various performance objectives is introduced. One approach is that o
optimal-Q filter selection. Various performance indices and methods to achieve
optimality are studied such as those penalizing energy of the tracking error and
control energy, or penalizing maximum tracking error subject to control limits, or
penalizing peak spectral response.

Chapter 5 discusses the interaction between control viQtparameterization
of all stabilizing controllers for a nominal plant model and identification via the
S-parameterization of all plants stabilized by a controller. Two different schemes
are presented. They differ in the way the identification proceeds. In the so-called
iterated design, the sanS$gparameterization is refined in recursive steps, followed
by a control update step. In the so-called nested design, succ&€gsarameters
of the residual plant-model mismatch are identified. Each ne&Sfetameter has
a corresponding neste@ plug-in controller. Various control objectives are dis-
cussed. Itis shown that the iterated and nesf@dS) design framework is capable
of achieving optimal control performance in a staged way.

In Chapter 6, a direct adaptiv®@-method is presented. The premise is that the
plant dynamics are well known but that the control performance of the nominal
controller needs refinement. The adaptive method is capable of achieving opti-
mal performance. It is shown that under very reasonable conditions the adaptive
scheme improves the performance of the nominal controller. Particular control
objectives we pay attention to are disturbance rejection and (unknown) reference
tracking. The main difference from classical adaptive methods is that we assume
from the outset that a stabilizing controller is available. The adaptive mechanism
is only included for performance improvement. The adaptively controlled loop is
analyzed using averaging techniques, exploiting the observation that the adapta
tion proceeds slowly as compared to the actual plant dynamics.

The direct adaptive scheme adjusts only a plug-in contr@leirhis scheme
can not handle significant model mismatch. To overcome this problem an indirect
adaptive@Q method is introduced in Chapter 7. This method is an adaptive version
of the nestedQ, S) design framework. An estimate f&is obtained on line. On
the basis of this estimate we compue The analysis is again performed using
time scale separation ideas. The necessary tools for this are concisely develope
in Appendix C.
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In Chapter 8, the direct adaptiv@-scheme is applied for optimal control of
nonlinear systems by meandliofearization techniqued he idea is that in the real
world setting these closed-loop controllers should achieve as close as possible th
performance of an optimal open-loop control for the nominal plant. The concept
of alearning-Q scheme is developed.

In Chapter 9, real-time controller implementation aspects are discussed, includ-
ing the various hardware and software options for a controller designer. The role
of the ubiquitous personal computdigital signal processing chipnd microcon-
trollers is discussed, along with the high level design sintulation languages
and low level implementation languages.

In Chapter 10, some laboratory case studies are introduced. Fitisk drive
control systenis studied where sampling rates are high and compromises must
be made on the complexity of the controller applied. Next, the controlrefad
exchangers studied. Since speed is not a critical factor, sampling rates can be low
and the control algorithm design can be quite sophisticated. In a third simulation
study, we apply the adaptive techniques developed to the model of a current com
mercial aircraft and show the potential for performance enhancemenflight
control system.

Finally, in the appendices, background resultdimear algebra probability
theoryandaveraging theoryare summarized briefly, and some useful computer
programs are included.

1.6 Study Guide

The most recent and most fascinating results in the book are those of the last char
ters concerning adaptiv® schemes. Some readers with a graduate level back-
ground in control theory can go straight to these chapters. Other readers will neec
to build up to this material chapter by chapter. Certainly, the theory of robust lin-
ear control and adaptive control is not fully developed in the earlier chapters, since
this is adequately covered elsewhere, but only the very relevant results summa
rized in the form of a user’s guide.

Thus it is that advanced students could cover the book in a one semester course
whereas beginning graduate students may require longer, particularly if they wish
to master robust and optimal control theory from other sources as well. Also, as
an aid to the beginning student, some of the more technical sections are starred t
indicate that the material may be omitted on first reading.

1.7 Main Points of Chapter

High performance control in the real world is our agenda. It goes beyond clas-
sical control, optimal control, robust control and adaptive control by blending
the strengths of each. With today’s software and hardware capabilities, there is
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a chance to realize significant performance gains using the tools of high perfor-
mance control.

1.8 Notes and References

For a modern textbook treatment of classical control, we recommend

Ogata (1990) and also Doyle, Francis and Tannenbaum (1992). A developmen
of linear quadratic Gaussian control is given in Anderson and Moore (1989), and
Kwakernaak and Sivan (1972). Robust control methods are studied in Green anc
Limebeer (1994) and Morari and Zafiriou (1989). For controller designs based on
a factorization approach and optimizing over the class of stabilizing controllers,

see Boyd and Barratt (1991) and Vidyasagar (1985). Adaptive control methods
are studied in Mareels and Polderman (1996), Goodwin and Sin (1984) and An-
derson et al. (1986). References to seminal material for the text, found only in
papers, are given in the relevant chapters.






CHAPTERZ2

Stabilizing Controllers

2.1 Introduction

In this chapter, our focus is on plant and controller descriptions. The minimum
requirement is that any practical controller stabilizes or maintains the stability of
the plant. We set the stage with various mathematical representations, also terme
models, for the plants to be controlled. Our prime focus is on discrete-time, linear,
finite-dimensional, dynamical system representations in terms of state space equc
tions and (matrix) transfer functions; actually, virtually all of the results carry over
to continuous time, and indeed time-varying systems as discussed in Chapter 8. /
block partition notation for the system representations is introduced which allows
for ready association of the transfer function with the state space description of
the plant. It proves convenient to develop dexterity with the block partition nota-
tion. Manipulations such as concatenation, inverse, and feedback interconnectiol
of systems are easily expressed using this formalism. Controllers are consideret
with the same dynamical system representations.

The key result in this chapter is the derivation of the class of all stabilizing
linear controllers for a linear, time-invariant plant model. We show that all stabi-
lizing controllers for the plant can be synthesized by conveniently parameterized
augmentations to any stabilizing controller, called a nominal controller. The aug-
mentations are parameterized by an arbitrary stable filter which we den®e by
The class of all stabilizing linear controllers for the plant is generated as the sta-
ble (matrix) transfer function of the filte® spans the class of all stable (matrix)
transfer functions.

We next view any stabilizing controller as providing control action from two
sources; the original stabilizing controller and the controller augmentations in-
cluding the stable filteQ. This allows us to think of controller designs in two
stages. The first stage is to design a nominal stabilizing controller, most probably
from a nominal plant model. This controller needs only to achieve certain limited
objectives such ambuststability, in that not only is the nominal plant stabilized
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by the controller, but all plants in a suitably large neighborhood of the nominal
plant are also stabilized. This is followed by a second stage design, which aims tc
enhance the performance of the nominal controller in any particular environment.
This is achieved with augmentations including a stable fiieThis second stage
could result in an on-line adaptation.

At center stage for the generation of the class of all stabilizing controllers for a
plant arecoprime matrix fraction descriptionsf a dynamical system. These are
introduced, and we should note that their nonuniqueness is a key in our develop.
ment.

In the next section, we introduce a nominal plant model description with focus
on a discrete-time linear model, possibly derived from a continuous-time plant, as
for example is discussed in Chapter 8. The block partition notation is introduced.
In Section 2.3, a definition of stability is introduced and the notion a stabilizing
feedback controller is developed to include also controllers involving feedforward
control. In Section 2.4, coprime factorizations, and the associated Bezout identity
are studied. A method to obtain coprime factors via stabilizing feedback control
design is also presented. In Section 2.5, the theory for the class of all stabilizing
controllers, parameterized in terms of a staQidilter, is developed. The case
of two-degree-of-freedom controlleis covered by the theory. Finally, as in all
chapters, the chapter concludes with notes and references on the chapter topics.

2.2 The Nominal Plant Model

In this section, we describe the various plant representations that are used througt
out the book as a basis for the design of controllers. A feature of our presentation
here is the block partition notation used to represent linear systems. The various
elementary operations using the block partition notation are described.

The Plant Model

The control of a plant begins with a modeling of the particular physical process.
The models can take various forms. They can range from a simple mathemati-
cal model parameterized by a gain and a rise time, used often in the design of
simple classical controllers for industrial processes, to sophisticated nonlinear,
time-varying, partial differential equation models as used for example in fluid
flow models. In this book, we are not concerned with the physical processes anc
the derivation of the mathematical models for these. This aspect can be found in
many excellent books and papers, and the readers are referred to Ogata (199C
Astrom and Wittenmark (1984), Ljung (1987) and their references for a detailed
exposition.

We start with a mathematical description of the plant. We lump the underlying
dynamical processes, sensors and actuators together and assume that the matl
matical model includes the modeling of all sensors and actuators for the plant. Of
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) Disturbance
Disturbance w response e
’ Plant ’
—> P —>
Actuator Sensor
input u output y

FIGURE 2.1. Plant

course the range of control signals for which the models are relevant should be
kept in mind in the design. Actuators have limits on signal magnitudes as well as
on rates of change of the control signal. What we have termed the plant is depictec
in Figure 2.1. It is drawn as a two-by-two block with input variablesi and out-

put variables, y which are functions of time and are vectors in general. Here the
block P is an operator mapping the generalized infut u) to the generalized
output(e, y). At this point in our development, the precise nature of the operator
and the signal spaces linked by it are not crucial. More complete descriptions are
introduced as we progress. Figure 2.1, in operator notation, is then

Pml) e e
y u P21 P22

For these modelsi is a variable subject to our control, and is termedabietrol
input, andw is a variable not available for control purposes and often consists of
disturbances and/or driving signals termed singtisturbancesThis inputw is
sometimes referred to as &mrogenous inpubr anauxiliary input The output
variabley is the collection of measurements taken from the sensors. The two-
by-two block structure of Figure 2.1 includes an additional disturbance response
vectore, also referred to as a derived variable. This veetisruseful in assessing
performance. In selecting control signalsve seek to minimize in some sense.
This response is not necessarily measured, or measurable, since it may include
internal variables of the plant dynamics. The disturbance resgomienormally
include a list of all the critical signals in the plant. Note that the commonly used
arrangement of Figure 2.2 is a special case of Figure 2.1.

w1 wo

<
+
+

<

v

FIGURE 2.2. A useful plant model
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Note thate = [v y']’ in this specialization, and; andw> are both disturbance
input vectors. Note tha®,, = G.

Discrete-time Linear Model

The essential building block in our plant description is a multiple-input, multiple-
output (MIMO) operator. In the case of linear, time invariant, discrete-time sys-
tems, denoted bV in operator notation, we use the following state space de-
scription:

W : Xkr1 = AX¢ + Bug; Xo,

(2.3)
Yk = CX + Du.

Herek € Zz+ = {0, 1, 2,...} indicates sample timesx € R" is a state vector
with initial value xg, ux € RP is the input vector angx € R™ is the output
vector. The coefficientsh € R™", B € R"™P,C € R™" andD € R™*P are
constant matrices. For reference material on matrices, see Appendix A, and or
linear dynamical systems, see Appendix B.

Itis usual to assume that the pé&k, B) is controllable or at leasttabilizable
and that the paitC, A) is observableor at least igletectable see definitions in
Appendix B. In systems which are not stabilizable or detectable, there are un-
stable modes which are not controllable and/or observable. In practice, lack of
controllability or observability could indicate the need for more actuators and
sensors, respectively. Of particular concern is the case of unstable modes or pel
haps lightly damped modes that are uncontrollable or unobservable, since thes
can significantly affect performance. Without loss of generality we asditoe
be of full column rank and full row rank*. In our discussion we will only work
with systems showing the properties of detectability and stabilizability.

The transfer matrix function of the blodk, can be written as

W(z) = C(zl — A~'B + D. (2.4)

HereW(oco) = D andW(z) is by definition aproper transfer function matrix.
ThusW e Ryp, the class ofational propertransfer function matrices. When the
coefficientD is a zero matrix, there is no direct feedthrough in the plant. In this
case,W(oco) = 0 and so we hav®V € Rgp, the class of rationatrictly proper
transfer function matrices.

The transformation from the state space description to the matrix transfer func-
tion description is unique and is given by (2.4). However the transformation from

*A discussion of redundancy at input actuators or output sensors is outside the scope of this text
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the transfer function description to the state space description is not unique. The
various transformations can be found in many references. The readers are referre
to Kailath (1980), Chen (1984), Wolovich (1977) and Appendix B.

Block Partition Notation

Having introduced the basic building block, in the context of linear MIMO sys-
tems, we now concentrate on how to interconnect different blocks, as suggestec
in Figure 1.1.1.

For algebraic manipulations of systems described by matrix transfer functions
or sets of state-space equations, it proves convenient to work with a block par-
titioned notation which can be easily related to their (matrix) transfer functions
as well as their state space realizations. In this subsection, we present the note
tion and introduce some elementary operations. For definitions of controllability,
observability, asymptotic stability and coordinate basis transformation for linear
systems, the readers are referred to Appendix B.

Representation

Let us consider a dynamic systam with state space description given in (2.3).
The (matrix) transfer function is given by (2.4) and in the block partition notation,
the system with state equations (2.3) is written as

W . (2.5)
c|D

The two solid lines within the square brackets are used to demarcate the
(A, B, C, D) matrices, or more generally thig, 1), (1, 2), (2, 1) and(2, 2) sub-
blocks. In this notation, the number of input and output variables are given by
the number of columns and rows of tk& 2) subblock, respectively. In the case
where (A, B) is controllable and A, C) is observable, the representation of the
system (2.5) is said to berainimal representatioand the dimension of thel, 1)
subblock gives therder of the system.

Subpartitioning

With block partitioning ofA, B, C, D as in the following state equations,

A A B B
W - Xkil = 11 12 Xk + 11 12 Uk,
Ar1 Axp B21 B2

(2.6)
C C D D
11 12 Xk + 11 12 Uk,
Co1 Co2 D21 D22

Yk
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the block partition notation for the systev is

w

|

Wi
Wa1

Wi
Wao

|

A
A2y

A1
Ao

B11
B21

Bi12
B22

Cu
Ca

Ci2
Ca

D11
D21

D12
D2>

)

2.7)

whereWij denotes the state space equations for the subsystem withjirgmat
outputi. By inspection,

W11 :

Wh1 -

Ann A2 | Bix
A1 Axp | Ba
Cin Cp2| D11
A11 A | Bux
Aoy Ax | B
Ca1 Co| D2

W12 :

Was -

A1ix A | B
Aoz Ax | B
C11 Cyp2| D12
A1x Ao | B
Aoy A | B
Co1 Co | D22

(2.8)

and the associated state space equations of the subsydigraan be written

down immediately, for example
A B
2 Xk + 2t U2k,
A2 B2

Yik = [Cll C12] Xk + D1oux.

A1

Wio ! Xk+1 =
Aoy

These state space realizations are not necessarily minimal.

Sums

Let us consider the parallel connection of two systems with the same input and
output dimensions. For two systenWd; andW, given as

A | By A | B
Ci| D1 C2 | D2
their sum (parallel connection) in block partition notation is given by:
A1 O B1
Wi+Ws:| 0 A2 B2 (2.10)

C Cz‘ D1+ D2
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This can be checked by examining the state-space model of the parallel connec
tion. The order of the sum of the (matrix) transfer functions is the sum of the

orders of each transfer function, in general. However in certain cases, as wher
A; = Ay, we can eliminate uncontrollable or unobservable modes in the parallel

connection to achieve a reduced order minimal realization. (See problems at the
end of the chapter for some discussion.)

Multiplication

Consider again two systems as given in (2.9), assuming that the output dimensior
of W» equals the input dimension ®@¥;. The product, or series connection, of the
two systemdaN, andW, (W afterWs) may be represented as:

A1 B1Cy | B1D2
Wiw,: | 0 A2 B2 |. (2.11)
Ci1 DiC, ‘ D1D2>

Again this representation is not minimal when there are pole/zero cancellations
in WiWs, although it is minimal in the generic case; that is when Ay, Bs,

By, C1, C, D1, D> have no special structure or element values. (Notice that
WiW, £ WoWi. Also, even wheWi W is defined WoW1, may not bel!).

Inverse

It is readily checked that under the condition thiblfl exists, the inverse of the
systemW; exists and is proper and is given by

A1 — BiD;Cy ‘ —B;D; !

—-1.
W = =) (2.12)
D; Cy D;
Notice that
_ _ 00
Wl 1W1 = WlWl L . |:0 |:| . (213)
Transpose
The transpose of the systam is given by
A/ C/
w2 (2.14)

By | D
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Stable Uncontrollable Modes

Consider the following system with its associated state-space realization:

w:l 0 A2 0 | (2.15)

where the eigenvalues &> are inside the unit circle, that i3 (A22)| < 1,

and so the modes associated withy are asymptotically stable. Clearly for the
systemW with its associated state-space realization, the states associated witt
Az, are not controllable from the inputs. Moreover, since the modes associated
with Ay, are asymptotically stable, the associated states decay exponentially tc
zero from arbitrary initial values. From a control point of view these modes may
be ignored, simplifying th&V representation to:

A1 | Bp
W : . (2.16)
Ci | D
Stable Unobservable Modes

The “dual” case to the above is where there are stable unobservable modes. Cor
sider the system with associated state-space realization given by

(2.17)

where againii (A22)| < 1 for alli. In this case, the states associated with

can be excited from the inputs but they do not affect the states associated with
Aj1 or the system output. These states are therefore not observable and if ignore
allow the simpler representation.

A1 | By
Ws : . (2.18)
C, | D

The above simplifications are allowed from the control point of view. Obviously
these unobservable/uncontrollable models do affect the internal system behavio
and the transient behavior.

Coordinate Basis Transformation

For a linear systenW of (2.5), let us consider the effect of transformations of
the associated state-space variables. Thus consider transformations of the sta
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vectorx, input vectoru and output vectoy by nonsingular matrice§, SandR
as follows.

X =TX, U= Suy y = Ry. (2.19)
The system fronii to y, denotedWV, is then given by

TAT! ‘ TBS!

(2.20)
RCT! ‘ RDS1

On many occasions in the book, cascade or parallel connections of subsystem
using formulas given in (2.10) or (2.11) give rise to high dimensional syst¥ms
with stable uncontrollable or unobservable modes in their state-space realizations
The associated system descriptions can then be simplified by removing (or ignor-
ing) such modes as in derivinys. That is, it is possible to find a transformation
matrix, T (with R = | and S = ) such that the transformed (matrix) transfer
function is of the form (2.15) with stable uncontrollable modes, or (2.17) with
stable unobservable modes. The stable uncontrollable or unobservable modes ce
then be removed by the appropriate line and column deletion to achieve the sim-
pler system descriptiows.

In fact, a number of the manipulations in our controller design approaches yield
system descriptions that can be simplified by one of the following very simple
transformationg’ .

ERT O B O

There are short cuts when dealing with these simple transformations. The trans
formations can be performed using operations similar to the elementary rows anc
columns operations in the solution of a set of linear equations using the Gaussiar
elimination method. Let us work with an example.

Example. Consider the systeW given as

w:| Az A2 | B2 || (2.22)

where A1, A1z, Ax1 and Ay, are of the same dimension. Under the transforma-
tonsR=1, S=1 and

e [
T_[O I] r _[O l], 029
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the systen\W can be represented in the transformed coordinate basis as

A+ A A+ Axn—Aii— A | Bi+ B
W Az A2z — A1 B2 . (2.24)
C1 C—Cq ‘ D

The transformed system description is obtained as follows. First ignore the verti-
cal and horizontal partitioning lines and vié as a 3 block by 3 block structure.
Now addblock row 20of the array tdblock row 1of the array to get the intermedi-

ate structure:

A1+ A21 A+ Axp | Bi+ By
A2y A2 B2
C1 © | D

Leavingblock column lof the above intermediate array unchanged, we then sub-
tractblock column From theblock column 2o get the final transformed system
description of (2.24). In fact, we can generalize the procedure as follows.

For a system description with inputs andm outputs expressed in the block
partition form such that thé matrix of the associated state-space realization is an
(n x n) matrix, then the input/output property of the systéris not changed by
the following operations. Interpreting the block partition notation representation
of the system as afm + m) x (n+ p) array, add (subtract) thi¢h row to thejth
row of the array where k i, | < n, leaving theith row unchanged, to give an
intermediate array, and then follow by subtracting (adding)jthecolumn from
theith column of the intermediate array, leaving tit column unchanged.

Main Points of Section

In this section, a two port operator description for the plant is introduced. Plant
transfer function matrix and state space representations are given in the context o
linear, time-invariant, discrete-time systems. A shorthand block partition notation
is presented which allows ready manipulation of subsystems, including series anc
parallel connections and inverses.

2.3 The Stabilizing Controller

In this section, we first work with a controller and model of the plant in a closed-
loop feedback control arrangement usedrégulationof output variables to zero

in the presence of disturbances. We then move on to the more general tracking
case which has feedforward control as well as feedback control so that there is
close tracking of external signals in the presence of disturbances.
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The Closed-loop System

Consider the plant model shown in Figure 2.1. Notice that sidde a linear
operator it can be block partitioned into four operators as

p—|Pnn Pz (3.1)
Po1 P2

Let us introduce a feedback controll&r in a feedback control arrangement as
shown in Figure 3.1. The blocR generates not only the plant sensor outputs
y, but also the signa, termed the disturbance response, which is used to eval-
uate the performance of the feedback system. The feedback controller seeks t
minimize the disturbance responsén some sense. The feedback controller is
sometimes referred to aoae-degree-of-freedom controllén contrast to @wo-
degree-of-freedom controllexith additional command inputs discussed subse-
quently.

Disturbance Disturbance response
w e
_ [P Pr2
. P= [ P21 F’zz]
u g y
C_Oﬂtl’Ol Sensor
Input Feedback controller output
K -
w e
> Fk >

FIGURE 3.1. The closed-loop system

For the system of Figure 3.1, we have the following equations in operator no-

tation:
el P11 P2 |w
y Poi Paof|ul’ (3.2)
u=Ky.

Assumingwell-posednessf the interconnection, or equivalently, that the relevant
inverses exist, the disturbance response is given by:

e= Fxw, Fk = Pi1+ PioK (1 — P2oK) 1P21. (3.3
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A Stabilizing Feedback Controller

Next we consider stability issues. We restrict ourselves in this chapter to the case
where all operators correspond to time-invariant, multiple-input multiple-output,
discrete-time, finite-dimensional systems. In this context all operators have cor-
responding proper rational transfer function matrices. In Chapter 7, the case of
time-varying systems is seen to follow much of the development here when the
transfer functions are generalized to time-varying operators.

The underlying stability concept of interest to us hereb@unded-input,
bounded-output stabilit{BIBO):

Definition. A system is called BIBO stable if any norm bounded input yields a
norm bounded output. When the class of inputs is bounded # @orm sense
and leads td2 norm bounded outputs, the system is said t@8H&O stable in an

¢2 sense(Recall that, bounded signals in discrete-time are square summable,
see also Appendix B.)

In the context of linear systems, BIBO stability in &nsense is equivalent to
small gain stabilityandasymptotic stabilityf the state space description. Trans-
fer functions which are BIBO stable in &a sense are said to belong to the,
space and if rational to belong to the ratiothl, space, denote® H,. For fur-
ther technical details on these spaces and stability issues, see Appendix B. Suffic
it to say hereH (z) € RHy if and only if every element oH (z) is rational and
has no pole inz| > 1.

As a starting point, we use the representation as in Figure 3.2 to discuss stabil-
ity.

w2

yore

FIGURE 3.2. A stabilizing feedback controller

Let us consider the feedback control loop of Figure 3.2 with a feedback con-
troller K € Ry applied to a planG € Rp. Noting that

e )

then we have under well-posedness, or equivalently assuming that the inverse
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[Z} ) [—IG _IKr [Zj ' (3.4

Closed-loop stability, also terméaternal stability, is defined as BIBO stability
in an £2 sense, in that any bounded input to the closed-loop system will give
rise to bounded-output signals everywhere within the loop. Here for linear, time-
invariant systems, internal stability is identical to asymptotic stability of the state
space description of the closed loop. Applying these notions to (3.4) leads to the
following result.

exists,

Theorem 3.1. A necessary and sufficient condition to ensure internal stability of
the feedback control loop of Figure 3.2 is that

-1
I —K
[_G I} € RHx. (3.5)

Equivalently,

| —KG)1 K -GK)™?
( ) 1 ( )1 € RH. (3.6)
G(l —KG)~ (I = GK)~
Definition. We say thaK stabilizesG or (G, K) is a stabilizing pair if (3.5) or
equivalently (3.6) holds.

We see that foK to stabilizeG, there is a requirement that each of the four
(matrix) transfer functiongl — KG)~1, K(I —GK)™1, G(l —KG) land(l —
GK)~1 be asymptotically stable. For the single-input, single-output case, where
G andK are scalar transfer functions, the stability condition (3.6) is equivalent to
the stability condition thafl — GK)~1 € RH,,, and that there be no pole/zero
cancellations in the open-loop transfer functid, or GK.

For the system of Figure 3.1, internal stability will imply stability of the closed-
loop (matrix) transfer functiofrk of (3.3). Moreover, Theorem 3.1 is readily gen-
eralized by working with a rearranged version of Figure 3.1, namely Figure 3.3.
Thus apply the results of Theorem 3.1 withreplaced byP andK replaced by
[§ 2]. This leads to the following.

Theorem 3.2. A necessary and sufficient condition to ensure internal stability of
the closed-loop feedback control system of Figure 3.1, or equivalently Figure 3.3,
is that

-1

. _foo
0 K € RHy, 3.7)
—P |
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w P e P
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u

or

o
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FIGURE 3.3. A rearrangement of Figure 3.1

or equivalently, with a partitioning oP as in(2.1)

k] .
€RHe. Pl —KP2 ™[I K]eRH.,
—Poo |

P [:(} (I = PoK) " 'P1 € RH. (3.8)

We remark that a necessary condition for stability is that the @is, K) is
stabilizing. To connect to earlier results we §gb = G so that this condition is
the familiar condition thatG, K) is stabilizing. If in addition,P11 € RH., and
P21, P12 belong toRH., or Po; and/or Py, are identical toG = P»», then this
condition is also sufficient for stability.

A Stabilizing Feedforward/Feedback Controller

Consider thdeedforward/feedback controll@rrangement of Figure 3.4. Notice
that in this arrangement, both the plant outpuind a reference signd| possi-

bly some desired output trajectory, are used to generate the control signal. Con
sider now the rearrangement of the scheme of Figure 3.4 as a feedback controlle
scheme for an augmented plant depicted in Figure 3.5. The original @land
disturbance signab, are augmented as follows:

0| d
G—~ |:G:| =9, wo — |:w2:| . (3.9

Reference signal w1 w2
d + +
—»
u
T [ K K ] Plgnt y
> + +

FIGURE 3.4. Feedforward/feedback controller
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w1
+ ["92} +
u Augmented [ﬂ
> K=Kt K] > (gplafg] >
=G

FIGURE 3.5. Feedforward/feedback controller as a feedback controller for an augmented
plant

Under this augmentation, the/o-degree-of-freedom controlléor G is identical

to the one-degree-of-freedom controller for the augmented fSladpplying the
earlier internal stability results for a one-degree-of-freedom controller to this aug-
mented system leads to internal stability results for the two-degree-of-freedom
system. Thus consider a two-degree-of-freedom contrifller[ K+ K] e R for

the plant$ € Rp. Then the controlle¥l internally stabilizess and thus$ if and

only if

-1 [1] —[Kf K] N

PR = _[o} [| o} € RHy, (3.10)
G 0 I

or equivalently, if and only if

(I —-K&™1 (-KG1Ks K(-GK)1
0 | 0 € RH,, (3.11)
Gl —KG)™1 Gl —-KG)1K;s (1 -GK)1

or equivalently, if and only if

-1
| —K | .
[_G | } € RHa, [G} (1 —KG) ™Kt € RH. (3.12)

The first condition tells us that there must be internal stability of the feedback
system consisting d& and the feedback controllé. The second condition tells

us that any unstable modes ¥fi must be contained iKK. That is, in the event
thatK ¢ is unstable, it should be implemented along within the one blocky =

[ K Kt ] with a minimal state space representatiorK f andK are implemented
separately, theiK ; must be stable. This is a well known result for the stability
of two-degrees-of-freedom controllers, see Vidyasagar (1985), but the derivation
here is more suited to our approach.
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Main Points of Section

In this section we have considered stability properties when applying controllers
to plants. Internal stability is linked to the stability of certain (matrix) transfer
functions associated with the feedback loops. Both one-degree-of-freedom anc
two-degrees-of-freedom controller structures are examined. Conditions ensuring
stability are identified.

2.4 Coprime Factorization

An important step towards the next section’s objective of characterizing the class
of all stabilizing controllers is theoprime factorizatiorof the plant model and
controller. For scalar models and controllers, factorization leads to the models
and controllers being represented as the ratio of two stable transfer functions.
This factorization is termed coprime when the two transfer functions have no
common zeros ifiz| > 1. Coprimeness excludes unstable pole/zero cancellations
in the fractional representation. In the multivariable case, the plant model and
nominal controller (matrix) transfer functions are factored into the product of a
stable (matrix) transfer function and a (matrix) transfer function with a stable
inverse. Coprimeness can be expressed as a full rank condition on the matrices i
|z| > 1, see below. In this section, we discuss various ways to achieve coprime
factorizations.

The Bezout Identity

Let us denote stable, coprime factorizations for the pa¢#) < Ry of (2.3) and
a nominal controlleK (z) € Ry, as follows.

G=NM1=M"IN; N, M, N, M e RH,, (4.1)
K=uv-l=v-1U; U,V,U,V € RH. 4.2)

It turns out that there exist such factorizations for any plant and controller. We
defer until later in this section the question of existence and construction of such
factorizations in our settingCoprimenes®f the factorsN and M means that
[ M ] has full column rank inz| > 1, or equivalently, that its left inverse exists in
R H. Coprimeness oM, N requires correspondingly tha[ i ] has full rank
in |z| > 1, or equivalently, has a right inverse RiH,.

To illustrate the idea, consider the more familiar setting of scalar transfer func-
tions. Let

_b@

=22 (4.3)

G(2)

whereb(z), a(z) are polynomials irz. Assume thah has degree, b is of degree
less than or equal to, and thata is monic in that the coefficient of” is unity.
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Also, assume thai(z), b(z) have no common zeros. A coprime factorization as

in (4.1) is then given as
b(2) a(z)\ !
G(z):( & ) ( Zn ) | (4.4)

By constructiorb(z)/Z", a(z)/z" € RH.

In our setting here, we restrict attention to the situation whergtabilizesG
and later give existence and constructive procedures for achieving the desired fac
torizations. First, we study in our context a set of equations known aBeheut
or Diophantineequations which are associated with coprimeness properties.

As afirst step, examine the four closed-loop (matrix) transfer functions of (3.6),
under the equalities of (4.1) and (4.2).

It is straightforward to see that

(I -KG™ =1 -viUNMH?

y 3 8 4.5
=MVM-UN)"1V, (45)
Gl —KG) T=NVM-UN)"1V, (4.6)
Also, since(l — KG)K = K (I — GK), then
Kl -GK)™t=01-KG)lK
( )Th=(-KG) - @7
=MVM-UN)"10,
and
(1 —=GK)Y™t=1+GK(1 -GK)?
=1+G( —KG)IK (4.8)
=1+NVM-UN)"10.
Thus

[_IG —IK}_lz['\Nﬂ](VM—UN)_l[V U]+[8 ﬂ (4.9)

This result leads to the following lemma.

Lemma 4.1. Consider the planG € Rp, and controllerK € Rp. ThenK stabi-
lizesG if and only if there exist coprime factorizatio® = NM~1 = M~IN,
K =UV~!=V~i0 with N, M, N, M, U, V,U, V e RHy such that either of
the followingBezout (Diophantineg@quations hold,
VM—-UN =1, (4.10)
MV —NU =1, (4.11)
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or equivalently, under the lemma conditions the followdiogble Bezout equation
holds

M R E R

Proof. It is clear that if the stable paifgl, N andU, V satisfy the Bezout equa-
tion (4.10), the right hand side of (4.9) is stable. This implies that the left hand
side of (4.9) is stable, or equivalently, stabilizesG. Conversely, ifK stabilizes

G, the left hand side of (4.9) is stable. BecaiseN andU, V are coprime there
exists a left inverse fof M | and a right inverse fofv §] in RHy. Hence we
obtain the result that

(VM —UN)"! =7 € RH. (4.13)

Now, define a new coprime factorization @r: G = (N 2)(M Z)~1. Then (4.10)
follows.

By interchanging the rol& and K in the above arguments so that we view
G as stabilizingK, we are led to the alternative dual condition to (4.10), namely
(4.11). a

Corollary 4.2. With (4.1), (4.2) holding, necessary and sufficient conditions for
the pair (G, K) to be stabilizing are that

~ ~71-1 —1
v -U M U
[—N . ] € RH,, or [N v} € RHy. (4.14)

These conditions are equivalent(®5), (3.6).

The above corollary is transparent noting that (4.12) implies (4.14), and (4.14)

leads to
| kK15 [m ol[m ul™
— _ RHL.
P Fa L
or equivalently, thatG, K) is a stabilizing pair.

Normalized Coprime Factors
Normalized coprime factoréM, N) or (M, N) are left or right coprime factors
with the special normalization property

N N+M™M =1,

- - - (4.15)
NN~ + MM~ =1,
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forall |z| = 1. HereM ~ (z) denotesM’(z~1) etc. Our developments do not feature
these factorizations with their interesting properties as do those of McFarlane anc
Glover (1989). We note in passing that these factorizations may be obtained in
principle from any coprime factors byspectral factorizationThus forNN— +
MM~ = ZZ~ with Z, Z~! € RHy we have normalized left coprime factors
(Z7IN, Z7IM). Likewise forN=N + M~M = Z~Z with Z, Z~! € RHy, we

have normalized right coprime factofsl Z=, MZ~1).

State Estimate Feedback Controllers

Let us construct stable, coprime factorizations for a plant model and a special
class of controllers known as state estimate feedback controllers. Consider a plan
G with a state space description given as follows.

G: . (4.16)
c|D

Under astabilizability assumption on the pa{rA, B), it is possible using stan-
dard methods to construct a constatabilizing state feedback ga{matrix) F,

in that(A + BF) has all eigenvalues within the unit circle. Likewise, undelea
tectabilityassumption on the paiA, C), it is possible to construct a constant sta-
bilizing output injection(matrix) H, in that(A + HC) has all eigenvalues within

the unit circle. The gaing and H can be obtained from various methodolo-
gies for controller designs. Examples are the so-called linear-quadratic-Gaussiat
(LQG) methods, see Anderson and Moore (1989), Kwakernaak and Sivan (1972)
or eigenvalues assignment approaches in Ogata (1990). The stabilizing controlle
K with its associated state space is then given by

A+BF+HC+HDF‘—H w1
4.17
0

; |

The plant/controller arrangement is depicted in Figure 4.1. Stable coprime fac-
torizations forG(z) andK (2) are then given as follows.

[ A+BF|B -H

M U

: , 4.18

[N v F ) (4.18)
- | c+DF|D |

i _ [ A+HC|-(B+HD) H
v -0
R . 4.19
[_N ¥ F | 0 (4.19)
C -D |
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Plant

FIGURE 4.1. State estimate feedback controller

To verify thatN M1 is indeed a factorization fa, proceed as follows:
A+BF | B [ A+BF|B

M : , N :
F | _C+DF D

HereM ~1 obviously exists, and has a representation

A+BF—BF‘—B i
ML

oo
We have then foN M—1:
A+BF BF

NM~t: 0 A |-B

C+DF DF ‘ D
Using the state space transformatibr= [ | ] which leavesN M~! unchanged,
we find
0
—-B

A+BF 0
NML: 0 A

C+DF -C ‘ D
Hence after removing stable, uncontrollable modes and changing the signs of the
input and output matrices, we have:
A|B
NM~L: . G.
C|D
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In a similar way, we can show thatV —1 is a factorization oK.
These factorizations as presented by (4.18), (4.19) satisfy the double Bezou
equations. This may be verified by a now familiar sequence of steps as follows:

A+BF‘B —H A+HC‘—(B+HD) H
F ) F | 0
C+DF|D | C -D |
[ A+ BF BF—HC| (B+HD) —H
0 A+HC | —(B4+HD) H
F F | 0
| C+DF C+DF 0 |
[ A+ BF 0 0 0
0 A+HC|—(B+HD) H
F 0 | 0
| C+DF 0 0 |

[0 f]

Notice that the second equality is obtained via the block state transformation
T = [} ], with identity input and output transformations. The third equality
is obtained by removing uncontrollable and unobservable modes.

It turns out that special selections of stabilizifgandH yield thenormalized
coprime factorssatisfying (4.16). More on this in Chapter 4.

More General Stabilizing Controllets

We consider the coprime factorizations with respect to an arbitrary stabilizing
controllerK. Let K be given by

, (4.20)

TThis material, included for completeness, is somewhat condensed and may be merely skimmec
on first reading.
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with the pairs(A, B) stabilizable and A, C) detectable. Becausé, K) is sta-
bilizing:

-1
A 0|-B 0
|:| _K]l- 0 A 0 —é
-G | o ¢| I -D
C 0|-D |
[ A+ BYDC BYC BY BYD
BzC A+BzDC |BzD Bz
- - - € RHy.
YDC YC Y YD
A dve ZzD  Z
(4.21)

whereY = (I — DD)tandz = (I - DD)"L.

To perform the coprime factorization, a key step which only becomes obvious
in hindsight is to first construct state feedback gdirsnd F under stabilizability
assumptions on the pai¢#, B) and(A, B) such thatA+ BF andA + BF have
all eigenvalues within the unit circle. These matrix gains are easily obtained by
performing a state feedback design for the péisB) and(A, é), respectively.

The coprime factorizations fd andK are then given by

A+ BF 0 B 0
M U 0 A-i—élf 0 é
|: ]: — — |, (4.22)
NV F C+DF|1I D
C+ DF F D |
and
A+ BYDC BYC —-BY BYD
~ ~ BzC A+BzDC |-BZD BZ
v -0
N - - . (4.23)
-N M F_-YDC -vc Y
zC —(ﬁ—zoé) ZD z

Comparing with the closed-loop (matrix) transfer functions (4.21), it is clear that
the factorizations here are stable only because of the construction of the state feec
back gainsF, F. The factorizations can be verified to satisfy the double Bezout
equation by direct multiplication; see problems.
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Main Points of Section

In this section, we have examined the representation of the (matrix) transfer func-
tion of a plant and its stabilizing controller using stable, coprime factors. A key
result is that internal stability of the closed-loop system is equivalent to the ex-
istence of coprime fractional representations for the plant model and controller
that satisfy the Bezout equation. This has been exploited to provide an explicit
construction of coprime factorizations of the plant model and a stabilizing state
feedback controller. Coprime factorizations associated with other stabilizing con-
trollers can be derived.

2.5 All Stabilizing Feedback Controllers

In this section, the class of all stabilizing controllers for a plant is parameterized
in terms of a stable, proper filter, denotéd

The Q-Parameterization

Let K € Rp be a nominal controller which stabilizes a pldhte Rp and with
coprime factorizations given by (4.1), (4.2) satisfying the double Bezout equation
(4.12). Consider also the following class of controll&$Q) parameterized in
terms ofQ € RH,, and in right factored form:

K(Q) :=U@QV(@Q™ (5.1)
U@ =U+MQ, V(Q=V+NQ (5.2)
or in left factored form:
K(Q) :=V(Q™0(Q, (5.3)
UQ)=U + QM, V(Q) =V + QN. (5.4)

Then, as simple manipulations show, these factorizations together with the fac-
torizations forG also satisfy a double Bezout equation (4.12), so KhéD) sta-
bilizes G for all Q € RH.. Equation (5.2) is referred to as a right stable linear
fractional representation, while (5.4) is referred to as a left stable linear fractional
representation.

We now show the more complete result that widhspanning the entire class
of RHy, the entire class of stabilizing controllers for the pl&his generated.
Equivalently, any stabilizing controller for the plant can be generated by a partic-
ular stabilizing controller and ® € RHy.

Let us consider the closed-loop system with the controller of (5.2) or (5.4).
This closed-loop system can be written in terms of the closed-loop system with
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the nominal controller and the stable transfer functipas follows.

1 - ~ -1
I K@ _ I -V QU (Q
-G | -M~IN [

]l [MQN MQI\7I1|
o+ N o
NQN NQM
(5.5)

Notice that we have:

! TG0 -K@QG) T (1-GKQ™

[ 2+t

Note that the third and last equalities are obtained by applying the double Bezout
equation. We conclude that

-1 -1
I —K(Q |1 =K M -

[_G | } = [_G | } + [N] Q[N WM]. 67

From (5.7), itis again clear that any controll€fQ) parameterized b)) € RHy,

as in (5.2) stabilizes the pla@. To see the converse, we note tldais given as
follows.

o ol 0] LT e

From (5.8), we note that if bot andK (Q) stabilizeG, thatQ as given by (5.8)
satisfiesQ € RHy.

I k@] [ 0-K@Q@B&™ K -KQG)™
¢ ) (5.6)
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Consider now an arbitrary stabilizing controller 18t denotedK;. Replacing
K(Q) in (5.8) byK; allows a calculation of &1 dependenQ, denotedQ1, and
associatetl; =U +MQq, Vi =V+NQq, Uy =U+Q1M, V4 = V+QiN.
Now reversing the derivations for (5.5)—(5.8) in the cl9&)) = K1 leads to the
first equality in (5.5) holdmg withK (Q), V(Q), U(Q) replaced byK1, V1, Uy, or
equivalently,K; = V U4 (@andG = M~1N), which allows a construction of an
arbitrary stabilizing controIIeKl using our controller structure wit® replaced
by Q1. Consequently, we have established the following theorem.

Theorem 5.1. Given a planG € R, with coprime factorization§.1), (4.2), and
the controller clasK (Q) given from(5.2), (5.4), then(5.7), (5.8)hold. Moreover,
K (Q) stabilizesG if and only if Q € RH,. Furthermore, axQ varies overR Hy,
all possible proper stabilizing controllers f@ are generated b (Q).

Proof. See above. O

Realizations

We will next look at the realization of the controll&r(Q) parameterized in terms
of Q € RHy. From (5.2) and the Bezout equation (4.12), we have

K(Q=U+MQ(V +NQ*
=U+VII+UNQV +NQ?
=U+V1IQ+VIUNQWV+NQ? (5.9)
=UVIV+NQ+VIQV+NQ
=K+V QU +VvINQv L

The controllerK (Q) as given by (5.9) can be organized into a compact form
depicted in Figure 5.1 witll given as

uv-t  v-! vl vl
J= 1 = ) e (5.10)
V™ —-V7'N V™ —V7'N

H = [J] [y] . s=o0r (5.11)
r S

With the internal structure of the controllé (Q) shown in Figure 5.2, it is
interesting to note that effectively, the control signal generateld 89) consists
of the signal generated by the nominal controlerand another second control
loop involving the stable transfer functid. WhenQ = 0, thenK (Q) = K.

For implementation purposes, the Bezout equation of (4.12) can be used to
obtain a variant of the blocl in Figure 5.2. The reorganized structure is shown

and
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> Plant
G
u y
J
r A s — K
» Q€ RHy

FIGURE 5.1. Class of all stabilizing controllers

u Plant y
G
K <
+
+
\771
7} +y
> N 3 — K
V71
Nl
S r
Qe RHy [«

FIGURE 5.2. Class of all stabilizing controllers in terms of factors

in Figure 5.3. With this structure, and as shown below, the sigiglgenerated
byr = My — Nu, whereM andN are stable filters. Compare to the structure
in Figure 5.2, where the signalis generated using a feedback loop involving
N, V-1 andQ, with V~1 possibly unstable. The structure of Figure 5.3 is more
desirable.

From (5.11), we have immediately

s=Vu—Uy. (5.12)
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\ 4
®

(@)
A

FIGURE 5.3. Reorganization of class of all stabilizing controllers

Using the second equation from (5.11), and (5.12) we have
r=V-ly—Vv-IN (\7u - Uy)

=V_1<I +NU>y—V_1N\7u (5.13)

vl (VI\7I) y — V-vNu

My — Nu

It may appear at this stage that to implement the contr&llg®) requires aug-
mentations taK for the generation of filtered signatsfor driving the Q filter.
This is not the case for the state estimate feedback controller structure, as we nov
show.

In the state space notation of (4.17)—(4.19), as the reader can check (see prol
lems),

A+BF+HC+HDF‘—H B+HD
—(C + DF) | -D

The implementation of the class of all stabilizing controllers in conjunction with
a state estimate feedback nominal controller is shown in Figure 5.4. The input to
the Q block is the estimation residual and the outpus is summed with the state
estimate feedback signal to give the final control signal. Clearly in this case, there
is no additional computational requirement except for the implementation of the
Q filter.
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\ 4
W)

\ 4
(o8]

Plant

FIGURE 5.4. Class of all stabilizing controllers with state estimates feedback nominal
controller

Closed Loop Properties
Let us consider again the plant modebf (2.1) depicted in Figure 2.1 with

P2 = G. (5.15)

We will next look at the closed-loop (matrix) transfer function of the plant model
with K(Q) as the feedback controller, implemented as the @&iQ) depicted

in Figure 5.5. This is a generalization of the arrangement of Figure 5.1. The (ma-
trix) transfer function of interest is that from the disturbamceo the disturbance
response. Referring to Figure 5.5, we will first derive the (matrix) transfer func-
tion T, which consists of the plar® block (with P, = G) and theJ block. The

wW —» ———> € w ——» —¢€
P T
u y s I r
J Q€ RHy |«
r . s
» Qe RHx wW———p Fo —->»¢€

FIGURE 5.5. Closed-loop transfer functions for the class of all stabilizing controllers
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various equations are listed as follows, see also (5.10), (5.15).
el _|(Pu Pejjwl |Pu Paflw
y P21 Paf|u Py G ||ul’
u _ Ji1 Ji2 Yy _ K \7_1 Yy (5-16)
rl |1 J2||s| |[VP -V IN||s]|

s=Qr.

We proceed by eliminating the variablgsandu usingG = M~!N andK =
V~1U. We have, after a number of manipulations involving the double Bezout
equation (4.12), noting a key intermediate result

(I = JuP») =1 -V IUNMHT=Mmy,

el_Ttlv]. 1| T Tz| _ | Pu+PrU MP2  PioM
r s |’ T T2 M Py o |
(5.17)

It is interesting to note thal,», = O regardless of the plant or the nominal con-
troller used. A direct result of this property is that the closed-loop (matrix) transfer
function fromw to eis given by

e= Fqu; Fq = Ti1 + T12QTas, (5.18)

which isaffinein the (matrix) transfer functio®. Of course, withT', Q € RH,
thenFqo € RHy. Actually, because of the linearity iQ of the disturbance re-
sponse (matrix) transfer functiofq, it is possible to construct convenient op-
timization procedures to select stalfieto minimize the disturbance response
according to reasonable measures. In this way, optimum disturbance rejectior
controllers are achieved with the search restricted to the class of all stabilizing
controllers. This affine nature is also useful for numerical optimization, see Boyd
and Barratt (1991). An adaptive version of this observation is presented in Chap-
ter 6.

It is interesting and useful for work in later chapters to examine the state space
description forT in the case

A ‘ By B
P: Cl Dll D12 s (519)
Co | D21 D2

with state estimate feedback controller (4.17). Again we work With = G,
so that connecting with earlier notatiéh = NM~—1 = M~IN andB, = B,
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C, = C, simple manipulations give, under (4.18), (4.19)

A+ BoF ‘ B> :|
Ti2= Pi2M : , (5.20)
| C1+ D1oF ‘ D12
i A+HC2‘Bl+HD21:|
To1=MPoq: . (5.21)
. G ‘ D21

Further manipulations which the reader can check (see problems) give an expres
sion forTy1 = P11 + P1oU M P,q, and sincel,, = 0, there follows

A+ ByF —HC> —HD21 B>
0 A4+ HCy | Bi+HD21 O
T: (5.22)
C1+ D1oF C1 D11 D12
0 Co D2q 0

An interesting special case is when the disturbance and disturbance respons
enter as in Figure 3.2, so that

Then simple manipulations give
[vi UuN] N

T= L
[N wm] o

We now consider other input/output relationships and stability properties. In
the first instance, let us look directly at the possible input/output (matrix) transfer
functions for the scheme of Figure 5.2, denot€d J, Q). Simple manipulations
give internal stability conditions as

[_|G —KI(Q)]1 ['\d [I Q] —

oF o

Equivalently,Q € RHx. This result tells us tha& (Q), when stabilizing foiG,
can be implemented as tli@, Q) control loop without loss of stability.

It is straightforward to generalize the above stability results, including the re-
sults of Theorems 3.1 and 5.1 to cope with the nested controller arrangements o
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Figure 5.5, denotedP, J, Q). Necessary and sufficient conditions for stability
are that the pairs

P, 0 0 ) T, 0 0) are stabilizing. (5.23)
0 K(Q) 0 Q

All Stabilizing Feedforward/Feedback Controllers

We have earlier introduced the feedforward/feedback controller as a feedback
controller for an augmented plant. We will show in this section that applying the
results of the above subsection in this case allows us to generate the class of a
stabilizing feedforward/feedback controllers.

Let us recall the augmented plant model of (3.9) and the corresponding nominal
feedforward/feedback controller as

(g:[g] 3{=[Kf K]. (5.24)

Consider coprime factorizations for the plagias in (4.1) and nominal feedback
controllerK as in (4.2) such that the double Bezout identity (4.12) is satisfied.
Then coprime factorizations for the augmented piaaind nominal controlle¥t

are given by

G=MN=Nu"t,  H=Flu=aur? (5.25)

with rational proper stable factorizations:

N = 0 , N= 9 ,
N I
-
M= M, = ol
Y
i R, (5.26)
ouz[MU u], W = [0y u],
v 1 o] v
NO; V
0f=\7Kf.

It is readily checked that these factorizations satisfy the corresponding double
Bezout equation

| | e O A
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d
—» tUf vl
PL

\ 4
®

tU |

FIGURE 5.6. A stabilizing feedforward/feedback controller

Note that a coprime factorization fat¢ is K; = V~1U; so that any unstable
modes ofK s are necessarily that of unstable modeskof The relevant block
diagram is depicted in Figure 5.6 where the feedforward blogks seen to be a
stable system.

The class of all stabilizing feedforward/feedback controllers parameterized in
terms of? is then given by

3{(9)=[Kf(§z) K(Q)]:V(Q)_l[ﬂf(él) 0(.92)]. (5.28)

The arrangement is depicted in Figure 5.7(a) with an augmehtgden by

K K v-1
= . . 5.29
4 [—v—lNuf v-1 —V_lNi| (5-29)

This arrangement can be reorganized to the scheme depicted of Figure 5.7(b
wherel is that of (5.10) for the feedback case. The class of all stabilizing feedfor-
ward/feedback controllers then consists of the corresponding feedback controller:
and another stable blod® ¢ in parallel with the nominal stable feedforward filter,
also termed @recompensatoi) ;.

u u
> G y > G y
d . O le—d
DIl B +
g < J
A o
Z al +H ’
d_, Qf =
> 9 > Q
(3 (b)

FIGURE 5.7. Class of all stabilizing feedforward/feedback controllers
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2.6 All Stabilizing Regulators

A subset of the class of all stabilizing controllers is those that can regulate a distur-
bance response to a particular class of disturbances to zero asymptotically. Distur
bance classes of interest could be, for example, the class of constant disturbance
the class of sinusoidal disturbances of known period, or the class of periodic dis-
turbances of known period with harmonics up to a known order. Of course, the
class of stabilizing regulators for certain disturbance classes and responses ma
be an empty set. Let us proceed assuming that this class is nonempty.

To conveniently characterize the class of all stabilizing regulators for a class of
disturbances, it makes sense to exploit the knowledge we have gained so far as w
illustrate now by way of example.

Consider the class of constant disturbances. In this case, for models as in Fig
ure 2.1, the disturbanaey is a constant of unknown value, and our desire is that
the disturbance responseapproach zero asymptotically for all in this class.

In order to proceed, let us modify the first step in our objective to requiring that
the summed respongg = Zikzl & be bounded (irf,) for bounded input distur-
bancesw (in £5).

Now this BIBO stability for linear systems is equivalent to requiring that con-
stant inputsw give rise to asymptotically constant respongeand in turn asymp-
totically zero responses as desired.

We conclude that the class of all regulators, regulating a disturbance response
& to zero asymptotically foconstant input disturbances the class of all sta-
bilizing controllers for the system augmented with a model of the deterministic
disturbance itself, namely a summing subsystem, such that the augmented syste!
disturbance responseég = Zikzl g.

It is not difficult to check that the class of stabilizing regulators includes an
internal modebf the constant disturbances, namely a summing subsystem.

Sinusoidal disturbances and periodic disturbances can be handled in the sam
way, save that the augmentation and consequent internal model now consists of
discrete-time oscillator at the disturbance frequency, which is of course a model
of the deterministic disturbance.

More generally, any deterministic disturbance derived from the initial condition
response of linear system model, can be appended to the disturbance response
the design approach described above to achieve regulation of such disturbance
The consequence is that in achieving a stabilizing controller design of the aug-
mented system, there will be an internal model of the disturbances in the con-
troller. For further details for characterizing the class of all stabilizing regulators,
see Moore and Tomizuka (1989).

Of course, if regulation of only a component of the disturbance respoise
required, then the augmentations of the deterministic disturbance model need b
only to this component. This observation then leads us back again to the selec
tion of the appropriate component efso that regulation can be achieved. This
component is frequently the plant output or a tracking error or filtered versions of
these since, in general, it is not possible to have both the cantod the plant
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outputy (or tracking error) regulated to zero in the presence of deterministic dis-
turbances.

Main Points of Section

In this section, we examine the use of fractional representations of transfer func-
tions to parameterize the class of all stabilizing controllers for a plant in terms of

any stabilizing controller for the plant and a stable filegr The (matrix) trans-

fer function of the closed-loop system is affine in the stable fi@efThe class

of stabilizing controllers has convenient realizations in the feedforward/feedback
(two-degrees-of-freedom) situation as well as in just the feedback (one-degree-
of-freedom) situation. In particular, an interesting special case is where the filter
Q augments a stabilizing state estimate feedback controller.

2.7 Notes and References

In this chapter, we have set the stage for the rest of the book by defining the plan
representations with which we are working. We have introduced the concept of a
nominal stabilizing feedback controller, and feedforward/feedback controller, for
such plant models. The entire class of stabilizing controllers for the plant mod-
els is then parameterized in terms of a stable fieusing a stable, coprime
fractional representation approach. It turns out that this approach gives rise to
closed-loop transfer functions that are affine in the stable fliefThis result
underpins the controller design methods to be explained in the rest of the book.
In effect, our focus is on techniques that search within this class of stabilizing
controllers for a controller that meets the performance objectives defined for the
controller.

More information on definitions and manipulations of the plant model can
be found in Ogata (1987), Astrom and Wittenmark (1984), Franklin and Pow-
ell (1980), Boyd and Barratt (1991) and Doyle et al. (1992). A detailed exposition
on linear system theory can be found in Kailath (1980) and Chen (1984).

Algebraic aspects of linear control system stability can be found iteka
(1979), Nett (1986), Francis (1987), Vidyasagar (1985), McFarlane and Glover
(1989) and Doyle et al. (1992). For the factorization approach to controller syn-
thesis, the readers are referred to Youla, Bongiorno and Jabr (1976&gr&Ku
(1979), Nett, Jacobson and Balas (1984), Tay and Moore (1991), Francis (1987)
and Vidyasagar (1985). For a general optimization approach exploiting this frame-
work we refer the reader to Boyd and Barratt (1991).

Some of the third author’s early works (with colleagues and students) in the
topic of this chapter are briefly mentioned. Coprime factorizations baséd-on
enberger observemghich could be of interest when seeking low order controllers
are given in Telford and Moore (1989). Versions involving frequency shaped (dy-
namic) feedback “gainsF and H are studied in Moore, Glover and Telford
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(1990). The difficulty of coping with decentralized controller structure constraints
is studied in Moore and Xia (1989). Issuessithultaneous stabilizatioof mul-
tiple plants are studied in Obinata and Moore (1988).

Generalizations of the work of this chapter to generate the class of all stabiliz-
ing two-degree-of-freedom controllease readily derived from the one-degree-of
freedom controller class theory, see Vidyasagar (1985), Tay and Moore (1990)
and Hara and Sugie (1988). Two-degree-of-freedom controllers incorporate both
a feedforward control from an external input as well as feedback control as
in this chapter. The most general form has a control block with output driv-
ing the plant and two sets of inputs, with dynamics coupling these. The con-
trollers are parameterized in terms of a feedforw@d e RH,, and the feed-
back Q2 € RHy. Indeed2 = [Q:1 Q2] € RHy can be viewed as the pa-
rameterization for the class of all stabilizing one-degree-of-freedom controllers
for an augmented plarjto c']’. An application and more details are given in
Chapter 8.

Generalizations of the work of this chapter to the class ofratlel matching
controllersis studied in Moore, Xia and Glover (1986). For this it is required that
the closed-loop system match a model. Further details are not given here save the
again there is a parameterizatiQne RH,.

Other generalizations to the class of gthbilizing regulatorcan be achieved,
see Moore and Tomizuka (1989). These regulators suppress asymptotically ex
ternal deterministic disturbances such as step function inputs and sinusoidal dis
turbances. These can arise as discussed in the next chapter. Again the param
terization is aQ € RHy. Here however, the regulators/controllers must have an
internal modelof the disturbance source.

Then too there are generalizations of all these various stabilizing controller
classes fotime-varying systemdbeing still linear, see for example Moore and
Tay (1989a). In fact, the theory of this chapter goes through line by line replacing
transfer functions by linear system operators and working with BIBO stability,
or equivalently now exponential asymptotic stability. Indeed,[@\r%] notation
really refers to a linear system with matricés B, C, D which as it turns out
can be time varying. Such results are used in Chapter 8, where also nonlinea
generalizations are discussed.

Problems
1. Derivation of plant model.
Consider the plant model of Figure 2.1 witho = G andP>; = |. Con-
struct the blocks1, and P11 in terms ofG so thate = [ ), | wherex is a
constant.

Notice that withe interpreted as a disturbance response@ndstricted to
a linear plant model, a control objective that minimizes the 2-norewafl
lead to the linear quadratic design problem.
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. Transfer function to state-space transformation.

Consider a planG with polynomial description given as follows.

Az Yy = Bz Huy,

Az Y =14+azt+az? BzhH) =izt + bz 2

By considering a related system given Byz 1)¢x = ux_1, show that
yk = B(z"Huk. Show further that the plai@ has a state-space description
given by

—a; —a 1
Xk4l = [ 1 0 } Xk + [O} Uk, Yk = [bl bz] Xk.

This particular state-space realization for the transfer fundida some-
times referred to as the controller canonical realization, although there is
no universal agreement to the name. Note that this is just one of the many
possible state-space realizations for the the transfer fun&iorhe inter-
ested readers are referred to texts on linear systems such as Kailath (198C
and Chen (1984) for a detailed exposition.

. Elimination of uncontrollable and unobservable modes.

Consider the system#/ andW, of (2.9) with A; = Az, B; = By and
their sum in (2.10). Show that after elimination of uncontrollable and un-
observable modes, the sum of the systems can be represented as

AL ‘ B;
(W1 +Ws) :

(7.1)
Ci+0Co ‘ D1+ D2

With W4, as in (2.9) withD invertible, verify thatWy W, * = W, W has
a minimal representatio[r@ ?] Discuss internal stability.

. Internal stability.

In the series connection of two scalar systes Ws, with minimal repre-
sentation given by (2.9), show that the series conne&tigi/, is minimal

if and only if the transfer functions dfV; andW. do not have any zeros
common with poles of the transfer function\df andWi, respectively.

Show that the single-input, single-output plant-controller pairK) given
by

0.4z71 — 0.44772 —5+4+24z771

G == b i 77
1—27z14 09622 1-11z1

is not internally stable in a feedback loop. Explain your findings in term
of classical pole/zero cancellations. Does the following multi-input, multi-
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output plant and controller form a stabilizing pair in a feedback loop?

0.1z°1 0.2z71 _03z1
G=|1-06z1 10627 K — 1-0.12-1 1.65
02! o1zt |° —41-008H)  -61-11zY)

1-06z1 1-11z1 1-0.1z71 1-0.1z1

Are there any pole/zero cancellations between the plant and controller?
How are transmission zeros of a multi-input, multioutput transfer function
defined?

. Implementation of feedforward/feedback controllers.
A two degrees-of-freedom controller given as

— _ 05271 0.2z711-07z7Y ]
H= [Kf K] = [(1—1.22*1)(1—0452*1) (1—127-1)(1-0620)

isimplemented as in Figure 7.1. Explain why the structure used in the figure
is not suitable for implementing . Suggest a more suitable structure.

d + u y

— Ky G

FIGURE 7.1. Signal model for Problem 5

. Coprime factorizations.

Verify that the representations (4.18) and (4.19) indeed are factorizations
for G andK. Establish that in the case that the plant of (4.16) has no direct
feedthrough, that i® = 0, then we can select a gain mattixwhere AL

is a stabilizing output injection such that the feedback contrélés now
given by

A+ BF + ALC+ BFLC ‘ —(AL + BFL)

(7.2)
F+FLC ‘ —FL

Note that this controller has a direct feedthrough ter(f L), although the
overall control loop transfer functioB K is still strictly proper.

Also, for the planiG with the controller (7.2), stable coprime factorizations
are given by

A+ BF ‘ B —(A+BF)L

HE R

C

| —FL ;
0 |
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and

A+ ALC ‘ -B AL

v -U
~ ~ | . 7.3
[_N M} F+FLC| | FL (7.3)
c 0 |

. Coprime factorizations.

For the multi-input, multioutput plant and controller given in Problem 4,
suggest stable, coprime factorizationgZh< 1.

. Coprime factorizations.

Verify that the coprime factorizations given in (4.22) and (4.23) satisfy the
double Bezout equation.

. Implementation of the class of all stabilizing controllers.

Starting from the expression far given in (5.10), verify that the structure
of Figure 5.3 implements the class of all stabilizing controllér€) for
the plantG, given in (5.9). Verify the state space representatiod gfven
in (5.14) andT given in (5.22). Hints: In deriving (5.14), recall thit is
given from (4.17), and note that from (4.18), (4.19)

[ A+ BF | —H
V= [}

| C+DF| |

[ A+ BF|B
N=|—1 |,

| C+DF|D
[ A+HC|-(B+HD)
V =

. F |

Apply the manipulations of (2.11)—(2.21) to obtain (5.14) from (5.10). In
verifying (5.22), check that inde€ld, = 0, and thafly2 andT,1 are given

by (5.20), (5.21), and thaffj; = P11 + PpoU M Po1 = P11+ PoUToris
given by

A+ ByF —HC —HD>1

Ti1 = 0 A+ HC | B+ HD2»

Cy1 + D1oF Cy ‘ D11
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Key intermediate steps in the derivation are spelled out below.

A B F 0 A+HC HGCy | HD2q
Tyu=| O A+BF|-H 0 A B1
C1 D1oF ‘ 0 Co CoF ‘ D21
Al B
+
Ci1 | Du1
A 0 0 0 0 Bi |
0 A By F 0 0 0
0 0 A+ ByF —HC, —HCy | —HD>21
= 0 0 0 A+ HC, HC> H D21
0 0 0 0 A B,
| C1 C1 D12F 0 0 Di1 |

Now add block row 5 to block row 4 and subtract block column 4 from
block column 5, then delete block row 5, and block column 5 (representing
unobservable modes). Next subtract block column 2 from block column 1
and add block row 1 to block row 2, then delete the block first row and
column (again representing unobservable modes). Next add block column
1 to block column 2 and subtract block row 2 from block row 1, then add
block column 1 to block column 3 and subtract block row 3 from block row
1, and finally delete block row 1 and column 1 (representing uncontrollable
modes) to give the required form o 1.






CHAPTER 3

Design Environment

3.1 Introduction

In this chapter, we focus on the environment in which our controller designs are
carried out. We begin with a discussion of the various types of disturbances in
the design environment. We introduce models for disturbances, both predictable
and nonpredictable, and the concept of norms to measure the size of disturbance
We then go on to discuss plant uncertainties in the modeling process. Genera
frequency domain and time domain model uncertainties are discussed.

Next, we introduce a special form of frequency-shaped uncertainty motivated
by the characterization of the class of all stabilizing controllers. We examine the
class of all plants stabilizable by a nominal controller. This is dual to the case
of the class of all stabilizing controllers for a plant, and is characterized in terms
of a (matrix) transfer function, denote®! It turns out that there is an interesting
relationship between an actual plant in the class of plants stabilized by a nominal
controller, the nominal plant description and the param8&tdihe parameteBis
a frequency-shaped deviation of the actual plant from the nominal plant with the
frequency-shaping emphasizing the operating frequencies in the nominal closec
loop and the actual closed-loop systems.

3.2 Signals and Disturbances

In this section, we first suggest models for some commonly encountered pre-
dictable or deterministic disturbances. This is followed by a discussion on nonde-
terministic or stochastic disturbances. The concept of norms to measure the siz
of such noise is introduced. Much of this material may be familiar to readers, but
is included for completeness and reference.
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Deterministic Disturbance Model

A deterministic disturbance is one where its future can be perfectly predicted
based on past observations. A number of useful disturbance models can be cor
structed and the most appropriate one depends on the nature of the disturbanc
environment and control design objectives. Here we discuss a few of the more
commonly encountered disturbances in applications and provide a general for-
mulation for these. The disturbances of interest can be modeled by homogeneou
(time-invariant) state space or input/output models. In turn these models can com:-
bine with the plant models to give composite models of the plants in conjunction
with the disturbance environment. The inclusion of disturbance models is essen-
tial in most control applications. The ubiquity of integral action in control arises
from the need to have accurate set point regulation, or equivalently, the rejection
of a constant disturbance.

Deterministic disturbances characterized by a finite, discrete frequency spec-
trum can easily be modeled using autonomous state space models. Typical exan
ples follow.

DC offset
A constant disturbance can be modeled as:
(1—q YHd =0, do =constant k=1,2 ... (2.1)

whereq~1 is the unit delay operator (i.¢.1dx = dx_1).

Drift at Constant Rate
A ramp like disturbance has a discrete-time model given by

1-297r4+qd)d =0, do = B, d_1=p8—aT, k=1,2,...
(2.2)
whereT is the sampling interval. Herdx = «a Tk + 8.

Sinusoidal Disturbance

A single frequency sinusoidal disturbance can be modeled as the solution of the
difference operation.

(1— (2coswT)q 4+ q ?)dk =0, do = a, d_1=oacoswT. (2.3)
The solution of (2.3), namelgy = o« cowTKk), corresponds to sampling a
continuous-time disturbanait) = o cogwt) with sampling periodr.

More General Disturbances

Any finite combination of sinusoidal, exponential or polynomial functions of time
can be represented as the solution of an appropriate difference equation. Suc
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disturbances may be modeled as:
r@ Y =0, (2.4)
suitably initialized where
rzh=1+nzt+  +ymz " (2.5)

The zeros of the polynomidl determine the discrete frequency spectrum con-
tained in the disturbance. Alternatively, a state space model can be used:

-y 1 0 ... O
0
Xeb1 = | - R I RS X0,
(2.6)
O ... 0 1
dkz_l 0 ... O]Xk.

The model for a periodic disturbance with known period but unknown harmonic
content is in general infinite dimensional. In practice, such a model is approxi-
mated by a finite-dimensional model as above.

Stochastic Disturbance Models

In a control environment, deterministic disturbances can be dealt with adequately
by appropriate control action. Many disturbances however are not predictable.
A controller solely determined on the basis of models without allowing for any
uncertainty could fail to achieve acceptable performance in an environment that
differs from its design environment. In order to determine a practical controller,
it is helpful to include unpredictable disturbances in the signal environment. Sto-
chastic disturbances can be modeled using stochastic processes. In the context
linear system design, simple stochastic processes whose statistical characteriz
tion can be expressed in terms of first and second order means suffice. Most of the
design methods in linear system theory, linear quadratic metpdgtimization

and Hy, can all be motivated and obtained in a purely deterministic setting as
well as in a stochastic setting. This is because first and second order means can |
defined via time averages rather than expected values over some underlying prot
ability space defining the stochastic variable. This has been explored in depth in
Ljung and Séderstrém (1983). In our setting, it suffices to consider disturbances
like wy, k =1, 2, ... that can be characterized in the following way:

Definition. Bounded, zero mean, white noise procegsFor some constants
b1, by > 0 and 0< y < 1 and all sufficiently largeN:
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1. |lwk| < b,

(Bounded).

N
>
k:].

(Zero mean).

N

Z WKWy _m — Wdm
k=m+1

< byNY?, m=12, ...

(Uncorrelated and with variand#).
Heredy = 1if k = 0 andsx = O fork £ 0.
The frequency spectrum of this noise is flat, hence the term white noise.

Definition. The bounded sequences, vk, k=1, 2, ... are said to be uncorre-
lated if for all sufficiently largeN,

N
Z WKV, _m

k=m+1

< bsN? + by, m=12...

for some positive constants, by > 0and 0< y < 1.

If it is important to limit the frequency content of the noise, a filtered or col-
ored noise sequence can be derived frognvia an appropriate linear filter that
accentuates the frequency spectrum of interest as follows:

Xk+1 = Af Xk + Bruwy,

(2.8)
Yk = C¢ Xk + Drwk.

If wg in (2.8) satisfies the white noise condition (2.7) akgis a stable matrix,
thenyxk is bounded, has zero mean, but is correlated over time. flduas a well
definedautocorrelation Its frequency spectruiis given by:

@yy(0) = (Cr(1e71” ~ Ar)'B¢ + D1 ) (Cr(1e) — Ar)'Bs + D),
wheref € [0, 2r).

Norms as Performance Measures

The performance of a controller can only be expressed via characteristics of the
signals arising from the controlled loop. An important characteristic of a signal is
its size. Norm functions are one way to determine the size of a signal.
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Consider sequenceés.= {dx, k =1, 2, ...} mapping\ to R". This constitutes
a linear space of signalgN, R"), where addition of signals and multiplication
with a scalar are defined in the obvious wayt e = {dk + ex, k = 1,2,...};
ad = {adk, k=1,2,...}ford, e € £(N, R") anda € R. A norm||-|| for signals
has to satisfy the following properties. It maps from the signal space to the positive
reals|d| > 0. It measures zero only for the zero signal, th#ti = 0 if and only
ifd=0ordk =0forallk =1,2,....Itscales appropriateljad| = || |d]],
a € R and satisfies the triangle inequaljtgt + e|| < ||d||+|lel|. Typical examples
are thef, norms. Thel; norm is defined as follows:

NN 1/p ,
Idflp = N|i21m<ZZdi?k) , dc=(dik...dhi);  p>0.

k=1i=1

Commonly used , norms are thé,, norm, which measures the maximum value
attained by the sequence; thenorm which measures the sum of absolute values
and thefz norm which is often referred to as an energy measure:

3

N n
Idlly = lim 5> |di

k=1i=1

Idil = N”L“oo<% Z (di,k)z)l/z.

k=1i=1

Idllsc = SUp max |dik
keN i=1...n

: (2.9)

In discrete time, signals with finité; or £, norm converge to zero as time pro-
gresses; such signals are of a transient nature.
A less common norm is:

[d]| =sup max (|di,k+1 - di,k|> +sup  max |di. (2.10)
keN 1=12,...,n keN 1=1,2,...,n

It measures not only the magnitude of the signal but also the rate of change of the
signal. A signal bounded in this norm is not only of finite magnitude but also rate
limited.

Sometimes norms are not informative enough to measure the quality of a signal,
for example any white noise signal with Gaussian distribution has infigitand
£2 norms. A more appropriate measure for such signals would be:

LN 1/2
Idllms = lim_ (N éd&m) . (2.11)

This is not a norm however. Indeed any signal of finite duration, thdt is O
for all k > kg > 0, or more generally that converges to zero has msrbmean
square(rms) measure. The rms value measures the average power content of ¢
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signal. It is an excellent indicator for differentiating between persistent signals
and nonpersistent ones.

For vector valued signals the different components in the vector may have dif-
ferent significance. This can be made explicit in measuring the size of the signal
by weighting the different components in the signal differently, for example

ldll = lIPdll (2.12)

is a norm for any symmetric positive definite matRxof appropriate dimension.
In particular,P = diag(pz1, p2, ..., pn) With pj > 0, i = 1...n allows for
individual scaling of each component of the sigdalProper scaling of the signals
is extremely important in practical application.

In concluding this section, we remark that similar norms can be defined for
continuous-time signals in very much the same fashion. We refer the reader to
Boyd and Barratt (1991) or Sontag (1990).

Main Points of Section

In the context of discrete-time signals, we see that the concept of a norm is a
useful measure of the size of a sighal. Commonly used norms are introduced.

3.3 Plant Uncertainties

Models are only approximate representations for physical plants. Approximations
are due to a number of simplifications made in the modeling process, for example
we use linear, time-invariant models to represent systems which are really time
varying and nonlinear. As an illustration, consider a simple linear, time-invariant
model for the yaw control of an airplane. Complete description of the airplane’s
dynamics are nonlinear in that they depend on speed, altitude, and mass distri
bution; factors that vary over the flight envelope of the airplane. A simple linear
time-invariant model can at best capture only the essential behavior in the neigh-
borhood of the one flight condition.

Model-plant mismatch can be represented or characterized in a number of dif-
ferent ways. The mismatch measure must capture the different behaviors of the
model and the plant for a range of signals that can be applied to the model anc
the plant. This model-plant mismatch, also termed uncertainty, is therefore best
measured via signals. Both time domain and frequency domain characterization:s
are important and play a role in control design.

Model-plant mismatch is also an important factor in determining controller
properties. A controller designed for the model must at least retain stable be-
havior when applied to the plant, thatrisbustnesgo plant model uncertainty.

In expressing robustness it becomes important to quantify the neighborhood of
plants near the model that can be stabilized/controlled by the particular controller
of interest. In this context, norms for models/transfer functions become important.
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In this section we discuss concisely different model-plant mismatch character-
izations and introduce some frequently used norms for models/transfer functions

Norms for Models

When discussing differences between a plant and a model, it is important to be
able to quantify this difference. A norm function is a suitable way of achieving
this, at least for stable plants. Consider the class of stable rational transfer functior
matrices, with a realization:

G: € RHx. (3.1)
c|p

Induced?, Norms

One way of defining a norm for a plant modgis via the signals it links. Suppose
thatGu is the output produced by applying the signaio the modelG, setting
all initial conditions to zero as follows:

Xk+1 = AX + Buk; Xo =0, (3.2)
(Gu)k = Cx« + Dug. (3.3)

The, gain of G is defined by

||G||p—gn = sup [|Gul p- (3.4)

llullp=1
It measures the gain between the input to the paiand the output produced by
the plant acting on its input.

The ¢ gain of the systen® is equal to thef; norm of the response @ to
an impulse inputly, = 8¢ wheresy = 1 fork = 1 anddx # 0 otherwise. This so-
calledimpulse responsis denoted or g1, g2, ... withgo =0, gt =CB+ D,
g2 =CAB, g = CA-1Bfori =2, 3,....Indeed, we have:

o0
IGlloo—gn =Y lGillog :=llgll1 -

i=1

Here||gi | is the inducedo-norm for the matrixg; . (See Appendix A).
The ¢, gain of the systen® is also referred to as thid., norm or as the rms
gain.
IGll2—gn = IGllms=sup [Gullms-
lullims=1

Observe that unlike for signal$G ||,ms is a true norm for the systef@. It can be
computed as:

IGl2gn=_sup omax(G (e”))
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whereomax(A) stands for the maximum singular value of the ma#ixin reluc-
tant compliance with the literature, we at times den@,_q, = [|G|l», and
refer to it as theH,, normof the systen, see also Appendix B.
The frequency domain interpretation of thegain (orH., norm ) for a system
is very natural in many applications. Unfortunately it puts the whole frequency
spectrum on an equal footing. Often the gains in specific frequency ranges are
more important than outside these ranges. A frequency weightgain can then
be used:

I1Gllw = WoGW [l2_gn
= sup omax(WoGW (ej(’».

0<6<27
HereW, andW; are frequency weighting systems;
Ao | Bo A | B

Wo : , W
B; | Do

respectively, at the output and input of the pléntwithout loss of generality, the
realizations are symmetri®do = Ay, Do = Dy, Ai = Al andD; = D;. Also

W, (1) > 0, W (el?) > Oforall 0 < 6 < 27. The main motivation for having
Wp, W1 with symmetric realizations is to interpret the frequency weighted norm
as a proper norm, see Boyd and Barratt (1991).

Computing the» Gain

The ¢, gain can be approximated using state space methods. For the $gstem
we have that for stabl& with a realization as given in (3.1) there exists an upper
boundy such that

jé
IGl2-gn=_sup omax(G(rei?)) <,
0<6<2r
r-1

if and only if there exists a symmetric positive definfeand matriced, W

satisfying
P O O||A B
A C U P 0
0O I O|lC D|= I E
B D W 0 y°l
0 0 1 L W

This can be used as the basis for a numerical procedure to computge g
(Hs norm) of a stable rational transfer function matrix. Starting with a suitably
high value ofy for which a positive semi-definite solutida of the above linear
equation exists, then is progressively reduced until semi-definiteness of the so-
lution P fails. This procedure yields a least upper boynar equivalently, thé,
gain, see Green and Limebeer (1994).
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H, norm of a system

The ¢2 norm of the response to an impulse input is also often used as a measure
of a system; this is the so-callédb norm.

IGll = 1G8 )l = % /02” G (e—ie)’e (eif)) de. (3.5)

Here as beforefy = 1 fork = 0 andsx = 0 fork # 0.

Parseval's Theorerwhich equates energy in the time and frequency domains,
is used here to establish the second equality in (3.5). It allows us to interptés the
norm as the energy content of the output of the system subject to white noise—
recall that white noise has a unit frequency spectrum. This simple equivalence
allows one to interpret many design optimization schemes in an either purely
time-domain deterministic, or frequency-domain stochastic context.

As a final interpretation of thél; norm, it is possible to show that

Gl = sup [Gwlls .

lwllz=1

This establishes a link between thg norm of the time response to d@p signal
and a frequency defined 2-norm.

Frequency Domain Uncertainty

Expressing uncertainty in the frequency domain is appealing as it provides phys-
ical insight. Thel, gain, especially the weighted gain, is the preferred tool for
this.

We illustrate the ideas using stable single-input, single-output (SISO) stable
plants. Consider:

A| B
G: € RH.
C|D

The ¢, gain (Ho norm) of G is then simply the maximal amplitude in the Bode
plot of G’s transfer function:

IGll2—gn = max
20N T p<on

c (e - A)

1
B+ D‘ |
WhenG is a model for a real plar, the uncertainty associated wi@ can be
expressed in terms of a weighting systé¥mas:
Aw = [G : “(G - G)VV“Z—gn = 1] :

In frequency terms the above inequality corresponds to:

o(er) -6 (e") o (e) <
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It simply states that the plant’s transfer function response at any one frequency cat
be found in a ball centered at the model's response and with raghe!?)| . A

large weight indicates small uncertainty, while a small weight indicates large un-

certainty. This uncertainty description allows for both amplitude and phase errors
in the transfer functions.

Time Domain Uncertainty

Besides having a nonexact model for the system’s transfer function from con-
trol inputs to controlled variables, the response may be perturbed by other signals
from other systems affecting the output variables. Such uncertainties are best cap
tured by a combination of signal norms and system norms. Our standard two port
model for the plant allows for such uncertainties, see Figures 2.2.1 and.2.2.2
With reference to Figure 2.2.2;1, wp can be interpreted as disturband@ss an
approximation for the true system linking control inpuind controlled output
y. Interpreting the uncertainty associated w@hn ¢2 gain terms, it then makes
sense to interpret the usewf andw, in terms of rms measures. The uncertainty
environment associated with the control loop could then be expressed as:
[(c-c)w|

ms = L, [wallims = W, lwillrms < Wa.

The effect of additive disturbances in a linear system is to deteriorate the control
performance. Such signals can not effect stability. In the conteidt,obptimiza-
tion, discussed in Chapter 4, we introduce the concept of a worst case disturbance
which results in a worst case performance.

Main Points of Section

Norms for linear systems such as the induégchorm andH, norm, and other
measures such as rms measures, are useful for representing uncertainty in plai
models. Frequency domain or time domain representations of this uncertainty are
useful to achieve robust controller design.

3.4 Plants Stabilized by a Controller

In this section we apply the characterization of the class of all stabilizing con-
trollers for a nominal plant to the dual situation of characterizing the class of all
plants stabilizable by a given controller. In particular, we begin with the inter-
nally stable closed-loop system of Figure 2.3.2 formed by the nominal @ant
and a stabilizing controlleK. We then classify the entire class of plai@sS)
parameterized by a (matrix) transfer function, referred t& & R H,,, that can

be stabilized by the controlld{.

*In referencing figures from another chapter, the first of the three numbers indicates the chapter.
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Class of All Plants Stabilizable by a Controller

Let us consider the plarf® € R, of (2.2.4Y and its corresponding stabilizing
controllerK. Let the stable, coprime factorizations for bd&hand K that sat-

isfy the double Bezout identity of (2.4.12) be given by (2.4.1) and (2.4.2) of the
previous chapter, and repeated here for convenience as

G=NM1=M"IN; N, M, N, M € RH,,
K=uv1l=v-1l0 U,V,U,V € RHy,

sl G R e

The class of all proper plants stabilized by the contrdlleran then be character-
ized as in the following theorem.

4.1)

Theorem 4.1. For the factorizations of4.1) the class of all proper linear plants
stabilized by the controlleK can be parameterized by an arbitraB/e RH,, as

{G(S) | S€ RHy} (4.3)
where

GO =NOMO™L NOS=N+VS MOS=M+US, or
G =MOING); NOS=N+SV, MO =M+3.

Proof. The proof of the theorem follows closely the development of the class of
all stabilizing controllers for a proper plant in the previous chapter. Interchanging
the role ofG andK, (2.5.7) of the previous chapter is written as

-1 -1
I —G(S I -G Y, -~ -
G + S[U v] . (4.9
—-K I —-K u
From (4.4), it is clear that any plant parameterized3y R H,, is stabilized by

the controllerK. Conversely, from (4.4) and the double Bezout identity (4.2), the
(matrix) transfer functiorg is given as

s L e

If both G andG(S) are stabilized by the controllé, then the closed-loop (ma-
trix) transfer functions ofG(S), K) are stable. In this cas& as given in (4.5)
satisfiesS € RHy, O

Tin referencing equations from another chapter, the first of the three numbers indicates the chapter
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FIGURE 4.1. Class of all proper plants stabilizedy

As in (2.5.9),G(S) can be re-expressed via the double Bezout identity of (4.2)
as

G(9=G+M1st+M UMt (4.6)
which can then be reorganized as in Figure 4.1 with
G M-t
Je = . 4.7
¢ |:M‘1 —M—lu] “.7)

From (4.6), note tha® (S) consists of the sum db, the nominal plant and a term
involving the parametef € RH,,. In the next subsection we actually interpret
the paramete$ as a frequency-shaped mismatch between the actual plant and the
nominal plant model.

Interpretation ofS

From (4.6),S can be written as

S=M(G(S) —GM( + MU
=M(G(S -G (M+US) (4.8)
= M(G(S) — G)M(S),

or alternatively, as
S= M(S)(G(S) — G)M. (4.9)

We see that anys € RH,, will generate a uniqu&(S) that forms a stabiliz-

ing pair (G(S), K), and conversely, for each stabilizing péi1, K) there exists

a unigueS € RHy which generate$s; = G(9S). It is immediate from (4.8)
and (4.9) thatS can be interpreted as the difference in the (matrix) transfer func-
tions between the actual pla@t(S) and the planG, frequency-shaped by either
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M(S), M or M, M(S). It is important to realize that since the factorizations are
not unique, the frequency-shaping is not unique. Let us explore the nature of the
frequency shaping.

From the Bezout identity, we have

VM(S) —UN(S =1,
V(I — KG(SM(S) = I,
M(S) = (I — KG(S) v (4.10)

Similarly
M(S) =V —GK)™L. (4.11)

It is immediate thaM (S) or M(S) provides frequency shaping 66(S) — G) to
emphasize the actual operating frequencies in the closed loop. Of course, taking
S = 0in (4.10), (4.11), we see thatl or M provides frequency shaping for
(G(S) — G) to emphasize the operating frequencies in the nominal closed loop.
Note thatM andM(S), M andM (S) are determined by the plag(S), the model

G and the nominal controllek .

Example. Let us now demonstrate some of the results above for the case where
the underlying actual process has a scaldo-regressive, moving average, exoge-
nous input modglARMAX model) description, in operator (transform) notation

y=Gu+ Gyw, (4.12)
where
7y—1 5 5—1
=20 5 _%z) (4.13)
Az Az

dzH=1+az +- +anz ™,
Bz =bo+ b1z t+. - bz ",
ez hH=14+cz1+-- P,

Assume that the nominal plafi is available and is given by

Bz 1
T Az Yy
dz Y =1+az '+ - +anz™,
Bz h =bo+ bzt +-- +byz "

(4.14)
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Let the factorizations fo6 andG be given by

-1
M= N — Az )’
Dz
-1
N=N= Az ),
ACa) (4.15)
M(S) = M(S) = Az |
B @@z’
- Bz
N =N = - -
©=N©E=="7

whereD(z~1) andD(z 1) are stable polynomials derived from the factorizations
of (2.4.18), (2.4.19), (2.4.22) and (2.4.23). These reflect the nominal closed-loop
poles and can be appropriately designed through the design of some nominal cor
troller K.

Now let us assume th&is parameterized by polynomiaiés(z1), Bs(z1)
as

S= fracBs(z Hdsz ™). (4.16)
Then from (4.8), we have
Asz™h =Bz Ha(z-1),
Bs(zh) =Bz Hd(z-1) — bz HB(z-1),
@z Y 4.17)
9(z-1)’
@5z’ h =6z Ha .

M(SG, =

When designing controllers for an actual plant whereagriori model G is
known, there is advantage in specifying dynamic uncertainty in tern&asfd
thus working with a plant descriptio(S). Note that for an actual plafé =
G(9), the order ofSmay be higher than the order of the pl@br its actual model
G. However through proper frequency-shaping, or equivalently through a good
initial robust design for a stabilizing controller on the nominal plant, we may well
have anSthat can be fairly accurately described by a low order approximation, or
perhaps a low gai® where its complexity is not of any real consequence. These
ideas are best illustrated by an example.

Example. In this example we consider an eighth-order nominal pfantrhe
magnitude and phase plots are shown in Figure 4.2. This nominal plant has the
characteristics of a band pass filter, more preciselglhiptic filter. The actual
G(S) is a perturbed version @ and the magnitude/phase plots are shown along
side the nominal plar.

An LQG nominal controllerK (see details in Chapter 4) is designed for the
nominal plant. This nominal controller stabilizes both the nominal plant and the
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FIGURE 4.2. Magnitude/phase plots f6r, S, andG(S)

actual planiG(S). Using the techniques described in this section, we compute the
correspondings. The magnitude/phase plot f8is also shown alongside the plot
for G andG(S) in Figure 4.2.

At first glance, it may appear th&tis too complex to work with, being perhaps
more complex than eithe® or G(S). From our derivation in this section, the
complexity of S given any arbitranyG or G(S) would be twice that of eitheG
or G(9). Intuitively, consider the adverse situation where the nominal piant
is a poor approximation to the actual plant. In this case,Shehich together
with G give the actual plant will have to first “cancel” the dynamicsbefore
“constructing” the dynamics of the actual plant. In such a case, we would expect
the complexity ofS to be the complexity of the nominal plant plus that of the
actual plant, and with no possibility to even approxim@tey a lower complexity
object.

However, in the event that the nominal plant is a good approximation of the
actual plant in a certain frequency band, the situation could be rather less daunting
since some of the complexity i8 could be of negligible significance since its
magnitude would be relatively small. Take the present case. On close examinatior
of the plot, one quickly realizes that the overall magnitude responSdotery
small compared to either the nominal plant or actual plant. In this case, we see
a dip of about 25 dB. In fact, as long as the nominal plant is a reasonably good
estimate of the actual plant, the result&is going to be small in gain.

In fact, it turns out that a good gauge §f as to its significant complexity, is
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whether the nominal controller can robustly stabilize bGttand G(S). In the
event thatk can stabilizeG and G(S) simultaneously, theis is likely to be a
small gain object which can then be approximated without significant loss by a
low complexity object, denotefl. Figure 4.3 shows, and its approximatios by
a second order transfer function. The magnitude/phase respoisanfl M (S)
of (4.9) is shown in Figure 4.4. Recall thet and M (S) are frequency-shaping
transfer functions fotG(S) — G), which gives usS.

To give a better feel of what may arise in practice, let us consider another per-
turbation of the nominal plar®, giving rise to a new plan&(S), parameterized
by S. The magnitude/phase plot for the n&xS) is given in Figure 4.5 alongside
G and the corresponding. Notice that for this case, there is a poor approxima-
tion of G(S) by G, so that the nominal controllé€ no longer stabilize$(S).
Note that the news is no longer a small gain object. It is no longer possible to
ignore the dips in the frequency response and use a low order transfer function tc
approximates.

20 GS
0 G I /( ) /\"’S

-20

—40 — /?/V\/ \
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FIGURE 4.5. Magnitude/phase plots for the nés), SandG

Robust Stabilization

In this subsection, we consider the class of pldBitS), S € RHy stabilizable
by a controllerK. Let us also consider the class of controll&r&Q), Q € RH.,
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parameterized as in (2.5.2) of the previous chapter, suclikh@), G) is a stabi-
lizing pair. We investigate the stability of the closed-loop system forme@ (&)
andK (Q). We have the following result:

Theorem 4.2. Let (G, K) be a stabilizing plant controller pair. L&iG, K) have
coprime factor representations as(#.1)and (4.2). Consider

G(9=(N+VIM+US =M+ SU)" (N + sV,
and
K(Q=U+MQN +NQt=V+QN)*U + QM).

with Q, S € Rp. The pair(G(S), K(Q)) is stabilizing if and only if the pair
(Q, S) is stabilizing as depicted in Figure 4.6. In particular:

I k@]
—-G(S |

o I R |

Proof. Equation (4.18) is derived as follows.

k@] | QW]
-G(S) | | =M(SIN(S) [

V1l o ][V -]
0 M) [-N©S) M(S

| —Q|[Vv -0]) [V o
-S | ||-N WM™ 0 M(S

~ ~-=1 —1
v -U | -Q
-N M } [—s

Z <b

} . (4.18)

< &

Finally using the double Bezout identity:
-1
[ -K(Q)
—-G(S |

S [ R s R
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FIGURE 4.6. Robust stability property

which yields the desired result (4.18) since
- -1
E 1 P RS
N VI[|0O M -G |
| To | -
[ _Q} [ Q} = [ _Q] —1I. (4.21)
-S | S 0 -S 1

From this expression it is readily concluded using arguments as in deriving
Theorem 2.5.1, that under the assumption t{fat K) is a stabilizing pair,

and trivially

> S > S

S S— | _________ o

1 1

H = [

1 T

I 1

1 1

I 1

1 1

. I

1 J 1
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Q) —

I’= Q S I’= Q S

FIGURE 4.7. Cancellations in th& Jg connections
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(G(9), K(Q)) is stabilizing if and only if(Q, S) is stabilizing. This establishes
the result. O

Actually, the situation of the above Theorem 4.2 can be viewed by combining
Figures 4.1 and 2.5.1. A little effort shows that the block consisting ahd Jg
has a transformp? { ].

This Theorem 4.2 is at the heart of the iterated designs to be discussed in late
chapters. It leads to the following idea. An initial controlier= K (0) stabilizing
both modelG(0) and planiG(S) can be refined by identifying a new mod&{S,)
and selecting an appropria@@ stabilizing$; to yield K(Q1). In order to exploit
the idea it is important to be able to identi®y

Closed-loopsS Interpretation

We consider the closed-loop syst&niS), K (Q) and show howS can be inter-
preted in terms of signals that can be obtained from the closed loop. This is an
essential step in presenting an identification schemesfavhich is postponed
until Chapter 5, where iterated designs are discussed.

The following result is crucial. Refer to Figure 4.8.

Lemma 4.3. With reference to Figure 4.8, l1€G, K) be a stabilizing pair. Let
G(S) represent any plant stabilizable b¢; (see(4.1), (4.2) and (4.3) for a pa-
rameterization). The transfer function blodkis given by(2.5.10)repeated as

| xoov
S lvl —veIN|

The systeritV with inputs(w1, w2, S) and outputge;, e, r) has a stable transfer

w w
L = G(9) Y J2
") YT (4] (%]
—» —»
= 21y w
J >
A S r
r S
Q -
> Q

(a) (b)

FIGURE 4.8. Closed-loop transfer function
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function:

| k] M(S)
W=||-G© | N(S | | € RHw. (4.22)
[N(S) |\7|(5)] S

In particular, the transfer function from signalto signalr is S. Moreover, the
systemgG(S), J, Q) and (W, Q) of Figure 4.8 are internally stable.

Proof. From Figure 4.8, simple manipulations show this given by

A1 A1K A1\7_1
W = AG(S) Ay AG(SV1
[V_lAzG(S) V_lAz] V-1A,G6(SV-1 — V-IN

A1 = (I —KG(S)tandA, = (I — G(S)K)~L. Now utilizing the double
Bezout identity (4.2) and (4.1) we have

VI -GOK) GOV I-VIN=N©V -V IN
=(N4+sv)vi_v-IN (423
=S
and the other identifications to yield the desired result (4.22). The stability results

follow from the definition of closed-loop stability, and closed-loop stability results
of Chapter 2. (The reader can check the details). O

An immediate implication of the lemma is that the (matrix) transfer function
from the inputs to the outpur is S. In fact information abou§ can be deduced
by observing the signatsands. This leads naturally to an identification problem
where the uncertaintg can be directly identified through observations ainds.

This is developed in Chapter 5, but suffice it to say here, for the earlier ARMAX
example (4.12)—(4.17), that we have

As@Z Hr = Bs(zHs + 65z Hw. (4.24)

Generalizations of the above results for the case of the situation depicted in Fig-
ure 4.9 and denotedP(S), J, Q) are straightforward. They are also a natural
generalization of the results developed for the schémel, Q) of Figure 2.5.5.
Indeed, as expected,

T11(9 TS
T21(9  T22(S)

_ | Pi(® + P (HUM(S)Pa(S)  PrAOM(S)
M(S)P21(S) S

T(S = [
(4.25)
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FIGURE 4.9. Plant/noise model

We see that the arrangements of Figure 4.9 can be viewa&d Ssin feedback
with a controller[8 8] since there is zero feedback frao w. Thus closed-
loop internal stability of the systems of Figure 4.9 requires the stability of the pair
([8 8] , T(S)). This is a stronger condition than merely requiring t6@t S) is
stabllizing.

That stability of the paif[ § 3. T(S)) is also a sufficient condition for inter-
nal stability of the systems of Figure 4.9 and follows by exploiting the necessary
condition that Q, S) is stabilizing and thusK (Q), G(S)) is stabilizing. First ob-
serve that the responses, eto bounded inputv are bounded under the assump-
tion, which means that = Vr 4+ V Nsis also bounded. Now wittK (Q), G(S))
stabilizing, bounded disturbancesyagjive rise to bounded responseupso that
the disturbancev gives rise to bounded responses, y, u, e. It is not difficult
to see that bounded disturbances,ig y, u, w give bounded responsesenand
stability of each of the systems of Figure 4.8 imply the stability of the other.

Plants Regulated by a Controller

As we have seen already in the previous chapter, regulators are essentially ste
bilizing controllers for plants augmented by the deterministic disturbance class
model, see (2.1) - (2.6). The augmentations can be absorbBd amd indeed
P(S). This allows us to apply the theory for the class of all plants stabilized by a
controller, and thereby deduce for the unaugmeiedr P(S), the appropriate
results for the class of plants regulated by a controller. We do not proceed further
to spell out details here. However, we should stress that if the class of distur-
bances is itself uncertain, and theref&®dependent, then the augmentations will
be alsoS dependent. This in turn will raise concerns about the existence of any
finite dimensional controller to achieve the regulation. For certain nonge8eric
say belonging to a discrete set, it may be possible for the([)aig] ,T(9) to
be stabilizing for som&). HereT (S) in (4.25) is now the plant augmented with
the disturbance model.

In dealing with the question afbbust regulatorsit is usual to assume that
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the class of disturbances is precisely known and thusSrd#pendent. Adaptive
schemes, as developed in Chapter 6, overcome this problem to some extent.

Main Points of Section

In this section a special class of frequency-shaped uncertainty is introduced. The
uncertainty is characterized by a (matrix) transfer funct®which, when re-
stricted toR H,,, also parameterizes the class of all plants stabilizable by a con-
troller. The (matrix) transfer functioB turns out to be the deviation of the actual
plant from a nominal plant in the class, frequency-shaped to emphasize the op.
erating frequency band of interest. Robust stabilization results arising from the
parameterization in term & are also presented. It is demonstrated that the (ma-
trix) transfer functionS can be accessed via signals measurable in the closed-loop
system. Finally, we point out the relevance of the results to characterize the class
of plants with deterministic disturbances regulated by a controller. Stabilization
theory is applied to plants augmented by the disturbance models.

3.5 State Space Representation

In this section, we consider again all plants stabilized by a given contrigller
denoted5(S), whereSis an arbitrary stable proper rational transfer function. The
results presented are at a more advanced level than most of the book. They are ¢
interest in their own right but the casual reader need only see that deeper result
do exist in these waters. In particular, we are interested in providing convenient
state space representations for any plarexpressed a&(S) whereG = G(0)

is a nominal model an® is a parameterization. The question of minimizing the
order of realizations is addressed. A constructive approach for any@lantl a
nominal modelG to achieve a minimal degree parameterizatiis presented.

The material in this section is used in the analysis of the adaptive controller
based on th&-parameterization in Chapter 6.

Consider a controlleK = UV~1 = V10 with U, V, U,V € RHy and a
nominal plantG = NM~1 = M~IN with M, N, M, N € RH,.. Let the Bezout
identity (4.2) be satisfied. We consider first how a state space realization can be
devised forG in the formG(S) in terms of the realizations:

A| B. B

M U

z;[N v] c. | Dy Du |- (5.1)
C2 | D21 D22

*This section may be omitted on first reading, or at least the proofs which are relatively technical.
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and

As | Bs
S: . (5.2)
Cs | Dsg

Here Z is referred to as atable linear fractional representatioof G. Assume
thatA := (D11 4+ D12Ds) exists. We can then represéht= G(S) asG(S) =
(N+VS(M+US L where:

A  BCs | Bi+ ByxDs

[M—kUS}_[M UMI] 0 As Bs
N+VS| [N Vv||s|’ C1 D12Cs | D11+ D12Ds
C, D2Cs | D21+ DyoDs

Manipulations using the techniques of Chapter 2 tell us @atereG(S), has a
realization

A—Q1ACy BoCs — 21AD12Cs
G: —BsACq As — BsAD12Cs

Q1A
—QAC1+Co —Q2AD12Cs+ D22Cs ‘ QA

whereQ2; = B; + ByDs and Q2 = D21 + D22Ds. Given this realization of
G = G(9), we have the following lemma.

Lemma 5.1. Consider the state space realization fdf Sand G = G(S) in
(5.1+5.3). Let [ g1 §2] and D11 + D12Ds be invertible. LetS of (5.2) be a
minimal realization. Tzhen any uncontrollable mode<oés realized in(5.3) are
also poles ofZ, and any unobservable modes®bf (5.3)are also poles oZ ~1.

Proof. Let 1o be an uncontrollable mode &. Then noting (5.3), there exists a
nonzero vectok’ = [ x; x; ] such that

[X/ X,] Aol — A+ Q1AC;  —BCs+ Q21AD1:Cs QA
v BsACy lol — As+ BsAD12Cs BsA

Post multiplying with the invertible matrix:

| 0 0
0 | o |,
—C1 —D12Csg AL

yields the equivalent expression:

I:X/ Xé:l rl — A —BCs B+ ByDs —0. (5.4)
! 0 ol —As Bs
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This implies thatx; (Aol — A) = 0. Sincex # 0, we can claim thax; # 0 be-
cause, otherwise, (5.4) would resultd 70! —As Bs] = 0, which is contradictory
to the assumption th&f\s, Bs) is controllable. In this way, it follows thaty is an
eigenvalue ofA. Also, if Ag is an uncontrollable mode of multiplicity then there
existk linearly independent vectoss =[x, x,], i =1,..., Kk, satisfying (5.4),
which in turn tells us thaxi1, . .., xx1 are linearly independent eigenvectorsfof
associated with.g. Hence, uncontrollable modes Gfare poles oZ as claimed.

Now observe that the inverse ®f := Dy — (D21 + D22Ds)ADjy exists as
the (2, 2)-block element of the block matrix

—1
D11+ D12Ds D12
D21+ D22Ds  Do2

Thus, denotindAs = As— BsA D15Cs, and again working with (5.3), the matrix

M — A+ (B1+ BaDg)ACy (B1 + BoDs)AD12Cs — ByCg
BsACy Al — As (5.5)
Co — (D214 D22Dg)ACy D2oCs — (D21 + D22Ds)AD12Cg

is equivalent to

Al — A+ Q1ACy +[By — 21AD12] T YCo — Q2ACH] 0
BsAC1 Al —As |,
T~1C2 — Q2ACq] Cs

which in turn can be reorganized as

-1
D D C
Al —A+[Bl Bg] 1 ! 0
D21 D22 Co
BsACq Al — AS
T1[Co — 2ACy] Cs

(5.6)

In view of the equivalence between (5.5) and (5.6), and the fact that the poles of
Z~1 consist of eigenvalues of the matrix

-1
D11 D2 C1
A-[B1 B :
D21 D22 Cz
one can show that the unobservable pole§€afre poles oZ~1, using the same

argument concerning uncontrollable mode&adbeing poles ofZ. O

We can now prove the following lemma which is of interest in relating the
orders of a given plant(s) to the order ofSandZ.
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Lemma 5.2. With the same notation and hypotheses as in Lemma 5.1, a@d let
be full row rank:

1. The state-space realizati¢h.3)of G = G(S) is stabilizable and detectable
(with no unobservable or uncontrollable unstable modes).

2. Letd(-) denote theMcMillan degree(the degree of a minimal state realiza-
tion), andm the number of rows of. Assume thatA, C,) is observable
and that

|:AI—A BB B, O
rank

=8(Z)+m, forallxreC. (5.7)
Ct Duu O D12j|

Then there holds
8(G) =8(2) +8(9), (5.8)

Proof. Item 1 is a direct consequence of Lemma 5.1 since Bo#tind Z—1 are

stable.

To prove Item 2, observe from Lemma 5.1 that (5.8) holds if the realization
(5.3) does not contain unobservable or uncontrollable modes. Write the state ma
trix of the realization (5.3) in the form

[A— (B1+ B2Ds)ACy ByCs— (By+ B2Dsg)A D12C8:|

—BsACq As — BsAD12Cg
_ A—-B1AC1 —B1AD12Csg
B 0 0

(5.9)
n —B, 0|[Ds Cs||AC1 —AD12Csg
0 I]||Bs As 0 | ’

It is easy to see that the observability(@, C1) implies that of

A—B1AC; —B;AD12Cs ACy —ADj12Csg
0 0 ‘| o | '

It will be shown that the pair

A—B1AC; —B;ADC —-B> O
1AL 18P12bs [ 2 (5.10)
0 0 0 |

is controllable for generi¢Cs, Ds). In fact, the pair (5.10) is controllable if and
only if

rank[,u — A+ BiAC; BiAD1:Cs Bz] —5(G), forallreC, (5.11)
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which is equivalent to

AMl—A —B; 0 —B1
rank
C1 0 D12Cs Di1+ Di2Ds

} =6(G)+m, forallxeC,
(5.12)

under the constraint thd211 + D12Ds is invertible. Becausé(G) = §(Z) and

the fact thalCs has full rank, (5.12) follows (5.7). Thus from Davison and Wang
(1989), the left hand side in (5.9), regarded as a closed-loop state matrix under «
static output feedback, has in the generic case no uncontrollable or unobservabl
modes. O

Item 2 of Lemma 5.2 tells us that givenZasatisfying certain properties, the
order of a planG = G(S) generated via thig generically equals the sum of the
orders ofS and Z. For a high order plant, here denot€d= G(9), it is often
convenient to work first with its model, here denoté@0) and then with the
frequency-shaped modeling errSr This method can divide a complex design
problem into two or more simpler problems. Needless to say, the choice of model
is important for success of the method in terms of efficiency and computational
reduction. The acceptable choice should be one resultiggwhich has a lower
order or can be approximated by so@ef low order. Obviously, the most ideal
case is where the complexity & is the plant's complexity minus the model’s
complexity. This motivates a question as to whether there exists a model for a
given plant such that the order of the plant is the sum of the orders of the model
G and of Sand how suclG can be constructed if it exists. To address this issue,
we need to considerminimal stable linear fractional representatidar a plant,
whose definition is given as follows.

Definition. In the notation above, a plaGiis said to have a minimal stable linear
fractional representation if there exists a stable linear fractional represenfation
belonging to the set of all such representations for a nominal (@argnd an
associated systee Ry such thaG = G(S) and

§(2),8(S) >0 and §(G)=68(Z)+5(9. (5.13)

It turns out that the problem of existence of such minimal representations for
a given plant is closely related to the problem of the existence of a minimal
factorization of a transfer function. The latter problem has been addressed anc
solved, see Bart, Gohberg, Kaashoek and Dooren (1980), Dooren and Dewilde
(1981). Recall that the factorizatidR = R1 R is said to be minimal i6(R) =
3(R1) +8(R2) whereR, Ry, Ry are square rational matrices. We proceed through
this deeper theory as follows.

From Wonham (1985) we recall the following definition:

Definition. Consider[é'—g]. Denote the state space Ky Also, ® c X is called
a stable invariant subspace for the géair B) provided(A+BF)® c & for some
F such that A + BF) is stable.
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The following two lemmas are needed in the proof of the main result in this
section.

Lemma 5.3. Given a nominal planG € Rp. ThenZ = [M V] withZ, z71 ¢
R Hy, satisfies

G=NM1

5y = 5(2) (5.14)

if and only if there exists a minimal realizatic[rﬁ—g] of G together with a sta-
bilizing state feedback gaiR and a stabilizing output injectiol such that

A+BF‘B —H
C+DF | D |

Proof. The if part was established in Section 2.4. In particular compare with
(2.4.18). Now it is assumed that the block matZisatisfies the conditions (5.14)
and has the following minimal realization

(5.16)

By definition of the coprime factorizatiorz, and Z~! € RHy, thenAandA —

B1C1 — B2Co + BoDC; are stable. Setting

A= A—BCy, B = By, C=C,—DCy,

) - (5.17)

F =Cy, H = —By,
one can check thdt&}2 ] is a minimal realization of3, that F is a stabilizing
state feedback gain andl a stabilizing output injection, and that (5.15) hold$.

Note that forZ given in (5.15), the conditions for (5.8) to hold generically
amounts to the minimality of the systefh, A, H).

The following lemma is proved in Bart et al. (1980) or Dooren and Dewilde
(1981) and the interested reader is referred to the papers for the proof.

Lemma 5.4. Consider am x n invertible matrix transfer functio® with mini-
mal realization:

o

(5.18)
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Then there exists a minimal factorization fGr if there exist independent sub-
spacesX; and Xz such that
AX1 C X1,
(A—BD )Xz C Xo, (5.19)
X160 X2 = X,
whereX denotes the state space, adlenotes the direct sum.

Theorem 5.5. A given planiG Rp with a minimal realizatior(5.18)has a min-
imal stable linear fractional representatiaf if and only if there exist two stable
invariant subspaceX; and X, associated witliA, B) and(A’, C’), respectively,
such that

X1 Xy = X. (5.20)

where X denotes the state space of the realizat{sriL8) and Y. denotes the
orthogonal space of.

Proof.

1. Necessity.
Assume that there exists a nontriviay = ['\,\’l'g L\J,g] € RHy, with Zgl €
RHy and a systen$ € Ry such that

G = (No+ VoS (Mo+UpS ™t and §(G) =8(Zo) +8(S. (5.21)

Since one can associaBavith a unif Zs = [\ 5] whereNsMg ™" being
an right coprime factorization @ ands(Zs) = §(9), it is seen thaG has

the following right coprime factorization

G = (NgMs + VoNs)(MgMs + UgNg) L. (5.22)

z- M YUl _|Mo UopMs Usi (5.23)
N V No Vo Ns Vs
Sincesd(Z) < 8(Zg) + 8(Zs) = 8(G) ands(Z) > §(G), it follows thatZ
satisfies (5.14) and

Define

8(Z) = 8(Zo) + 8(Zs). (5.24)

8\We say thaZ € RHy is a unit if alsoZ ™! € RHye.
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ThereforeZ = ZpZsis a minimal factorization oZ. By Lemma 5.3, there
exists a minimal reallzatloﬁ&; gb] of G, a stabilizing state feedback gain
F and a stabilizing output injectioH such that

sl + BF ‘ % —H
F I o (5.25)
€+9F | |

is a minimal realization oZ. By Lemma 5.4, there exist subspadgsand
Y2 such that

(@) (d +BF)Y1 C Y1
(b) (A+HGY>C Yo (5.26)
(c) Yi®Y,=X

Evidently, (a) above implies that is a stable invariant subspace(@f B)
while (b) implies thatYs- is that of (', €'). Since (s, %,%, D) and
(A, B,C, D) are m|n|mal realizations dB, there exists a similarity trans-
formationT such that

A4 =T71AT, PB=T71B, ¢=CT.

Let X1 = TYp and X2 = (T~1)'Y,. Then itis not hard to see tha and
X2 are two stable invariant subspac¥s and X, associated with A, B)
and(A/, C), respectively, and satisfy (5.20).

. Sufficiency.

ChooseF andH such thatA + BF andA + HC are stable, and that
(A+ BF)X1 C X1, (A + C'H)Y X5 C Xo, (5.27)

whereX; @ X3+ = X. By Lemma 5.4 this implies that th& with the min-
imal realization (5.15) has a minimal factorization, say= Z,Z, where

Z;j € Rp. SinceZ is a unit inRH,, and there is no pole/zero cancellation
between its two factor&; and Z,, Z; and Z, are units inRHy,. Fur-
thermore, there is no loss of generality in assuming Hati = 1,2 are
representations of. Letting S := NM, ! leads toG = G(S) derived
using a modeG1 with factorization matrixZ, which implies

8(G) < 8(Z1) + 8(S) < 8(Z1) +8(Z2).

From the minimality ofthe factorizatiod = Z1Z» and the above inequal-
ities, it follows thats (G) = &(Z1) + 8(9). In this way, the proof of the
theorem is completed.
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O

Corollary 5.6. With the same assumption and notation as in Theorem 5.5. If
(A, B) and(A’, C') have a common stable invariant subspace, tBemas a min-
imal stable linear fractional representatiad.

Construction of minimak

The proof of Theorem 5.5 apparently provides a two-step procedure to construct
a minimal Z. The first step is to find a pair of stable invariant subspatgeand

X, of (A, B) and (A, C'), respectively, which satisfy (5.20). In the single-input,
single-output case, this reduces to finding a nontrivial stable invariant subspace
of (A, B) since(A, B) and (A, C’) have the same set of stable invariant sub-
spaces. An iterative algorithm to compute the suprefdalB)-stable invariant
subspace contained in a subspace is given in Wonham (1985). The second step it
volves constructing a minimal factorization of a representafioRor algorithms

to perform a minimal factorization of a rational matrix, see Dooren and Dewilde
(1981).

Main Points of Section

In this section, we begin with a state-space representation of a stable linear frac
tional representatioZ and show where pole/zero cancellations may occur for
the state-space realization of the matrix transfer funaB@86) given Z. We then
move on to derive a generic McMillan degree relation between the matrix trans-
fer function of the planiG(S) and the stable linear fractional representatibn
derived based on the nominal representa@Goand S.

Finally, we consider the problem of minimal representation of any plant as
a stable linear fractional representation of another plant. In particular, given an
actual plantG, we derive a nominal mod& and anS such that the order o&
equals the sum of the order df = [",\’l' L\J,] derived fromG, and that ofS. We
also show that the necessary and sufficient conditions for solution to this problem
can be derived in terms @f, B)-stable invariant subspaces.

3.6 Notes and References

The material on signals, disturbances, disturbance responses, and their norms :
performance measures is now quite standard in the optimal control literature.
Likewise, the use of norms in both the time domain and the frequency domain
to express plant performance and plant uncertainty is now standard in books fo-
cusing on robust control issues. For a parallel treatment see for example Boyd ant
Barratt (1991) and Green and Limebeer (1994).
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The characterization of the class of pla@éS) stabilized by a controller, pa-
rameterized in terms of an arbitraf/ € RH,, is merely the dual of the stabi-
lizing controller clasK (Q) parameterized in terms of arbitray € RHy, see
Chapter 2. The robust stabilization theory for the g#nQ), G(S)) was first
developed in Tay, Moore and Horowitz (1989). Its generalization to plBG&
incorporating a disturbance response, that is to @aiQ), P(9S)), is straightfor-
ward, as is the application of the results to robust regulation.

The main lemmas and theorems concerning state space representations ft
plants, and their nominal representations and uncertaitae taken from Yan
and Moore (1992).

Problems

1. Computing norms is not a trivial exercise. For the scalar sigRak
sin(wk), compute the following normgf |1, |l lleo» Il Il p) Ms value. How
do the different norms compare?

2. Show thaf|ull;ms < /N |lUlls for a vector valued signal

u={uk=12...,ueR"}. (6.1)

3. For scalar sequencés, k =1, 2, ... ux € R} consider:

N
1
= lim =" |uy. 2
Iullaa = Jim Nk_l|uk| (6.2)

0]

Comparé|ul| g5 With |[U]/;ms IS lU]lag @ NOrM?

4. Show that the rms value of a signalsuch that lim_, ., ux = 0, is zero.

5. Given
1-a 1|0
1)1 i
G: and G = o 11/,
1|10
1 0|0

find a stabilizing controlleK for the modelG that also stabilize§. Ex-
pressK as a function ofx. ExpressG = G(S) with respect to this con-
troller. DiscusS Q, S) and(G(S), K(Q)) in terms ofa.

6. From Lemma 4.3 verify that the relationship betwees and wi, wo of
Figure 4.8 is given from

r = Ss+ M(Swz + N(Swy. (6.3)



cHAPTER 4

Off-line Controller Design

4.1 Introduction

In Chapter 2, the parameterization of a stabilizing controeiQ) for a lin-

ear plant in terms of a stable (matrix) transfer functi@nis discussed. It is
shown that if Q spans the class of all stable proper (matrix) transfer func-
tions, the entire class of stabilizing controllers for the plant is spanned. It can
make sense in a controller design to optimize engineering objectives over this
class, rather than over the class of all possible controllers, which of course in-
cludes the undesirable subclass of destabilizing controllers. In this chapter, we
present various off-line optimal controller designs that, in addition to stabi-
lization of the nominal plant will also allow the controller to track some ref-
erence signals and/or reject various classes of disturbances in some optima
fashion.

Before going into design methodologies, it is necessary to discuss performance
criteria for optimization. Different applications have different control require-
ments. High performance control demanded for some feedback loops may not be
important in other loops. As an example, in an oil refinery, typically less than 20%
of the loops are critical and require well-tuned controllers. Many of the control
loops are applied to buffer tanks where there is a less demanding control objec-
tive; simply to ensure that the tanks do not overflow or become empty. Of course,
there is possibly scope to reduce the size of the tanks and thus refinery costs b
improving control strategies.

For control loops where performance is relatively important, the control ob-
jective is usually to keep some or all the states close to desired references ir
the presence of disturbances. In regulation problems the references are constant
whereas in tracking problems the references may vary with time. The desire to
keep the states close to the references is obviously justified. However what is noi
yet precise is the meaning of ‘close’. We caution that such is frequently debatable



92 Chapter 4. Off-line Controller Design

and is problem dependent.

There are many ways to specify the objective to be achieved by a controller.
For less critical loops, this may be a visual inspection of how closely the states of
the process follow the references. For more critical loops, specification becomes
more precise. Performance requirements can be prescribed in the time domair
the frequency domain or both.

In this chapter we will first discuss some useful performance indices and the
sort of situations where each of these indices is commonly used. We will then
present some off-line controller design techniques that allow us to select a con-
troller which minimizes these performance indices.

4.2 Selection of Performance Index

One of the first tasks in the design of a controller is to specify the performance to
be achieved by the control system. Specifications can be in the frequency domair
or the time domain. For the frequency domain approach, there are specifications
on the gain and phase over the pass- and stop-band of the desired closed-loc
system. For the time domain approach, there are specifications on the output be
havior of the closed-loop system for given input sequences. The input sequence
can have many forms. They can be deterministic signals such as constants, step
ramps, sinusoids of known frequency or other known signals. Alternatively, they

can be stochastic signals where only certain signal statistics are known. Exam-
ples of stochastic signal statistics are mean energy level, signal level variance ant
spectrum.

In classical controller design, the reference input is usually a known determin-
istic signal, such as the unit step function. In this case, the performance of the
controller is specified in terms of the closed-loop process output response to the
unit step, commonly just known as the step response.

In modern controller design where a linear dynamical model based approach is
adopted, any known deterministic input signal is usually modeled as the output of
an autonomous dynamical system with appropriate initial conditions. The resul-
tant model of the plant in this case is then an augmented model which includes
dynamics to generate the deterministic input signal from appropriate initial condi-
tions. The composite model is constructed so that the tracking error is an output of
this model. A significant area for modern controller design is for tracking or reg-
ulation performance when the inputs are stochastic in nature and therefore cannc
be modeled in this way. One can use a stochastic model such as a linear dynan
ical system driven by noise, as for example white noise. In this case, a controller
is designed to minimize the norm of the error signal between some desired tra-
jectory and the process output. Let us first recall for the sake of completeness ¢
typical step response specification in classical controller design before moving on
to examine error signal specification.
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Step Response Specification

Reference signals that remain constant for a long period of time and change to «
new value in a relatively short period of time are usually represented for control
design purposes as a unit step.

The steady-state closed-loop unit step response of the process output is usuall
specified by an asymptotic tracking requirement written as follows

lim yx =1 (2.1)
k— o0

This condition requires that in steady state there be no offset of the process outpu
yk from the reference signal. That is, the difference betwgeand the constant
reference must eventually reach zero.

The transient responsen the other hand is commonly specified by some or
all of six attributes; namelgelay time, rise time, peak time, maximum overshoot,
maximum undershoandsettling time These six attributes are defined as follows.

1. Delay timety: This is the time required for the response to first reach 50%
of the final value.

2. Rise timet;: This is the time required for the response to rise from (say)
10% to 90%, or 5% to 95%, or 0% to 100% of the final value. For under-
damped second order systems, the time from 0% to 100% is used. For over-
damped systems, the time taken from 10% to 90% is used.

3. Peak timép: This is the time taken for the response to reach the first peak
of the overshoot.

4. Maximum overshoo°'®": This is the maximum value of the response
curve measured from unity defined as follows:

yoer = max(yi — 1). (2.2)

5. Maximum undershoog"9¢": This is the maximum negative value of the
response curve defined as follows:

yunder — TBOX(_yk)' (2.3)

6. Settling timets: This is the time required for the response curve to reach
and stay within a range of certain percentage (usually 5% or 2%) of the
final value.

The various attributes are illustrated in Figure 2.1. It is noted here that some of
the above specifications may conflict with one another.

Another requirement that is specified alongside the above step response specif
cation are constraints on the actuator. In any practical control system, the size ant
frequency of the actuator signal or the output signal of the controller is effectively
limited by saturation or mechanical limitations of the actuator.
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FIGURE 2.1. Transient specifications of the step response
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Error Signal Specifications

Let us consider the system of Figure 2.3.1, with (2.3.2) reproduced here for con-
venience:

e = Ppiw + Ppou,
y = Pojw + Poou, (2.4)
u=Ky.

Let wyx and e denote the value of the vectouns and e at thekth sample time.
Here the input vector sequenaeincludes both disturbances into the system of
Figure 2.3.1, and reference signals for the system outputs to track. We will exclude
here known deterministic reference signals which can be modeled and includec
into the plant model. The vector sequerds the system response to control sig-
nalsu, and to disturbances and reference signal$he vector is constructed by
selecting appropriatB;1 and P12 to form components consisting of appropriately
scaled functions or filtered values of the statedgf and the inputw. The two
vectors can be written into their component form as

wk=[w1,k w2k .- wp,k]/, e«=[61,k &K ... em,k]/' (2.5)

We do not explore in much more detail here the process oPtheP;» selection.
Sometimes this is obvious given the design objectives, but at other times, the se
lection may be the most important part of the control design and require a number
of trials. There is no ‘optimal’ method for they1, P12 selection. This is where

it can be an advantage to think in classical frequency domain terms as we now
briefly discuss.
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We know that (first or second order) minimum phase systems are the easies
to control and allow robust, good performance designs. The frequency shaping ir
P11, P12 is often selected so thatlooks like the output of such a system.

Also in classical control design, we are aware that in closing a control loop
and increasing the loop gain, the closed-loop poles move to the open-loop zeros
where these exist and to infinite asymptotes otherwise. There is difficulty in clas-
sical design to achieve a robust high loop gain design when the open-loop zero:s
are ‘unstable’ or nearly so, since these attract the closed-loop poles as the looj
gain increases. The classigatoportional, plus integral plus differentiglPID)
controller design technique effectively introduces open-loop zeros in appropriate
locations so that in closed loop, as the loop gain increases, the poles approac
these assigned locations and a desired system bandwidth determined by these
achieved. Here the selection Bf, can be such as to introduce zeros in desired
closed-loop pole locations. That is, the insights of PID design can be brought to
bear in designind?12. Closing the loop with the appropriate (frequency shaped)
gains is then the province of the optimal disturbance rejection method. The op-
timization is such as to achieve stability, desired (approximate) closed-loop pole
locations, and thereby desired bandwidth, as well as disturbance rejection.

With the sequence appropriately constructed, as just discussed, the next step
is to formulate a measure efso that we can design a controller to minimize
according to this measure. The commonly used measurearaf norms such as
the one-, two- and infinity- norm. Which norm to use will depend on the problem
to be solved.

The question to be asked is: If the error veatateviates from its ideal value,
what is the consequence to the overall objective of the control problem? To answel
this question, we will have to examine the relationship between the controlled
variables defined withie and the physics of the process concerned. For example,
in chemical processes, the variables to be controlled in an operation should be
at some particular levels prescribed by physical, chemical and thermodynamical
laws. A deviation of any controlled variable from the stipulated level will upset
the chemical reaction which may lead to undesirable effects.

Specification using 2-norms

This specification is popularized by the so-called linear quadratic (LQ) design
method. Here we define the performance indeas

J=lel3. (2.6)

With the definitions expressed in (2.5),can be written as (see Appendix B for
2-norm definitions)

J =Z(e§)k+e§,k+-~-+e§hk). 2.7)

k=1

In an LQ regulation design, the error componestepresent the plant states and
controls or a linear combination of these. In the LQ tracking case, the errors are
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the difference between some reference signals and certain linear combinations o
the states. Of course, without any penalty on the control energy, high performance
can be achieved for the model, but practical designs require some trade betwee
tracking (regulation) performance and control energy to achieve this performance.
If we assume that the weights are built into the components ¢fien it is
obvious that this formulation is a weighted sum approach which combines the
various components of thevector into a single performance index. The weights
need not necessarily be constants, but can be time varying.
There is also the concept fiequency shapedeights to give more penalty
to certain components & in some frequency bands in relation to other bands.
Frequency shaping filters can be actually built into the dynamid® gfP;2 just
as can constant weights on the componentg oA commonly used frequency
shaped filter is the integrator given as

Fzh= (2.8)

1-z7V

Now F(z~1) has an infinite magnitude at zero frequeri@y= 1). This gives
rise to an infinite penalty for an error of zero frequency. This infinite penalty at
zero frequency ensures that the optimal controller achieves zero steady-state erro
Other frequency shaping filters may penalize control energy at high frequencies to
ensure that high frequency lightly damped unmodeled dynamics are not excited.
The concept of frequency shaping is important because it allows us to incorporate
frequency domain specifications into an otherwise time domain performance in-
dex. It should be emphasized that in an engineering design, an engineer may wel
spend a large portion of the project time on selecting and adjusting frequency
shaped filters.

With the performance indeJ, as given in (2.6), the design task is then to select
a stabilizing controlleK, or equivalently using th& parameterization approach,
a stable matrix transfer functio® that will minimize the indexJ, as

o
; 2 ; 2
min Jlef3 = min e ) 2.9
Jmin el %R%EQ(LV+%k+ + (2.9)
To perform this minimization, we will have to write the erragsin term of the
matrix transfer functiorQ and the input disturbances and referenoe®Vith Fq
denoting the transfer function matrix fromto e, in terms ofQ, the key relevant
equation is (2.5.18), repeated here as

e= Fqu; FQ = (P14 Pr2UMP21) + PoMQM P2 € RHy.  (2.10)

Recall thatFq is affine inQ. For the frequently considered special case where
is white noise, the minimization of (2.9) is then equivalent to

. 2
omin | Fol;- (2.11)
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Worst Case Design using 2-norms

Let us consider a 2-norm cousin of the index (2.6)

J=  max |el3, (2.12)

wely, lwp<1

where thef, space is defined in Appendix B. Here, the performance index is the
worst case 2-norm af over all 2-norm bounded input disturbanaes Thusw
has bounded energy. The controller design task is then given as

o0
; 2 2
min max e . 2.13
QeRHx we62,|w|251k§( kit +eh) (13)
If the matrix transfer function fromw to e is Fg of (2.10), then it turns out
that (see Vidyasagar (1985), and Chapter 3) this minimization can be rewritten

in terms of amo-norm as

. 2
omin | Fols . (2.14)

which is the so-calledH,, minimization problem. Her¢Fq|| _ is defined as
[Fel. = sup |[Fouwl,

lwllz=1

= sup Umax(FQ(ew))v

Oe(—m,7]

(2.15)

whereomax denotes the maximal singular value. Hence, the optimization problem
(2.13) can be restated in frequency domain terms as:

oM., 18, oo (Face).
The Hy optimal controller attempts to minimize the worst possible adverse im-
pact of a whole class of disturbance as opposed to just working with disturbances
and responses in an average sense as in the linear quadratic design case. In fact t
resulting controller rejects disturbances uniformly in all frequency bands. With-
out frequency shaping, this is not the desired outcome in most practical cases
The controller, though robust to the various input disturbances, generally lacks
performance. Thus in practice, the success oHap optimal design depends
very much on the frequency shaping filters incorporated into the performance in-
dex. The frequency shaping filters seek to emphasize certain frequency bands
Those frequency bands that contain more uncertainties are given more emphas
in relation to those that have less uncertainties or are outside the plant’s operatin
bandwidth. The result of incorporating these frequency shaping filters, in effect,
is to reduce the size of the class of disturbances rejected uniformly b the
optimal controller.
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Specification inco-norm

We have already noted a connection between 2-norms in the time domain anc
oco-norms in the frequency domain. The-norm specification in the time do-
main is appropriate when we are looking at minimizing the peak of the sys-
tem output, as it is precisely the infinity norm of the output sequence. In the
case when the error is a vector of sequences suehofig2.5), then its infinity
norm is

leloo = miaXIla oo (2.16)

where, withZ denoting{o, 1, 2, e },
6 oo = Maxji |§ . 2.17
” ” kez+ {| k|} ( )

So that we can specify the nature of the optimization problem, it is neces-
sary to be precise about which class of disturbance signale want to con-
sider. If the input signalv is the class o> bounded sequences (finite energy
signals) such thajw|, < 1, then (see Vidyasagar (1985) and Section 3.3)
we have

J= weeE lelloo = || Fol

, (2.18)

whereFq is the matrix transfer function fronw to e. Moreover, it can be shown
that the controller that minimizes this performance index is the same as the con-
troller that minimizes (2.9) when the inputis a zero mean white noise signal of
unit variance.

Let us next examine input sequences that are not necessarily 2-norm boundec
In particular let us consider the case where the magnitudes of the inputs are
bounded. Without loss of generality, due to linearity we wiitel|,, < 1. We
can then write the following performance index:

J= max [ele= max 6. (2.19)

lwlleo=1 lwlloo=1i

Again let Fg be the matrix transfer function frome to e and denote byfg =
{fo.k. k € Z™} its impulse response sequence. Then

o
Foz™h =) fokz ™ (2.20)
k=0
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The induced norm offrq is then given as

P K
- i ,
|Fel,= (Iwrlrlo@(l,i);; H fQ,k—ewJ,eHoo

P oo
— 1
=maxy 30| 1d,

e (2.21)
p .
= max fl ”
[ JX_;” Qi1

= [l

with fg) theijth elementoffq (fg = {fg . k € N} is the impulse response se-
guence). Thus minimizing the performance index of (2.19) turns out to be equiv-
alent to minimizing the 1 norm ofq, or the 1-norm offFq, the matrix transfer
function fromw to e.

J=|fal,=|Fol;- (2.22)

We shall next examine other variations of specifyingr.amorm type perfor-
mance index. The above specification uses a weighted maximum method to com
bine the various components of the veatof here are other ways to combine the
various components of the vecterOne possibility is to use the weighted sum
method, reminiscent of the LQ approach, as follows.

m
3= ilalls- (2.23)
i=1

where}; > 0 are constant weights. However it turns out that such an approach
does not achieve a unique controller for each weight selection. Moreover, each
optimal controller corresponds to a range of weighting selections, so that the ob-
jective of relative penalty of the various component®d not necessarily real-
ized.

Another possibility is to write the performance index as follows:

m
3= ilal, (2.24)
i=1

where again.j > 0 are constant weights argl are the components & This
differs from the previous index in that the focus is on the weighted sum of the
magnitude of the various components at each instant. This is in contrast to the
weighted sum of the infinity norm of each componeneoSuch a performance
index is applicable in cases where the instantaneous value of the sum of the vari
ous|g | is important. An example is the case where the maximum current drawn
from a power supply at every instant of time be kept below the absolute maximum.
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Main Points of Section

In this section, we have discussed the formulation of performance measures
There are two main approaches to specify performance of a control system. The
first, used commonly in classical controller design, is specified in terms of the
closed-loop, steady-state and transient response to a step input. The second, us
commonly in optimal control design, incorporates error signals into a perfor-
mance index. The strategy to be developed here is to optimize performance ove
the class of all the stabilizing controllers for the process.

4.3 An LQG/LTR Design

In this section, we present the design of the very successful linear quadratic Gaus
sian (LQG) controller witHoop transfer recoveryL TR). For further details, see
Anderson and Moore (1989) or Kwakernaak and Sivan (1972). First, linear qua-
dratic (LQ) controller design is based on the minimization of a quadratic perfor-
mance index under the assumption that the plant for which it is designed is linear.
The resultant control law is a linear feedback of the states of the plant. This con-
troller is optimal with respect to the defined performance index and is appealing
because irrespective of the weight selections, the closed loop is robust to certair
plant variations. (In classical terms, continuous-time LQ designs guarantee 60
phase margins and-p, oo) dB gain margins. In discrete-time no such margins
are guaranteed!)

In the event that the states of the plant are not accessible, then the next step is t
replace the states by estimated states using an optimal state estimator. This give
rise to the LQG design. The strategy is optimal if the actual plant to be controlled
is the nominal model used in the design of the controller. Otherwise it may be a
poor strategy. An LQG design may have closed-loop properties indicating poor
stability margins at the plant input and/or output, see Doyle (1974).

A final step in the LQG based design strategy is to modify the LQG controller
design in such away as to achieve full or partial loop transfer recovery of the origi-
nal state feedback design, see Doyle and Stein (1979) and Moore and Tay (1989¢
There is usually a scalar design parameter that can be adjusted to achieve a trad
off between performance for the nominal design and robustness via recovery of
the state feedback design loop gain properties.

There are a number of concerns regarding the LQG/LTR design approach. Fol
minimum phase plants, loop recovery is obtained by increasing the loop gains.
The resulting high gain systems may not be attractive for implementation due to
their high sensitivity to certain external disturbances, plant parameter changes an
unmodeled dynamics. For nonminimum phase plants, full loop recovery of LQG
designs can only take place when there is an unstable pole/zero cancellation in th
control loop matrix transfer function and consequent instability. This suggests that
only partial loop recovery be attempted, or that the state estimate feedback contro
laws should be constrained as discussed by Zhang and Freudenberg (1987).
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In this section, we present an approach to loop recovery, termed sensitivity
recovery, which is in essence a frequency-shaped loop recovery emphasizing thi
frequency region of unity gain (the cross-over frequency). Sensitivity recovery is
achieved by augmenting the original LQG controller with an additional filter with
matrix transfer functiorQ, and optimizing theQ for sensitivity recovery using
the Q-parameterization technique introduced in Chapter 2.

LQG Design

Let us consider the following state space description of a discrete, linear, time-
invariant plant as follows.

X1 = AXk + B (Uk + wik); Xo given, (3.1)
Yk = Cx + DUk + wok. '
Let
A| B
G: , (3.2)
CcC|D

wherexy € R" is the state vectoyyk € RP the input vectoryx € R™ the output
vector andwy k € RP, wok € R™ are independent white noise disturbances with
covariance matrices given as

N N
1 1
lim NkE—l: wikwy = Qe lim N;wz,kwgyk = R. (3.3)

N— o0 N— o0

We assume tha@e = Q; > 0 andRe = R}, > 0.
Let us also assume th@h, B) is stabilizable andA, C) is detectable. Consider
also a quadratic performance index given as follows.

N

H l I /
J= NI|m N Z (X QcXk + U Reui) (3.4)

where Q¢ and R; are weighting matriceQ. = Q; > 0 andR; = R, > 0. In
terms of the error signal introduced in (2.5), we have

12
o = [gcf/z:j . 35)

and the performance index of (3.4) is the squaoed mean squaréms) value of

this error signal. This performance index is only concerned with the steady state
performance of the controlled loop. Indeed, any decaying transient is averagec
out of the index (3.4). The optimal controller for the plant of (3.1) minimizing
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the performance index of (3.4) is given as follows, see for example Anderson and
Moore (1989):

uk = FXg, (3.6)
Ri+1 = ARk + Bug + H(CR + Duk — Yk); X0 given,  (3.7)

where
Sk=ASki1A— ASki1B(Re + B'Sk11B) 1B’ S k1A + Qo
&= Ilim Sk, Sn=0Q (3.8)
k——o0
F=—(R.+ B'&B)1B'SA,
and
Soki1 = ASKA — ASKC'(Re+CSKkC)ICS KA + BQeB,

&=lm Sk S0=0, (3.9)
H = —-A&C/(Re+C&C)H L.

Existence ofS, & are guaranteed by stabilizability of the pak, B) and de-
tectability of the pair(A, C), respectively. Closed-loop asymptotic stability fol-
lows also from both these condition.

The output feedback LQG controller constructed from the regulator state feed-
back gainF and the estimator gain (output injectioH) is realized as (see also
(2.4.17))

(3.10)

‘. A+BF+HC+HDF‘—H
(e

Actually in much of the theory to follow andH can represent any stabilizing
gains for the derived plants, not necessarily obtained from an LQG design.

Let us also define stable coprime factorizations for the plant (3.2) and LQG
controller (3.10). In the notation of (2.4.1), (2.4.2) and (2.4.18), (2.4.19), this is
given as

_ [ A+BF|B —-H
M U
- C+DF|D |

i _ [ A+HC|-(B+HD) H
v -0
R . 3.12
[_N ¥ F | 0 (3.12)
- C -D |
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See Section 3.5 for a discussion of the minimality of these realizations.
The class of all stabilizing controllers for the plant (3.1) is then given by (2.5.2),
repeated here as

K(Q =U(QV@Q™1=VvQ1U0W©), (3.13)
UQ=U+MQ, V(Q=V+NQ
U@ =U+QM, V(Q=V+QN,

and depicted in Figure 2.5.4 for the case where the nominal controller is a state
estimate feedback controller, as for example, derived via the LQ control problem
discussed above.

We observe that a state space realizatiomfomalizedcoprime factorizations
for the plantG and controllelK are obtained in the form (3.11), (3.12), but with
F andH calculated from an LQG design by setting

e= [CX: Du} . (3.14)

A normalizedright coprime factor follows from the following control Riccati
equation leading to a state feedback gain

Sk=(A-BTRC) (Ske1— SkeaB (Re+ B'S411B) " B'Sira).
x (A= BTRC) + (Qc — TR 'Te).
§=Im Sk Sn=Q
Q=CC, R =DD+I, T.=2CD,
F=—(R+B&B) " B'&A

while the left coprime factor’s state space realization follows from the filter Ric-
cati equation leading to an output injectibh

Skrr = (A= BTRC) (Sok — SkC/ (Re+ CSiC) ' C Sy )
x (A— BTeRe‘lc)/ +B (Qe _ TeRe‘lTe’) B

N

- 1
= lim , =0, Te= lim = WL KWh 1,
&= lm Sk So e NWN; LiWh

H=—-A&C (Re+C&C) .

Formulation of Sensitivity Recovery

In this subsection, we consider sensitivity functions of the full state feedback
design and the full state estimator feedback design. We formulate an error function
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through which we achieve recovery of loop robustness of the full state feedback
system. As a point of notation, recall the following realizations definitions:

A| B All
Gg: s Gy : . (3.15)
I 10 c|O0

Input Sensitivity Recovery

Consider the full state feedback control system design of Figure 3.1. The closed-
loop matrix transfer function fronw to z is the input sensitivity function matrix
given by

(3.16)

Se= —FG,:)_1=M:|:

A+ BF | B
F I

For the state estimate feedback design, the input sensitivity function matrix is
given by

Ser=( —KG) =MV, (3.17)

whereK is given by (3.10). Let us now consider the the class of all stabilizing
controllersk (Q) parameterized b € RHy, as given in (3.11) - (3.13). For a
stabilizing controlleK (Q), Q € RH, the associated input sensitivity function
matrix is

SH=( —K(@QG) ™ =MV + QN). (3.18)
(Refer to (2.5.6).)

w

FIGURE 3.1. Target state feedback design
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Let us now define an error matrix transfer function
e'Q =S — SQ (3.19)

When plant disturbances or uncertainties occur at the plant inputs, the minimizing
of e, gives robustness to a controller design.

Using (3.16), (3.17) and (3.18) we observe that this error matrix transfer func-
tion is affine inQ

€o=M—MV +QN) =M( — V) — MQN. (3.20)
It can equally be rewritten as
€= -FGR M FGF - K(QG)(I -K(QG) ™ (321

This allows us to interpreéiQ as a frequency-shaped version of the loop-gain
transfer function erro(F G — K(Q)G). The frequency shaping is provided by

M = (I — FGg)~1, the target sensitivity function and — K (Q)G)~1, which is

the actual closed-loop sensitivity function (parameterizeddby RH,). These
weightings together serve to emphasize the unity loop gain frequencies, that is
the crossover frequencies.

Output Sensitivity Recovery

Consider the full state estimator feedback loop of Figure 3.2. The closed-loop
matrix transfer function fron to Z is the output sensitivity function matrix given
in terms of the output injectiol as

A+ HC|H
R =0 -GpH)t=M: . (3.22)

FIGURE 3.2. Target estimator feedback loop design
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For the state estimate feedback design, the output sensitivity function matrix is
given by

Re= -GK)yt=VvMm, (3.23)

whereK is given by (3.10). Let us now consider a stabilizing contradl€Q) pa-
rameterized byQ € RHy, as given in (2.5.2). For a stabilizing controll€r Q),
Q € RH, the associated output sensitivity function matrix is

K =(-GKWQ) = +NQM, (3.24)

(where we used the identity (2.5.6)).
Introduce an error matrix transfer function as:

€= -9 (3.25)

By duality with the input sensitivity case, when disturbances or uncertainties oc-
cur at the plant outputs, the minimization«g gives robustness to a controller
design.

From (3.23) and (3.24) we observe tla%tis affine inQ as follows:

€y = (I —V)M — NQM. (3.26)

It may equally be interpreted as a frequency weighted loop gain error by rewriting
eoQ as follows:

€y =( —GuH)™ (GHH — GK(Q) (I —-GK(Q) . (3.27)

Loop Recovery via Sensitivity Recovery

Asymptotic loop recovery of a suitably parameterized LQG design is said to occur
when, with design parameter adjustments, the loop matrix transfer function of the
LQG design, namelK G (or GK), approaches the loop transfer matrix transfer
function of the target LQ (or estimator) design, namElgr (or Gy H), for all

z = el®T 0 < wT < 7. Now sinceF and H are stabilizing controllers for

Gr and Gy, respectively, an is a stabilizing controller foG, thenS,, =

(1 —FGp)™, R, =GuH)™L, Ssgp= (1 —KGTandRL (1 —GK)~?

are well defined for alz = e/“T,0 < wT < . In view of these properties,

we see that loop recovery occurs, thatksG — FGg (GK — GuH), if
andonly if(I — KG)™? - (I —FGg) (1 —GK)™1 = (I —=GxH)™), or
equivalently, when the loop sensitivity function matrix of the LQG design, namely
Ssee (or 2 p), when suitably parameterized, approaches the loop sensitivity
function matrix of the LQ (or estimator) desi@h - (or ) forall z = elT 0<

oT < m. Of course, these equivalent loop recovery definitions also apply to the
LQG design augmented with arbitra€y € RHy, with S5 and 2 - replaced

by SQ and%. More specifically, sinc& (Q) stabilizesG so that(| —K (Q)G) 1
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and(l — GK(Q))~ ! exists for allz = e/“T, 0 < T < x, then from (3.21) and
(3.27) we see that loop recovery occurs, equivalently, V\dﬁjatends to zero (or
€2 tends to zero), that is we have asymptotic sensitivity recovery. We conclude
the following equivalent asymptotic loop and sensitivity recovery conditions.

Lemma 3.1. Asymptotic loop recovery at the plant input (or output) occurs if
and only if, for suitable parameterizations, there is asymptotic sensitivity recovery
given by

€o—>0 (or €g—0) forz=e*T, 0<owl <m (3.28)
A partial sensitivity recovery is said to occur Whe"(51 (or Q) are made small
in some sense. This also corresponds to a partial loop recovery, albeit frequenc

shaped by virtue of (3.21) and (3.27). Reasonable measures are the 2-norm ¢
oo-norm with tasks defined as

Qn;eiﬂw HGIQ’ 2’ erg{irgbo HEIQH ’
© © °° (3.29)
(or min ”e%’ , min HE%H )
QeRHy 2 QeRHy [e’s)

These are standard,, H., optimization tasks (see also the next section) since

eiQ,eOQ € RHy are affine inQ € RHy. When
=0, - .
<0r e% 2=0, e% Oo=O ), .

there is full sensitivity recovery, and by virtue of (3.21) and (3.27) there is full
loop recovery. We have the following lemma.

Lemma 3.2. The state estimate and residue feedback controker®), with F
and H fixed andQ € RH,, variable, achieve full loop recovery, equivalently
input (or output) sensitivity recovery, if and only(f is selected af)i € RHx
(or Qo € RHy) with

(I —=V)=QiN, (I =V)=NQo. (3.31)
We will next examine the existence of sugh and Q.

Full Loop Recovery Cases

In this subsection we will examine cases where full loop recovery can be achieved.

Minimum Phase Plants

We present full loop recovery results for the case of plants whose finite zeros are
stable, that is plants with full rank properties as follows:

I—A B
rank[Z c D} is constant for|z| > 1, (3.32)
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or equivalently,G is minimum phase. Moreover, we require the plants to satisfy
the following invertibility condition:

Gt (leftinverse) or (zG) " e R, exists, (3.33)
or

GR (rightinverse) or (zG) ReR, exists. (3.34)

We have the following result:

Theorem 3.3. Consider a plant(3.2) and a state estimate feedback controller
(3.10)constructed from a state feedback g&irand a state estimate gaid and

with Q € RHy. Consider also associated factorizatiof®&11) (3.12) Let the
plant G be minimum phase, in that conditi¢B.32) holds. Full input sensitiv-

ity (output sensitivity) recovery is possible provided the plant has a left (right)
inverse, that is conditior3.33) (or condition (3.34) is satisfied. The recovery
e'Q =0, see(3.19) (or e% =0, see(3.25)), is achieved wheR) is selected ag);

(Qo) given by:

Qi=(-V)N""eRHy (0f Qo=N"R(I-V)eRH, ), (3.35)
or equivalently,

Qi=z(1 —V)@ZN)"" € RHy (or Qo= zN)y"Rz(I —V) € RHy ).
(3.36)

Proof. Condition (3.32), together witls = M~1N implies thatN is minimum
phase. Moreover, i6~" e R, exists, we have thal - exists, and is stable. It
follows that condition (3.31) can be realized by selectig- (I —V)N~L. This
selection satisfie® € RH,, by virtue of N being minimum phase. The other
conditions can be explored in a similar manner. O

We remark that if the plant has the same number of inputs as outputs, the mode:
of Q; (or Qo) are identical to the set or subset of the zeros of the plant (values of
z for which the plantG loses rank in (3.32)), and the McMillan degree is upper
bounded byn.

Nonminimum Phase Plants:

As discussed earlier for nonminimum phase plants, it is in general not feasible to
achieve full loop (sensitivity) recovery. However, for certain partial state feedback
designs, full or partial (sensitivity) recovery can in fact be achieved.

Qualitatively, this is done as follows. First write the pl&ts a product of two
factors where one iall-pass(possibly unstable) and the other a squaigimum
phasestable factor. Recall that all-pass systems have a flat spectrum: Boles
and zerog; occur in pairs satisfyingp = zgl. Let us assume then that for the
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factored plant there exists a state estimator gain and dynamic state feedback gai
such that only the states associated with the minimum phase factor are fed back.
For the partial state feedback, we can write down the the input sensitivity func-
tion, and the output sensitivity function, and the corresponding sensitivity differ-
ence functions as in (3.20) and (3.26).
Once the sensitivity difference functions are defined, being affin®;irfor
Qo), full or partial loop sensitivity recovery is achieved by appropriate selection
of Qi andQ,, see Moore and Tay (1989c).

Example. Consider the continuous-time, unstable, minimum phase plant with
transfer functions
s+1

Ce=g 313

Note that this plant has two unstable poles. Discretifigvith a time sampling
period ofts = 0.7, (see Chapter 9) we have for the equivaléadomain repre-
sentation:

46969 —81662|1
G 1 o |o

23706 -0.8809 ‘ 0

with a minimum phase zero at3¥1 6 and unstable poles aB28 4+ j1.628 2.
We design LQ and LQG controllers assumi@@ = |, Re = 1 andeg, =
[ ¥« uk]. The state feedback gain and state estimator gains are given by

F:[—4.1375 80536], H/=[—2.0949 —0.4136].

The Z-domain Nyquist plots for the LQ and LQG controllers are shown in Fig-
ure 3.3. The open loop in the LQ case has two unstable (plant) poles and so en
circles the Nyquist point—1, 0) twice, whereas, for the LQG case, the open loop
has four unstable poles (two plant and two controller) an so encircles the Nyquist
point four times. Obviously, the robustness of the LQG controller is inferior com-
pared to the LQ controller, at least in terms of gain margins and phase margins.
Using the loop transfer recovery described in this section, we ok}aas

0.3716 1
e € RHy.
G [0.053 6 —1.745 3} e
This gives rise taK (Q;) which achieves full loop transfer recovery. For partial
loop recovery, we usK (¢ Qj), 0 < a < 1. Figure 3.4 shows the extent of recov-

ery fora = 0.5, « = 0.95. Clearly wherw = 0.5 there is a significant recovery
and wherw = 0.95 there is near recovery. (Full recovery occurs wies 1.)
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Main Points of Section

In this section the design of an LQG controller with loop transfer recovery or
more precisely sensitivity recovery has been discussed. Sensitivity recovery is
achieved by augmenting the original LQG controller with an additional matrix
transfer functiorQ, feeding back the estimation residuals. We show that for min-
imum phase plants and some nonminimum phase plants where a particular partic
state estimate feedback controller is used, full loop recovery may be achieved.
Otherwise only partial recovery is achieved and this can be done in an optimal
manner through the sensitivity recovery approach usin@Xiparameterization.

4.4 H,, Optimal Design

In this section, we present the formulas for solving Hhg optimization task of
(2.14). Most of the formulas are quoted from Green and Limebeer (1994).

Problem Formulation

Let us consider the plant model of (2.2.1) with realizations written as follows.

A ‘ By B
e w P]_l P12
- P , P= : . 4.1
M M [le Pzz] Ci|Du Diz |- (D
C,| Dy O

In this realizatiofi, (A, B») is stabilizable andA, C,) is detectable. We assume
thatw is any bounded sequence withv|, < 1 andPy1, P21 contain stable fre-
guency shaping filters that determine the influence afi the various frequency
bands ore andy. The selection of the frequency shaping filters will depenéon
priori knowledge of the disturbance to the plant in the various frequency bands.
Similarly we assume thaP;1, P12 contain stable frequency shaping filters that
penalize the elements efappropriately in the various frequency bands.

Let us consider a stabilizing controll&rfor (4.1) (u = Ky) and corresponding
stable coprime factorizations of (3.13) f&r and (4.1). Realizations in terms of
the parameters in (4.1) are given in (3.10), (3.11) and (3.12) Bith By, C =
C, andD = D2,. We can now write down the class of all stabilizing controllers
for (4.1) in term of a stable matrix transfer functighe RH.,. The closed-loop

*Without (great) loss of generality, one can assume that there is no direct feedthrough term from
inputu to the control outpuy. It is always possible to replace an output with feedthrough term by an
equivalent output without it, by simple subtraction. This simplifies some of the algebraic expressions.
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matrix transfer function is then given by (2.5.18), repeated here as

e= Fouw, (4.2)
Fo = (P11 + Pio2UMP21) + PiaMQM Py € RHy 4.3)
= T11+ T12QTo1.

The realization fofT is repeated from (2.5.22) as follows.

A+ ByF —HC> —HD21 B>
0 A4+ HCy | Bi+HD2; O
T: . (4.4)
C1+ D1oF C1 D11 D12
0 Co D2q 0
Now consider the performance index
J= max llel; = ||Fql ,, = M1+ T12QTa1ll o - (4.5)
lwll2<2
The optimization task is
min || T T12QT: . 4.6
omin I T11 + T12QTa1ll oo (4.6)

In order to be able to solve this so-callétl, control problem, the following
sufficiency assumptions are made:

1. (A, By) is stabilizable andA, C») is detectable,

2. Dilez >0 andD/21D21 > 0,

3. rank[ A*Celw' 5122] =n+m,forallg e [0, 2x],

4. rank[ A‘glw' DBzzl] =n+m,foralld e [0, 2r].
Assumption 1 is obviously necessary from a control point of view; without As-
sumption 1 no stabilizing output feedback controller can be constructed. Assump-
tion 2 provides sufficient conditions under which the control strategy can be im-
plemented, ofter 0 will suffice. Assumptions 3 and 4 are conditions that amount
to T12 andT»1 having no zeros on the unit circle. These conditions are crucial as
we need to inverT;2 andT,1 in some sense to find the optimal controls.

Before presenting a solution to the optimidl, control problem (4.6), we
present a state space formulated solution for the characterization of all controllers
that achieve the less stringent performance objective

[Felo <. (4.7)
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or equivalently,

el <y llwllz- (4.8)

The solution to this problem requires one to solve a set of coupled algebraic Ric-
cati equations. If for a certaip we fail to find a solution then this indicates that
it is impossible to decrease the gain between disturbance and performance sig
nals any further. This observation can be used to construct a crude method fol
iteratively finding a controller that approaches tHg, optimal controller that
minimizes the criterion (4.6).

Consider the algebraic Riccati equation:

X=CJC+AXA— Mg L, (4.9)

c_ c1’ | 0 ’
0 0 —y2l,

Dz[[tl Dolz] B=[B: B,

where

are defined from the plant realization matrices (see (4.1)) and

M= [Ml} = D'JC+B'XA
(P

9 9
=17 72| = p'ID+B'XB.
Sy Pa

Here |1 is an identity matrix with dimension of the performance variadle,
is an identity matrix whose dimension corresponds with that of the disturbance
variablew. The matrixil; has row dimension equal to thatof and.it; has row
dimension equal to that of the input Similarly for &.

Assume that the control Riccati equation (4.9) has a solution such that

X >0 and A- BY Lt is stable

. (4.10)
¥3 >0, 9’1—3’/29:; > < 0.
Introduce the square root factors fég and—¥1 + 9,93 4>
RR= Y3, —y2T'T = 91— 929372, (4.11)
and define
RY;Y¥, R Wi W
w=| 372 e (4.12)
T 0 Wo1 O

L= [Ll} =37 (w) . (4.13)
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Also introduce the “bar” variables as

A B B A-BW'Lo  BiW,' B
Ci D11 Dio|=|Li—WiWy'ly WiaWot Wio |- (4.14)
Co Da O Co— DoatWy'L,  DagW,t 0

Finally introduce

- D11 | - C - _
B=|-" |, ée=|7], Bz[Bl o].
Doy O C

Consider now the Riccati equation

Z=BJB +AZA - ¥, (4.15)
where
o I KT S
M=AzC +BID, F=|-1 22|=DID+CzC. (4.16)
¥, s

Assume furthermore that the filter Riccati equation (4.15) has a solution such that
Z>0 and A—.UCis stable
S >0, P1— 929’%&7’51 < 0.
Under the conditions in (4.10) and (4.17) there exists an output feedback con-

troller that achieves the performance measure (4.7) or (4.8). All such controllers
are generated from

(4.17)

Rk+1 Ac  Bci  Bez || X
Uk | =]|Cc1 Dci1 Dciz| | ¥ |- (4.18)
rk Cc2 Dcar O S
where(ry, ) are any signals that satisfy a relationship
s=Qr,

whereQ(2) is a stable rational transfer function such th&l||, < y. The ma-
trices in (4.18) are defined via the solution of the coupled Riccati equations (4.9)
and (4.15) as follows:

Ac = A~ BaW5!Cy + [ BoWi Wi — L Wii'Co,

[Bc1 Bc2| = <§2W1_21V_V11 - [1) Wz_ll (l:z - L5>2W1_21V_V12)] ,
CCl_ Wl_zl ((_:1 - Wllv_\/z_:l_162)
Ce2 | W,;'C,

Dci1 Dca2 —W{le_VllV_V{f szlV_Vlz
Dear O | | Wy 0 '
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where
W — V_V11 W12 7
Wh1 0
is such thatV JW’ = & and
[=[C []=(BID'+AZC)(3W) ™.

The class of controllers (4.18) can be interpreted in terms of an observer/linear
feedback structure just as in the LQG design problem. The main difference with
the LQG design is that here no separation principle applies. The observer anc
controller designs are linked. In the above expressions this is seen from the link
between the controller Riccati equation (4.9) and the filter Riccati equation (4.15)
via the equations (4.11) — (4.14).

4.5 An¢, Design Approach

Often in applications the control objective is to keep the tracking error within a
certain tolerance. An example of this is the regulation of the read/write head of
a hard disk drive onto a particular track. Here the control objective is to keep
the magnitude of the tracking error to within the width of the track. This type of

control objective leads naturally to @g, type performance index

J =€l

being the infinity norm of the error vector. When the input disturbancese
known to be infinity-norm bounded, thehcan be reformulated as @n index

J=[Fal;.

whereFq is the closed-loop transfer function between the inpub the output
e

Often in the design of controllers, a compromise has to be taken to balance
objectives for the plant output and the controller output. As discussed in Chapter 3
and popularized in LQ type controller design, a weighted index is appropriate.
In the context of¢; design, this becomes either a weighted sum or a weighted
maximum index given, respectively, as follows

Ji=1ldyl+ 2 uDlleo ,
B2 =IYlloe + A llUllog -

However, this double penalty approach infardesign context does not actually
achieve the type of effect one would expect it to do, based on experience in the



116 Chapter 4. Off-line Controller Design

A

lloo

35
29SSy,
2939
35S
09!
0938
2008
900

CRRKK
XK
4

7S
R
botetete
SILLRES
RLLLKS
5
555

%5
38
35

5
::::
::::

::

X

<
5%
35S
oS!
5
s
botes
53
oS!

<
<
L

&
25
L35
LR
555

%
%
£

5
5%
0%
%S
S
3RS
R
SRR,
CRRHIXK
%S
%S
%

bt
%5
255
353
%S

[
AR5

43S

4<%
%

3K

SRXREKS
XK

LK
%035

>
Ve
000000:::::.‘:::::’0
IS
BRI

<

%
2
LXK

FIGURE 5.1. Limits of performance curve for an infinity norm index for a general system

LQ design context. To see this, let us consider the solution space 6f theti-
mization problem. The set of all feasible solutions for the control effort amplitude
and the output amplitude for some particular system forms a convex polygon as

illustrated in Figure 5.1.

The boundary of the polygon, termed tlimait-of-performance curvds a plot
of the best achievable performance for the particular control configuration and is
constructed using all possible positive weighti® the weighted index function.
It turns out that this curve consists of only a finite number of linear equations and

its gradient is monotonically nondecreasing.

Using a weighted function index results in the solutions of the optimization
problem remaining unchanged for some range of weights, that is for some val-
ues of A there are an infinite number of solutions of the optimization prob-

lem.

Consider, for example, if the weight is chosen to be any value between the
gradients of Line 1 and 2 in Figure 5.1, the solution oftheptimization problem
remains unchanged since the optimal solutions are at the same vertex. In othe
cases such as when the weight is chosen to be the gradient of Line 3, then th
resultant?s optimization problem has an infinite number of solutions along the

edge of the line.

In any weighted index approach, the weights are usually chosen, or at least
fine tuned, by trial and error. Without knowledge of the shape of the solution
set, a trial and error approach will almost certainly lead to a selection that will
give a unique solution at a vertex of the solution set. In the event that the weight
chosen leads to an infinite number of optimal solutions, there is no mechanism
to select any one of these infinite controllers to practically fulfill the objective of
compromising between the magnitude of the output signal and magnitude of the

controller effort.

»
-
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Mathematical Preliminaries

Fact 5.1. Given a linear functionf : R" — R

1. If f has the same value at two distinct pointse R" andZ € R", then f
remains constant along the linézZ.

2. If f has different values at and Z, then at each point on the open line
segmeny Z, f has a value strictly between its valuesyatnd Z.

Fact 5.2. The maximum and minimum values of a linear functfonR" — R,
restricted to a bounded convex polytofes R", exist and are to be found on the
boundary ofA.

Fact 5.3. The intersection of any number of convex regionR'iris convex.

Problem Formulation

Let us consider a single-input, single-output, discrete-time, linear, time-invariant,
proper system expressed as follows

A@ Hyk = B Huk + €@ Hw, (5.1)

whereyk, Uk andwyg are the system output, the system input, and the input dis-
turbance to the system at thkth sample, respectively. The input disturbange

is assumed to belong #, with a maximum bound normalized to unity. Here
A, B(q~1), ande(g~1) are polynominals i~ given as follows

A@H=1+aq ™+ +an,q ", (5.2)
B =bo+big ™+ +by,g7", (5.3)
@ H=co+c g+ +cn.q", (5.4)

with s4(q~1) and®(q~1) assumed to be coprime. Let us consider a stabilizing
control law for system (5.1) as

R Huk = —F(@ Hyk, (5.5)

where
REO@ D =1+r197 4 +rp g™, (5.6)
QY =s+50 4+, (5.7)

with n, > np — 1. Note that when the plant has direct feed throughs con-
strained to be zero to avoid an algebraic loop. The system with its controller is
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wk_» @
1 Uk > 1
7] g @
[}

-9 > Yk

FIGURE 5.2. Plant with controller configuration

shown in Figure 5.2. The closed-loop transfer operators fignto yx andwy to

Uk are then given as

6@ Hr@h

- = Gy(q?
M= @ DHR@ D + B@ HF@H " y(@ Dwk,
- —6@ H¥@™ I
= 4@~ DR + BQ-HY(@QL) wk =: Gu(q™)wk.
Let
Uo = {uj}; ui € R, lui| <1, ieN, lim uj =0.

1—00

We can then write

loy@™)| = sup |Gy@ Huw|= sup Il = I%klc

welUg welUg
lwklloo=1 llwklloo=1
-1 . -1 .
[Gu@ ™| = sup |Gu@ Huk|= sup el = uclac.
1 wEUO wEUO
llwklloo=1 llwklloo=1

and the following minimization tasks can be defined:

. o o |
min iyl = min €@ He@ )| .

. . 1y eprp—1
min ulo, = min | @9 @ )|

L
subject to the constraint

4@ hHr@H + B Hy@hH =1

(5.8)

(5.9)

(5.10)

(5.11)

(5.12)

(5.13)

(5.14)

(5.15)

A composite minimization task can be defined from the above two tasks.
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We can, without loss of generality, assign the closed-loop poles to the origin
with the consequence that the optimal numerator is an infinite impulse response
This in turn can be interpreted as a series expansion of the closed-loop operato
about the origin.

Alternatively, we can also assign the closed-loop poles to be the stable zeros
of the polynomial¢(q—1) so that the denominator of the closed loop remains as
unity.

Equation (5.15) can be written into a matrix equation as

Mé =Y, (5.16)
where
9=(rl""’rnraa),...,s-lr)/eRznr"rl’
Y= (_al’ ERR) _anp, o,..., 0)/ c Rnr-l-np’

and the matriXM is given as

1 0O O ... 0 by b 0 ... O
aa 1 0 ... 0 by by by
M=1|ga . . . ' b . . .0

aa 1 0 : . b b by
a8, ... & a 1 bnp ... bz by by

e RMr+np)x(2nr+1) (5.17)

Note that forn, = np — 1 the polynomials(q~1) and ¥(q~1) are unique,
Goodwin and Sin (1984). i, > np — 1, however, the polynomiaf&(q—1) and
¥(q~1) are no longer unique. In this case write (5.15) in partitioned form as

[M M] [Z] —v, (5.18)

where M is an invgrtible square matrix of dimensiom 4+ np), M €
RN +1=Np) G e R e andp e R™T17"e. Note that this is always
possible under the controllability assumption on (5.1). We can then svete

6 =MLY = M9). (5.19)

The objective is now to find that will minimize in some weighted fashion the
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values of (5.11) and (5.12). Let us rewrite (5.13) and (5.14) as matrix equations

IYlloo =

Iulloe =

Wy

W

1
M~L(Y — Mo)
6

MY — Mo),
0

1

= Y |fi@®]|=Fu®)

1 i=m+1

m
=Y |fi@®] =: Fy(®). (5.20)
i=1
2m

(5.21)

wherem = n¢ + 1+ n, and fi(9) is affine ing € R™+1=" and W, e
R(Met1400)x2Mp+D) gnd\w, € RMetN)x@p+1) gre as follows;

W

Co

Cn,

0

0
Co
Ch, -.-- Co
Cn,
0 cg O
0 cn,
0

0

0

Co

Cn

C

’

(5.22)

(5.23)

Expressions (5.20) and (5.21) represent the maximum output signal and max:
imum control signal in terms of the free regulator parameters. Here there is no
constraint on the values éf As long as (5.19) is maintained, the resulting con-
troller stabilizes system (5.1). With these expressions, we can now seek ways tc
selecty such thaf]|y| o, is minimized in some compromised manner. To do this,
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first observe that (5.20) and (5.21) can be written in the general affine form for
fi (@) as

n
fi(Q):Zaiij—i-ﬂi; i=1...,2m; m > n. (5.24)
=1

Now, it makes sense to use the principledioéar programming(LP) to show
that the limits of performance curve is defined by finitely many linear equations
and that its gradient is monotonically nondecreasing.

Limits-of-Performance Curve

In the context of thel, index used here, the limits-of-performance curve is a

graphical plot off|y||,, verses|ull. In this subsection, we show that this curve

is described by a finite number of linear equations with gradients monotonically

nondecreasing, and we propose a systematic method to construct this curve.
Let us now define pointB e R? with coordinateg py, py), wherepy = Fy(8)

andpy = Fy(8). Let the collection of all feasible coordinate pairsfobe repre-

sented by the regiom as shown in Figure 5.3.

\

FIGURE 5.3. The regiogt and the required contour line shown in solid line

Lemma 5.4. Refering to Figure 5.3, consider the regiGnand in particular the
curve that defines that part of the boundary joining the p&iht where the value

of py is minimum, to the poinP*, where the value fopy is minimum. (This is

the solid line shown in Figure 5.3). Then this section of the boundary is described
by a finite number of linear equations. The vertices of this curve occur at those
points whem of the2m equations in5.24) have intersecting solutions.
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Proof. The contour concerned can be determined by minimizing a cost function
of the form

min(Fy@ +AFu@).  O0<hi<oor  Ack. (5.25)

For a givena, the solution to this minimization problem will produce a set of
points(F,(8), Fy(#)) on the required curve, and thus solving (5.25) for Q. <

oo will achieve all points on this curve. To solve (5.25) for a fixedwe can
reformulate the task as?® sets of LP problems. The required solution is the
minimum value of all the solutions to thé™ sets of LP problems. First let us
define a matrix< of dimension 2™ x 22" with all rows distinct and the value of
each of its elements either zero or one. In simpler terms, the rows of the rdatrix
generate all possiblen2bit binary numbers

0 0O 0 0O
0 0O 0 0 1
0 0O 010
K=]0 0 O 0 11 (5.26)
1 11... 110
111 ... 111
Note that the minimization of (5.25) can be written as
m 2m
i i Kei . Kei 1. i
rryn{rryn(Z(—l) i f (Q)+,\' D =Dkt (Q)) subject to
- =l i=m+1
(=DXd £ 0) > 0; i=1,...,2m; e=1,...,22m}. (5.27)

Applying Fact 5.3, the region defined in (5.27) for each of the LP problems
forms a convex region. Applying Facts 5.1 and 5.2, the minimum value of (5.27)
is at one of the extreme points, which occurs wheof the constraints in (5.27)
hold with equality. Note that the inequalities do not change the locations of the
possible extreme points. Hence all the LP problems fok0r < oo share
some of these extreme points, and in total there are not moreXf@n =
(n(n—1)...(n—2m))/((2m)(2m — 1) ... 1) number of extreme points.

Since the solution of (5.25), for & A < oo, is the minimum value of all the
LP problems defined implicitly in (5.27), the solution of (5.25) has to occur at
one of the?™C,, intersection points. Hence we can conclude that the limits of the
performance curve is formed by a finite number of straight lines, and the vertices
occur at those points whannumbers of the equations in (5.25) intersect. [

Note that it is not required to solve all th™LP problems as mentioned above
to obtain the solution of (5.25). The solution of (5.25) can be solved by evaluating
the cost at all thé™C,, possible extreme points.
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Lemma 5.5. The gradients of the curve of the part of the boundary regiomas
described in Lemma 5.4, are monotonically nondecreasing.

Proof. As mentioned in the previous lemma, this curve is determined by solving
the minimization problem given in (5.25) farbetween zero and infinity. To prove
that the gradients of the curve are monotonically nondecreasing, we redefine the
minimization problem (5.25) for a particularas described below. But first, let us
introduce a new variablg, , ;. The minimization of (5.25) is equivalent to

min 6., ., (5.28)
Zn+1

8.0n41

subject to

Onir = (DK FL@) + -+ (DKM @) + -+ + (=D fam(®),
£=1...2°" (5.29)

Note that each of the inequalities defined in (5.29) is a semiplane that bounds
a convex region. From Fact 5.3 the region defined by the inequalities forms a
convex set and its edges are formed by the solution of linear equations. Again
using Facts 5.1 and 5.2 we see that the solution space of (5.28) is a convex regior
Consequently, the solutions of (5.25) for a givele in a convex region.

In Lemma 5.4, we have shown that the limits-of-performance curve is formed
by the solution of a finite number of linear equations. Therefore, minimization
of (5.25) has either a single solution or an infinite humber of solutions. Here we
have shown that in the case where there are an infinite number of solutions, the
solutions lie in a convex region. We conclude that the gradients of the limits-of-
performance curve are strictly monotonically nondecreasing. O

From the above two lemmas, we conclude that the limits-of-performance curve
are formed by the solution of a set of linear equations with gradients monotoni-
cally nondecreasing. Let us now present a systematic method for constructing this
curve. The steps are given as follows:

Algorithm.

Step 0. Find all the intersection pomts of ther 2quations(—1)X¢ f; (9) > 0;
i = 1,...,2m; ¢ = ,22M and calculate the coordinates
(Yoo » ||u||oo) at all the pomts. This involves solvin§"C,, sets ofn
simultaneous equations and substituting the solution back to (5.20) and
(5.21) to determine the coordinates @fy|, , llUlls). Determine the
point P* where|ly|l,, is minimum. Label these two pairs of points as
Py and Py respectively. Let = 0 andj = 1. Go to Step 1.

Step 1. Ifj <i, go to Step 4, otherwise determine the line that joinso P ;1.
Find from among the rest of the intersection points the one that has the
smallest displacement from this line. Label this poinPag,. If the min-
imum displacement is smaller than zero, go to Step 2, otherwise go to
Step 3.
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Step 2. Fok = j toi + 1 in decrements of 1, s&1 = P« andP, ;1 = Pmin.
Setj = j + 1. Goto Step 1.

Step 3.i =i + 1. Go to Step 1.

Step 4. The contour of the limits-of-performance linking the minimum achiev-
able |lull,, to the minimum achievabldy| ., is now defined by the
straight lines joining point$o to Py, P1 to P2, ..., Pj_1 to P;.

Remark. Due to the nature of the problem, one is required to séR@, sets

of n simultaneous equations. Therefore this method may not be computationally
feasible for plants of very high ordeta, > 20) or plants that use a relatively
high order regulator. Table 5.1 shows the regulator order for a plant of varying
order. HereF is the number of flops required to solve a senafimultaneous
equations, and@ _F is the total number of MFLOPS required to soRRC,, sets

of n simultaneous equations.

We have not explored the possibility of using efficient combinatorial algorithms
such as the so-callditanch and bound methdd solve this problem. Such tech-
nigues could prove useful, especially for large-scale problems, and the intereste
reader could consult Nemhauser and Wolsey (1988).

Np|ni|mjn ane, F/Flops| T_F/MFLOPS
211 12] 10| 196x10° | 2500 49 x 10°
4112 |13| 9| 312x10°| 1840 5.8 x 10°
5|13(14| 9| 69 x10° | 1840 13 x 10°
8|15|16| 8| 105 x10° | 1350 14 x 10°

10|16 |17| 7| 53 x10° 950 5.2 x 10°

15[20| 21| 6| 525x10° 620 32x10°
20| 25| 26| 6203 x10° 620 13 x 10°

TABLE 5.1. System and regulator order and estimated computation effort

Example. In this section, we will present the limits-of-performance curve for

a second-order single-input, single-output, linear, time-invariant system. It has a
pure unit delay, a nonminimum phase zera at 2.0 and two poles at = 1.2,

andz = 0.7. The system is given as

(1 — 1.2q—1) (1 — o.5q—1> ye=qL (1 - 2q—1) Uk + wy. (5.30)

Let us consider regulators with a fifth- and eighth-order structure, respectively.
The limits-of-performance curve for the eighth-order structure is shown in Fig-
ure 5.4. For the fifth-order regulator, the lines that make up the limits of perfor-
mance curve are in effect the lowest three segments having gradienfis3$7,
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—1.189 and—0.476 respectively. I happens to belong to this set, then the solu-
tions that satisfy the optimization problem will be infinite in number. If, however,

A happens to be between these values, then the solution for the optimal contro
will remain unchanged.

From this example, it is clear that the weighted-sum method is not a suitable
method for solving the optimization problem. For most of the weights chosen, the
solutions remain the same. In the unlikely event where some particular weights are
chosen, there are an infinite number of solutions. Given the limits-of-performance
curve, one can now decide the compromise one has to make and select the appr
priate operating point. For example, assuming the bound of the noise is hormal-
ized to unity and if the control effort is constrained t& Binits, the worst output
signal will then be 6L units (shown as point A in Figure 5.4). In the case when the
constraint on the output signal can be relaxed a little, we can choose to operate a
a point such that the maximum output signal is less th&8 6nits with maximum
control effort less than.8 units (shown as point B in Figure 5.4). In the case of
unconstrained control effort, the best we can achieve for the output signal will be
5.7 units and the worst control effort is#units.

8.0

ol

of N
/lloo \'{/B

6.5
\\< A

6.0
\
55

15 20 25 3.0 35 4.0 45

FIGURE 5.4. Limits-of-performance curve

Main Points of Section

In this section, the limitations of using the weighted-sum method or the weighted-
maximum method for solving; optimization problems are illustrated. A limits-

of-performance method to overcome this problem is described and the procedure
to obtain this curve is illustrated. The advantage of this approach is that now
we can do away with the trial and error method of selecting an appropriate cost
function. Also the performance of the regulator structure can be observed and
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altered if necessary. Another advantage of this method is that with the knowledge
of the maximum bound of the input disturbance, one can select the operating point
S0 as to minimize one or more of the signals while keeping the other within its
constraints.

4.6 Notes and References

This chapter aims to collect together in one place some contemporary controller
design techniques. The stress is not on proving theorems, but rather on presentin
the practical techniques to allow practicing engineers to quickly implement such
controllers for their plants.

We begin with a discussion on performance specifications. These specifications
can be found in almost every controller design based paper. However a good star
would be books such as Boyd and Barratt (1991) and Vidyasagar (1985).

Linear quadratic control has been well explored. Good references are Ander-
son and Moore (1989) and Kwakernaak and Sivan (1972). The need for LQG/LTR
was first raised in Doyle (1974) indicating a poor stability margin as a result of
using state estimate feedback rather than state feedback. Subsequently stabilii
margin recovery (LTR) methods were developed by researchers such as Doyle
and Stein (1979), Zhang and Freudenberg (1987), Moore and Xia (1987), Moore,
Gangsaas and Blight (1982), Lehtomaki, Sandell and Athans (1981), Stein and
Athans (1987). The material of Section 4.3 is obtained from Moore and Tay
(1989c), which is in many ways an advance on the previous works. It introduces
the concept of sensitivity recovery, and this is done via a properly sel€xted

For ¢1 optimal design, the problem was first formulated by Vidyasagar (1986).
Subsequently the work to solve the optimization problem for various situations
were undertaken by Dahleh and Pearson (1987), Dahleh and Pearson (1988
Vidyasagar (1991) and their coworkers. The key approach in all these works is
to formulate the desired closed-loop transfer function in term&aind then
subsequently to convert the optimization into a linear programming problem by
means of a dual formulation. The technique described in this chapter is basec
on the work by Teo and Tay (1995) and takes a polynomial setting. It takes the
£ solution a step further towards a practical design by proposing a technique to
construct the entire limits-of-performance curve for all possible control energy
penalties in a weighted sum performance index.



CHAPTERD

Iterated and Nested(Q, S
Design

5.1 Introduction

In Chapter 4, we have presented controller design strategies to achieve variou
control performance objectives. For some of these method® tharameteriza-

tion of Chapter 2 proved helpful. The assumption behind all the strategies is that
the plant model is known. The controller is designed to reject in some optimal
fashion certain classes of disturbances applied to this nominal model. There is
no explicit provision to cope with plant perturbations or plant uncertainties in the
designs. Of course it turns out that some of the designs are also robust to cer
tain classes of plant perturbation or uncertainty. There can be a trade off betweer
performance and robustness, but robustness to prescribed plant variations or ur
certainties is not included explicitly in the optimization criteria, so that this trade
off may not be straight forward.

In this chapter, we take a different approach to controller design from that of us-
ing the standard optimization techniques presented in Chapter 4. We will examine
a controller design strategy that will take account of unmodeled dynamics in the
nominal model of the plant. Here we view the controlle¢Q) as a nested two
controller structure, consisting of the nominal controllkerand an augmented
controller Q, in the notation of Chapter 2, witlk = K(Q)|g=o = K(0). In
the same vein, we also view a pla@i(S) as consisting of two parts; a nom-
inal part G and an augmentation we calin the notation of Chapter 3, with
G =G(9|s—g = G(0). The augmentatiors is deemed to contain dynam-
ics that are not modeled in the nominal p&tof the actual plant. In fact,
we have shown in Chapter 3 that the nominal model can be viewed as a sim-
plified model of the actual plant obtained from, say, an initial identification
procedure. The augmentatidd then turns out to be a frequency-shaped de-
viation of the nominal model from the actual plant, with the frequency shap-
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ing emphasizing the cross-over frequencies of the nominal system and of the
actual system.

The strategy adopted here is to first design the nominal contidlier opti-
mally control the nominal plar®. The initially unmodeled dynamics represented
by Sis then identified leading to an estimate ®f This process can be carried
out either on-line or off-line from measurements, as discussed in Chapter 3 and
elaborated subsequently. Once @i identified, the next stage is to design an
augmented controlle® to optimally controlS according to some performance
measure, related to, but not necessarily identical to that of the initial controller
design. This approach exploits the robust stabilization results in Chapter 3 where
it is shown that wherK stabilizesG, thenK (Q) stabilizesG(S) if and only if Q
stabilizesS.

In this chapter, we also take the work of Chapter 3 a step further by show-
ing that from a performance point of view, the approach to design the nom-
inal controller K for the nominal plantG, and the augmented controll&)
for the derived plantS can be complementary. In fact there need be little
danger of the augmented controll€r interacting with the nominal controller
K in an adverse manner so that the original control object is compromised.
In particular, we demonstrate how to achieve the complementary behavior for
the familiar design methods of pole-placement, linear quadratic control and
H. control. We show that for these three techniques, designingQh®
control S, using the same criterion as that used in the design of the nomi-
nal controllerK for G, ultimately assists in the achievement of the original
design goal.

We then move on to extend the results of Chapter 3 in another direction. We
show that in general, there need not be a limit to a nested two-controller struc-
ture. In fact, any plant can be represented inrarecursive fractional form via a
continued fraction expansion. The results in Chapter 3 correspond to the spe-
cial case wheren = 2. Similarly, instead of the two-controller nested struc-
ture consisting oK and Q, we can generalize the two-controller structure to
an m-controller nested structure for a plant represented imaecursive frac-
tional form. The stability results for the two-controller structure are then gen-
eralized to this multiple controller structure. With this generalization, we pro-
pose a multistage or an iterative controller design approach as a natural ex:
tension to the two-stage controller design approach. In some cases, a high or
der original plant may be decomposed to form a sequence of relatively sim-
ple plant models which allow successive approximation of the plant. The task
of designing a complex controller for the high order plant can then be broken
down into a sequence of lower order controller designs for a sequence of lower
order models.

The iterated or multistage design methods of this chapter are focussed on &
sequence of off-line controller improvements based on on-line identification, but
the results lead naturally to on-line adaptive control as developed in the following
two chapters.
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5.2 lterated Q, S) Design

The results of Chapters 2 and 3 allow us to proceed with a controller design as &
two-stage process.

The first stage is the design of a stabilizing nominal contrddldor a nominal
plantG, but also stabilizing the actual pla@tS). In this section, we will think of
this stage as an off-line design where we will do our best to obtain a controller for
the plant based on theepriori knowledge of the actual plant, represented by the
nominal model of the plant. Thus if there are no unmodeled dynamics, then this
off-line designed controller should be the optimal controller for the actual plant,
but if there are plant uncertainties the controller should be robust to these; maybe
not achieving good performance, but at least ensuring stability.

We will view the second stage as an enhancement stage. Here we will utilize
on-line measurements to identify the unmodeled dynamics in the original plant,
represented b. The matrix transfer functio is a frequency-shaped deviation
of the nominal plant model from the actual plant. The augmented cont@lisr
then designed based on the identiffedhe design method fd is appropriately
selected to ensure that there is no conflict of the original controller design goal.
This can be interpreted as stating that after the implementati@h tifie imple-
mented controlleK (Q) actually solves the design problem for the pI&ttS).
Figure 2.1 illustrates the iterativ@-design process.

It is clear that the overalQ-enhancement procedure can be iterated. Indeed the
identification of S may have been incomplete, or due to the new updated design
deficiencies in the model may have been accentuated. Both may necessitate
repeating of the procedure.

Identification of Unmodeled Dynamics

Let us consider the problem of identifying given that a particular controller
with a Q augmentation has been implemented, as given in Figure 2.1. The matrix
transfer functionJ and the operatof form the feedback controlleK (Q) for

the plantG(S). For the purpose of the iterative scheme, the pa(®) and the
matrix transfer function] are viewed as a single blodk, such as is depicted in
Figure 2.1. The signals s, w1, U, v, andy are assumed to be measurable. The re-
lationship between, s, andw1, w2 can be written from the key operator equation
(3.4.22) derived in Lemma 3.4.3 specialized to the representation of Figure 2.1
(see also (3.6.3)), and is given by

r = Ss+ M(Sws + N(Sws. (2.1)
This is a linear equation i and can be reformulated into a linear regression

equation for a standard identification algorithm.
Besides the relationship expressed in (2.1) we also have the control relation-
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FIGURE 2.1. An iterativeQ design
ship:
s=Qr. (2.2)

Recall also from (2.12) and (2.13) that, in the absenace,of
r =My — Nu, s=Vu-Uy. (2.3)

Notice that in the first stage of the redesign proc®ss- 0 applies, as the only
controller implemented iK = K(0). In this situation (2.1) suffices for identi-
fication purposes. Unfortunately, due to the obvious feedback interconnection of
(2.1), (2.2) itis unclear how to obtain an unbiased estimat&fat least without
adding excitation signals & Moreover, even without the feedback interconnec-
tion, due to the fact that in (2.1) the transfer functions betweer, w, andr

are not independently parameterized, it might be thought difficult to obtain an un-
biased estimate db. The problem is overcome without adding extra signals as
follows.

Intuitively, in view of the closed loop (2.1), (2.2) it is clear that we can express
bothr andsin an affine manner in terms of the closed-loop transfer function of the
feedback systemiQ, S), and the external signals; andw>. If Q is known, we
could then deduc8 from knowledge of Q, S). This is achieved in the following
development, see also Figure 2.2.

In order to fix ideas, we assume here that the sigmnals an unmeasurable
disturbance whilav; is measurable. Any other combination can be treated in a
similar fashion. Moreover, let us assume thatandw; are uncorrelated signals,
as defined in Section 3.2.
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A

FIGURE 2.2. Closed-loop identification

Let us clarify the assumptions da(S), K (Q) for the following. We assume
that (G = G(0), K = K(0)) form a stabilizing pair, and th&G(0), K(Q)) and
(G(9), K(Q)) are stabilizing. Thus we have assumed both tpas stable and
that Q stabilizesS.

With the above stability assumptions in mind, let us introduce coprime factor-

izations,

and

where

Also,

G=G0)=MIN=NMTI
- (2.4)
K=K®©O=V10=vul
K(Q) =UqVg" =V5'Uq. (2.5)
Ugo=U+MQ, Vo=V +NQ, 2.6)
GO=M+0) IIN+SV)=(N+US)(M+V91 (2.7)

and we introduce coprime factorizations f8(S) parameterized in terms &or

Sas

where

G(S) = Gq(S) = Ma(9 Ng(§) = No(HMq(S ™,

Mq(S = M +UqgS,
Mo(S =M + g,

NQ(é) =N +VQé,
No($) = N + Vg,

(2.8)

(2.9)
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(see also equation (3.4.3)). Also we have the double Bezout identity
Vo -Ugl||M U M Ugl|| Vo -U I 0
Q@ TxQ Ql = Q| YR TQ| = . (2.10)
-N M [[N Vg N Vo|[[-N M 0 |
Let us introduce the auxiliary variables g given from

m ) [Qg —gcj M | @11)

The importance of the signads g for identification purposes can be inferred by
expressingy, B in terms of the external signals driving the system in Figure 2.1.
With reference to Figure 2.1 it is clear that, sifg€S) = Gq(9),

o| [ 1 —KQ] [
y|] [-Go®® | wa |’
where simple manipulations show
-1
l —K(Q)
~Go(9 |
. _MQ(é) Uo \7Q 0
No(® Vo || 0 Mo

M [\7 g ]+ 0 —Mo(S§Ug + UgMqo(S
| No(® I 0 —Ng(®Ug + VoMo ()

(Mo 1~ - 0 0
= Q(v) [VQ UQ] + .
| No(9 0 |1
The last equality follows from the double Bezout equation (2.10) and the defini-

tion of MQ(é) and NQ(é). It follows then that using the definitions in (2.11), and
the Bezout identity, we get

T )G s L
([ oo 5[

_ é\7Q |\7|Q(é) w1
N \7Q 0 wa |’

from which we deduce that is independent ofv», and

B =S+ Mo(Sws. (2.12)
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This has the interpretation that we can obtain an unbiased estim&drom
measurements ¢f and« via, for example, output error identification schemes.
For a treatment of open-loop identification methods, we refer the reader to
Ljung (1987). An in depth treatise of the ideas presented above on closed-
loop identification can be found in Lee (1994), Schrama (1992b) and Hansen
(1989).

The above results are summarized as the following lemma.

Lemma 2.1 (Unbiased closed-loop identification)Refer to the Figure 2.1. As-
sume that the controlleK (Q) stabilizes both the planG(S) and the nomi-
nal plant G(0). Let K (0) = UVl = V71U, GO) = M~IN = NM1,
K(Q) = UqVq' = VQGC‘QI, as in(2.4). Define the measurable signais 8 via
(2.11) Then as depicted In Figure 2.2

=S+ M+ SUgwz, = Vour. (2.13)
Provided the external signals; and wy are uncorrelated, it follows tha$ can
be identified in an unbiased manner via correlation analysig ahda.

Now SandSare related by (2.8), in that
(N+VHM+US™ =M+ SUg) XN + SVq),
whereUg = U + QM, Vg =V + QN. Hence we can deduce that
S=(1+SQ718=51+Q971, (2.14)
or

S=S1-Q9 = -sQ!s (2.15)

These expressions allow us to inféfrom Sand vice versa. Reinterpreting the
result of Lemma 2.1 in the light of the expressions (2.14) and (2.15) we come to
the rather obvious statement that we are able to identify the closed-loop systen
(Q, S from the data in an unbiased manner. This is depicted in Figure 2.2.

Iterated Control-identification Principle

Since we start with the assumption thatQ) stabilizesG(S), once we obtain
an estimate foS, we are guaranteed that the present contrdflé®) will also
stabilize Go(S) sinceGq(S) = G(S) under (2.14), (2.15)). We are now in a
position to update the controll€) so as to obtain an improved closed loop. Indeed
having identifiedS we can find an associated estimagda equation (2.14). For
this estimatedS we can now design a ne® and the whole procedure can be
repeated if desired.
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One step iteration

Multistage iterated design

FIGURE 2.3. Iterated? design

We stress that it is important to base the identification on&hepresentation
rather that theS representation. This is because unbiaSasstimates can be ob-
tained from standard identification algorithms. This is not the casg éstimates,
at least without the addition of excitation signals in teS loop.

Because we now want to redesignso as to stabilize the newly four&while
achieving some design goal, and because of the relationship beSy&and
Q, we have that the stablllzmg paﬂQl, S), where Q; denotes the nev®, is
identical to the stabilizing paWS Q) whereQ Q1 — Q. We may therefore
proceed with designing a stabilizing controller andaugmenthe existingQ
by this new controller to find the actual controller to be implemented.

The process is summarized in Figure 2.3 and detailed in the next algorithm.
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Algorithm.
Step 0. e Initialize Go=NM"1=M"IN,
Ko=UV™1=v~10,
Q=Q=0 S$=%=0
¢=0.
Stepl. e Ve =V + QN, U =U + QM,
M, = M + S Uy, Ny =N+ §V,,
Ky = \7[104, G = M[lﬂz,
a[:\7[v—U~[y=\7[w1, ﬂg:—Nv+h7|y.

o Identify Sfrom 8, = Say + (M + SUp)wo using an output error
identification method.

e Update control by designings, Q).
Step2. e Output §1=S
Qer1= Q¢+ Q.

Step 3. e Eitherlet/ + 1 be¢, go to Step 1.
o Or stop if control objective is achieved.

The key idea in an iterated control design is thus to first stabilize the plant
with some nominal robust controller, presumably not achieving high performance.
Consequently, with the stabilizing controller in the loop we reidentify the system,
or better theS-factor representation. Then we redesign the controller, or better the
Q parameter, to obtain improved performance. This may be iterated. The reasor
why iterations are necessary stems from the fact that no one iterate is capable ¢
representing the plant accurately. The success of this method hinges on our ability
to use low order approximations f&as is exemplified in Chapter 3. Even then,
for practical implementation, controller order reduction may be required, as each
iteration augments the controller order.

We now discuss how the control design for some specific control objectives can
proceed in this iterated framework.

Iterated Pole-placement Strategy

We now present a result to show the rationale behind desigRinging a pole-
placement algorithm. Let us examine the relationship among the closed-loop sys-
tems formed by the paifG(S), K(Q)) representing the actual closed loop, the
pair (G, K) representing the nominal or design control loop and the (§irS).

We show that the eigenvalues of the closed-loop system formé@ ), K(Q))
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consists of the set of eigenvalues of the actual closed-loop system represented b
(G, K) together with the set of eigenvalues of the closed-loop sys@ns). We
summarize the result in the following theorem.

Theorem 2.2. Let (G, K) be a stabilizing nominal plant-controller pair in that
(2.3.5) (2.3.6)holds. LetG(S) be the class of plants parameterized $ws in
(2.7)with G = G(0), and letK (Q) be the class of controllers parameterized by
Qasin(2.4)with K = K(0). Under these conditions, the set of closed-loop poles
of the pair(G(S), K(Q)) is generically the union of the set of poles of the pairs
(G, K)and(Q, S).

Proof. First recall equation (3.4.18) from Chapter 3,
-1
l —K(Q)
-G(9 I

-1 -1 - -
I R N M U Il —-Q Vv
|-G N V|]|-s I N M|’
from which the result follows, since it turns out that the coefficient matrices in
the second term introduce no additional dynamics to the dynamics of the first
term. Notice that any pole/zero cancellations necessarily involve stable pole/zerc

cancellation by construction, ad, U, N, V, M, U, N, V all represent stable
rational transfer functions, as well 69, S). O

This theorem indicates that if the nominal controkefor the nominal planG
is designed based on a pole-placement technique, then the additional poles arisin
in the case of unmodeled dynamics can be assigned to appropriate locations usin
the ‘controller’ Q. There is no conflict with design objectives in each stage of the
design.

Other important interpretations are obtained by considering the closed-loop ar-
rangementG(S), K (0)) as the plant to be controlled 9. The closed-loop be-
havior, according to Theorem 2.2, is characterized by the actual desired desigr
behavior(G, K) together with that of S, 0). In other words,S models the dif-
ference between the desired and the actual closed loop. Therefore, Theorem 2.
implies that in order to achieve a desired control objective such as a certain con-
trol bandwidth, one should design the nominal contraleso as to achieve this
design goal on the nominal plant mod&knd iterate the same design goal for the
control loop(Q, S).

The limitation with the above methodology is that in the presence of significant
model errors, our control objective must be a cautious one. Otherwise, achiev-
ing high performance on a nominal design could lead to an unstable closed-loor
response fofG(S), K(0)), or equivalently, an unstablg Indeed, the above the-
ory allows for this since an unstabf&can be stabilized by an appropriafe
Nominally however, it makes sense to proceed with a cautious design objective,
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and iterate to an improved model for the plant keeping the same control objec-
tive. When the nominal model response and the actual closed-loop response ar
in close agreement, we can then envisage changing the control objective, that is
changing the desired closed-loop poles. The whole process can then be starte
over, until such time that we are satisfied with the closed-loop response.

From the previous discussion on iterated design and Theorem 2.2, it follows
that at any stage of an iterated pole placement design, the closed-loop poles o
the system are the poles @&, K) and($,, Qn) = (S, Ql + Qz + o+ Qn)
Therefore, at no stage in the iterative design process is there a conflict in the
design process, even when we work w&hQ variables.

Example. Let G be a second order plant with poles &248 4+ j1.628 2 andK
be a pole placement controller that assigns the closed-loop poles to the location:
(0.8,0.8,0.7,0.7). The parameters of the various transfer functions are given in
Table 2.1. Let us work with a first ord&and letQ be the controller that assigns
the closed-loop poles @@, S) to (0.75, 0.75).

We now construcG(S) andK (Q). Notice that the closed-loop transfer func-
tion G(S)(1 — K(Q)G(S))~ 1 as given in Table 2.1 has identical poles to those
G(1—KG)landS(1— Q91 as predicted by Theorem 2.2.

Iterated Linear Quadratic Design Strategy

We first present a result which explains the rationale behind the design of con-
troller K(Q) using the linear quadratic technique. We refer to Figure 2.1. All
external disturbances are assumed to be zerowi.e= wz = 0. (In this case,

u = v in Figure 2.1).

Theorem 2.3. With (G, K) a stabilizing plant-controller pair, consider a plant
G(S) with a controller K(Q) applied for someQ, as in Figure 2.1, see also
factorizations(2.4), (2.7). Consider also a linear quadratic index, penalizing the
controller internal signals and s (being the inputs and outputs €, respec-
tively), as

k

T . /
Jo= kIl_)m00 2(”' + 5 Rs). (2.16)

whereR is a symmetric positive definite weighting matrix. Then this index can be
expressed in terms of a frequency-shaped penalty on the plant outputs and inputs
y,uas

k ~ ~ ~ ~ ~ ~ ~
_ (M*M +U*RU)  —(M*N +U*RV) | |V
o=l /Ul St ot
LQ kLmoo;[M u']|:—(N*M+V*RU) (NN + *RV):||:uii|’
(2.17)

where* denotes conjugate transpose.
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Transfer functions

Poles

G — _1389 571 2879%2
~ 1-4.696 % 118166 22

2.3484+ j1.6282

K — —7.100 & 1419090 %2
T 1+1696 % 1-6.692 &2

—3.5711,18742

G(1-KG)1

s emasass st | 05,05,07,07
S= %o 0.9
Q= Qo2& 0.6
S1-Q9t= L 0.75.0.75

23895 1-2.4332-410143

3.2946+ j0.9884,

+4.729224—1.4154°+0.176 4

GO = 1-5596 ¥ 145292 &2+11.741 33 —0.9924
K(Q) = =1123% 1+23457 2116383 2 —3.5788, 18733,
T 1-1.096 ¥ 1-7.742 224+ 4.804z-3 0.6087
GS (21 359|5<z*(1Q )oCIzgss J)z)jzl 2508783
240871421826 % 5. 1673563 0.8, 08,075,
T 1-45z1484325% 2842253 0.75,07,07

TABLE 2.1. Transfer functions

Proof. We have that withw1 = wo = 0:

L 3T

(2.18)

Substituting this expression into (2.16), the result follows.

Example. We use the nominal plar® given in Table 2.1. An LQG controller

penalizing the index

k
— i 2 2 -
J = lemoo > (¥ 4 aud). A =0.1,

i=1

is used to design the nominal controllér Similarly, the transfer functiors of

Table 2.1 is used to desigp using the index

K
= li 2 2 =0.1.
Jo kLmOOiZ;(rI +15P), A=0
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Figure 2.4 and Figure 2.5 show the magnitude/phase platslofM + U*12U)
and(N*N + V*12V) which are, respectively, the frequency shaped penalties for
y andu as a result of using the indels. The frequency shapings exhibit a higher
penalty at the low frequency range fgrand conversely fou. Figure 2.6 shows
the frequency responses for the closed-loop transfer functions.

Theorem 2.3 tells us that performing an LQ design based on the penalndf
s is equivalent to performing an LQ design based on a frequency shaped penalty
of yandu as in (2.17). We recall thail, N, U, V reflect the closed-loop poles of
the pair(G, K). Thus in this case, we can interpret the frequency shaping given
in (2.17) as an emphasis gnu in the pass band of the nominal design, hence in
the frequency bands of interest. It is therefore a meaningful index to minimize.

IteratedH,, Design Strategy

In order to fix ideas, we discuss here an iteratilig design in the case where the
performance variable is simply= [y ]. The generalized plant description then
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takes the form, referring to Figure 2.1, with= G(S),

T o e e

y [G |] G u u

The standardHs, problem for (2.19) is one of designing a controlléras to
minimize theHy, norm of the transfer function matrix from the disturbances
[ 3 ] to the performance variabte= [y ].

Here we would like to approach thé,, optimization problem in an iterated
fashion. Let us first solve thid, problem for the nominal plant, and next perform
the Hy, optimization problem for the unmodeled dynamics. The first subproblem
is solved in terms oK andG, and the second is solved in terms®&nd Q.

It remains to be seen how this suboptinkl, control design method for the
actual plantG(S) is related to the completd,, control design problem. Working
with our standard notation, 16 = G(S), K = K(Q). Assume thaK solves
the Hoo problem for the nominal plant mod&, in that K minimizes theHq,

norm of the transfer function matris(P, K) from the disturbances = [} ]

to the performance variabke= [L)}] in the nominal system model. This transfer

function is given by:

s 9[- "o ]

|

(2.20)

HereP is given by

The difference between the actual transfer function linking disturbances and per-
formance variable and its nominal version is given by

_q-1 1
. I K I —K
%(P,K)—@(P,K):[_G | } —[_G | } .

Using the expression derived in Chapter 3, see (3.4.18) Theorem 3.4.2, this may
be re-expressed as

-1 ~ ~
F(P,K) — F(P, K :[M U]H' _Q} —|HY U}
N Vv|]|l=-s 1 N M
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Clearly, this can be reinterpreted as a frequency weighted left fractional represen-

tation for the system:
00 I
S=|(|S O S (2.21)

as indeed

(2.22)

The above expressions lead to the following theorem.

Theorem 2.4. Consider the block diagram of Figure 2.1. Let the model be as
defined in(2.19) and let the controller beK = K(Q) of (2.5). Under these
conditions we have

F(P K o — MU F (S Y
F(P, K) JP(P,K)_|:N V:|JP(S,Q)|:N M]

It follows that theH,, design ofK for the plantP can be approximated by
solving twoH, design problems. The fir$i,, design is to find an optimal con-
troller K for the nominal plantP, the nextH,, design is a frequency weighted
Hoo design of theQ-factor on the plans. Clearly, this leads to a suboptimiak,

design for the plant, as indeed:
M U - vV U
F (S, - -

Even so, the additional cost may well be acceptable since the iterated design pro
cess may at every stage be much less complex than solving the overall problem &
once. The following example illustrates the principle.

min | % (P, K)
K

oo

<min||% (P, K min
< min|1F (P, K)lloo +mi

o0

Example. Consider a true plar® as

0.9976 Q0464 —0.0002 Q006 6 Q0007 —0.0002 | —0.0012
—0.0938 08575 —0.0162 02174 00376 —0.0106 | —0.0441
—0.0036 —0.0036 08138 —-0.3731 00639 —0.0086 0.0083
—-0.0088 —-0.0088 —-0.1600 03598 01964 —0.0395 0.0202 (223)
—-0.1242 -0.1242 01024 —1.4255 Q7347 00988 0.2937
—-0.0351 -0.0351 -0.0774 Q7071 -0.8844 03290 0.0883

o

L —15000 —5.0000 -—3.0000 25000 —2.0000 0 0
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and a nominal generalized plaRt= [Pll Plz] with P22 = G as

P21 P22
08584 —00928 0 0 00464 0
00464 09976 O 0 00012 0
0 0 08584 00928 | 0 0,046 4
P:| o 0 00464 09976 | 0 00012 |- (2.24)
-1 3 —12 ~20 0 1
1 -1 -5 —2

The resulting modeling errd — G is depicted in Figure 2.7. An optimad,,
controller is found to be

09524 -0.0538 -0.0105 00141 | —-0.0232
0.006 1 06539 -0.1889 —0.0587 | —0.1476

K : 0 0.1900 10561 00978 0.1101 . (225)
0 0 01549 Q7222 0.0495
0 0 0 Q2035 | —0.0150

It turns out thatK stabilizes bothG and G. The magnitude plots of (P, K),
(P, K) are depicted in Figure 2.8. The,.-norm of the closed-loop transfer
function Z(P, K) is well above that foF(P, K), although in most of the fre-
quency spectrunjF(P, K)|| is virtually identical to|| (P, K)||, see Figure 2.8.
The difference at low frequencies is due to unmodeled dynamics.
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To design the additional controll€), we choose/, U, N andM based orG
and K. Thereby the frequency-shaped modeling e@aran be generated. But,
we only use its second order balanced-truncation model to form the generalizec
error modelSvia (2.21). Then an optimafl,, controllerQ for Sis designed.

The controllerk (Q) = (U + MQ)(V + NQ)~! evidently stabilizes5. Not
unexpectedly| F (P, K (Q))|| is dramatically reduced at low frequencies relative
to | #(P, K)|, see Figure 2.9.

Main Points of Section

Off-line controller design using any of the available methods may not lead to
controllers that perform well on an actual plant. Reidentification can be used to
achieve improved controllers. The methods proposed here do not reidentify the
plant itself, but rather identify a version of the difference between the plant and
its model used for an initial design, denot8dA controller Q is now designed
for S, working with performance objectives which do not conflict with those of
the initial design, but rather support these objectives. The cont@Qllisrthen a
‘plug-in’ controller for augmentation of the initial feedback control closed-loop.
We observe that, in general, it is not possible to idenS8faccurately from
closed-loop data. Rather, we identiﬁlz (I — SQ™1S, which is in one-to-
one correspondence with given Q. In the case of pole placement design, we
could proceed with an iterated control-identification design uSing. However,
for Hy and LQ control design, it is important to recov@rand then desigi
accordingly.

5.3 NestedQ, S) Design

In this section, we redevelop the ideas of the previous section. The central idez
is to realize that given a plant-controller p&(S), K (Q)), the design of a con-
troller may be viewed as a design involving the pa@, S). Clearly it is then
possible to view this as a problem of the fof@(Q1), S(S1)), etc. This heuristic
is made more precise in the sequel. The presentation here builds on the result
established in Section 5.2.

First we justify the nestedQ, S) identification-control cycle in a heuristic
manner. Then we develop a number of representation results to establish that th
nested Q, S) procedure is capable of achieving arbitrary control objectives.

Heuristics

To fix the ideas, letG represent the plant and dendBe = Gg as an initial
model. LetK denote an initial stabilizing controller, stabilizing both the nominal
plant modelGq as well as the planB. Consider factorization&g = NOM(;l =
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w1y wy
+
Go(S0)
y
I UVt Vot K
ol 07 vgt —vging] [ ¢

FIGURE 3.1. Step 1 in nested design
Mg No andKo = UoV, * = V5 *Uo satisfying the double Bezout equation
Mo Uo|| Vo —Uo| | Vo —Uo|[Mo Uo
No Vo||-No Mo | |—No Mo |[[No Vo
3.1)
[ro
=10 I

G = Go(S) = (Mg + SU0) " (No + SVo)
= (No + VoS)(Mo + UoSp) .

We have for somé&y:

In order to identifySy, we will now inject a signaty into the control loop (see
Figure 3.1), which we assume to be uncorrelated to the input reference signal
and output disturbance;. This yields, according to equation (2.1)

ro = S% + M(S)wz + N(So)ws. (3.2)

Assuming thaty is measurable and not correlateddpandws, itAfoIIows that we
can obtain an unbiased estimate 8r Denote this estimate & = Ni Ml‘l =
|\7I1*l|§|1. Our new model for the plant now becomes

G1 = (Mo + $U0)"1(No + S Vo)
= (M1 Mg + N1Ug) 1 (M1 Ng + Ny Vo)
= (NoM1 4 VoN1)(MoMy 4 UgNyp) 2.

As in the previous section, it makes sense to update theAcontr@Ite,r design-
ing a controllerQq for S such that the closed looQ1, S) achieves some
desired objective. In particular, we require th&®1, ) is also stable. Given
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Q1 = UVt =V !U; and the double Bezout equation
M1 U| | Vi1 -Ui|[M U
N1 Nl My -Np M1 ||N1 W

we have that for som&;

S = S(S) = (M1 + SUD) LNy + SV)

1 (3.3)
= (N1 +V1S)(M1 +U1§)
Our new controller becomes
K1(Q1) = (Uo + MoQ1)(Vo + NoQ1) ™+ 3.4)
= (UoV1 + MoU1)(VoV1 + NoUp) L.
Also the plant model is how
G = G1(S1) = [(NoM1 + VoNp) + (NoU1 + VoV1) S 3.5)

x [(MoMz 4 UgNy) 4 (UoV1 4+ MoU1)Si] 1.

If the actual closed loop does not respond as hoped for, we can repeat the abov
procedure starting from the system mo@gland controllerK .

In order to identifyS;, we inject a signas; in the control loop, see Figure 3.2.
Again, s1 is generated independently fram andw,. We now have

= Sis+ M(S)wz + N(Spws.

This allows us to find an estimate f&. Denote this estimate & = NoM, ! =
M, 1N, etc.

In this manner we proceed with the identification stefgofi = 1, 2, ... fol-
lowed by the control design step;. In the control, we are only concerned with
the control loop(§, Qi). The crucial assumption in order to keep nesting the de-
sign step is that at any one stéf,_1, Q;) is stable. This amounts to stating that
we always stabilize the original system. (See Figure 3.3). Clearly, the advantage o
this nesting approach over the iteration approach in the previous section is that a
any one step in the design, we have a much easier identification task. What is no
immediately clear in the present procedure is whether or not we have a potential tc
lose out by a poor design, say at iltie nested loop. Using the iterated scheme, we
can always recover from a potth iteration design. The following more formal
derivations serve to clarify the situation, and in particular demonstrate that in us-
ing nesting, no freedom of design is lost, as long as overall stability is maintained,
regardless of intermediate identification and/or control mishaps.
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FIGURE 3.2. Step 2 in nested design

Equivalent Representatitn

Consider a sequence of modés € Rpfori =0,...,m— 1. LetK; € Rp
represent a sequence of associated stabilizing controllers, sQGhaKi) are
stabilizing pairs. LetGi = NiM, ' andK; = U;V,"%, as usual, with all the
transfer functions\;, M, Ui, Vi € RHy foralli =0, ..., m— 1, satisfying the
double Bezout equation

[ [ E e e
_ [g ﬂ_

For eachG € Ry there exists a uniqué € R such that

Gi(9) = (W +Gia(90) (N +Giau9V)

(3.7)
= (Ni + ViGi;+1(9) (M + Ui Gi41(S) 2,
fori =0,..., m— 1 with extremes
Go(S) = G, Gm(S) = S. (3.8)

Conversely, eacls € Ry, defines via the backward iterations (3.7) a uniue
Rp.

Itis important to observe that the mod@s may be completely arbitrary. Also
neitherSnor G needs to be stable. This is captured in the following two results.

*This material is more technical than that of Chapters 2 and 3. It is not required for subsequent
developments. On first reading one need but seek to grasp the key insights without being convinced o
the detailed formulations.
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FIGURE 3.3. Stepn in nested design

Lemma 3.1. Suppose we are given a sequence of moGele Rp and strictly
proper stabilizing controller; e Ry for G, with (N;, Mj) and (Uj, V;) right
coprime factorizations oB; andKj, respectivelyi =0, 1, ..., m— 1. Then any
transfer matrixG € Rp can be expressed in the following recursive manner in
terms of a uniqu&m(S) = Se Rp:

G = Go(9), Gi(S) = (Ni +ViGi11(9)(Mi +UiGi11(9) ™, (3.9)

fori =0,1,...,m— 1. Moreover, eaclG; (S) belongs toRp. Conversely, any
givenGm = S € Rp can recursively yiellsm_1(S), ..., Go = G(S) in Rp via
(3.9).

Proof. See problems. O

Notice that for any given plant, there always exists a strictly proper stabilizing
controller, see Vidyasagar (1985). Hence without loss of generality we can assume
thatU; is strictly proper.

For a matrix transfer functio® = G(S) Rp in the recursive form of (3.9),

a parameterization of all rational proper controllers @®is summarized by the
following lemma.

Lemma 3.2. Given a matrix transfer functio = G(S) Rp with the recursive
representation(3.9), assume thal;, M;, U;, Vi € RHy satisfy the double Be-



150 Chapter 5. Iterated and Nest&é@, S) Design

zout identity of(3.6) with N;, U; being strictly proper. Then any rational proper
controller for G can be recursively parameterized by

K(Q) = Ko(Q), Ki(Q) = (Ui + MiKi11(Q) (Vi + NiKi4+1(Q) ™%,
(3.10)

fori =0,1,...,m—1, interms of a uniqu&m = Q € Rp.

The practical importance of these lemmas (Lemma 3.1 and Lemma 3.2) is
twofold. First, there is no loss of information or control design freedom in the iter-
ative procedure, since Lemma 3.1 holds for arbit@ryK;. This provides strong
justification for the nestedQ, S) design method. Second, we may expect that
the iterative design/identification method explained in the previous subsection,
see also Figure 3.2, leads to stepwise improved models and control performance
Each step provides diminishing returns, hence leading to a natural termination of
the iterative process, which in principle could indeed be contirageicifinitum

Stability Results

In this subsection, we extend the robust stabilization results for the nested two-
controller case in Chapter 3 to the nested multicontroller case as depicted in
Figure 3.3. We present conditions for the multicontroller closed-loop system of
Figure 3.4 to be stable. Figure 3.4 is a further generalization of Figure 3.3, al-
lowing us to discuss internal stability more precisely. First, let us consider what
well-posedness and internal stability means for the multicontroller case. The mul-
ticontroller scheme of Figure 3.4 igell-posedandinternally stableif and only
if each matrix transfer function fror; to e; exists and belongs t® H,, for
i,j=1,...,2m+ 3. We proceed to find the necessary and sufficient conditions
for this.

Let us begin with the known case when= 1. Consider first the arrangements
of Figures 3.5 and 3.6. We then have the following mild generalization (to cope
with the additional external signals) of the stability results of Section 2.2 and
Section 3.4, see also Francis (1987).

Lemma 3.3. Given a2 x 2-block matrix transfer functio® of the form(2.2.1)
assume thaP is stabilizable with respect to the controller arrangement of Fig-
ure 3.5. Then the matrix transfer function fram, uy, uz to eq, &, e3isin RHy

if and only ifK stabilizesPa5.

Proof. Directly from the definitions of stability. O

Theorem 3.4. Consider Figure 3.6 wittP being stabilizable with respect to the
controller arrangement of Figure 3.5. Then the system in Figure 3.6 is stable if
and only ifQ stabilizesS.
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Proof. Mild generalizations of results in Section 3.4. The key step is to show
that the subblock of Figure 3.6 with inpufsi: uz us (ea—us)]” and outputs
[e & e (es—us)]” has the form

P11(S) + PLa(OM(SUP1(S)  Pa(SM(SU  P1o(SM(SV | PL(HM(S)
VM(S)Pyy VM(S) N(SV N(S)
Pi(S = UM(S)Pyy uM(S) M(SV M(S)
M(S)Poq M N ’ S

where
P(S) = P11(S) P29
P21(S) P22
G(S) = N(SM(S L, NS =N+VS M(S) =M+US

] , P22(S) = G(9),

O

With these results as the background, let us now move to the multicontroller
case, with first the following lemma, which can be proved by an induction argu-
ment.

Lemma 3.5. The stability properties of the control scheme in Figure 3.4 th
replaced byP(S) are equivalent to those of the control scheme in Figure 3.7
fori = 1,..., m. In addition, if P is stabilizable with respect to the controller
arrangement of Figure 3.5, theR,i = 2, ..., mare also stabilizable.

Proof. See problems for an inductive proof. Start with proof results of Theo-
rem 3.4. O

From this lemma, we can immediately see the following result.

Corollary 3.6. Consider the diagram in Figure 3.4. Then the following relations
hold:

ui
&it2=P 293+ P2| 1 |+ Uzs2, i=1.... (311
Uzi+1

An important identification implication of the relations (3.11) is tRa2(S) =
§(S),i =0,1,...,m, can be identified successively from measurements. More
specifically, once the estimag = N; M, ~* of §(S) has been obtained through
identification and a corresponding augmented contrakléogether withQ has

been constructed, thef,1(S), which is a frequency-shaped difference between

TThis material is more technical than that of Chapters 2 and 3. It is not required for subsequent
developments. On first reading one need but seek to grasp the key insights without being convinced o
the detailed formulations.
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FIGURE 3.7. Them — i + 2)-loop control diagram

§ (S and§, can be further identified on line from measurement. Notice that at
every stage of the nested design an “open-loop” identification problem has to be
solved. This is a clear advantage of the nested design over the iterated design ¢
the previous section.

Theorem 3.7. Assume thaP is stabilizable with respect to the controller ar-
rangement of Figure 3.5. Then the multiple control system shown in Figure 3.4
with P replaced byP(S), see also Figure 3.7, is internally stable if and onlyif
stabilizesS.

Proof. By Lemma 3.5, the multiple control diagram is equivalent to the two-loop
control diagram depicted in Figure 3.7 specialized to the casem, Py 22 =
ém_l(S) and Py, is stabilizable with respect to the controller arrangement of Fig-
ure 3.5. Thus, applying Theorem 3.4 to this two-loop diagram immediately yields
Theorem 3.7. O

In the special case whe@(S) = S= 0, Theorem 3.7 tells us that the nested
multiple control system of Figure 3.4 is stable providgede RHs,. This implies
that the multiple control system is always stable with any giea R H,, when-
ever themth frequency-shaped plant model en®is sufficiently ‘small’. It is
also obvious that ifQ is both stable and stabiliz& that isQ strongly stabilizes
S, then the multiple control system is simultaneously stableSgrS) = 0 and
Sn(S =S
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Lemma 3.8. Consider the(m + 1)-controller strategy of Figure 3.4, see also
Figure 3.7 withuj = 0, i =1, ..., 2m+3. Assume tha§ (0), i =0,...,m—1,
are strictly proper. Then the matrix transfer function framnto e3 equalsK (Q)
given as in(3.10)with K, = Q.

Proof. First, the following relations are immediate from the controller strategy of

Figure 3.4.
€2i+3 UiVi_l \7i_1 €2i+2
= -1 1 ) (3.12)
€245 Vi —NiVi €2i+4

&m+2 = Qemys, i=1...,m. (3.13)

Let T; denote the matrix transfer function froep 14 to e 15. Then it is straight-
forward to check that (3.12) implies

&it3= Ui + MiTHM + NiT) tezis2. (3.14)

Consequently,
Tioi= Ui+ MiTHM + NiT) ™ (3.15)
Noting that (3.13) give3, = Q, one can conclude thay = Ko with Ky = Q.
This proves the lemma. O

Corollary 3.9. Suppose\; is strictly proper fori = 0,1, ..., m — 1. Then the
(m + 1)-controller scheme of Figure 3.4 is internally stable if and only if the
matrix transfer function fronuy, uz, uz to e, €, e3 belongs toR H.

Proof. We only need to prove sufficiency. Assume that the matrix transfer func-
tion fromus, uy, uztoes, e, ez belongs taR Hy,. Quite evidently, this assumption
implies the stabilizability ofP(S) with respect to the controller arrangement of
Figure 3.5. From Lemmas 3.8 and 3.3, it follows tKastabilizesG whereK is
defined as in (3.10) withkk, = Q. But this is equivalent t& stabilizing S by
Lemma 3.2; hence the internal stability of ttve + 1)-controller strategy follows
directly from Theorem 3.7. O

Main Points of Section

This section presents a nested controller structure and a dual nested plant repre
sentation. The nested plant representation can be viewed as successive approxim
tions to the plant model, and the nested controller as a successive approximatiol
to the ‘optimal’ controller for the actual plant.

The key stability result is a generalization of the results of Chapter 3 for the two
controller/plant nested representations. Namely the stability of the nested schem
depends on the stability of that of the successive designs, based on the successi
approximations to the plant.

The nested approach to controller design appears to be a very natural way tc
improve on previous designs.
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5.4 Notes and References

The material for this chapter has arisen from the authors earlier works recordec
in Tay et al. (1989), Yan and Moore (1992), and Yan and Moore (1994). It makes

connection with the concepts of iterated design as developed in Zang et al. (1991)
The identification method proposed in Section 5.2 is due to Hansen (1989). It
is often referred to as identification in dual-Youla parameterization format. The

method has been extensively used in the context of identification for control (Lee,
1994; Partanen, 1995; Schrama, 1992b).

Problems

1. Verify Theorem 2.2 using the factorizations (2.4.18), (2.4.19) and also for
(2.4.22), (2.4.23).

2. Verify the lemmas and theorems of the chapter.






CHAPTER O

Direct Adaptive-Q Control

6.1 Introduction

It should by now be evident that the parameterization of all stabilizing controllers
via a stable matrix transfer functia@ is an interesting and powerful control de-
sign vehicle. In the previous two chapters we indicated how one could optimize
Q over a number of different control performance objectives, either in a purely
off-line or iterative identification and control design approach.

In the off-line method, we start from a given plant model, and our attention is
focussed on rejecting disturbances or maximizing robustness with respect to un
modeled dynamics. In the iterative method, our premise at the outset is that the
plant model is inadequate and may prevent us from obtaining the desired perfor-
mance. In this situation, model identification via the d8glarameterization of
all plants stabilized by a given controller, and control via a ‘plug-in’ contraQer
is the natural way to proceed.

In the previous chapter we have considered iterative or nested methods, alter
nating identification and control design steps. We demonstrated that, when care
is exercised, these iterative methods are capable of achieving any desired contrc
objective.

In this chapter, we introduce the first of two adaptive methods. Here, we dis-
cuss direct adaptiv€ control. In this approachQ is adjusted without identifi-
cation of S. This method is suited for the situation where the signal model un-
certainty is limited. For example, the plant model itself could be adequate but
the model for the external signals is not, as would be the case when the contro
objective is to track an unknown signal or a signal with uncertain time-varying
spectral content. Another application of direct adaptiyeontrol is for retuning
an existing controller, either because the original (stabilizing) controller is ineffi-
cient to obtain good performance or because the design criterion is altered. In this
chapter we limit ourselves to optimization criteria based on rms signal measures,
but in principle, the methodology is applicable to any optimization based control
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design. Whenever control performance is inadequate due to severe model-plan
mismatch, direct adaptiv® design is unlikely to be sufficiently powerful, as is
demonstrated. The analysis of the adaptyenethod uses averaging ideas. The
main concepts of averaging as they are required in the analysis are collected ir
Appendix C.

Unlike traditional adaptive control methods, we start here always from the
premise that we know how to stabilize the plant, but may not know how to achieve
the desired control performance. Adaptation is seen here as a mechanism to im
prove performance on-line. The analysis we present is aimed at this objective. The
fact that we use slow adaptation is not a real restriction for our purposes. Indeed
adaptive performance enhancement requires adaptation to be slow, at least slo
as compared to the normal control dynamics of the closed loop.

The chapter is organized as follows. First we introduce the direct adaRtive-
control algorithm. The algorithm is completely developed in state space notation.
This facilitates the analysis. Indeed, the adaptfyveontrol leads to a nonlinear
and time-varying control system. Despite this observation, and due to the time
scale separation properties, frequency domain ideas play an important role in un
derstanding the behavior of the adaptive system. The direct addptiwethod
is first analyzed under the premise of a perfect plant model. It is then established
that optimal control is achieved. Next we analyze how the adaptive mechanism
breaks down under (severe) model-plant mismatch, but with a graceful degrada:
tion. The generic scheme is discussed. The chapter ends with the discussion of
scalar example.

6.2 Q-Augmented Controller Structure: Ideal Model
Case

The plant signal model is represented as:

Xk+1 = AXc + BUk + Bwy k; X0,

(2.1)
Yk = Cx¢ + Duk + wak,

wherexy € R" is the state vectouyx € RP is the inputyx € R™ is the outputw1 k
is an input disturbance angy k is an output reference signal. The only signals
available for control purposes are the inpptand the outpuyk. Neither the input
disturbancews k nor the reference signal, k are available. The control objective
is to obtain an internally stable closed-loop system with output regulation, that is
regulatingyi to zero. Otherwise interpreted, we want to have the actual system
respons€Cx + Duy) track the negative of the reference signali as closely
as possible.

Let us work with a controller structure based on a state estimate feedback ar-
rangement as depicted in Figure 2.5.4. The controller structure is based on a full
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state observer. (See Chapter 2 for the development of the state space realization

Rk+1 = ARk + Bug — Hry; Xo,
rk = (Yk — Dug) — CX, (2.2)
uk = FR + s

HereX is the estimate for the stai®, the estimation residual ix ands, is the

extra input to be generated via tlEfilter. The nominal controller (witfQ = 0)
provides stability but may not necessarily attain satisfactory disturbance rejection.
A nominal controller based solely on the plant model, not taking into account the
disturbances, could hardly be expected to achieve optimum disturbance rejection
The Q filter is introduced to enhance disturbance rejection. In order to obtain an
implementable adaptively updat€l] we restrict the dynamic complexity €J as
follows:

Zkr1 = AqzZk + Bgr; 2,

(2.3)
S = Okz.

Herez, € R™ is the state of the adaptiv@ filter and Aq is a stable matrix,
chosen by the designer. Typically, one would select the eigenvalues of the matrix
Aq to be comparable in magnitude with the eigenvalues of the matrAxHC,

which determines the observer dynamics. The output equation is to be adaptively
adjusted. In this equatio®y is the adaptation parameter being a nq matrix

of adjustable parameters.

In order to focus the development, we restrict the desired signal used to formu-
late the control objectives a& = [k |. Our control objective is to achieve fast
regulation with disturbance rejection, while containing the control effort.

As pointed out in (2.5.18), the transfer functidg from the disturbance signal
wk = [ wyx | to & is affine in the transfer functio®. It follows that forox = ©
(no adaptation), this transfer function is affine@ This can also be directly
observed from the following state space realization for the mapping frgro

ac=[%]:

i Xk+1 T [ A+ BF BOy —BF B 0 [ x ]
Xkr1 | = 0 0 A+HC | B H Xk . (2.4
Yk C+ DF Doy —DF 0 | w1k
| Uk | | F Ok —F 0 0 || w2k |

Here Xk = [ % % %]’ is a closed-loop system state variable and the state estima-
tion error for the plant iXx = xx — Xk. It follows from the state space represen-
tation (2.4) that the closed-loop dynamics are in essence determined by the blocl
designed elementd + BF, Aq, A+ HC, so that the adaptation parame@&y

can not seriously affect the stability of the closed loop. Indeed, BIBO stability of
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the nominal control design, that is (2.4) wihx = 0, informs us that for any
bounded sequene@y and any bounded disturbance signg| the stateXy of the
closed-loop equation (2.4) is bounded. More formally, we can state:

Lemma 2.1. Consider the systeif2.4). Let jwx| < W and|Qk| < 6 for all k.
Assume that the matrices+ BF, A+ HC and Aq are stable in that:

max|eig(A+ BF)| <A1 < 1, (2.5)

max(|eig(A+ HC)|, |eig(Ag)l) < ko <A1 < 1. (2.6)
Then there exist positive constafg, C; > 1 such that:
(1%, 1zc)) < Corg(I%l , 120l) + Co(L — AW, (2.7)
and
Xl < C2f(Ix0l + IRl +6 [20) + CL1+ )L = 2HW.  (2.8)

Proof. Follows directly from thevariation of constants formulapplied to (2.4).
O

Before continuing with the introduction of the adaptive algorithm, it is instructive
to see how the plug in controller achieves tracking. Let us consider the case in
which all signalsy, u, w1 andw; are scalar valued. From the system equation
(2.4), itis clear that we obtain a transfer function fram, w» to y of the form:

_Li®+Lle@Ll@ ~ Bi@ +Bo@B22)
Pc(2) ! Pe(2)

HerelLi, Lg, L2, Pc, B1, Bg, By are polynomials. The polynomi#d: (z) has as

its roots the eigenvalues of the matrickg- BF, Aq andA+ HC. The polynomi-

alsL g(2) andBg (2) have coefficients which are linear functions of thgaram-
eters. From (2.9), but also from (2.4), we observe that the poles of the system are
completely unaffected by the plug in controlt@r However, by appropriate selec-
tion of ®, we can minimize|e||;ms. In particular, ifw1, wo have a finite spectrum
containing sayn,, different frequency lines (counting negative frequency lines!)
then exact disturbance rejection and tracking can be achiev@dciintains at
leastn,, free parameters which place appropriate zeros in the transfer function.
Hence we are discussing a notch filter structure, which leads us to an adaptive
notch filter.

(2.9)

6.3 AdaptiveQ Algorithm

In order to highlight the principle underlyin@ filter adaptation, we restrict our-
selves to the simplest of algorithms. Lemma 2.1 in Section 6.2 greatly simplifies
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our analysis. Here we are in the pleasant situation where stability is guaranteed
priori and so our focus can be on performance issues within an adaptive context
rather than on closed-loop stability normally of foremost concern in the analysis
of adaptive systems. After all, performance enhancement is exactly the main mo-
tivation for using an adaptive algorithm and the less concern there is on stability
issues the better.

Let us adjustg as to minimize the criterion:

N
1
J(®) = i — / 5 = ' . .
(©) dg;NE:qRq, R=R >0 (3.1)
k=1
An approximatesteepest desceatgorithm may be used to upda® in a recur-
sive manner as follows:

Ojj k+1 = Ojj k — Re,

w
98ij lg,

or in short hand:
®ij,k+1=®ij,k—MVi/j,kR3<; i=1...p, j=1...nq. 3.2

Here®jj k is theijth entry in the matrix®y, andy;j k is anm+ p column vector
of sensitivity functions, obtained from:

A+BF‘B&
Lij k+1 Tij k

=| C+DF | DEj i Tijo=0 (33
Yij k = E Z

whereE;jj is a matrix of zero elements except for a unity atitfté position. No-
tice that the gradient vectgy; k is indeed independent @j; k, thus confirming
the earlier observation that the transfer function fropto e is affine in®.

In the update algorithm (3.2), the design paramgatés a small positive con-
stant which scales the adaptation speed. The equations (3.2) and (3.3) describe tt
“adaptive” mechanismA priori, (3.2) does not guarantee tiat will be bounded.
Although, it turns out that in the ideal case, the algorithm does have this property.
Boundedness may be guaranteed by either proje@ijngack into a bounded set
or by introducing soméeakagein the update equation (3.2Projectiononto a
ball (with center 0 and radius denoted a3(0, 9)) leads to an algorithm of the
form:

O ki1 = Oijk — unj kRe&,
®k+1 = @ﬁ_,’_l |f ®r;+l (S B(O, 9), (34)

=& ?2+1W OtherWise.

wl
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Leakage may be implemented as:
Oij k1 = (1 — un)Oij k — uyj R&, (3.5)

wherei € (0, 1) is the leakage factor. Leakage contra@tstowards zero, that is,

it prefers an unmodified controller design. It will be shown that in the presence of
sufficiently rich signalsieither of these modifications is required, at least in the
ideal case. In general it is good practice to implement either one.

6.4 Analysis of the Adaptiv&) Algorithm: Ideal Case

In order to obtain some insight into the behavior of the adaptive algorithm, we
analyze the closed-loop system described by (2.4), (3.2) and (3.3), not considering
the projection or the leakage modification.

Also, in order that the “criterion minimization” task attempted by the adaptive
algorithm be well posed we assume that the disturbance signa stationary.
More precisely, we assume that:

Assumption 4.1. Stationary signalswy is a bounded signal such that there exist
constant matrice€,,, C,,(¢), £ =0, 1, ... such that for all integerdN > 1

ko+N—-1

> (wk— Ey)| < €2N7,

k=ko
ko+N—1 (4.2)
Y (ki —Cu@)| <6N”,  £=01,...,
k=ko

for some positive constarty, 63 independent dfg andy € (0, 1).

From the condition (4.1) it follows that the criterion (3.1) is well defined for any
fixed ©. In particular adN goes to infinity theCesaro meain (3.1) converges to
J(©) at the same rate &~ 11" converges to 0.

We also assume that the disturbance is sufficiently rich. In particular we assume
that:

Assumption 4.2. Exciting signalswy is such that for any stable, rational, matrix
transfer functiori € R Hﬂ,“*p) the signalw s = #w satisfies:

ko+N—-1
> (wikwhy — Cuy)| < €aN7, (4.2)
k=ko

for someé, > 0, and some symmetric positive defirtg,, andy € (0, 1).

Under Assumption 4.2, there exists a unigdie such that] (©*) < J(®) for
all ®©, indeedJ(®) is quadratic in® with positive definite Hessian.
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Remark. Assumption 4.2 not only guarantees the existence of a urtiguain-
imizer of J(®) but unfortunately, also excludes the possibility of exact tracking.
Indeed, Assumption 4.2 implidater alia that the spectral content af is not
finite.

Under Assumption 4.1 and providedis sufficiently small we can use averag-
ing results to analyze the behavior of the adaptive system. For an overview of the
required results from averaging theory, see Appendix C. The following result is
established.

Theorem 4.3. Consider the adaptive system describeddy), (3.2) and (3.3).
LetA+ BF, A+ HC, Aq be stable matrices in thg2.5) and (2.6) are satisfied.
Let the disturbance signabk = [ 4 | satisfy Assumptions 4.1 and 4.2, and
lwk] < W. Then there exists a positiye* such that for allu € (O, u*) the
adaptive system has the properties:

1. The system state is bounded; for all initial conditiogsXo, zo, Oo:
Okl <6 forsomed > O,
(1%l 1) < Corg(I%ol , 120]) + Co(1 = AW,
x| < C12%X(1%0l + %ol + |20/ ) + C1(1+ 6)(1 — AW,

forallk =0, 1, ... for some constant§;, Cp independent oft, W, 6. See
also(2.7)and (2.8).

2. Near optimality:
lim sup| @k — ©*| < Csu7/2, (4.3)
k—o00
where®* is the unique minimizer of the criterid3.1). The constanCs is
independent oft.
3. Convergence is exponential:
|Ok — O < Co(1— L)X ||@g—©*| forallk=0,1,..., (4.4)
for someCg > 1 andL > Oindependent ofi.

Proof*. Define Xy(®) as the state solution of the system (2.4), dendtg@®y),

with ®x = 0. In a similar manner defing(®) as its output. Such correspond

to the so-called frozen system state and output. These are zero adaptation appro:
imations for the case whe®y ~ ©. Becausedy is slowly time varying and
because of the stability of the matricAs+ BF, Aq and A + HC it follows that

for sufficiently smallu, provided|®k| < 6,

| Xk — Xk(®K)| < Cru; someC7 > 0, forallk : |©k| <86,
lex — & (®k)| < Cru; someCy > 0, forallk : |®k| < 6.

*This proof may be omitted on first reading.
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Now, (3.2) may be written as:
Oij k+1 = Oij k — 1¥jj KR&(OK) + ow?),

which is at least valid on a time intervale (0, M/u), for someM > O.
The averaged equation becomes:

0J(®)
e ., =03, — .
L = Pk ey =068
Here we observe that for all finit®:
ko+N—1
. 3J(©)
lim — S RE(®) = )
NI—>ooN k—Zko Yijk %(©) 00j;

This follows from Assumption 4.1. Providedis sufficiently small, it follows that
Og' is bounded and converges@'. Indeed, the averaged equation is a steepest
descent algorithm for the cost functidi(®). In view of Assumption 4.2,)(®)
has a unique minimum, which is therefore a stable and attractive equilibrium, see
Hirsch and Smale (1974).

The result then follows from the standard averaging theorems presented in Ap-
pendix C, in particular, Theorem C.4.2. O

Remarks.
1. The same result can be derived under the weaker signal assumption:

Assumption 4.4. The external signalv is such that there exists a unique
minimizer®* for the criterion(3.1).

Assumption 4.4 allows for situations where exact output tracking can be
achieved.

2. Generally, the adaptive algorithm achieves near optimal performance in an
exponential manner. Of course, the convergence is according to a large time
constant, ag is small.

3. The real advantage of the adaptive algorithm is its ability to track near opti-
mal performance in the casg is not stationary. Indeed, we can infer from
Theorem 4.3 that provided the signa| is well approximated by a station-
ary signal over a time horizon of the order ofid, the adaptive algorithm
will maintain near optimal performance regardless of the time-varying char-
acteristics of the signal.

If we consider the adaptive algorithm with leakage, we may establish a result
which no longer requires sufficiently rich external signals. In this situation, there
is not necessarily a unique minimizer for the criterion (3.1). The following result
holds:
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Theorem 4.5. Consider the adaptive system describeddy), (3.3) and (3.5).

Let A+ BF, A+ HC and Aq be stable matrices satisfying the conditiq@ss)

and (2.6). Let the external signal be stationary, satisfying Assumption 4.1, and
lwk] < W. Then there exists a positiye* such that for allu € (O, u*) the
adaptive system has the properties

1. The system state is bounded for all possible initial conditikyXo, zo,
Og:

IOkl <6, forsome) >0,
(1%, 1z]) < Corg(I%al , 1zol) + Co(1 — 2 W,
x| < C1AX(1X0l + %ol + |20/ ) + Ca(1+ )(1 — AHW,

forallk =0, 1, ... and constant€y, C; > Oindependent of,, W andé.

2. WritingdJ/0© = 0in the formI" vec® — E = 0'; then there exists &*,
vec®* = (I" + A1)~LE such that for som€&; independent of:

limsup|©x — ©*| < Cout72
k— o0

3. Convergence is exponential (for so@g> 0, L > 0):

|6k — 07| < Ca(l — Lw)* @0 — &% ;

k=0,1,....

Proof. The proof follows along the same lines as the proof of Theorem 4.3. It suf-
fices to observe that the averaged version of equation (3.4) governing the updat:
for the estimatéd, becomes:

Ofk1 = Ok — 1 ( + )\@)ﬁ’fk) - (4.5)

0=0

The existence of the averages is guaranteed by Assumption 4.1. It follows that
there exists a unique equilibrium for (4.5) given®y. Becausd” = I’ > 0, and

'+ Al > Oforallx > 0O, then®* is a locally exponentially stable solution of
(4.5), that is for sufficiently smalk, such thateig(l — w(I' + A1))| < 1. This
establishes the result upon invoking Theorem C.4.2. O

Remarks.

1. The result of Theorem 4.5 establishes the rationale for having the exponen-
tial forgetting factor(1 — pi) in (3.5) satisfying O< 1 — ui < 1. The
exponential forgettingf past observations should not dominate the adap-
tive mechanism, otherwise the only benefit which can be derived from the
adaptation will be due to the most recent measurements.

fvec® denotes the column vector obtained by collecting all columns of the matfiem left to
right and stacking them under one another.
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2. The minimizers of the criterion (3.1) are of course the solutiond/et® —

E = 0. In the case of" being only positive semi-definite and not positive
definite, there is a stable linear subspac&®gbarameter space, achieving
optimal performance. In this case the exponential forgetting is essential to
maintain bounded. Without it, the adaptation mechanism will foré
towards this linear subspace of minimizers, and subsequentlyill wan-

der aimlessly in this subspace. Under such circumstances, there are com
binations ofw signals that will caus¢®k| to become unbounded. The
forgetting factorx prohibits this.

. The forgetting factor guarantees boundedness, but with the cost of not

achieving optimality. Indeed®* (as established in Theorem 4.5 Item 2)
solves (' + Al)vec® = E, not Cvec® = E. The penalty for
this is however a small one. I were invertible, then for sufficiently
smalli,

vec®* =T 1E - A 2E+ AT 3E+ ...

Hence there is but an ordeerror between the obtain€* and the optrmal
one,I'E. More generallyI’ and E may be expressed &= ZI Iy

and E Z,F.a. with ITy = 1, i = 1,. kandFI‘J=0
fori #£ j, i,j = 1,...,k. TheTl' may be interpreted as those direc-
tions in parameter space in which information is obtained from the ex-
ternal signalw. If k < dim(vec®), that isT is singular, then we have
that

Ajvec®* =0; j=k+1,...,dimvec®),
F{vec@*:i; i=1,...,k,
1+ A
where theAj, | = k4 1,...,dim(vec®) complement thd, i =

., k to form an orthonormal basis for the parameter space. Again we
see that near optimal performance is obtained.

6.5 Q-augmented Controller Structure: Plant-model

Mismatch

In Sections 6.2, 6.3 and 6.4, the ideal situation where the plant is precisely mod-
eled has been discussed. Normally, we expect the model to be an approximation
Let the controller be as defined in (2.2) and (2.3). The nominal controller corre-
sponds ta® = 0. As usual, we assume that the nominal controller stabilizes the
actual plant. Using the representations developed in Chapters 2 and 3 the plant i
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here represented by:

Xk
X1 A  —HCs|B B 0 vk
Uk+l — — BS F AS Bs Bs 0 Uk , (5 1)
Y C G [D o 1| wu
[ W2k |
where
AlB ]
G:
C|D |
is the realization for the model (see also (2.1)), and
As | Bs |
S: (5.2)
Cs| O |

represents a stable system characterizing the plant model mismatch. The vectc
vk € RS is the state associated with the unmodeled dynamics. The mattices
and F are respectively the gain matrices used to stabilize the observer and the
nominal system model. The representation (5.1) is derived from the earlier result
(3.5.1), with the assumptioBs = 0 and using a nominal stabilizing controller in
observer form, that is, with thg of (3.5.4) having the form

A+BF‘B —H

M U

C+DF | D |

From the results of Chapter 3, we recall that the controller (2.2) syita O, that
is, the nominal controller stabilizes any system of the form (5.1) as lorfy; &s
a stable matrix. It is also clear that any system of the form (5.1) Witlstable
andCs = Qs stabilized by the controller (2.2) with the stak)efilter (2.3). More
importantly it is established in Theorem 3.4.2 that the controlled system described
by equation (5.1), (2.2) and (2.3) withy = © is stable if and only if the matrix

[AS Bsﬂ (5.4)
BeCs  Aq

is a stable matrix. It has all its eigenvalues in the open unit disk, since this con-
dition is equivalent to requiring that the pai@, S) is stabilizing. It is clear that
some prior knowledge about the ‘unmodeled dynam&is required in order to
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be able to guarantee th@, S) is a stabilizing pair. (Also recall that this result
does not requirés to be stable!)

The closed loop, apart from the adaptation algorithm, may be represented in
state space format as follows:

1] | A+BF —HCs Bex —BF | B 0 [y ]
Vs 0 As Bs®x -BsF [Bs 0 o
Zes1 0 —BqCs A —B¢C |0 —By 2
K1 0 0 0 A+HC | B H i
Yi C+DF Cs Do -DF [0 | Wik
L Uk ] F 0 Ok F 0 0 | w2k |
) (5.5)

The state variable is nowk = ( x; v 7 %, )’, where agaiik is the state estimation
errorXx = Xk — Xk.
Obviously the stability of the above closed loop (5.5) system hinges on the

stability of the matrix
As BsOk
—ByCs  Aq |

Due to the presence of the unmodeled dynamics, it is also obvious that the inter-
connection between the disturbance signgland our performance signgl =
[ 2% ] is no longer affine ir®. Cs # 0 is the offending matrix.

In order to present the equivalent of Lemma 2.1 for the system (5.5) we make
the following assumption concerning the effect of the unmodeled dynamics:

Assumption 5.1. There exists a positive consta®t such that for all|®|| < Og

. As Bs®
eig
—BqCs  Aq

for somers > 0. (Ag is defined in(2.6)).

<As<Mt<1 (5.6)

In essence we are requiring that the unmodeled dynamics are well outside the
bandwidth of the nominal controller, to the extent that for @nynodification of
the controller with “gain” bounded b§s the dominant dynamics are determined
by the nominal model and nominal controller system. The badgdan be con-
servatively estimated from a small gain argument. In order to obtain a reasonable
margin for adaptive control, witBs not too small, it is important that the nominal
controller has small gain in the frequency band where the unmodeled dynamics
are significant.

The small gain argument is obtained as follows. Den8®) = Cs(zI| —
As)"1Bs andHe(2) = (zI — Aq)~1Bg. Then, the interconnection @R, S)
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will be stable provided that
®He(2)S(2)| <1 on|z|=1,

or

1\] < on |zl =1 (5.7)

1

He (@S|l
From these inequalities we deduce that in order to have an effective plug in con-
troller Q, the controller transfer functiohlg (z) should be negligible in the fre-
quency band where significant model-plant mismatch is expected. As explained
before, due to the frequency weightirf§(z) is only significant outside the pass-
band of the nominal controller.

With the above assumption (5.6) we are now in a position to state the equivalent
of Lemma 2.1 for the system (5.5).

Lemma 5.2. Consider the systeis.5). Let Assumption 5.1 hold. Létok|| < W
and let condition2.5)and(2.6)from Lemma 2.1 hold. There exist@\a> 0 such
that for all sequence®y such that| Q|| < ®s and||®ky1 — Okl < A, the state
of the systen(b.5)is bounded. In particular, there exists positive const&isC,
such that:

(12l , [kl » 1%]) < Corl(1zol , lvol , [%ol) + Co(L1 — AW,
k| < C12X(I%0| + [ol + vol + Os |zol)
+C1(14 O5)(1 - AHW.

Lemma 5.2 is considerably weaker than Lemma 2.1. Due to the presence of
the unmodeled dynamics we not only need to restrict the amount of adaptation of
s, but also need to restrict the adaptation speed; at least if we want to guarante
that adaptation inot going to alter the stability properties of the closed loop. We
argue that the requirement that adaptation improves the performance of a nom
inal control design is essential in practical applications. From this perspective,
Lemma 5.2 established the minimal (be it conservative) requirements that need tc
be imposed on any adaptation algorithm we wish to implement. It provides yet
another pointer for why slow adaptation is essential.

6.6 Adaptive Algorithm

Let us adjusBy so as to minimize the criterion (3.1) within the limitation imposed
by Lemma 5.2. An approximate steepest descent algorithm for updagitmpks
like:

®ij,k+1=®ij,k—l/«)/i/j’kR3<; i=1...p, j=1...nq. (6.1)
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Hereyij  is a column vector of approximate sensitivity functions given by equa-
tion (3.3). When used in conjunction with system (2.4) the are asymptoti-
cally exact estimates for the sensitivity functions, whereas in the presence of the
unmodeled dynamics, they are only approximate estimates.

As indicated in Lemma 5.2 the basic algorithm (6.1) needs to be modified us-
ing projection to guarantee thi®| < ®s andu needs to be sufficiently small
S0 as to guarantee thi®yx.1 — Okl < A. Notice that in essence the adaptive
algorithm is identical to the algorithm proposed in Section 6.3.

Before proceeding with the analysis, we provide here the state space realizatiot
for the exact sensitivity functions with respect to a chang@jin denotedy;j k.
Directly from (5.5) we obtain:

[ A+BF —HCs BO | BE;
0 A Bs® | BsE;jj
Gij k+1 y s = Gij k
Bl 0 —BCs Aq| O :
. 7 (6.2)
9ij-k C+DF Cs DO |DE; k
L F 0 ® Eij
Gij,o=0.

Clearly withCs = 0 we recover up to exponentially decaying terms the expression
for the sensitivity functions as given in equation (3.3). The difference between

the true nonimplementable sensitivitigg k and the approximate implementable
sensitivitiesy;j k is governed by:

[ A+ BF —HCs B®© 0
N 0 A B.O | BsEii N
Gij,k s S = Gij,k
_ 0 —ByCs Aq 0 :
e Z
Gk = ik C+DF C DO| o k
F 0 ) 0 |
Gijo=0 (6.3)

From the above expression it follows that the implemented sensitivity function
%ij k is a good approximation for the exact sensitivity functgnik under the

now familiar conditions: unmodeled dynamics are effective only outside the pass-
band of the nominal controller, and the disturbanegdo be rejected are limited

in frequency content to the passband of the nominal controller. Notice also that
the linear gain fronzk to gjj k — ¥j,k may be over-estimated by a constant propor-
tional to |Cs|, which again confirms that fa€s = 0 the approximate sensitivity
function is asymptotically exact.
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6.7 Analysis of the Adaptiv&d Algorithm:
Unmodeled Dynamics Situation

In this section, in studying the unmodeled dynamics situation, we proceed along
the same lines used for the analysis of the adaptive algorithm under ideal model-
ing, see Section 6.4. In particular we assume that the external sigpal® both
stationary and sufficiently rich.

Unfortunately, due to the presence of the unmodeled dynamics we can no
longer conclude thafl(®) is quadratic in®. Indeed, we have fo® constant,
using Parseval’'s Theorem:

1y
J(©) = Nlinoo N kXZ:leKRe( o
o . . . '
= i/ W) TE(E)RTo (€)W (E?)db.
21 0

Here the transfer function from the disturbance = [ﬁt] toe =[], de-
noted T, has a state space realization as indicated in (5.5)Ve(@ is the z-
transform corresponding to the external signalObviously Tg is not affine in
®, hencel(0®) is not quadratic ir®.

Under these circumstances, we can establish the following result:

Theorem 7.1. Consider the adaptive system described ), (3.2) and (5.5).
Letd < Os. Assume that the conditiorf2.5), (2.6) and (5.6) are met. Let the
external signakw satisfy the Assumptions 4.1 and 4.2. Then there exigts &

0 such that for allu € (0, u*) and ||®gll < 6 and all Xg, X0, Zo and vg, the
system state is bounded in tHedk|| < ©®s and Lemma 5.2 holds. Consider the
difference equation

0J(0)
®?jljk+l = ®ﬁljk —H 3®|] O—O + /"LEbij (®§U)’ (72)
=0
with e = ||Cgl| and
1 N
by (©) = lim <= kzl(gij,k(®) ~ ¥1.k(©))Ra(®), (7.3)

wheregij k(®) — yij k(©) is described ir(6.3) and

(7.4)

e
6 (0) — [yk( )}

Uk(®)

follows from (5.5) with ®¢ = ©. Provided(7.2) has locally stable equilibria
®* € B(0, ®g), then®y converges for almost all initial conditiongdg| < 6 to
a n=7)/2 neighborhood of such an equilibrium.
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Proof. Follows along the lines of Theorem 4.3. O

Equation (7.2) is crucial in understanding the limiting behavio®egf If no lo-

cally stable equilibria exists inside the b&(0, ©s), a variety of dynamical be-
haviors may result, all characterized by bad performance. The offending term in
(7.2) is the bias terry;j (®). Providedeb;j (®) is small in some sense, good per-
formance will be achieved asymptotically.

As explained, the bialsj (®) will be minimal when the disturbance signal has
little energy in the frequency band of the unmodeled dynamics. One conclusion
is that the adaptive algorithm provides good performance enhancement under th
reasonable condition that the model is a good approximation in the frequency
band of the disturbances.

Notice that these highly desirable properties can be directly attributed to the
exploitation of theQ-parameterization of the stabilizing controllers. Standard im-
plementations of direct adaptive control algorithms are not necessarily robust with
respect to unmodeled dynamics! (See for example Rohrs, Valavani, Athans anc
Stein (1985) and Anderson et al. (1986).)

The above result indicates that the performance of the adaptive algorithm may
be considerably weaker than the performance obtained under ideal modeling
embodied in Theorem 4.3. Alternatively, Theorem 7.1 explores the robustness
margins of the basic adaptive algorithm. Indeed, in the presence of model mis-
match, the algorithm fails gracefully. Small model-plant mismatch (smath-
plies small deviations from optimality. Notice that the result in Theorem 7.1 re-
covers Theorem 4.3, by settimg= 0! However, for significant model-plant mis-
match we may expect significantly different behavior. The departure from the de-
sired optimal performance is governed by l@®) termin (7.3). Itis instructive
to consider how this bias term comes about. A frequency domain interpretation is
most appropriate:

1 2 . . . . .
bij (©) = 5 — 5 WH €T, €T, 28" RTe(e”)W(E")do,

whereTZ(g_,,)ij has a state space realization as given in (6.3)&nd T,e have
state space realizations given in (5.5), and are respectively the transfer function:
fromr to (g — y)ij, wtozandw toe.

In Wang (1991) a more complete analysis of how the adaptive algorithm fails
under model plant mismatch conditions is presented. It is clear however that undel
severe model mismatch the direct adaptyenechanism is bound to fail. Under
such conditions reidentification of a model has to be incorporated in the adaptive
algorithm. This is the subject of the next chapter.

Example. Having presented the general theory for direct adapfvesntrol, we
develop now a simple special case were the external signak= 0, wx =
coswik and the adaptiv& filter contains a single free parameter. Whereas the
development of the general theory by necessity proceeded in the state space dc
main, due to the slow adaptation the main insight could be obtained via transfer



6.7. Analysis of the Adaptiv®-Algorithm: Unmodeled Dynamics Situation 173

—wuow]n

+
u » G(S) —y>
+
J
r AN s
»  OHy(2 !
Adjustment
law

FIGURE 7.1. Example

functions and frequency domain calculations. For the example we proceed by
working with transfer functions.

Consider the control loop as in Figure 7.1. All signalsy, r ands are scalar
valued. Let the control performance variable be simpty y. We are thus inter-
ested in minimizing the rms value gf

N
1 5
20 = fm 3O

The plant is given by

_ N@+S@VQ©

C@D= VMo +rsoue

The controller is given by

U@ +H@OM@

KD = Vo romaoNg

with M(2)V(z) — N(@U (@2 =1; N,S V,M,U, H € RHy.
For constand we have

(M@ + S@U(2)(V(2 +6H(@2)N(2)

Yk(0) = — 1_S20H®@ coswik,
_ M@ +S@U@)U@ +06H@M(2) (7.5)
ux(0) = 1_S20H@ coswik,

w(©) = H@N(@)(M(2)yk (@) — N(2)uk(9)).
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The update algorithm fa# (with exponential forgetting. € (0, 1)) is thus given
by (compare with (3.5))

Ok+1 = (1 — pA)bk — vk Yk- (7.6)

Following the result of Theorem 7.1 the asymptotic behavior of (7.6) is governed
by the equation

Or, = (L — uh)62" — ngeg”), (7.7)
whereg(0) is given by

9(0) = lim —meyk(e)

k=1
WhenS(z) = 0, that is the ideal model casg(@) can be evaluated using (7.5) as

)

6 (6) = [M(e)

Z(ReV(e‘iwl)H(ej"’l)N(ejwl) +0 [HE )N e

(7.8)
where the index reflects the situation th&(z) = 0.
In general we obtain the rather more messy expression:
M (ejwl) + S(ejwl)u (el 1)
0) = : - 7.9
0) = | 79)

: <Re{H(e—iwl)N(e—iwl)V(eiwl)} +6 ‘H(e‘j“’l)N(e_j“’l)

z>.

Let us discuss the various scenarios described in, respectively, Theorems 4.3, 4.
and 7.1 using the above expressions (7.8) or (7.9).

1. Ideal case:r» = 0 (Theorem 4.3), expressior{7.8).
There is a unique, locally stable equilibriugn@*) = 0, or
e[H(e lonN(e 1“1V (el®
0* = — Re{H( INC V( )} (7.10)
GICRENNCRENR

This equilibrium achieves the best possible control. The adaptation approx-
imates this performance. Indeed, it is easily verified that

J®* < J@B) forallg.

In this case the performance criteritpp||2 = J(6) is given by

2 . , o2

1Y1Zns = M| [V (el + oH @) N el

In general, we can not expect to zero the output, unless the actual signal
happened to be a constant = 0, in which case we indeed obtaifi =
-V(@)/(H@Q)N(@)) andJ(®*) =0
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2. Ideal case:A # 0 (Theorem 4.5).
Again there is a unigue, locally stable equilibrium, now given by
_Re{H(e~ Jo1)H (el*1)N (el 1)} |M(eJ“’1)|

0y =
’ A+ |M(elw1)| |H9(elw1)N(erl)|

(7.11)

In this case, the performancedjfis no longer the best possible, but clearly
for smallx, we have thajo; — 6*| = O(%), see (7.10) and (7.11).

3. Plant-model mismatch: 1 = 0 (Theorem 7.1).
Remarkably, there is again a locally stable equilibrigtn but also there
may exist an equilibrium ato asg(@) — 0 for & — Foo. Clearly in the
presence of unmodeled dynamics, the adaptive algorithm loses the property
of global stability.

Despite the fact tha&t* is always a locally stable equilibrium of (2.2), it may

not be an attractive solution for the adaptive system. Indeed Theorem 7.1
requires that the closed-loop syst€8iz), Hy (2)0) be stable, a A property

that may be violated fof = 6* if S(z) is not small. Theorem 7.1 requires

at least thatS(e/®1)H (el“1)0*| < 1. If this is not the case, the adaptive
system will undergo a phenomenon known as bursting. See Anderson et al.
(1986) or Mareels and Polderman (1996) for a more in-depth discussion of
this phenomenon. Let it suffice here to state that whergtgthe equilib-

rium of (2.2), is such thatS(z), H (2)6*) is unstable, the adaptive system
performance will be undesirable.

The performance af* is also not optimal with respect to our control crite-
rion. WhenS(z) # 0, the criterion becomes:

[V(el“1) + 6H (elwl)N(erl)| IM(el1) + Selen)u (elwl)|
|1- S(elwl)H(elw1)9|

It can be verified that the performance at the equilibrigifrwill be better
than the performance of the initial controlee= 0 if and only if

1Y llms=

Re{ N(e lenv el“1)H el “’1)} Re{ Sei“1)H (el wl)}

> —% (Re{N(e‘i‘”l)V(ej“’l)H(ej‘”l)})z

. ( 1 S(el“n) 2)

|V (elon)] + N(eio1)
This condition is always satisfied for sufficiently snﬂéﬂ{ei @1) | The above
expression for this example is the precise interpretation of our earlier ob-
servation that the direct adaptiv@ filter can achieve good performance
providedsS, the plant-model mismatch, is small in the passband of the con-
troller and provided the external signals are inside the passband of the nom:-
inal control loop.
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4. Plant-model mismatch: A = 0.
Due to the presence afas well as model-plant mismatch, we now end up
with the possibility of either 3 or 1 equilibria. Indeed the equilibria are the
solutions ofA6 + g(0) = 0 which leads to a third order polynomial én
For small values ok > 0, there is a locally stable equilibriugi close
to 0*. Global stability is of course lost, and the same stability difficulties
encountered in the previous subsection persist here.

6.8 Notes and References

Direct adaptiveQ control has been studied in some detail in Wang (1991), build-
ing on the earlier work of Tay and Moore (1991) and Tay and Moore (1990). The
paper Wang and Mareels (1991) contains the basic ideas on which the preser
theory is built. Most of the material in this chapter has not been published before.

For a more complete presentation of averaging techniques in continuous-time
setting, we refer the reader to Sanders and Verhulst (1985). Averaging ideas hav!
been used extremely successfully in the analysis of adaptive systems. We refe
the reader to Anderson et al. (1986), Mareels and Polderman (1996) and Solo an
Kong (1995) for more in depth treatises. Much of the presentation here could have
been presented using a stochastic framework. The book of Benveniste, Metiviet
and Priouret (1991) is a good starting point. The treatment of the actual dynam-
ical behavior of adaptive systems has, by necessity, been superficial. One shoul
not lose sight of the fact that in general, an adaptive scheme leads to a nonlin-
ear and time-varying control loop, the behavior of which is all but simple. We
have identified conditions under which the adaptive system response can be un
derstood from the point of view of frequency domain ideas using the premise that
the adaptation proceeds slowly compared to the actual dynamics of the controllec
loop. Whenever this condition is violated, adaptive system dynamics become dif-
ficult to comprehend. The interested reader is referred to Mareels and Polderma
(1996, Chapter 9).

Problems

Problems 1, 2 and 3 are intended to give the reader some insight into averaging.

1. Consider
Xk+1 = (1 —ap)Xk + n(1+ cosk). (8.1)

Herexk a, u are scalar variableg, > 0 and smalla € R. Also, consider
the ‘averaged’ difference equation

Xg 1= (1—awxi + . (8.2)
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(@) Compare the solution of (8.1) and (8.2), both initialized with the same
initial condition Xo. Show in particular thapxx — x2| < Cu, k =
0,1,...,L/u foranyL > 0 and some constaf independent of,
but dependent oh.

(b) If a < 0, show that the errdix — x2| < Cy for all k.

In a sense, averaging is a technique that formalizes the ‘low pass’ charac-
teristics of a difference equation of the fosga, 1 = Xk + i (Xk)-

. Show that any signal of the forrZi('\":l cosw k has a uniform zero average.

. Show that any signaly that converges to zero has zero mean. (Averaging
eliminates transients!)

The following problem illustrates the theory of direct adaptiyedesign
and allows the reader to venture beyond the theory through simulation.

. Refer to Figure 7.1. Let

2—4/2 1
622 2+l
2 2-J2z+1
1 1+2
K (2) — 2+J§Z+2+J§ 2
@== 14v2 2 /2
Z +«/§Z+m -

Let the signal to be tracked be ¢¢8/4)k), cos 175k or cog(w/4)k) +

cos 175k. Explain for each of these reference signals the performance that
the adaptive algorithm achieves; use a single scalar adaptilet © =

0.01, Hg(2) = z~1. (One could also utilizdHg(z) = 1 in this case). Con-
sider the following questions:

(&) Show that the original controller achieves dead beat response.

(b) Show that the original controller has perfect plant output tracking for
any signal of the formA cog(/4)k + ).

(c) Show that the adaptive-filter will not deteriorate the performance
of the loop (if i« is small).

(d) Despite the fact that a singtecan not achieve sinusoidal tracking,
show that significant improvement is obtained for either =
c0s 175k or wyx = cog(r/4)Kk) + cos 175k.

(e) Using averaging ideas, find the optimal performance that can be
achieved forwx = coswk. (That is, plotJ(6*) as a function ofv €
(0, 7)). What do you learn from this plot?

(f) Using the adaptiveQ(z) = 61 + 62z, show that exact tracking can
be achieved fotwy = cos(w/4)k) + coswk, anyw.
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(g) IntroduceS(z) = rz L. show that this amounts to a significant per-
turbation in the low frequency response; that is, this is a significant
perturbation, and in particular, the plant’s resonance disappears.

(h) Continuing with the scenario ending Problem 4g, introduce forgetting
and use a scalar adapti@(z) = 6. Find the equilibria as a function
of A, andt for wx = cos 175k.

(i) When does the closed-loop adaptive system lose stability? This last
part should not be attempted unless you have a few spare hours. A
complete analysis comprising (a complete rangeiof) has never
been completed, let alone an analysis considering ranges of the pa-
rametersu, A, T andw.



CHAPTER [

Indirect (Q, S) Adaptive
Control

7.1 Introduction

Direct adaptiveQ design is applicable in those situations that a reasonably good
model for the plant dynamics is available. It is geared towards tuning of con-
trollers, and in particular for tuning controllers for new design criteria without
sacrificing stability, and also towards disturbance rejection. In some situations,
our limited knowledge of the plant dynamics may be the greatest obstacle on the
route to better control performance. In such situations, the iterative and nestec
(Q, S) designs are needed.

In this chapter, we will present an adaptive version of the né€pe®) method-
ology in that identification and control are both adjusted on-line as new data be-
comes available. Adaptive methods where the controller design is based on ar
on-line identified model are often referred toiadirect adaptive contrometh-
ods. Hence the title, indirect adapti¢®, S) design.

In the present case, where the lack of a sufficiently accurate model of the plant
is the major issue in obtaining satisfactory control performance, we need to gathel
information about the plant. In the spirit of the book, this is achieved by identifica-
tion of anSmodel. As before, we assume that a stabilizing controller is available,
and hence we can parameterize a class of systems which contains the plant. In o
der to identify theS parameter and thus the actual plant on-line, in a closed-loop
control context, we inject an external signal into the closed loop at the output of
the plug-in controlleQ. This probing signal is required to gain information about
Sand as a consequence, will necessarily frustrate to some extent any control ac
tion for as long as it is present. This is the penalty we must be prepared to pay for
our lack of knowledge ofs and our desire to obtain better control performance.
As pointed out before in Chapter 5, identification®fn closed-loop operation
is nontrivial. The methods proposed in Chapter 5 to circumvent the problem in
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iteratedQ design are not particularly well suited for an adapt@epproach. In-
deed, these methods invariably rely on the time invariand@, af property which

is lost by the very nature of an adaptive design. One solution could be to use two
time scales in the adaptive algorithm; one, the fast learning time scale, for the
adaptation of a model fo& and a second much slower time scale for the adap-
tation of Q. This way, we would recover more or less the same behavior as in
the nested design. If desired, one could alternate time scales befidenti-
fication andQ design at preset intervals to recover a full adaptive version of a
multiple nested Q, S) desigh method. The idea has been worked out in detalil,
and analyzed using averaging techniques in the PhD thesis of Wang (1991).

Here we explore a different method for the case where plant-model mismatch
Sis significant only in the frequency range above the passband of the nominal
control loop. Probing signals are thus best utilized if their frequency content is
located around and past the cut off frequency of the closed loop. The probing
signals will only marginally affect the control performance. In order@to be
effective, it has to shape the response in the same frequency range Svtsere
important. The presence @ frustrates the identification db in so far as the
probing signals affec@. The idea is to augmer® with a filter at its input that
filters out the probing signals. Of course, this limits our control ability, but ensures
good identification, and thereby control response improvement. These ideas art
worked out in this chapter, making useéfoptimization design criteria, as these
fit most naturally with the averaging techniques for the system analysis.

The chapter is organized as follows. First we discuss the basic framework. As
in the previous chapter to facilitate our analysis techniques, the development pro-
ceeds in the state space framework. Next we discuss the adaptive mechanisr
and present some results exploring the time scale separation between the adaptiy
mechanism and the control dynamics. The chapter is concluded with a discussior
of an example.

7.2 System Description and Control Problem
Formulation

Our starting point is a stable plant-controller configuration which is characterized
by unacceptable performance due to an inaccurate nominal plant model for the
controller design. Agai represents the nominal plait,the nominal controller,
G the actual plantS embodies the plant-nominal plant mismatch a@pds the
plug-in controller to be designed.

Since the nominal controllek stabilizesG, the mismatch syster8 is stable.
For estimation purposes, we introduce the following parameterized class of stable
rational transfer functions:

2 Bi(2) = EB(2). (2.1)

i1
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The B; (z) form a collection of basis functions, being stable rational transfer func-
tions. The precise choice &; (z) should reflect any prior knowledge of the plant
uncertaintyS(z). The matricesg;, collected into the coefficient matriz, have to

be estimated from on-line data.

We refer to the situation wher8(z) is indeed of the form (2.1) as the ideal
case. In this situation there exists a unique coefficient mattisuch thatS(z) =
E*B(2). When no such representation exists we speak of the nonideal case. Fo
future reference, leB(z) possess a state space realization:

As | Bs
B(2) : , (2.2)
C| O

with As a stable matrix. As indicated before, the dominant eigenvalugs ofust
be compatible with the closed-loop bandwidth of the systé&mK).
In the ideal case we have f&z)

S(2): (2.3)
In the nonideal case we represé&ir) as
Ax 0 Ba
S: 0 As Bs |. (2.4)
Cr E*Cs| O

Here A, is a stable matrix, anfiC || can be considered as a measure of nonide-
alness, being zero in the ideal case.

Remark. A linear parameterization fd(z) such as£*B(z) may not be the most
economical way to parameterize the unmodeled dynamics. A rational fraction
parameterization may require quite fewer parameters, but has the difficulty that
somehow the parameters must be restricted to represent a StapleThis is
nontrivial, as the set of stable rational transfer functions does not have a simple
representation in parameter space. The present approach avoids this complicatic
and gives transparency to the associated performance analysis.

Let the nominal planG be represented as:
Xk+1 = AX¢ + Buk + Bwik; X0,
Yk = Cx« + Duk + wa .
wherews k is an input disturbancey; i is an output disturbance. Alsgy € R",
uk € RP, yx € R™. The nominal controlleK is represented as:
Xk+1 = AXk + Buk — Hrg; X0,
'k = Yk — (CX + Duy),
Uk = FR¢ + .
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wherery is the observer innovation arsd is the auxiliary control signal.
The plug-in controlleiQ takes the special form:

Zik+1 = AfZik + Birg; Zt,0,
rik =Ctzsk,
Zki1 = Aqzk + Akzk + Bgrt ks 2y,
S = Oz + dk.

The signably is an external signal added to aid identificatiorebfThe parameter
matricesAk and®y are to be updated adaptively on the basi€gf the present
estimate ofE*. As earlier, the remainin@ parameters are chosarpriori. The
matricesA¢, Aq are stable. The systeA¢, Bf, Cy) is designed to have the
specific property that the steady state response of the filter subject to theinput
as input is zero. Thus for the system

Zfk+1 = AfZik + Brdk,

(2.5)
dik = CtZtk,

lim_, dfk = 0. As far as the probing signal goes, the controlled system looks
like an open-loop system.

Finally, the actual planG, can now be represented as:

Xk
Xk+1 A —HCA —HE*Cs| B B O VA k
VA k+1 —BF AA 0 BA BA 0 Uk
Uk+1 = —BsF 0 AS BS BS 0 u
k
Yk C Ca E*CS D 0 | w1 k
- wz’k -
(2.6)
The complete closed-loop equations are:
" x1 ] [A+BF —HCy -H=*Cs o0 B BF |B o0 B| %
N 0 Ap 0 0 BaOk BaF |B 0 B vak
Vit 0 0 As 0 Bs®k BsF |Byn 0 Ba Z“k
Zf it 0 —BfCp —BfE*Cs Ag 0 BfC | 0 —Bf O Z“‘
41 | T 0 0 0 BqCt Aq+Ak O 0 0 o >~<k
K1 0 0 0 0 0 A+HC|B HO k
Vi C+DF Cu E*Cs 0 Deg DF |0 | D Wik
w | | F 0 0 0 O Fo [0 1 | wdz*
L k
2.7)

In order to be able to develop a meaningful adaptively controlled closed loop
we impose the following assumption.
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Assumption 2.1. The plug-in controller structure is such that for almost a8y
the eigenvalues of the matrix

AS O Bs@
Ac(E,0,A)=| —BfECs Ag 0 , (2.8)
0 BqCt Ag+A

can be assigned arbitrarily by the appropriate selection of the matri@end
A. (Arbitrary eigenvalue assignment under the restriction that for any complex
eigenvalue its complex conjugate is also to be assigned.)

Remark. Assumption 2.1 implies generically that we have enough freedom in
the controller structure for pole assignment. That is the best we can hope for.
The system matrix (2.8) corresponds to the interconnectio@of), assuming
that S belongs to the model class defined by (2.1).
A sufficient condition for arbitrary pole assignmentAf is that the matrix pair

As 0 Bs 2.9)
—BtECs Afl|’| O '

be controllable, the matrix pair

As 0
.10 Bq¢C 2.10
|:—Bf ECs Af:| [ a f] ( )

be observable and that the dimensiorigtbe atleast as large as ditg+-dim As.
In this case, we could use the following special choices:

As O

Aq_[0 m}

A= 0 A12B4Cr
—BfECs A2BqCry |

HenceA 12, Azz are chosen such as to arbitrarily assign the eigenvalugg-s,
and® chosen to place the eigenvalues of

A 0 B
s +|-Me. (2.12)

Clearly the above observability and controllability conditions are generically sat-
isfied.

(2.11)

To complete this section, we now formulate the particular indirect adaptive
control problems we discuss.
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Problems

1. Adaptive pole assignment.
Consider the system (2.7). Léy = 0. Assume that all matrices are known
except for2*. The matricesA + BF, Ax, As, A¢, A4+ HC and Aq are
stable. Assume that foE = E* the eigenvalues of; in (2.8) can be
arbitrarily assigned by appropriate selection®find A. Assume that the
external signals k, w2k anddy are stationary and mutually uncorrelated.
The indirect adaptive control objective is to design a controller using the
information available in closed loop, being the signalsu, z, rk, sc and
dk such that asymptotically the eigenvaluesfei{ E*, ®, A) are placed at
preassigned stable locations.

2. Adaptive LQ control.

Consider the system (2.7). L&, = 0, being the idealsS model case.
Assume that all system matrices are known exceptdtrand that the
matricesA + BF, A+ HC, Ax, As, Ag, and Ay are stable. Assume
that for the plantG, with € = &*, the eigenvalues of (2.8) can be
arbitrarily assigned by appropriate selection @fand A. Assume that

the external signalsvyk, wok and dg are stationary and mutually un-
correlated. Design an adaptive controller such that the performance in-

dex
1 N
J©,A) = NZ Melk + Sc)
k=1
is minimized.
Remark.

Both problems have received a lot of attention in the adaptive control literature.
The important distinction with the classical literature on these topics is the starting
assumption of an initial stabilizing controller. This brings a lot of structure to the
problem. This structure has been exploited to the maximal extent possible in our
system description (2.7).

In setting up the adaptive control problem the designer has much freedom to ex-
ploit prior knowledge about the system dynamics. The most important instances
of this are the appropriate selection®fz), the spectrum of the probing sigrdl
together with the associated filteAs, Bs, Ct).

Main Points of Section

Starting from the assumption that a stabilizing controller is available for the
plant to be controlled, we provided a complete description of the closed-loop
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system, suitable for adaptation (2.7). The misma&tbetween the particu-
lar nominal plantG and the actual planG has been represented via a pa-
rameterized class of stable transfer functions with paramg&teirhe corre-
sponding parameterized class of plug-in controli@;swvith parameters®, A),
has special structure to ensure a staf® S) and to filter out the prob-
ing signald used for identification ofS, or E. The control objective is to
either obtain pole placement for the lo@Q, S) or achieve an LQ control
goal.

In the next few sections we introduce the adaptive algorithms, which will be
based on the identification &*, and then continue with their analysis.

7.3 Adaptive Algorithms

As indicated, we proceed with the introduction of an indirect adaptive control
algorithm. First an estimate fd&* is constructed, denote@y. This estimate is

then used in a typical certainty equivalence manner to determine the control pa-
rameter®y and Ag. Given an estimat&y, there exists a mapping(Ex) that
determiney, Ax. The mappingF reflects the particular control objective of
interest. The problem is th&t is not continuous on all of the parameter space.
In the event that the estimatg leads to a system description for which either
the pair (2.9) fails to be controllable, or the pair (2.10) fails to be observable,
% may not be well defined. This is a manifestation of the so-called pole/zero
cancellation problem in adaptive control. Either event is rather unlikely, but not
excluded by the identification algorithm we are about to propose. Here, as is tra-
ditional in adaptive control, we simply make the assumption that the above event
will not occur along the sequence of estimatgs that the adaptive algorithm
produces.

Assumption 3.1. Along the sequence of estimatggs, k = 0, 1, ..., the matrix
pair (2.9) is controllable and the matrix paif2.10)is observable, in that the
smallest singular value of the controllability matrix, respectively observability
matrix, is larger than some constasmt> 0.

We propose the following adaptive control algorithms:

1. Filtered Excitation Algorithm.

Uk4+1 = Astk + Bs®Okzk + Bsdy; vo,
Zt k41 = At 2tk — Bs BkCsik; 20,

Ok+1 = Asgk + Bsdk; go =0, (3.1)
Yijk+1 = At yijk — BrEijCstk: %i.0=0,
Bij k+1 = Bij.k — H(Zfk — Zt.K) Vij.k; Eo,

(Ok, Ak) = F(Ek).
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2. Classic Adaptation Algorithm.

Uk+1 = Aslk + BsOkzx + Bsdk; v,
Ztk+1 = A2tk — Br ExCslk; 2,0,
Yiik+1 = A yijk — Bt Eij Csik; %ij,0=0,

B (Ztx — Z£.6) Vij K _
L+ /@ik— 260 @rk — 210 + V¥ ik

Eij,o,

Eij k+1 = Zij,k —

(®k, Ak) = F(Ek).
(3.2)

Remarks.

1. In the filtered excitation algorithm, the presence of the probing sidinal
is essential. Ifd¢ = O then there is simply no adaptation. This provides
an interesting mechanism to switch on or off the adaptation. By simply
removing the probing signal the controller becomes frozen.

2. Inthe filtered excitation algorithm the gradient veqgtgri is only affected
by the probing signal itself. The intention is that the other signals will be
orthogonal to it, hence on average not affect the identification at all. Due to
the particular set up involving a probing signal with an associated filter in
the Q loop, the identification process is on average unbiased and similar to
an open-loop identification process. This will be demonstrated.

3. Itis not a good idea to start withg = 0. In this case Assumption 3.1 is
automatically violated. An alternative is to hag®x, Ax) = 0 until such
time that E¢ satisfies Assumption 3.1. This is a good method to start the
adaptive algorithm since fo®y, Ax) = O the closed loop is stable by
construction.

4. The update algorithm fdEy is a typical least squares algorithm. The step
sizep > 0. In the literature one often finds a normalized update algorithm:

/
(2’“( - Zf,k) Yij k
1+ J/i/j,kVIj,k .

Eij k+1 = Bij,k — 1

In the filtered excitation algorithm this normalization is superfluous because
%j .k Is bounded by construction, regardless of the state of the system. In-
deed the normalization is only necessary when it is not clear whether the
gradienty;j k is bounded or not, which is the case whey is determined

by
Yiik+1 = At ¥ij.k — Bt Eij Csik. (3.3
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This is the classical update algorithm. It has the advantage of not requiring
a probing signal. In the ideal case one can even demonstrate that it will
suffice to solve a weak version of Problem 2. Nevertheless, (3.3) introduces
some nontrivial nonlinearities in the identification and control loop, which
lead to biased estimates f&™. The algorithm in (3.1) circumvents this
problem altogether. The classical algorithm allows fot @ < 1. Here we
restrict ourselves, as before, to small valueg othat is slow adaptation.

5. A poor selection o, with associated®g, Ag) = F(Ep) may well lead
to an initially destabilizing control loop. Our analysis will not deal with
this situation explicitly, although we provide evidence, short of a complete
proof, to show that in general the adaptive algorithm may recover from this
situation.

6. The function mapping the identification parametgrto the control pa-
rameter®, A, will be specified later in the discussion of the results we are
about to present. For the time being, the main property of importance is that
% leads to a stable closed-loop system, either via pole placement or via LQ
design. In order to be able to apply the averaging result we also need the
mapping% to be Lipschitz continuous in a neighborhood of the estimates
produced by the adaptive algorithm which follows from Assumption 3.1.

Main Points of Section

We have described more completely adaptyenethods by introducing two
adaptation algorithms, the classical adaptive algorithm and the filtered excitation
algorithm. The control system we are about to analyze consists of (2.7) together
with either (3.1) or (3.2).

7.4 Adaptive Algorithm Analysis: Ideal case

Let us consider the adaptive algorithm consisting of (2.7) and (3.1) or (3.2) under
the condition thaC, = 0. To fix the ideas we focus on the pole placement prob-
lem, but it will transpire that the analysis and main results apply to any reasonable
design rule. First we study the possible steady state behavior of the closed-loog
system under the condition that the external disturbances aréwzgre 0) and

that the probinglk signal is stationary and sufficiently rich. The steady state anal-
ysis indicates that the algorithm may be successful in an adaptive context. Next
we consider an averaging analysis, first without signal perturbation, next with sig-
nal perturbation. The results provide a fairly complete picture of the cases where
the algorithm can be used with success and provide pointers to how it may fail.
This topic is taken up in the next section, where we study the influence of plants
not belonging to the assumed model class.
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Steady State Analysis

Let us consider the situatian; xk = 0, wakx = 0 andzsx — z¢k = 0. The latter
condition implies for either algorithm (3.1) or (3.2) tHag = E and(Ok, Ak) =
F(E) = (©, A). There is no adaptation. Obviously, we want the closed-loop
system to behave well under this condition for as there is no adaptation, there is
no way the control algorithm can improve the performance. It can be argued that
this property is almost necessary for any adaptive algorithm. In the literature it is
often referred to atunability or thetuning property see Mareels and Polderman
(1996). We show that either algorithm, the classic adaptive algorithm (3.2) as well
as the filtered excitation (3.1), possesses the tuning property.

Indeed, giverzsx — zsx = 0, we describe the adaptive closed-loop system
via the following time-invariant system, making use of the fact that = 0 and
wok = 0.

VK41 As 0 Bs® 0 0 vk Bs
Zf k41 —BfE*Cs Ag 0 0 0 Zf K 0
Zep1 | = 0 BqCt Aq+A 0 0] z [+]0]d. 4.1)
Best 0 0 Bs® As 0| & Bs
2§ k41 0 0 0 —BfECs Af | |2k 0

Because of the stability oA + HC we have thakx converges to zero exponen-
tially, and therefore, this state is omitted from (4.1). Moreoxgis also omitted,

as its stability is determined by the stability of the system (4.1). If the above sys-
tem is stable, so is the complete system. We now exploit thezfacts z¢ « to
rewrite (4.1) as:

Vet As 0| Bs® 0 0 " Bs
Zf k1 —BfE*Cs At 0 0 0 Zf 0
21 | T 0 0 [Aq+A 0 BqCt z |*t| o |% (4.2)
Bt 0 0| Bs® As 0 K Bs
2f k41 0 0 0 —BfECs Ag 25k 0

Observe now that the block diagonal matrix

[ A
S 0 (4.3)
_—Bf E*Cs Af

is stable by construction. Moreover, the matrix

Ag+ A 0 ByCt
Bs® As 0 (4.4)
0 —BfECs Ag

is stable by virtue of the design will®, A) = %(E). It follows thus from equa-

tion (4.2) thatz, vk, 2t k, vk andzs x are all bounded. More importantly, from

the observable signals point of view, it appears that the control objective has beer
achieved for the closed-loop system (2.7) with (3.1) or (3.2). Indeed, the closed-
loop stability and performance hinges on the eigenvalues of the matrices:



7.4. Adaptive Algorithm Analysis: Ideal case 189

As, the unmodeled dynamics, which are outside the control bandwidth
e Ajs, the filter, free for the designer to choose, as long as it is stable

e A+ HC, the observer eigenvalues for the nominal control design

A + BF, the controlled nominal plant, and

(4.4), the controlled model for the plant-model mismatch system, which are
the poles of the closed logj, S).

The above observation is independent of the naturd 0dnd would even be
true fordy = 0. However, ifdy is sufficiently rich in that it satisfies a condition
like Assumption 6.4.2, then we have the additional result that the only steady
state parameters are the true system parameters, tlatsE* and(©, A) =
F(E*) = (O*, A*). Actually, we desire that the spectrumdpfcontains at least as
many distinct frequency lines as there are parameteZgdaidentify. This follows
from the following construction. Introduc& = vk — tx andzsx = zfk — Zf k.

Then from (4.1) we have:

Uk+1 = Aslk
Ztk+1 = At Zfx — Bi(E" — E)Cslik — Bt 2% k.

Also,
Aqc+A 0 BCi\ [0
csﬁkz(o Cs o) zl - | B® As 0 B | dk
0  —ByECs Aq 0

from which it follows thatz¢ x = 0 can only occur wheg* = E.
We summarize our observations as follows:

Theorem 4.1 (Tuning Property). Consider the adaptive systems described by
either (2.7) with the algorithm(3.1) or adaptive algorithn(3.2). Let the external
disturbances be zerawyx = 0). When the tuning erroks x — zsk is identically
zero, the algorithm’s stationary point&x = E, (O, Ax) = F(E)) are such that
the closed-loop system is stable and the desired control objective is realized.

Theorem 4.2 (Tuning property with excitation). Consider the adaptive sys-
tems described by eith€2.7) with algorithm(3.1) or (3.2). Let the external dis-
turbances be zertwy = 0). Let the probing signal be sufficiently rich in that the
spectrum ofl contains as many distinct frequency lines as there are elements in
E. The algorithm’s stationary point is uniquEyx = E* and the desired control
objective is realized.

Remark. The difference between Theorem 4.1 and Theorem 4.2 is significant.
Polderman (1989) shows that only in the case of pole placement one can conclu
sively infer from Theorem 4.1 that the control achieved in the adaptive algorithm
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equals the control one would have implemented if the system were completely
known. In the case of LQ control, the achieved LQ performance is only optimal
for the model, that is optimal foE, not for the plante*. Due to lack of excita-

tion we are unable to observe this in the adaptively controlled loop. However, in
the presence of excitation, due to the correct identificatioBoasymptotically
optimal performance is obtained, for any control design. This goes a long way in
convincing us why excitation, via the probing sigg] is indeed important in an
adaptive context. It is one of the main motivations for preferring the filtered exci-
tation algorithm above the classical algorithm. Further motivation will emerge in
the subsequent analysis.

Transient Analysis: Ideal Case

Exploiting standard results in adaptive control one can show that the classical
algorithm (Algorithm 2), under the assumptions

¢ the plant belongs to the model clagsy = 0)
o the external disturbances are zéug = 0)
e along the solutions of the adaptive algoritms well defined

indeed realizes the desired control objective in the limit. Moreover, if the prob-
ing signal is sufficiently rich, the actual plant will be correctly identified. The
interested reader is referred to Mareels and Polderman (1996), Chapter 4, for :
complete proof.

From a control performance perspective, which is the topic of this book of
course, this result is however not very informative. Indeed the classical adaptive
control results do not make any statements about important questions such as:

e How long do the transients take?
e How large is a bounded signal?

Indeed, a moment of reflection indicates that a general result can not make any
statements about problems of the above nature. A result valid for (almost) all pos-
sible initial conditions must allow for completely destabilizing controllers. For
such cases it is not possible to limit either the size of the signals encountered in
a transient nor the time it takes to reach the asymptotic performance. In genera
this situation is aggravated by imposing the condition of slow adaptation. How-
ever, in the present situation, we can avoid the above disappointments, becaus
we start from the premise that the nominal controller, however unsatisfactory its
performance, is capable of stabilizing the actual plant. We proceed therefore with
Algorithm 1 (Filtered excitation), exploiting explicitly the fact that our initial in-
formation suffices to stabilize the system. By injecting a sufficiently rich prob-
ing signal, which is conveniently filtered, we show that the adaptation improves
(slowly) our information about the actual plant to be controlled, hence improving
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our ability to control it. We regard this control strategy as one where we exploit
the robustness margin of a robust stabilizing controller to such an extent that we
learn the plant to be controlled in such a way as to improve the control perfor-
mance. The existence of a robustness margin is crucial throughout the adaptatio
process. The more robust the controller, it turns out, the easier the adaptation pro
cess becomes. The algorithm is clearly achieving a successful symbiosis of robus
control and adaptive control. Averaging techniques are exploited to establish the
above results.
Let us be explicit about our stabilization premise:

Hypothesis 4.3. Along the sequence of estimatég, k = 0, 1, ..., the design
rule & is such that(®k, Ax) = F(Ek) is a stabilizing controller for the actual
plant to be controlled.

In the ideal scenario, the validity of this hypothesis is based on the following
observations.

Introducedx = vk — Ok, Zfk = Zfk — 2fk and Ex = Ex — E*. Along the
solutions of the adaptive algorithms we have then, up to termgin

Uk41 As 0 0 0 0 B 0
Zf k+1 —BfE"  Ag 0 BfE8kCs 0 Ztk 0
1 | < 0  BqCt|Aq+ Ak 0 BqCt z [+] 0 |dk (4.5)
D41 0 0 Bs®k As 0 Ok Bs
2f k41 0 0 0 —BfEkCs As 2f 0
By construction we have that the matrices
A 0
° (4.6)
and
Ag + Ak 0 ByCt
O — Bf EKCS AS

are stable (in that the eigenvalues for each indtaante less than 1 in modulus).

Hence, provideEy is slowly time varying in that|Ex+1 — E|| is sufficiently

small andZ is sufficiently small the overall system will be stable. As we will

show | Ek| is monotonically nonincreasing, ati@x1 — Ex| is governed byx.
Hence, assuming || is sufficiently small, andx is sufficiently small, we

have that Hypothesis 4.3 is satisfied along the solutions of the adaptive system.
In order to see thatE|| is decreasing, we proceed as follows. Introduce,

Aij.k+1 = Afhij k — Bt Ejj Cshy, (4.8)
hk+1 = Ashk + BsOkz. (4.9)
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We have then, comparing (2.7) with (4.9) under the condition@hat= 0, that

Ztk =) Vi kEf + ) MijkE, (4.10)
] i

and also

if,k=ZMj,kEij,kJrZ)»ij,kEij,kJrO(,u)- (4.11)
ij i
Here O(u) stands for a termfy that can be over bounded af| < Kyu for
someK1 > 0 (see also Appendix C). Moreover, because the filter, Bs, Ct)
is designed such that it eliminates the spectrumikpfnd because we assume that
the driving signalsvk are orthogonal taly, it follows that, for constan®:

N+m
lim — Z Yij krijk-m =0 forallm=0,1,2,... andalli, j.
N_>OONk—m+1

The above expression embodies the most important design difficulty, on the one
sidedx must be sufficiently rich to lead to the identification ®f, but we also
need to filter it out of theQ loop via (A¢, B¢, Ct), complicating the controller
design.

For the adaptive update equation, see (3.1), we find thus after substituting (4.10
and (4.11):

Bij k1 = Eijk — wijk Y (vek + Aeek) (Bl — Berk) + O(u?)
0t
foralli, j; k. (4.12)
This equation (4.12) is in the standard form to apply averaging theory, see Ap-
pendix C. Using the results from Appendix C we find for the averaged equation
vec(E}Y,) = vec(E}") — ul’ vec(ER" — E%) (4.13)
where the matriX” contains as elements

1 N
lim — ’
N—oo N kzlylj’ky“’k

in appropriate order. For sufficiently riatlk, the matrixI" is positive definite,
I =T > 0. It follows thatE{" converges exponentially t&8*, for sufficiently
small . and for sufficiently richdy. Theorem C.4.2 informs us that,

lim |3 - 2] =0

Becausedy has a finite spectrum, we are able to obtain the stronger result
|2k — BR[| = O(w), for all k.

Hence for sufficiently smalle, optimal control is achieved up to small errors
of the order of the adaptation step size, without losing the stability property of the
initial stabilizing controller. We summarize:
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Theorem 4.4 (Ideal case, filtered excitation).Consider the adaptive system
(2.7) with (3.1) under the condition that the plant belongs to the model class
Ca = 0. Let Assumption 3.1 be satisfied. ldehave a finite spectrum, but suf-
ficiently rich as to enforce unique identifiability &* (d’s spectrum contains as
many distinct frequency lines as there are elemen®*in Let (As, B, Ct) be
chosen as to null the spectrumaf{2.5). Let wy be uncorrelated withdk. Then
there exists au* > 0, such that for allu € (0, u*) and for all initial conditions
such thatEg leads to a stable closed loop, we have that:

1. The adaptive system state is bounded, more precisely there exists constan
C1 > Cy, C3 > 0and0 < A < 1such that

k
[ Xkl < C1A" | Xoll + C2 lId]| + C3 lwll,
/
Xk = (v(( Dy, z/f)k, Z, X, x(() ,

and

o]

*| < 80— E*| + Ow).

-
S —

2. Exponentially fast optimal control performance is achieved, in that there
exists positive constan@y, Cs, Cs > 0 independent oft, with0 < 1 —
uw*Cyq < 1, such that:

|2k — E*|| < Cs(1 — Cap)* || 80 — E*|| + Cspe.
Remark.

The above result is applicable to Problems 1 and 2 of Section 7.2. We stress that i
is important tha# () is Lipschitz continuous ifE, otherwise the averaging result

is not valid. (See Theorem C.2.2). This Lipschitz continuity may be guaranteed
via Assumption 3.1. Indeed, under Assumption 3¥ldefined via either pole-
placement or LQ control can be constructed to be Lipschitz continuous along the
estimates generated by the adaptive algorithm.

More importantly, the same result would also apply to the whole class of adaptive
algorithms(®y, Ax) = %k (Exk), such that Hypothesis 4.3 is satisfied. For pole
placement and LQ control, this has been verified, but a range of alternatives is
conceivable. Most noteworthy is the earlier suggestion to ¥&\®y) = 0 for

allk = 0,1,..., ko, that is, wait to update the controller ungl, is such that
controller design via LQ or pole placement does not destroy the robustness mar:
gin of the initial controllerK. Also, %, could reflect our desire to improve the
closed-loop control performance as time progresses by, for example, increasing
the bandwidth of the controlled loop.

Finally, we point out how# in the case of LQ control may be constructed. We
consider the LQ index (see Problem 2 of Section 7.2):
1 N
: / / . _cp!
J@) = lim N kX_; (S PS¢+ TiK) =90 (4.14)
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To construct¥ let us assume that the matrix pair (2.9) is stabilizable and the
matrix pair (2.10) is detectable. Denote

= ( As 0 ) , (4.15)
—BfECs At
Bs
B = ( o) , (4.16)
¢ = (o chf). (4.17)

Under the stated conditionsg (%) stabilizable and«{, €) detectable, we can
solve the following Riccati equations for unique positive defifiitand:

G = ARA + | — (s4R€) (CRE + 1) 6t/ (4.18)
and
P =APA+F — (APB) (BPB +F) " B'Psl. (4.19)

Herel and¥ are the weighting matrices from the LQ index (4.14).
Given% and? we construct

% = (A%€') (CRE + R) " (4.20)
and
%= (BPB+ ) (BPst), (4.21)

which have, respectively, the property that #6 ands«d — BHK are stable matri-
ces. The controller that solves the optimization of the indef (4.14) can then
be implemented in the standard way (see Chapter 2), with observettgan
feedback gaif¥. In particular, we have

A= 0 0 — ¥ (4.22)
—-BfECs O
and
®=-%. (4.23)

Becaused is an affine function oE it follows that®, % and hence als#, ¥, and

A, ® depend orE. Moreover it can be demonstrated that on any open subset of
detectable matrix pairéé, « (E)) and on any open subset of stabilizable matrix
pairs(s (E), B) this dependency oR is analytic. (See Mareels and Polderman
(1996) for a proof of the analyticity property.)
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Main Points of Section

The behavior of the adaptive closed-loop system is studied in the situation that
the parameterized class of models contains the particular plant, the so-called idez
situation. First attention is paid to the possible no-adaptation behaviors. The in-
direct adaptive algorithms introduced involving either filtered excitation or using
classical adaptation, both enjoy the tuning property. The tuning property indicates
that under conditions that the identification error is zero, the adaptively controlled
closed loop appears to be controlled as if the true system is known. This estab-
lishes that the steady state behavior of the controlled loop is as good as we cal
hope for. Next we consider the transient behavior. We establish that the filtered
excitation adaptive algorithm in conjunction with a sufficiently rich probing sig-
nal is capable of identifying the plant and hence achieves near optimal control
performance. The result holds under the condition of sufficiently slow adapta-
tion. The key idea in the filtered excitation algorithm is that as far as the probing
signal is concerned the loop is essentially open. This achieves unbiased identifi-
cation and allows one to exploit the robustness margin of the stabilizing controller
without compromising the performance. Robust control and adaptation are truly
complementary.

7.5 Adaptive Algorithm Analysis: Nonideal Case

The most important realization is that in our set up the tuning property remains
valid in the presence of unmodeled dynamics for either the classical or the filtered
excitation adaptive algorithm. This is a consequence of the fact that we start from
the premise that our initial controller is stabilizing. It is in sharp contrast with
the classical position in adaptive control, where arbitrarily small perturbations
may lead to instability, destroying the tuning property. Moreover, if we restrict
ourselves to the filtered excitation algorithm, we will deduce that in spite of mod-
eling errors, we do identify the best possible model in our model class to represent
S. This property does not hold for the classic adaptive algorithm due to the highly
nonlinear interaction between identification and control. As a consequence the
filtered excitation algorithm has a much larger robustness margin for inadequate
modeling of theS parameter than the classic algorithm. The main result is there-
fore restricted to the filtered excitation algorithm.

Tuning Property

Although we argue that the tuning property is close to necessary for an adaptive
algorithm, it is clear that in the nonideal case this property plays a less important
role. This is because the conditi@ny — zfx = 0 can hardly be expected to be

satisfied along the solutions of the adaptive system. Following the same argument
as in the ideal case we find nevertheless that the tuning property also holds in the
nonideal case. Indeed, the stability of the closed-loop adaptive system hinges or
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the stability of the system (neglecting the driving signai3:

VA k+1 An 0 0 BA® 0 0 VA k Ba
VK41 0 As 0 Bs® 0 0 vk Bs

Zfktl | _ —-BfCp —BfE*Cs Ag 0 0 0 Zf Kk n 0 . (51)
Zx i1 0 0 BgCt Aq+A 0 0 Zy 0

D41 0 0 0 Bs® As 0 Ok Bs

2§ k41 0 0 0 0 —BfECs Ag 2§ k 0

Again usingzs x = Zt, it follows that the stability of the loop depends only on
the stability of the matrix

Ax 0 0
0 As 0
—BiCa —BfE*Cs Af

and the design matrix

Bs® AS 0

The former is stable by assumption, the latter by construction. This establishes
the tuning property.
Expression (5.1), however makes it very clear that due to the presenggpf
and certainly in the case of a sufficiently ridfy we can not expect to hawg =
Z; k. In the absence of any probing sigrial and with no external disturbances
wk = 0, itis possible to haves x = Z1 .

Identification Behavior

Let us now focus on what model will be identified in closed loop via the filtered
excitation adaptive algorithm. Again, we rely on slow adaptation and the stabil-
ity Hypothesis 4.3. Whereas in the ideal case, it is clear that Hypothesis 4.3 is
fulfilled under very reasonable assumptions, this is no longer guaranteed in the
nonideal model case. We postpone a discussion of this crucial hypothesis until we
have a clearer picture of what the possible stationary points for the identification
algorithm are.

Clearly, as before we have (see (4.11))

2tk = E Vuj,kEij,kJrE Aij kEij.k + O(w).
i i
However

Ztk=y (Vuj,kEi’] + Aij,kEi*j) + vk +v2k,
ij
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where

Vik+1 = Afvik — BfCavik,
V1 k+1 = Aavik + Badk,

V2 k+1 = Afvak — BfCavak,
V2 k+1 = Aavak + BaOkZk.

The adaptive update equation can thus be written as:

Elj k+1
= Bijk — M)/i/j,k<z nek + rek) (Btek — Bfy) + (vik + VZ,k)) + O(u?).
t,e
(5.2)

In the above expressioig k andv; k are functions oy, but as observed before,
for fixed E we clearly have

N
1 .
lim N E Vlj,kv/g,k (8) =0,

N—oo

lim A =0,
N> 00 kzl)’]k tzk( )

because bothy andi;, are filtered versions of the signahich does not contain
the spectrum ofl, as this is eliminated by the filt¢A;, Bs, C). Computing the
averaged equation for (5.2), we have thus:

vec(E}Y,) = vec(E}Y), — ul' vec(ER” — E*) + uM,

whereM consists of the elements

lim V1K,
N—>ooN Zyllk Lk

in appropriate order. If follows that the averaged equation, under persistency of
excitation such thaf = I'" > 0, has a unique equilibrium;

vec(EL) = vec(E*) + I M.

Reinterpreting the above averages in the frequency domain, we see that the ider
tification process is equivalent to finding the b&sparameter in ar, approxi-
mation sense, that is

g% = argmin|(S(2) — EB (2))dll2,
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where
S(z) = Ca (zI — Ap) "1 BA + E*B (2).

This is clearly the best we can achieve in the present setting, but unfortunately it
is not directly helpful in a control setting. We discuss this in the next subsection.
Let us now summarize our main result thus far:

Theorem 5.1. Consider the adaptive systefB.7) together with(3.1). Let As-
sumption 3.1 and Hypothesis 4.3 hold. Assume that the external probing dignal
is sufficiently exciting in thatS(z) — EB (2) d||, has a unique minimizer. More-
over the filter(As, B, C¢) nulls the signad. Assume that the external signal

is stationary and has a spectrum which does not overlap with thétothat:

1 N
lim =" widy = 0.
kl)mooNk_lwkdk 0

Then for all initial conditions satisfying Hypothesis 4.3 in a compact domain there
exists au* > 0 such that for allx € (0, u*) the adaptively controlled loop is
stable, in that all signals remain bounded. Moreover,

L |2 - ] = 80,

2. limsup| 8k — EX| = 8(w),
k—o00

for some order functiod(u) such thatim,_.oé(n) = 0.

The main difficulty is of course Hypothesis 4.3 which we discuss now.

Identification for Control

As indicated earlier, the asymptotic performance of the adaptive algorithm is gov-
erned by:

Eoo = argmin[[(S(2) — EB@) d|,.
The corresponding closed-loop stability depends on
(Oo0, Aoc) = F (Eco)
where by constructiof ensures that the matrix

As 0 BsOso
—Bt EooCs A 0 (5.3)
0 BgCt Agq+ Axo
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is a stable matrix. The closed-loop stability of the system is however determined
by the stability properties of the matrix

AA O 0 BA®OO
0 A 0 Bs®
° ST (5.4)
—BiCa —BfE*Cs Ag 0

Let us interpret these in terms of transfer functions. Introduce

S0 (2) = ExB(2),
S(z) = Ca (zI — Ap) 1B + EB(2),

Q(2) = O (21 — Ag— Aso) "BqCt (21 — Af) "By,
A2 = S(2) — S (2).

Thus (5.3) being a stable matrix states th&f,(z), Q(z)) is a stable loop, and
(5.4) stable expresses th&(z), Q(2)) is a stabilizing pair. A sufficient condition
for the latter is that:

|0 -Q@sc@nam|_ <1 (55)
Via the adaptive algorithm we have ensured that
lA@d]5 < 1, (5.6)

which does go a long way in establishing (5.5) but is not quite enough. It is in-
deed possible that the minimization of (5.6) does not yield (5.5), and may even
lead to instability in the closed-loop adaptive system. This indicates that the adap-
tive algorithm leads to unacceptable behavior. A finite-time averaging result (see
Appendix C), allows us to conclude that the adaptive algorithm will indeed try
to identify S (2). This leads to a temporarily unstable closed loop, characterized
by exploding signals. At this point averaging would no longer be valid, Hypothe-
sis 4.3 being violated. But it does indicate that large signals in the loop are to be
expected. Invariably the performance of such a controlled system is bad, even if
the adaptive loop may recover from this explosive situation. Understanding what
type of behavior ensues from this is nontrivial. For a discussion of the difficul-
ties one may encounter we refer to Mareels and Polderman (1996, Chapter 9)
Suffice it to say that chaotic dynamics and instability phenomena belong to the
possibilities.

In order to have that the minimization of (5.6) leads to (5.5) being satisfied, we
should have either

1. a sufficiently general model to ensure t@at will be small, or

2. ensure that outside the frequency spectrumdothe controlled loop
(S6(2), Q(2)) has small gain.
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The link between identification and control is obvious in the equations (5.5)
and (5.6) and has been the focus of much research. See, for example Partane
(1995), Lee (1994), Gevers (1993).

Main Points of Section

In the nonideal case, the model class is insufficient to describe the mismatch be
tween the plant and the nominal plant; the filtered excitation adaptive algorithm

attempts to identify the best possible model ifasense. Unfortunately, this may

not be enough to guarantee stability let alone performance. Indeed despite the fac
that the initial model and controller is stable it may be that the best possible model
in the model class leads to instability. The interdependency of identification and
control is clearly identified. The key design variables are the choice of model

class, the probing signal and the control objective, as exhibited in equations (5.6)
and (5.5).

Example. First we demonstrate the idea behind the filtered excitation adaptive al-
gorithm, without using th€Q, S) framework. The example will deviate slightly
from the theory developed in this chapter in order to illustrate the flexibility of-
fered by the averaging analysis. The example is an abstraction of a problem en
countered in the control of the profile of rolled steel products.

Consider the plant represented in Figure 5.1. The io@rtd outpue are mea-
surable. The control objective is to regulado zero as fast as possible. The
signalw is an unknown constant. The plant outgus not measurable. The gain
g € (0, g), is unknown bug is a known constant.

The proposed solution, in the light of the filtered excitation adaptive algorithm,
is to use a probing signak = (—1)d, whered is a small constant, leading to
an acceptable error in the regulation objective. The controlled plant becomes as
presented in Figure 5.2.

Wheng§ = g, then we have dead beat response aiskegulated in three time
steps. More precisely, withy~! the unit delay operator

9®e= (@ - 1@ - )@+ Hw+9@— g+ H—Dkd.

The probing signal leads thus to a steady state errgpga)f2| in magnitude. Of
course, due to the integral in the plant, there is no steady state error for any con:
stantw.

1
1
| Mi
1

L SN gzl

FIGURE 5.1. Plant
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9 z+1 >
z—1 21 =
2
873 |, 1 §
z+% 9

FIGURE 5.2. Controlled loop

It is easily verified that the above system is stable fogafl € (0, 2). Itis thus
advantageous to over estimater he filtered excitation adaptive algorithm can be
implemented as follows:

(@

o
Il

«Q

. . Okd
Okt1 = Ok — n(—D)K <a< + g%(—h") ;

The complete control loop is illustrated in Figure 5.3.

Indeed because of the filter we expect the steady state behawigrdofe to
the probing signal to be-(gd/2)(—1), our estimate for this is-(gxd/2) (— 1),
which leads to the above update law. Now providgdyi < (0, 2) and for suf-
ficiently small ., we can look at the averaged update equation to see how the
adaptive system is going to respond. According to our development this leads to

_gd , gd

)’ ggvth:g

=g - (-5 + 5

or

z+1 e
-1 "
2
A 4
1k
(Ld> Adaptation
+
7gz+% < Z < gk
23 &)

FIGURE 5.3. Adaptive control loop
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Hence, as expectedf” converges monotonically tg whenever 0< nud < 2.
Now from Theorem 4.4 we conclude that for gi§o € (0, 2)

|6 — 62| = O(n) forallk.

This leads to asymptotically near optimal performance fogall (O, §), actually
forall g € (0, 29 — ¢), whereg is any small constant® ¢ > u > 0.

A response of the algorithm is illustrated in Figures 5.4 and 5.5. Figure 5.4
illustrates the response of tifevariable, while Figure 5.5 displays the response
of the regulated variable. For the simulation we chopde= 0.2, and all other
initial conditions set to 1. Notice that the averaging approximation predicts the
closed-loop behavior extremely well.

As can be seen from this example, stability of the plant to be controlled is not
essential for the filtered excitation algorithm to be applied. The stability of the
closed loop is, of course, important.

Simulation Results

In this subsection, we present simulations for the case where an explicit adaptive
LQG algorithm is used to design an adapt@efilter, denotedQg. The actual
plantG(S), and the nominal controlldf used are designed based on the nominal
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plantG of the example in Section 5.2. The following LQ index penalizirand
sis used in the design of the adaptive LQG augmentafion

k
o= Jim >+, (5.7)
i=1

Table 5.1 shows a performance index comparison for the following various
cases. The first is where the actual pl&d®) is controlled by the LQG controller
K for the nominal plantG with no adaptive augmentation. The second case is
when the LQG controller fofs is augmented with an indirect LQG adapti@-
algorithm. A third order mode$ is assumed in this case, and the estimat8 of
‘converges’ to

_0381z1-009252-0.3588& 3
- 1-0423%1-043922-0.0181z 3%

S (5.8)

A marked improvement over that of the nonadaptive case is recorded. Note tha
the average is taken after the identification algorithm ‘converges’. The third case
is for the actual plantG(S), controlled by the corresponding LQG controller,
designed based on knowledge®(S) rather than on that of a nominal moda|
Clearly, the performance of the adaptive scheme (Case 2) is drastically better thar
for the nonadaptive case, and approaches that of the optimal scheme (Case 3
confirming the performance enhancement ability of the technique.

k
1
Case - i;(yi2 +0.00549)
1. Actual plant G(S) with LQG
controller for nominal plantG. 0.4230
2. Actual plantG(S) with nominal 01860
LQG controller and adaptiv€)y. ‘
3. Actual plant G(S) with op- 01756

timal LQG controller for G(S).

TABLE 5.1. Comparison of performance

In a second simulation run, we work with a platwhich is not stabilized by
the nominal controlleK . Again Sis identified on line using a third order model
and there is employed an adaptive LQG algorithm, as in the run above, to design ¢
Qk to augmenkK . Figure 5.6 shows the plant output and input. In this instance, the
adaptive augmentatioQy together withK stabilizes the plant. The results show
that the technique not only enhances performance but also can achieve robustne:
enhancement.
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Main Points of Section

The first example serves to illustrate the powerful nature of the averaging tech-
nigues. Clearly the analysis can be used for design purposes. The filtered exci
tation algorithm provides a suitable way of injecting an external signal such as
to identify the plant characteristics in a particular frequency range, without com-

promising the control performance too much. The trade off between desired con-
trol objective and the identification requirements can easily be analyzed in the
frequency domain. The second example clearly demonstrates the strength of th
(Q, S) framework.

7.6 Notes and References

Indirect adaptive control has a played an important role in the development of
control theory. It has been treated extensively in books such as Goodwin and Sir
(1984), Sastry and Bodson (1989), Narendra and Annaswamy (1989), Mareels
and Polderman (1996). Our premise here is of course the availability of a sta-
bilizing, not necessarily well performing controller. This leads to a significant

departure of the usual approach to the design of adaptive systems. It imposes

lot of structure on the adaptive problem which can be exploited to advantage. The
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developments of these ideas can be traced to Tay (1989) and Wang (1991). In or
der to achieve identification in closed loop without compromising the control too
much, we introduced the filtered excitation adaptive scheme. This has not beer
treated before in the literature and much of the presentation here is new. The aver
aging ideas which are crucial to the analysis have been developed in, e.g. Mareel
and Polderman (1996) and Solo and Kong (1995). Averaging has a long history in
adaptive control and signal processing analysis, see for example Anderson et al
(1986).

Problems

1. Reconsider the example in the text in @, S) framework. LetG =
1/(z— 1 withN = 1/zandM = (z—1)/z. LetK = 1withU =V =
1. Show thatS = (z— 1)(g — 1)/[z(z+ (g — 1))]. Use as parameterized
function classB(z, ) = ((z— 1)/2)(E/(z+ E)) with E € (-1, 1). Use
the same probing signal as in the teik) = (—1)Xd. Consider the plug
in controller to take the fornQ(z) = q1(z+ 1)(z+ 02)/(Z% + 032 + Qa).
Achieve dead beat control for th&, S) loop, that is, comput&. Show
that & is Lipschitz continuous on the domath € (0, 2). Show that for
correctly tunedz this strategy achieves dead beat control for the complete
closed loop. Now implement the filtered excitation algorithm.

Remark. Observe that this control strategy is more complicated than the
direct implementation discussed in the text. The advantage of@h&)
framework is that it leads to a more robust control loop with respect to
other disturbances.

2. Using the example in Section 7.5, explore the effect of using other probing
signals of the fornd(k) = d cogwk) with appropriate filter in th&-loop.
Show that aw becomes smaller it becomes increasingly difficult to achieve
good regulation behavior. Why is this?

3. The adaptive control algorithm, like all indirect adaptive control algorithms
has no global stability property. In particular, as indicated, the filtered ex-
citation algorithm may fail when the Hypothesis 4.3 fails. This may be il-
lustrated using the example in Section 7.5 by taking initial conditions as,
for examplefo = 0, y = 10. The stability hypothesis fails and limit cycle
behavior is observed. What happens wigns> §?






CHAPTER 8

Adaptive-Q Application to
Nonlinear Systems

8.1 Introduction

For nonlinear plants there has evolved both open-loop and closed-loop optimal
control theory. Optimal feedback control for very general plants and indices is
very new and appealing, see Elliott et al. (1994), but requires infinite dimen-
sional controllers designed using off-line infinite dimensional calculations. Op-
timal open-loop nonlinear control methods are considered very elegant in theory,
but lack robustness in practice, see Sage and White (1977). Can ad@ptieth-

ods somehow bridge the gap between these elegant theories and result in practic
feedback controllers that have most of the benefits of both approaches without the
disadvantages of each? We proceed as in the work of Imae, Irlicht, Obinata anc
Moore (1992) and Irlicht and Moore (1991).

In the optimal open-loop control approach to nonlinear control, a nonlinear
mathematical model of the process is first formulated based on the fundamenta
laws in operation or via identification techniques. Next, a performance index is
derived which reflects the various cost factors associated with the implementation
of any control signal. Then, off-line calculations lead to an optimal controLiaw
via one of the various methods of optimal control, see for example Teo, Goh and
Wong (1991). In theory then, applying such a control law to the physical process
should result in optimal performance. However, the process is rarely modeled
accurately, and frequently is subject to stochastic disturbances. Consequently, th
application of the “optimal” control signal* results in poor performance, in that
the process output differs from y*, the output of the idealized process model.

A standard approach to enhance open-loop optimal control performance, see
for example Anderson and Moore (1989), is to work with the difference between
the ideal optimal process output trajectoryy and the actual process outpyt
denotedSy, and the differencéu, between the optimal controf* for the nom-
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inal model and any actual control signabpplied. For nominal plants and per-
formance indices with suitably smooth nonlinearities, a linearization of the pro-
cess allows an approximate linear time-varying dynamic model for reldgng

to Su. With this model, and an associated quadratic index also derived from the
Taylor series expansion function, optimal linear quadratic feedback regulator the-
ory can be applied to calculatu in terms of§y which is measurable, so as

to regulatesy to zero, or equivalently to force the actual plant to track closely
the optimal trajectory for the nominal plant. Robust regulator designs based on
optimal theory, perhaps vills, or LQG/LTR, could be expected to lead to per-
formance improvement over a wider range of perturbations on the nominal plant
model.

Even with the application of linearization and feedback regulation to enhance
optimal control strategies, there can still be problems with external disturbances
and modeling errors. The linearization itself may be a poor approximation when
there are large perturbations from the optimal trajectory.

In this chapter, it is proposed to apply the adapi@dechniques developed
for linear systems so as to achieve high performance in the face of nonlineari-
ties and uncertainties, that is to assist in regulation of the actual plant so that it
behaves as closely as possible to the nominal (idealized) model under optima
control. Some analysis results are presented giving stability properties of the opti-
mal/adaptive scheme, and certain relevant nonlinear coprime factorization result:
are summarized. Simulation results demonstrate the effectiveness of the variou:
control strategies, and the possibility of further performance enhancement baset
on functional learning is developed.

8.2 Adaptive Method for Nonlinear Control

In this section, we first introduce a nonlinear plant model and associated non-
linear performance index. Next, we perform a linearization, then apply feedback
regulation to the linearized model to achieve a robust controller. Finally we apply
the adaptive® algorithms to this robust controller. There is a mild generalization
for dependence of the linear blocks (operators) on the desired trajectory. Since
these operators are inherently time varying, the notion of time-varying coprime
factorizations is developed.

Signal Model, Optimal Index and Linearization

Consider some nonlinear plant, deno@gdand a generalized nonlinear nominal
plant modelG, an approximation foG:

G xk+1 = Xk, Uk), Yk = h(xk, u), (2.1)



8.2. AdaptiveQ Method for Nonlinear Control 209

with f(-,-) andh(.,-) € C1, the class of continuously differentiable functions.
Consider also some performance index over the time interydl][0

I (xo. Uo,1)) ZE(XK, Ug) , 2.2)

Assume that (2.2) can be minimized subject to (2.1), and that the associated op
timal control is given byu*, the optimal state trajectory is*, and the optimal
output trajectory isy* so that in an operator notatiogt = Gu*, whereG is
initial condition dependent. For details on such calculations see Teo et al. (1991).

Consider now a linearized version of the above plant model driveu*tgnd
with states<*, denotedAG*:

AG* : 8xkr1 = Adxk + Bdug; 5% =0, 2.3)
3yk = Céxx + Déuk. '

In obvious notation,

f af dh oh
(A,B,C,D)=<8 no a)

ax’ 9u’ ax’ du

(X=X*,u=u*)

are time-varying matrices sinc€ andu* are time dependent. We take the liberty
here to use the operator notation

Syk = AG*uy. (2.4)

The following shorthand notation is a natural extension of the block notation of
earlier chapters for time-invariant systems to time-varying systems. The asterisk
highlights the optimal state and control dependence,

*

Al B
AG* : . (2.5)
c|D

Let us denoteAG as the operator of the system with inphti = u — u* and
outputAy = y — y*. Of course, the ‘linearization’ can only be a good one and
the following design approach effective if the actual plant is not too different in
behavior from that of the mod&.

Let us associate with the linearized model a quadratic performance index pe-
nalizing departuredy and Au away from the optimal trajectory:

1 J
=32 & (2:6)
k=0
where,
e— L* |:Ay:| , L*L*/ — |:Qé $:| ,
Au g R (2.7)

Q=0Q¢>0 E-SRH'F=0 R=R'>0
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Heree is interpreted as a disturbance response which we seek to minimize in an
rms sense. Of courséy | * and thusL*, can be generated from a Taylor series
expansion fol aboutl* = (1/T) ZLOZ(X;, ug) up to the second order term.
In fact the first two terms are zero due to optimality and the second term can be
selected af\ | * with L*L*" the Hessian matrix of*. Other selections fon| *
could be simpler and even more appropriate.

As already noted, we assume thidt x*, y* are knowna priori from an open-
loop off-line design such as found in books on nonlinear optimal control, see for
example Teo et al. (1991). However whenis applied to an actual plag, which
includes unmodeled disturbances and/or dynamics, there are departures from th
optimal trajectories. With departurésy = y — y* measured on-line, a standard
approach is to apply control adjustmemtsi = u — u* to the optimal control
by means of output feedback control to minimize (2.6). Thus for the augmented
plant arrangement, denot&d, and depicted in Figure 2.1, let us consider a linear
feedback regulator. We base such a design on the linearized situation depicted i
Figure 2.2 where the linearized nominal plant, dend®eds given from

P AG*
Pp=|" T2 pL=L . Pn=AG:.  (2.8)
*  Poo |

The star term$;1, P21 are not of interest for the subsequent analysis. Of course
in Figure 2.2 the outputs and Ay are not identical to those of Figure 2.1, but
they approximate these.

X*

Nominal >
> plant s
G Yy ,
Optimal trajectories
WU u Plant y Ay
G e
[ Ly L2] —>
Au Au Disturbance
d response
u* e
—> —
Au Pa Ay
—> —

FIGURE 2.1. The augmented plant arrangement

us e
—> —
Du P Dy

—

FIGURE 2.2. The linearized augmented plant
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Feedback Regulator for Linearized Model

Let the regulator of the linearized modelabove, based on the nominal model
AG* (equation (2.3)), be given by

K* 1 8%ks1 = ASRk + BSuk — Hry, %o = 0, (2.9)
rg = 8yk — C8Xx — Ddu, Suk = Foxk = K*Syk.

Herer is the estimator residuaig is the estimate ofx andH andF are time-
varying matrices formed, perhaps via standard LQG/LTR theory of Chapter 4,
see also Anderson and Moore (1989), so that under uniform stabily Bfand
uniform detectability ofA, C the following systems are exponentially stable:

&k+1 = (A+ BF)&, tk+1 = (A+ HC)ik. (2.10)

Actually, the important aspect of the LQG design for our purposes is that un-
der the relevant uniform stabilizability and uniform detectability assumptions, the
(time-varying) gainH, F exist, and are given from the solution of two Riccati
equations with no finite escape time. Moreover, for the limiting case when the
time horizonT becomes infinite, the controllét* stabilizesA G*.

It is well known that the LQG controller (2.9) for the linearized plants (2.3),
although optimal for the nominal linear time-varying plant for the assumed noise
environment, may be far from optimal in other than the nominal noise environ-
ments, or in the presence of structured or unstructured perturbations on (2.3)
Stability may be lost even for small variations from the nominal plant.

Methods to enhance LQG regulator robustness exist, such as modsng
S, Re (usually S = 0) selections, or assumed noise environments, as when loop
recovery is used. Such techniques could well serve to strengthen the robustnes
properties of the optimal/adaptive schemes studied subsequently.

In order to proceed, we here merely assume the existence of a controller (2.9
stabilizing AG*, although our objective is to achieve a controller which also sta-
bilizes AG, and achieves a low value of the indaxt * when applied taAG.

Coprime Factorizations

Now it turns out that most of the coprime factorization results of Chapter 2 de-

veloped in a time-invariant linear systems context have a natural generalization to
time-varying systems. The essential requirement for these to hold is linearity, not
time invariance. Thus many of the equations of Chapter 2 still hold with appro-

priate interpretation of the notation. Notions of system stability, system inverse,

series and parallel connection of systems all carry over to this time-varying sys-
tem context in a natural way. We proceed on this basis, and leave the reader t
check such details by working through a problem at the end of the chapter. Let
it suffice here to state that the developments proceed most naturally in the state
space framework developed in Sections 2.4 and 2.5.

Here, it is convenient to introduce normalizetidependent and*dependent
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coprime factorizations foA G* andK*, such that
AG*=NM1=M"IN, (2.11)
K*=uv~l=v~10, (2.12)
satisfy the double Bezout identity,

RO | E R
z[;) ﬂ_

Here the factordN, M, N, V, M, N, U, V are stable and causal operators. Since
they arex™, u*dependent, and thus time-varying system linear operators, they
are natural generalizations of the linear time-invariant operators (transfer func-
tions) of earlier chapters. Here the product notation is that of the concatenation of
systems (i.e. of linear system operators).

Now using the notation of (2.5), suitable factorizations are readily verified un-
der (2.10) as, see also Moore and Tay (1989b),

<
C
| I |
|
2 <t
|
< C
1

(2.13)

[ A+BF| B -HT
M U]
N ovI|T F I 0 :
- C+DF|-D |
- . (2.14)
L A+HC|—(B+HD) H
v -0]
YR F | 0
- | c -D |

The Class of all Stabilizing Controllers

The theory of the class of stabilizing linear controllers for linear plants, spelled
out in Chapter 2 for the time-variant case, is readily generalized to cope with
time-varying systems. Again, the strength of the results depends on linearity, not
the time-invariance. The details are left for the reader to verify in a problem at
the end of the chapter, (see also Imae et al. (1992), Moore and Tay (1989b), Tay
and Moore (1990)). Thus, the class of all linear, causal stabilizing controllers for
AG* (the linearized plant model) under (2.10) can be generated, not surprisingly,
as depicted in Figure 2.3 usingJa subsystem defined below, and a so-called
Q parameterization. Here the blockss, H, A, B, C, F andQ are time-varying
linear system operators. Referring also to Figure 2.4, the subsyktasreadily
extracted.

Jk 1 8%k+1 = (A+ BF)8R + Bs — Hry,

A R (2.15)
dug = F&Xk + s, rg = 8yk — CéXx — Dduy,
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»  AG*

FIGURE 2.3. Class of all stabilizing controllers—the linear time-varying case
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FIGURE 2.4. Class of all stabilizing time-varying linear controllers

or equivalently,

K v-1
Jk = . 2.16
K |:V_1 —V‘lN} (2.16)

In the Figure 2.4,Q is arbitrary within the class of all linear, time varying,
causal bounded-input, bounded-output (BIBO) stable operators. Thus:

K*(Q =UQV Q) =V QU (), (2.17)
UQ=U+MQ, V(@Q=V+NQ
U@ =U+QM, V(Q) =V+QN,
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or equivalently, after some manipulations involving (2.12) and (2.13),
K*(Q) =K +V1QU +VINQ~v1L (2.18)
Simple manipulations also give an alternative expression,fas
r = M8y — Néu. (2.19)

It is known that the closed-loop transfer functions (operators) of Figure 2.4 are
affine in Q, which facilitates either off-line or on-line optimization of suh
dependent transfer operators. We proceed with a class of on-line optimizations.

AdaptiveQ Control

Our proposal is to implement a controll&r*(Q) for some adaptive)-scheme
applied toAG. The intention is forQ to be chosen to ensure thét (Q) stabilizes
the feedback loop and thereby the original pl@and moreover, achieves good
performance in terms of the index! * of (2.6). Thus consider the arrangement
of Figure 2.5 where the blocR is characterized bAG andL

A refinement on this proposal is to consider a two-degree-of-freedom con-
troller scheme. This is depicted in Figure 2.6. As discussed in Chapter 2, it can be
derived from a one-degree-of-freedom controller arrangement for an augmentec
plantg = [g/ ] reorganized as a two-degree-of-freedom arrangemef&.fdhe
objective is to selecd = [ Q¢ Q] causal, bounded-input, bounded-output opera-
tors on line so that the responsé minimized in ané, sense, see also the work
of Tay and Moore (1990).

In order to present a least squares algorithm for selectiéh generalizing the
schemes of Chapter 6 to the time-varying case as in the schemes of Moore an
Tay (1989b), some preprocessing of the sigeals, 8y is required.

Prefiltering

Using operator notation, we define filtered variables

& _ | P2M u* o
&= |:%_2j| = |:P12M ) :| , ¢ =e— PppMs. (2.20)

Least Squared Selection

To fix the ideas, and to simplify notation, we assumands to be scalar sig-
nals in the subsequent developments. Let us define a (possibly time-varying)
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FIGURE 2.5. AdaptiveQ for disturbance response minimization
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FIGURE 2.6. Two degree-of-freedom adapti@escheme



216 Chapter 8. AdaptiveQ Application to Nonlinear Systems

u*
L
&1
L [ -
r
—> PpM Lol e s Hold s 2 |—
¢

——> —PpoM

FIGURE 2.7. The least squares adapt@exrrangement

single-input, single-output, discrete-time version%fn terms of a unit delay

operatorg 1,

Yy +na Tt 4P
I+ag~ '+ +ang™’
B+Bat+ -+ Bmg ™™
1+a19 1+ - +ang"’ (2.21)

2@hH=[Qr@hH @),

9’=[a1...an B1...Bm y...yp],

Qi@ h =

Q@™ =

with (possibly time-varying) parametess, §i, yi. The following state (regres-
sion) vector in discrete time is

b = [—94—1 ee —S-n Tk ... Tkem ok ... a)k_p]. (2.22)

The dimensiona, m, p are set from an implementation convenience/performance
trade-off. In the adaptiv€) case, the parameters are time-varying result-
ing from least squares calculations given below. We assume a unit delay
in calculations. Thus? is replaced byédc_1 and the filter with operator

9 = [Qik Q«] is implemented with parameters (time-varying in general)
as

S = 010k O = [&1k . Gnk ok Bmk Tk ?pk] . (223

We seek selections éf so that the adaptive controller minimizes thenorm of
the responsex. With suitable initializing we have the adapti@arrangement of
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FIGURE 2.8. Two degree-of-freedom adapti@escheme
Figure 2.6 with equations
Ok = Ok—1 + Pedubi/k—1,
&/k-1 = &k — Prbk—1,

&k = Ck — Pk
K

. P S A Ao A 2.24
P« = (Z P ¢{> = A1 - Boade(l + B 1do MhBr. G2
i=1
b= E-1/k-1— 1) o (Een/ken — Lken)
&k ... —&kem —E1k ... —ELkem |-

The complete adaptiv€®) scheme is a combination of Figures 2.6 and 2.7 with key
equations (2.14) and (2.24), see also Figure 2.8. A number of remarks concerning
the algorithm are now in order.

The algorithms (2.24) should be modified to ensure thais projected into
a restricted domain, such §8x|| < €, for some norm and some fixed Such
projections can be guided by the theory discussed in the next section.

To achieve convergence @f, then P« must approach zero, or equivalentfy,
must be persistently exciting in some sense. However, parameter convergence |
not strictly necessary to achieve performance enhancement. With more genera
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FIGURE 2.9. Model reference adaptive control special case

algorithms which involve resetting or forgetting, then care must be taken to avoid
ill-conditioning of Py, as can occur when there is instability.

It turns out that appropriate scaling can be crucial to achieve the best possible
performance enhancement. Scaling gains can be included ta smadiore with
no effect on the supporting theory, other than when defining projection domains
as above. Likewise, the “scaling” can be generalized to stable dynamic filters for
r and/ore with no effect on the supporting theory. In this way frequency shaped
designs can be effected.

The scheme described above can be specialized to the caseQwhénhare
finite impulse response filters by setting= 0. The2, so defined, are stable for
all boundediy. Also, eitherQ ¢ or Q can be set to zero to simplify the processing,
although possibly at the expense of performance.

In the case tha@Q; is a moving average an@ is zero, then our scheme be-
comes very simple, being a moving average filfgr in series with the closed-
loop system(AG, K). In this case then, if)¢ is stable, guaranteed when the
gainsfi are bounded, andA G, K) is stable, then there is obvious stability of the
adaptive scheme.

When the linearized plant mod&lG* is stable, and one selects trivial values
F,H = 0 so thatKk = 0, then the arrangement of Figure 2.6 simplifies to a
familiar model-reference adaptive control arrangement depicted in Figure 2.9.

In the case tha ¢ is set to zero there is no adaptive feedforward control action.

The operatorsAG*, Jx are in fact functions of the optimal trajectorias.

It makes sense then to have the oper&oalso as a function ok*. Then the
adaptiveQ approach generalizes naturally to a learnf@gypproach as studied in
a later section.

Main Points of Section

In the case of “smooth” nonlinear systems, linearizations yield trajectory de-
pendent time-varying models. Straightforward generalizations of the addptive-
methods of Chapter 6 to the time-varying case allow application of the ideas to



8.3. Stability Properties 219

enhance the performance and robustness of “optimal” nonlinear controllers.

8.3 Stability Properties

In this section we focus on stability results as a basis to achieve convergence
results for our system. We first analyze a parameterization afdhénearplant

AG with input Au and outputAy in terms of the coprime factorizations of the
linearized versioAG*, and stabilizindinear controller K*, and establish that

this parameterization covers the class of well-posed closed-loop systems unde
study. Next, stability of the scheme is studied in terms of such parameterizations
and then expected convergence properties are noted based on this characterizati
and known convergence theories in the linear time invariant case.

Nonlinear System Fractional Maps

Let us consider the right and left coprime factorizations for the nominal linearized
plant and controller, paralleling the approach used in Chapter 2 for linear systems
but here with time varying and at times nonlinear systems. The operators are ex:
pressed as functions of the desired optimal trajeckdryand optimal control*,

but sincex*, u* are time dependent, then for any spec¥ic-), u*(-) the oper-

ators are merely linear time-varying operators, and can be treated as such. W
denoteAG as the (nonlinear) system with inpiu and outputAy, andAG* is a
linearization of the nominal plar. Also, a unity gain feedback loop with open
loop operatoW, is said to be well-posed wheh + W) 1 exists. Recall that

for a nonlinear operato§, then, in generaS(A + B) # SA+ SB, or equiva-
lently superposition does not hold, and care must be taken in the composition of
nonlinear operators.

Theorem 3.1 (Right fractional map forms). Consider that the time-varying lin-
ear feedback system painG*, K*) is well posed and stabilizing with left and
right coprime factorizations foAG*, K*, as in(2.11)and(2.12), and the double
Bezout(2.13)holds. Then anyonlinearplant with AG such that(AG, K*) is a
well-posed closed-loop system can be expressed in termsofbnealy operator
Sin right fractional map forms:

AG(S) = N(SM LS (3.1)
=AG+MIs + M~ lug MY, (3.2)

where
N(S)=(N+V9, M(S) = (M +US). (3.3)

*The remainder of this section can be omitted on first reading, or at least the proof details which
perhaps require technical skill, albeit paralleling developments for the linear case.
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Also, closed-loop system (nonlinear) operators are given from

e I P I o |

(3.4)

<

Moreover, the map§3.1), (3.2) have the block diagram representations of Fig-
ure 3.1(a) and (b) where

M~y m-?
Jo = N ) 3.5
¢ [ M1 AG*] (3)

The solutions of3.1), (3.2) are unique , given from the right fractional maps in
terms ofAG, or (AG* — AG) as the (nonlinear) operator

S=(=N+MAG)(V —UAG)! (3.6)
= M(AG — AGHM[I —U(AG — AG*)M] 72, (3.7)

or in terms of the closed-loop system operators as

S| [l I IO [ T

Moreover,(N(S), M(S)) are coprime and obey a Bezout identity
VM(S) —UN(S) = I. (3.9)

Proof. Care must be taken in our proof to permit only operations valid for non-
linear operators when these are involved. Now simple manipulations allow (3.6)
to be reorganized under the well-posedness assumption as

[ F][ie-eone
S -N M AG
and via the Bezout identity, as
i) v e i | F R N R
N(S N+VS N VI[I[S G
(3.10)

Thus under (3.6) themM —1(S) exists and, (3.1) holds as follows

N(SM~L(S) = AG(l — K*AG)~Lv 1 [(| — K*AG)_1\7_1]_1 — AG.
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To prove the equivalence of (3.1) and (3.2), simple manipulations give

AG=AG*+ (N+VS(I +M U9 IMT_NMT
= AG*+ (V- NMU)S( + M~ lug~tm?
=AG* + (V- M INU)S(I + M lugIm?
= AG*+MI(MV — NU)S(I + M~lug M1t
=AG*+MIs(1 + M lug M1,

so that under (2.13), we have that (3.2) holds. Likewise (3.6) is equivalent to (3.7)
as follows
S=M(AG — AG*)(V —UAG) !
M(AG — AGYM(VM —UAGM) L
=M(AG — AGHM(I + UNM~IM —UAGM) T
= M(AG — AGHM[I —U(AG — AGH)M] L.

To see that the operator of (3.1) is equivalent to that depicted in Figure 3.1(a),
observe from Figure 3.1(a) that= M~1(e; — USt) , or equivalently,l =
(M +US) e Also, (& —w2) = (N+ V9L = (N+VHM + U ley,
which is equivalent to (3.1).

Now suppose there is some otli&+ A S) which also satisfies (3.1). Then

o] [1 4[Jon-oe

M U |
- M+US+UAS L.
[N v} [S—i—AS}( TS )

Then, using (2.13),

|| - orrus

[
= (M+US+uUAS .
S+ AS

(3.11)

Premultiplication by 1 0] givesM +US = M 4+ US+ UAS, and premultipli-
cation by[ o 1] gives in turn than S = 0.
To verify (3.8), first observe that

T S e e
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(b) (©
S -
- mmm o mmmmm - -
— AG*(S) : T=S :
> . » AG l
Jg | :
> n : .
J— 1 -t !
< 1 N B '
< o 1
Jk : N !
— K*(Q)
> Q
> Q

FIGURE 3.1. The feedback systamdG*(S), K*(Q))
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Thus

e ] e T

e e T [ SH o
Ll

and applying the double Bezout (2.13) gives
~ - -1 -1
v -U I —K* I —K* M U
-N M ~AG | ~AG* | -N V
|00
s of’

or equivalently (3.4) holds, and (3.8). (This result is generalized in Theorem 3.2.)
Simple manipulations from Figure 3.1(b) give the operator representation of
the G block to beJ>1S(1 — J11S)~1J12+ oy, and substitution of (3.5) givesG
by (3.2).
To establish coprimeness Bf(S), M (S) observe that under the double bezout
(2.13)

VM(S) —UN(S) =VM-—UN+ (VU -U0V)S=1.

Since | is unimodular, then from Paice and Moore (1990b, Lemma 2.1),
N(S)M(S)~1is a right coprime factorization. O

A number of remarks are in order. WhexG is linear and time invariant, the
above results specialize to the results in Chapter 2, although the details of the
theorem proof appears quite different so as to avoid using superposition when
nonlinear operatora G, Sare involved.

The fact thatM, N, M, N, U, V, U, V are linear has allowed derivations to
take place without differential boundedness or other such assumptions as in ¢
full nonlinear theory as developed in Paice and Moore (1990a), Paice and Moore
(1990b) using left coprime factorizations.

Dual results apply for fractional mappings Kf*(Q), as in (3.13) and (3.14)
along with duals of the other results. ThKS' (Q) can be expressed as a linear
controllerK* augmented with a nonline&). Also, by duality, Figure 3.1(a) de-
picts a block diagram arrangement for

K*(Q) =U(QV Q) U@ = U +MQ), V(Q =(V+NQ,
(3.13)
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where

Q= (-U 4+ VK*(Q)(M — NK*(Q)) L. (3.14)

Stabilization Results

We define a systeniG, K*) with G possibly nonlinear to biternally stableif
for all bounded inputs, the outputs are bounded.

Theorem 3.2. Consider the well-posed feedback systenG, K*) under the
conditions of Theorem 3.1, withG and K* parameterized by, Sas in(3.1),
(3.13)and as depicted in Figure 3.1(a) and (b). Then the gaiG*(S), K*(Q))

is well posed and internally stable if and only if the feedback sys@n®) de-
picted in Figure 3.2 is well posed and internally stable. Moreover, referring to
Figure 3.1(c), thelx , AG block with input/output operatoF satisfies

T=S (3.15)

Q o

FIGURE 3.2. The feedback systgiQ, S)

Proof. Observe that from (3.1),(3.13)

I -K*(Q)
—AG*(S) |

-1
M -U I - M+US 0
— QM+ . (3.16)
-N Vv -S | 0 V+NQ
Clearly, under the double Bezout identity (2.13), or equivalently under
(AG*, K*) well posed and internally stable,

-1 -1
|: ! —K (Q)i| exists <= |: ! B Q} exists.
—AG*(S) | -S |

Equivalently, (AG*(S), K*(Q)) is well posed if and only if(Q, S) is well
posed. Thus under well-posedness assumptions, taking inverses in, and exploitin
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(3.16), simple manipulations yield

[—A(IB*(S) _KT(Q)}_l B
T g g T
z[_A'G* _:(} (3.17)

A~ o~
4 Uu M|[|S O I -Q vV U
V N||0O Q||-S I N M|
Now internal stability of(AG*, K*) , (Q, S), and stability ofN, N, etcetera

leads to internal stability of the right hand side and thuga6*(S), K*(Q))
as claimed. Moreover from (3.17), (2.13)

sl -
[0 8]l ) L6 7T
" [_MN —VU].

Thus well-posedness and internal stability afG*(S), K*(Q)) and(AG*, K*)

gives well-posedness and internal stability @f, S) to complete the first part of
the proof.

Now with Jk defined as in (2.16), the operafbrin Figure 3.1(c) can be rep-
resented as

T=VIAGU -V I0AG) v _NV1
=V IAGWV -UAG) - NV?
=[VIAG - N+ NV IUAG|(V -UAG)™?

o TR o (3.18)
= MM LV 1+ NV I0)AG — AG|(V —UAG)
= M[AG — AG](V —UAG)?
=S
O

A number of remarks are in order. This proof does not use superpaosition asso-
ciated with operator®, S, but does in regard th, N, etc. The results following
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Theorem 3.1 also apply for Theorem 3.2. Thus the proof approach differs (of ne-
cessity) from the proof approach for the line€@r S case based on work with the
left factorizations , since when working with left factorizations, superposition is
used associated with the operat@sS.

If ||| < e then by the small gain theorem for closed feedback loog€Qif <
1/¢ then Q stabilizes the loop. From this, and Theorem 3.2 WiNG — AG*)
suitably small in norm, there exists sor@ewhich will guarantee stability.

In the case wherdG = AG*, we trivially haveS = 0, and anyQ se-
lection based on identification & will be trivially Q = 0. This contrasts the
awkwardness of one alternative design approach which would seek to identify the
closed-loop system as a basis for a controller augmentation design.

Observations on examples in the lin@s® case have shown thathf* is robust
for G, then S can be approximated by a low order system, thus making@ny
selection more straightforward than might be otherwise expected.

Averaging analysis could lead to robust convergence results as in the case o
linear plants, but such is clearly beyond the scope of this work.

Main Points of Section

The closed-loop stability theory that is the foundation of the adaf\seshemes
in the time-invariant linear model case is generalized in a natural way to the time-
varying linear system context, and at least partially to the nonlinear setting.

Example. Here we demonstrate the efficacy of the adap@eapproach through
simulation studies. Consider an optimal control problem based on the Van der Pol
equation. This equation is considered interesting because it is a simple yet funda
mentally nonlinear equation which has a rich oscillatory behavior, not in general
sinusoidal.

%1 = (1—Xx3)x1 — X2 + U; X2 = Xq, y = Xq, (3.19)

with x1(0) = 0, x2(0) = 1 and the performance index defined by

1 5
=3 / (x§ + X3 + u?)dt. (3.20)
0

A second-order algorithm of Imae and Hakomori (1987), using 400 integration
steps, was adopted for the numerical solution of the open-loop optimal control
signalu*. An arbitrary initial nominal controll = 0, t € [0, 5], was chosen. The
value of the performance index was reduced to the optimal one in 4 iterations in
updatingu(-) over the range [(5].

Four situations have been studied in simulations. For each case we add a stc
chastic or a deterministic disturbance which disturbs the optimal input signal.
Also, in some of the simulations we apply a plant with unmodeled dynamics.
The objective is to regulate perturbations from the optimal by means of the in-
dexAl = fos(cﬁxf + 8x2 + su?)dt which is expressed in terms of perturbations
3x, 8u. For each of the disturbances added, and for the unmodeled dynamics case
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we compare five controller strategies, and demonstrate the robustness and perfo
mance properties of the adapti@@methodology.

1. Open-loop design.

Value

Here we adopt the optimal control signal as an input signal of the non-
linear system with added disturbance. Figure 3.3 shows that the open-loop
design is quite sensitive to such disturbances in xhak, differ signifi-
cantly fromxj, x3.

15
1 Iy
/—\
o5 L><\ N
X*
0 / SNl ~ lg
A

-05 =

1
-15 \

0 50 100 150 200 250 300 350 400 450

Iterations

FIGURE 3.3. Open Loop Trajectories

. LQG design.

In order to construct feedback controllers, we adopt the standard LQG the-
ory based on a discretized model obtained by fast sampling. This model
is then linearized about the optimal trajectories and the performance index
(3.20). Of course, the input signal$ + su are no longer ‘optimal’ for the
nominal plant. The LQG controller’s design yields better performance than
the open-loop case in that the erratis— X7, X2 — x5 are mildly smaller

than in the previous figure for the open-loop cases, see Table 3.1. It is well
known, however, that the LQG controller, although optimal for the nominal
plant model under the assumed noise environment, may lose performance
and perhaps its stability even for small variations from the nominal plant
model.

. LQGI/LTR design.

In order to enhance the robustness properties of LQG controllers, we
adopt well known loop transfer recovery (LTR) techniques Doyle and Stein
(1979). Thus the system noise covariai@g in a state estimator design is
parameterized by a scaler> 0, and a loop recovery property is achieved
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asqg becomes large. In our scheme the state estimator ‘design system anc
measurement noise covariance®% (q) and R}, are given by

1
Q?(q)=l+sz[1 o]; Ri=1  q=50

There is a more dramatic reduction of errags— xj, X2 — x5 over that for

the LQG design of the previous case as indicated in Table 3.1. Of course,
the LQG/LTR design is identical to that for the case wiges= 0. Also,
simulations not reported here show that the LQG/LTR design performs vir-
tually identically to an LQ design where statesare assumed available for
feedback.

4. Adaptive-Q design.

15
1 U
u\
0.5 X2
X*
2
2 o / e Ny
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X1 /
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~15
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FIGURE 3.4. LQG/LTR/AdaptiveR Trajectories

Disturbance |d=02 deU(0.1,03) deU(@1
Open loop 3.071 3.056 6.259
LQG 0.749 0.744 3.256
LQG/LTR 0.230 0.228 1.348
LQG/Ad-Q 0.348 0.345 1.993
LQG/LTR/Ad-Q | 0.160 0.160 1.001

TABLE 3.1. Al for Trajectory 1x(0) = [0 1]



8.3. Stability Properties 229

The adaptiveQ), two-degree-of-freedom controller design for optimal con-
trol problem is studied, with the LQG or LQG/LTR controll&r and the
adaptived. = [ Q¢ Q] using least square techniques. Third-order FIR mod-
els are chosen for the forwaf@; (z) and the backwar(z). Simulations,
summarized in Table 3.1, show that adapt®esontroller design strength-
ens the robustness/performance properties of both the LQG and LQG/LTR
design without the need for any high gains in the controller. See also Fig-
ures 3.3 and 3.4. The intention in this first design example has not been
to demonstrate that an adapti@approach works dramatically better than

all others, although one example is shown where such is the case. Rather
we have sought to stress that the adap@eaethod is perhaps best used
only after a careful robust fixed controller design, and then only to achieve
fine tuning. Actually, for the design study here, the robust LQG/LTR de-
sign performed better than the LQG adaptiYedesign. The values ok |

for all five cases are summarized in Table 3.1 for a deterministic distur-
banced = 0.2, and then two stochastic disturbances, in the first instance
with d uniformly distributed between.D and 03, and in the second witth
uniformly distributed between 0 and 1.

To demonstrate the robustness of the adapfivesntrol strategy, the sim-
ulations were repeated with unmodeled dynamics in the actual plant, see
Table 3.2. The state equations of the actual plant in this case are

%1 = (1—x3)xg — X2 + X3 + U,

X2 = X1,
X3 = —X3 — 4X3 + U,
Yy =Xy,

with initial state vectof o 1 o].

The simulations in Tables 3.1 and 3.2 are repeated for different initial con-
ditions, and thus a different optimal trajectory. The results are included in
Tables 3.3 and 3.4. This trajectory also has the same unmodeled dynamic:
added to demonstrate robustness.

Disturbance d=0.2

Open loop 5.9077
LQG 1.9438
LQG/LTR 0.6623
LQG/Ad-Q 0.984
LQG/LTR/Ad-Q | 0.4251

TABLE 3.2. Al for Trajectory 1 with unmodeled dynamiocs0) = [0 1 0]
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Disturbance | d=02 deU(0.1,03) deU(01
Open loop 3.6646 3.6478 7.4502
LQG 0.7524 0.7476 3.3817
LQG/LTR 0.2165 0.2148 1.2766
LQG/Ad-Q 0.3447 0.3415 1.9734
LQG/LTR/Ad-Q | 0.1505 0.1495 0.9278

TABLE 3.3. Al for Trajectory 2 x(0) = [1 05]

Disturbance d=0.2

Open loop 4.7301
LQG 1.2805
LQG/LTR 0.5162
LQG/Ad-Q 0.6313
LQG/LTR/Ad-Q | 0.2981

TABLE 3.4. Al for Trajectory 2 with unmodeled dynamiocs,0) = [1 05 0]

In our simulation for the adaptiv® controller, two passes are needed for
“warming up” of the controller. Subsequently, the coefficient€in and

Q, in the notation of (2.21), “converge” to slowly varying values in the
vicinity of y = 0.0976,y; = —0.0002,y, = —0.1016,8 = —11.18,

B1 = —9.247,8> = —7.891, with j = 0.

The prefiltersP12M used in our study are as follows:

, F I
Xps = (A+ BF)xps + BU", £ = (l)xps+<o> u*,

with inputu* and outpug;. Likewise for the prefilters driven b§r ands.

Our simulations not reported here show significant improvements when
scaling adjustments are madert@nde. Also, other simulations not re-
ported here show that there is insignificant benefit with increasing the di-
mensionsp = 3, m = 3, n = 0in Q, although the cost of reducing or

m is significant.

The message from this simple example is clear. Open-loop optimal control of
nonlinear systems is nonrobust. Linearization and application of linear optimal
feedback methods improves the situation. Working with robust linear methods is
even better, and adding an adaptiydeop enhances performance and robustness
even further.
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8.4 Learning® Schemes

For robust nonlinear optimal control, it makes sense to explore the ad#ptive-
enhancement approach modified such @& state (or state estimate) dependent.
Such an approach is termed here learnihgentrol.

In generalizing the least squares based adag@vidter coefficients update
scheme, applied for the nonlinear control tasks of the previous sections, the es
sence of our task is to replace a parameter least squares algorithm by one in
volving functional learning To optimize theQ-filter when its parameters are
state dependent, the key strategy we propose here is to apply functional learn
ing algorithms as in Perkins, Mareels and Moore (1992). The least squares
based functional learning of Perkins et al. (1992) suggests bisigmoid sum rep-
resentations of the parameters over the state space, or for practical reason
over only the significant components of the state space. The parameters of thi:
representation are tuned on line by a least squares scheme. Bisigmoids, suc
as Gaussians or truncated Gaussians, B-splines, or radial basis functions hav
the dual roles of interpolating between parameter estimates at grid points in
the state space, and of spreading learning on either side of a trajectory in the
state space.

In adaptive control, the controller for the plant adapts to optimize some per-
formance specification. Should the plant be time-varying, then the adaptive con-
troller tracks in some sense an optimal controller. There is built into the con-
troller a forgetting factorso that distant past experiences are totally forgotten.
If the plant dynamics are nonlinear being a function of a slowly changing vari-
able , such as the slow states of the plant, then it makes sense to remember th
past in such a way that the controller can recall appropriately from past experi-
ence and give better performance than it would with built-in forgetting. To facil-
itate such control action, enhanced with memory, functional learning algorithms
appear attractive.

Functional learning here refers to a method by which the values of a function
y = f(x) can be estimated at all points in the input variable spgc&om data
pairs(xi, ¥i), or noisy measurements of these. Given an estimafeat timek,
denotedf, then with a new measuremexy, a prediction ofyy is 9k = f (Xk).

The error(y — Yk) can then be used to updaffe) for timek+1 based on assumed
smoothness properties 6f-). The function is here represented as a sum of simply
parameterized functions which could be basis functions such as polynomials or
Gaussians. We define the error between a representation of a given fuhetion
and the actual functiori (-) in terms of some error norm. Thus, here, the learning
involves adapting the parameters of the basis functions to achieve lower error
norms. We look to approximate arbitrary continuous functions within a class of
such.

A key representation theorem for our approach is in Cybenko (1989). This the-
orem tells us that sums of sigmoids, or more general bisigmoids such as Gaussian
or truncated Gaussians, suitably parameterized, are dense and can represent fur
tionals over finite domains with arbitrary precision.
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Function Representation

Given a function,f (-), an approximation to that function could be represented
by a superposition of a finite number of the simply parameterized functi@ns

such as sigmoids or bisigmoids, each centered at different pgintsthin the in-

put variablel'y space. The representation must be chosen with regard to required
accuracy, convergence properties and computability. For example, to approximate
a two input variable scalar function with a bounded first derivative by a grid of
simply parameterized functions being piecewise constant functions on a grid, the
following result is easily established.

Lemma 4.1. Suppose there is given a two input variable scalar functidr, y)

with a first derivative bounded kY, and a square regiolR = {(X, y¥) : [X], |y| <

r} over which it is to be approximated. Furthermore, suppose there is an approx-
imation to the function by a piecewise constant function on a rectangularN

grid covering the regiorR. Then thel, error bound betweerf (x, y) and the
approximationf (x, y) is

C2
b= 0(35)- 4.1)

Proof.
Yo+ /N pxo+r/N 5
/ / (Foxy) — foyyZdxdy  (4.2)
Yo X0

The worst case approximation fax, y) of a level function will be wherf (x, y)

is at its maximum gradient within a grid square. Also, the worst error will be
the same for each grid square. To calculate a worst case error then, consider th
“worst case” functionsf (x, y) = fg = Cx £ Cy. In this case,

Yo+r/N Xo+r/N R
b= / / (f(x.y) — F(Xo. o) £ Cx £ Cy)%dxdy  (4.3)
Yo X0

Now, the region of that square{s, y : Xo < X < Xo+r/N, Yo <y < Yo+I/N}.
Setf = f(Xg, Yo). Then a substitution of variables gives

b= ;20% = 0( ). (4.4)

O

In selecting the simply parameterized functidiné) for learning in the control
environment of interest, we take into account the need for ‘fast’ learning, reason-
able interpolation and extrapolation approximation properties, and the ability to
spread learning in thEy space. For ‘fast’ learning, we require here that the mea-
surements are linear in the parameterd;@f) so that the least squares techniques
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can apply. This contrasts the case of neural networks where backward propagatiol
gradient algorithms are inevitably ‘slow’ in convergence.

For reasonable interpolation capabilities, any of a number of selections such
as polynomials, splines, sigmoids, or bisigmoids can be used, but to avoid poor
extrapolation outside the domains of most excitatiomoih I'y, we select bisig-
moids. Likewise, only the bisigmoids allow learning along the trajectorid;in
to be spread acceptably to neighborhoods of such trajectories. This approach i
taken in Perkins et al. (1992) for an open loop identification task, which we now
adapt for our control task. First let us review the least squares learning taken in
Perkins et al. (1992), and related results.

Least Squares Learning

Consider the signal model usually derived from an ARMAX representation,
Yk = DO (Xk) + wk, (4.5)

whereyy are the measurementdy is a known regression vector of the model
inputs and outputs, ar@(-) are the unknown functionals with input variablgs
representing the perhaps nonlinear 'parameters’ of an ARMAX model. dere
is taken to the zero mean white noise.

Let us investigate finite representations estimaéng) of the form

n
O0) = Y K{(x, W) = K[ (0O(T), (4.6)
i=1

with ®'(Ty) = [0"(y1) ... 0" (¥n)], and K| (x) = [K[ (X, y1) ... K| (X, yn)]. Here

0(y;) are the parameters ad (x, ;) the interpolation function representation
(4.6). For simplicity we work withK (X, 34) which acts as both a scalar inter-
polating function and learning spread function between the pairgsI'y and

x € I'} with a preselected set of poirits = {y1, v2, ..., yn} in ['x. In our simu-
lations, we use Gaussians or truncated Gaussians for the vectors indicated abov
Now (4.5) can be represented as

Yk = @ (x)'O(T)) + ax, 4.7)
where
D (Xk) = K (Xx) Pk, Ok = K (x)ed)), (4.8)

andawy approximatesoy.
Consider an error measure for the representation:

dg” (@) = %[Z [CIESECIN HZ} 7 (4.9)
k=1
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As shown in Perkins et al. (1992), under strong persistence of excitation condi-
tions onxx minimization of this index is equivalent to minimization of thg
index :

s 12
dz(é):[/r H@(x)—@(x)H dx} . (4.10)

A key result associated with this latter minimization task is as follows:

Theorem 4.2. The minimization task has a unique critical point, denottf
and only if the elements &f, (x) are allowable, in that

00 > [/ K| (x)K,’(x)dx:| > 0. (4.11)
I'x
This optimal® is given from
-1
O = (f K, (x)K{(x)dx) yOO K/ (x)dx. (4.12)
I'x I'x

Moreover, whem® (X) is reconstructible with respect to the class of functié}(x)
of (4.6), then®(x) is uniquely parameterized as {A.6) with ® = @* given in
(4.12)

Proof. The proof of this can be found in Perkins et al. (1992). O

In order to minimizedg) of (4.9)forr =1,2,..., given a sequencg, Yk},
standard least squares derivations applied to (4.9) and (4.10) lead to a recursiv
estimate of®(xx), denoteddy (xk), as

Ok(x) = K| (x)Ok(T)) (4.13)
Ok(T1) = Ok_1(T')) + P(TD P (i) Yk — D} (%) Ok—1(T1], (4.14)
where

PN = PAMD 4+ @1 (x)@] (), D) = K| )Pk, (4.15)

with suitable initial condition®, P. Under appropriate conditions (Perkins et al.
(1992)), P * approaches a diagonal matrix. With truncakedwe have thaP,

is block diagonal with only one block updated at each iteration and only one
corresponding segment 6, updated. In selecting a truncation, there is clearly a
trade off between function estimation accuracy and computational effort.

Least Squares (Scalar variable case)

Now with the definitions of (2.20), and as shown in Tay and Moore (1991) for the
case of scalar variablésik, 8yk, rk, bk (for simplicity), withsc = Q¢ uy + Qrg,



8.4. LearningQ Schemes 235

following the derivations leading to (2.24) we see thais linear in®, as

& = PO + &, (4.16)
Dy = [(ék—yk—l — k-1 ... (&-n/ken—Ck-n) —bk ... —é“k—m] .
(4.17)

These equations allow a least squares recursive updaé®, fdenoteddy, to
minimize the indexzi":l || ) 2as spelled out earlier for the adapti@scheme.
Heree e denotes, 161,010 in obvious notation. In fact the details are a special
case of those now derived for the proposed learringcheme of Figure 4.1. Note
that the adaptived scheme is that of Figure 4.1 specialized to the case when
Ok (x*) is independent ok*, so thatlk(x})) is replaced byy.

u” | e
Pa
%k
Au lx
r I s
ok
g (x*)
4 v 4
[ P12M P1oM ] — P12M
§ .
O (X*) xX*
¢
v
Least Squares Functional Learning le—

FIGURE 4.1. Two degree-of-freedom learni@yscheme

Learning-Q Scheme based o«f

We build upon the earlier work of Chapter 6 and this chapter by extending the
adaptiveQ scheme to what could be viewed as an adapfd&*) scheme, but
which we call a learning? scheme. The filter with which we work has co-
efficients which are functions of the state space. Dendﬁﬂg), Qik (X), ﬁik(x),
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the key idea of the learnin@ algorithm is to update estimatég(-), for all x

in some domairy in which x¢ lies. The2 filter is implemented aék(xfg). The
arrangement is depicted in Figure 4.1. The least squares functional learning block
yields estimateé)(x;(“) for implementation of the filteﬁk(x;), being driven from

¢k, &k, & and x¢. The parameter estimaté}k(x[j) are derived via the approach
above. Thus, corresponding to (4.7) , we have the formulation (4.16) , and corre-
sponding to (4.13)—(4.15) we have

Ok(%) = Kj () Ok ("), (4.18)
O = G-a(I) + P @1 06) [ = oOTD ], (4.29)
Pt = By + @1 06) ] (x0). (4.20)

The 2 filter can be implemented a8 (R, wheregy = Xg + 8%, as an al-
ternative to implementinék(x;). This suggests also that the nominal plar,
controllerK and indeed) be functions ofk, rather tharx;". For this case then,
any AG(%), K (%), J(%) are inevitably nonlinear and a nonlinear factorization
theory is required. Care should be taken because there is in essence an extra fee
back loop in the system which can cause instability, so this approach is not rec-
ommended.

Of course wherdx is small, one expects thaf* could be just as good an es-
timate ofx; asX;. In this case, there would be an advantage in working in a full
nonlinear context. However, we would expégtto be small only when the plant
is nearly linear, and to avoid dealing with a full nonlinear context is really to avoid
tackling systems that are in essence nonlinear.

Learning-Q Simulation Results
The Signal Model and Performance Index

Consider again the specific nominal plant model (Van der Pol equation):
Go: X1 = (1—x3)xg — X2 + U +d; Xo = X1, Y = Xi, (4.21)

with scalar inpuu, scalar outpuy, and state vector = [ x1 x2]’. Consider also a
regulator performance index defined by

1 5
00,0 = /O o2 4 x2 + u)dt. (4.22)

Of course for such a simple example, one could use a trivial linearization, by tak-
ingu = >21>2§+u1 and then optimizingi; = KX via LQG control, thereby achiev-

ing an attractive nonlinear controller. Also, for more general nonlinear systems
one could similarly exploit the linearization approach of Isidori (1989). However,
here we wish to illustrate the design approach of the previous sections and ust
this plant as an example. Here, for each initial condition investigated, an opti-
mal trajectory is calculated. Next, the closed-loop feedback controller schemes of
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the previous section are studied in the presence of constant and stochastic distu
bances added to the plant input, and some of the simulations include unmodele
dynamics. The actual plant with unmodeled dynamics is

X1=(1—X)X1 — X2 +X3+u-+d,

X2 = X1,

S (4.23)
X3 = —X3 —4X3+ U,

y =X,

wherexs is the state of the unmodeled dynamics drid the disturbance.

The major objective of the learnin@-method is to learn from one trajectory,
or set of trajectories information which will enhance the control performance for
a new trajectory.

For the simulations, function®(x) = ©(x1, X2) are represented as the sum of
equal covariance Gaussians centered on a sparse two-dimensional Bgjgjn
space. In the learnin@ scheme, the weighting of the Gaussians is updated to
best fit the given data via least squares functional learning. The tailing off of the
Gaussians will ensure that trajectory information effectively spreads only to the
neighboring grid points with more weighting on the near neighbors.

Selection of Algorithm Parameters

The algorithm requires a priori selections of the interpolating functions and their
parameters including location on grid points in state space. It then learns the rel-
ative weightings.

Selection of Grid Points

The state space of interest is selected to include the space spanned by the optim
trajectories. The Gaussians are fixed initially at & 4 grid ofy; over a unit
“box” region covering well the trajectory region to avoid distortions due to edge
effects. A scaling method facilitates quick changes of the apparent denseness an
compactness of the grid. Optimal placing of the grid points for one particular
trajectory is not usually optimal for other trajectories, and the chosen grid points
can be seen in Figure 4.2.

The Spread of the Interpolating Function

The interpolating function is of the forrWef”zdizk, wheren is the number of
Gaussians in each dimensiah,is |[x — » |2, W is the initial weighting, and is
a constant used to tune the learning (in our simulatidghs: 10710, k = 4). The
“optimal” spread of the Gaussian is a function of the shape of the function being

learned, and the denseness of the Gaussians in the grid.

Trajectory Selection

The data must be “persistently” spanning the grid space in order to learn all the
Gaussian weights. As the estimates are functions of stochastic outputs, greate
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FIGURE 4.2. Five optimal regulation trajectorieslig, x, space

excitation of a mode allows for a more accurate estimate of the weighting of that
mode. Five initial conditions have been chosen to illustrate performance enhance
ment due to the learnin@ approach. The initial conditions of are: (0.5, 1),
(0.5,0.5), (1,0.5), (0,0.5), (0, 1). The optimal regulation state trajectories cal-
culated from these initial conditions are shown in Figure 4.2, to indicate the extent
to which the state spadg; is covered in the learning process.

Results

For the trajectories and algorithm parameters of the previous subsection, robust
ness and performance properties are examined.

Persistence of Excitation

In order to test the learning, two simulations were compared. In the first, de-
noted Global Learning Trajectories 1 through 5 were executed and then re-
peated, each time enhancing the learning with the knowledge previously learned
In the second, denotddbcal Learning Trajectory 5 was repeated 10 times, to
achieve enhanced learning. In the example of Table 4.1 below, the disturbance
wasd = 0.2.

Run Number| Global Learning Local Learning

5 0.3373 0.3422
10 0.3296 0.3355

TABLE 4.1. Error index for global and local learning

As can be seen in Table 4.1, the global learning actually gives marginally better
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results than the specialized local learning by virtue of its satisfying persistence
of excitation requirements. These are typical of other simulations not reported
here.

Deterministic Disturbances

There are three types of disturbances simulated. First a zero disturbance is use
and since the plant then follows the optimal trajectory, as expected the valises of
andsu are zero. The other disturbances used are: a constan0.2, stochastic
disturbances uniformly distributed, and disturbances where the disturbance is ¢
function of position in state space.

Since the error index is a function of the total level of input disturbances, the
constant disturbance is the one used to compare various parameters and methoc
with the stochastic and functional disturbances being then used to test the selecte
parameters under more realistic conditions.

Stochastic Disturbance

The simulation is run for each trajectory with= RAND(-0.5, 0.5), that is

the disturbance is uniformly distributed with an upper bound.bf &nd a lower
bound of—0.5. In the case of ‘global learning’, where Trajectories 1 through 5
were run, then repeated for all of the trajectories, the algorithm gives an improve-
ment in the error index, except Trajectory 5. Details are summarized in Table 4.2.

Trajectory| Runl Run2 Improvement
1 0.0157 0.0086 45%
2 0.0160 0.0070 56%
3 0.0637 0.0213 66%
4 0.0708 0.0123 83%
5 0.0113 0.0199 —5%

TABLE 4.2. Improvement after learning

Unmodeled Dynamics

The simulations were run with the disturbances as before, as well as with the
inclusion of the unmodeled dynamics as in (4.23). The system achieved good
control, with for example the error indices of Trajectories 1 through 5, then re-
peated in a stochastic disturbance case be®@, 1.5, 1.1, 1.6 and the second

run giving 17, 1.0, 1.5, 1.1, 1.7.
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Nearest Neighbor Approximation and Grid Size

The standard algorithm requir€(n?) iterations for calculation of the values of
ann x n grid. An approximation can be made where only the weights of the clos-
est Gaussians are updated at each step. This approximation significantly speec
the algorithm, but loses accuracy. As is shown in Table 4.3, for the case with a
stochastic disturbanat = RAND(-0.5, 0.5) as above, and with no unmodeled
dynamics, however going to a finer grid ok5 Gaussians, with the nearest neigh-
bor approximation/truncation improves upon the4full calculation/untruncated
case.

Average| 4 x 4 truncated 44  5x 5truncated

Run 1 0.3970 0.3844 0.3828
Run 2 0.3458 0.3451 0.3304

TABLE 4.3. Comparison of grid sizes and approximations

As expected, the finer grid improves in comparison to the others during the
second run, as it is better able to fit to the information given. ®hesurfaces
generated in this simulation for thex22, 3 x 3, 4 x 4 and 5x 5 cases for the
constant disturbanog = 0.2 are shown in Figure 4.3. The error index averaged
over the second run for these cases are respectivag0@, 03252, 03465,
0.3230. The 4x 4 case gave the worst result, possibly due to the artifact on the
surface not displayed by the others. These results show that a finer grid spacin
may not always improve the control.

Comparison with Adaptive case

Let us compare the results of our learning controller with those of the adaptive-
controller . In the first instance, when running a trajectory for the first time, the
adaptive algorithm gives better results than the learning algorithm. Allowing the
learning algorithm previous experience on other trajectories however, lets it in
most cases “beat” the adaptive one. For instance, in the nonzero mean stochast
disturbance casf € 0.2 + 0.1}, with no unmodeled dynamics, for Trajectory 1,
the adaptive case gavedQ0 7, with the learning case givingd®7 1 after learning

on some trajectories.

However, the adaptive case can also be enhanced to give better performanc
than the learning scheme by exploiting previous information from a learQing-
scheme. Simulations are performed comparing the extended adaptive to the learr
ing scheme with a variety of disturbances and with/without unmodeled dynamics.
The constant, stochastic, and nonconstant deterministic disturbancks-802,
de0.2 £ 0.05, d = x2 + x2. The results are summarized in Tables 4.4 and 4.5.
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FIGURE 4.3. Comparison of error surfaces learned for various grid cases

Disturbance| Learn  Adapt Improvement
constant | 0.3651 0.2885 21%
stochastic | 0.3684 0.2839 28%

deterministic| 1.8846 1.1248 40%

TABLE 4.4. Error index averages without unmodeled dynamics

t

Disturbance| Learn  Adapt Improvemen
constant 1.5044 0.9891 34%
stochastic | 1.4925 0.9825 34%

deterministic| 2.4608 2.0293 18%

TABLE 4.5. Error index averages with unmodeled dynamics
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Main Points of Section

LearningQ schemes are really adaptig@-schemes withQ being a parameter-
ized nonlinear function of the state. Adapting its parameters on line achieves
functional learning. In our example, the benefit of a learnihgecheme over an
adaptive@Q scheme would be worth the computational cost only in performance
critical applications.

8.5 Notes and References

The application of the direct adaptiv@-techniques to nonlinear systems was first
studied in Imae et al. (1992) The generalization to learrihgehemes was first
studied in Irlicht and Moore (1991). At the heart of this work is some form of
functional learning. The application of parameter update techniques to functional
learning theory is of course the meatradural networktheory. In these, the pa-
rameterizations are fundamentally nonlinear. Here in contrast and for simplicity
our focus has been on nonlinear functions whichlerear in their parameters,
such as in a Gaussian sum representation, as explored by us in Perkins et a
(1992). Thus here our learninQ-filter, based on Irlicht and Moore (1991), uses
such representations.

This work on adaptive® and learning® techniques provided motivation for
us to understand further the theory of nonlinear fractional maps and nonlinear
versions of the Youla-KE€era parameterizations, see Paice, Moore and Horowitz
(1992), Perkins et al. (1992) and Moore and Irlicht (1992).

One key insight to cope with nonlinear systems is that in the nonlinear case
where the operators are initial-condition dependent, the mismatch between thos
of estimators/controllers and those of the plant can be viewed as unmodeled dy:
namics, namely as a nonlinear operéfor

Another observation which helps explain much of the scope of the nonlinear
theory is that the class of all stabilizing controllers for nonlinear plants is more
easily characterized in terms of left coprime factorizations, yet these factorizations
are much harder to obtain than right coprime factorizations.
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Real-time Implementation

9.1 Introduction

We have until this point, developed the theory and algorithms to achieve high
performance control systems. How then do we put the theory into practice? In
this chapter, we will examine real-time implementation and issues in the in-

dustrial context. In particular we will discuss using discrete-time methods in a

continuous-time setting, the hardware requirement for various applications, the
software development environment and issues such as sensor saturation and fini
word length effects. Of course, just as control algorithms and theory develop,
so does implementations technology. Here we focus on the principles behind
current trends, and illustrate with examples which are contemporary at the time
of writing.

We begin with the hardware requirements. The hardware for a modern con-
trol system is microprocessor-based. Analog-based control systems are stil
used in some speed critical applications, and where reliability is already estab-
lished and is critical. However the cost in implementing complex algorithms
using analog circuits with present day technology is not competitive with the
new digital technology available. With modern fast microprocessorsdégiel
tal signal processorgDSPs), there is the possibility of connecting many pro-
cessors to work in a parallel fashion, and it is now possible to implement
fairly complex algorithms for sampling intervals of microseconds. The speed
consideration is therefore becoming less important and digital implementation
dominates.

We begin the chapter with a discussion on using discrete-time methods for
continuous-time plants. The key theorem is thguist Sampling Theorem

Our next task is the design of a stand-alone microprocessor-based control sys
tem. Design and implementation of such a system can be time consuming in prac
tice. This is because there is very little scope for incremental testing and verifica-
tion in the initial stage of the design. The engineer has to get both the hardware
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and software working at the same time in order to verify that the design is success-
ful. Often when the system fails to work, the engineer is left wondering whether
the bug is in the hardware or the software. In response to this difficulty, many
microprocessor manufacturers are now marketing emulator sets that essentiall
provide a software development and debugging environment. However such set
tend to be very expensive and are available for popular microprocessor series only
Also, there may be advantages in choosing certain specific processors to exploi
their on-chip facilities for a particular application. In such cases, we may be left
developing the controller system without the aid of emulator sets. We will outline
in this chapter a systematic procedure that will greatly simplify the task of devel-
oping a stand-alone system without the aid of an emulator set. Design example:
are also provided.

To cope with the rather complex algorithms introduced in this book, there
is a need to look into high performance hardware platforms. We will describe
in this chapter a two-processor design involving a number crunching oriented
DSP and an input/output orientedicrocontroller We will highlight the mod-
ular approach adopted to facilitate easy development of both the hardware anc
the software.

It is well understood that the cheapest systems are ones which use the leas
number of components and at the same time use components that are common
available. Take for example, a personal computer mother board which implements
a feature-rich complex computing environment. This can be purchased for a rel-
atively low price because the personal computer mother boards are produced b
the millions and great effort is made to reduce component cost. Also with highly
automated assembly lines, possible only with high volume production, the per
unit manufacturing cost of such a board is very low. A comparable customized
system with production volume of only a few thousands would be many times
more costly.

The plunging cost of mass-produced electronic boards gives rise to some new
thoughts on designing the hardware of a control system. The trend is the desigr
and manufacture of modules that are feature-rich so that they can be mixed anc
matched into systems for use in many applications. This allows the production
volume of each module to be high and therefore drives the per unit cost down.
An immediate implication is therefore to design a universal input/output interface
card that has many features to cater to all kinds of controller needs. The specific
control system is then assembled from ready-made personal computer mothe
boards and the input/output interface card. We will describe the design of one
such card in this chapter.

Development of the software for control algorithms is a parallel area for at-
tention alongside hardware development. For simple controllers, this is not an
issue. However, the high performance controllers studied in this text are complex
enough for software aspects to be important. In this chapter we will look at the
various platforms for which such software can be developed easily. The intention
is to aid the designer to take steps towards realization, or at least to be able to tall
to the implementation specialist.
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9.2 Algorithms for Continuous-time Plant

For the majority of controller designs introduced in this book, plant mod-
els which are discrete-time, linear, time-invariant models are used, and con-
sequently, the resulting controllers are discrete-time, linear, and time-invariant
controllers. The discrete-time setting is desirable since we believe that in vir-
tually all future controller realizations, digital computers and discrete-time cal-
culations will be used. The discrete-time model of (2.2.3) can be directly de-
rived from the underlying process in some plants, or indirectly by an identifi-
cation scheme. Of course, for most plants, the underlying process is analog in
nature, and indeed corresponding results to those spelled out in this book car
be derived for continuous-time models, with little difficulty. How then do we
deal with continuous-time plants when our approach is via discrete-time theory
and algorithms?

For continuous-time plants and digital computer controller implementation,
there are two approaches. In the first approach, a continuous-time controller de-
sign is based on the continuous-time plant model. The continuous-time controller
is then replaced by an approximated discrete-time controller for implementation
on a digital computer with appropriate analog-to-digital, and digital-to-analog
converters. However in general, a relatively fast sampling rate has to be used ir
practice in order to achieve a good discrete time approximation. For recent work
in this direction, see Blackmore (1995).

An alternative approach is to first derive a discrete-time plant model from
the continuous-time plant with its analog-to-digital and digital-to-analog con-
verters, anti-aliasing filters, and post sampling filters attached, and then per-
form a discrete-time controller design based on the discrete-time model of
the plant, see Figure 2.1. This approach can lead to a possible reduction in
the sampling rate compared to the former approach, see Astrom and Witten-
mark (1984). We will adopt this approach in the treatment of continuous-time
plants.

Clock
sampling time T

u®t) .| Continuous-time | y(t) |

UT .1 p/A

Discrete-time
controller

FIGURE 2.1. Implementation of a discrete-time controller for a continuous-time plant
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Let's consider the following linear, time-invariant continuous-time plant model.

X(t) = Acx(t) + Beu(t),

2.1)
y(t) = Cex(t) + Deu(t).

The pairs(Ac, Bc) and(C¢, Ac) are assumed stabilizable and detectable, respec-
tively.

This continuous-time plant model (2.1) can be discretized in time by an appro-
priate sampling process. For the moment, assume that the same sampling inte
val is used for both the inputs and outputs of the plant zerd order holdsare
inserted at each input to the plant to achieve digital-to-analog conversion. This
arrangement is depicted in Figure 2.1.

For the continuous-time plant (2.1) embedded in the scheme of Figure 2.1, with
sampling timeT , the discrete-time model (2.2.8) then has state space matrices as
follows.

.
A=ehT, B=f0 e’*Sds R, C =Ce, D = De. (2.2)

With this discrete-time model, discrete-time controller design techniques can be
applied and the control scheme implemented as in Figure 2.1. In this arrange-
ment, the control signal derived from the controller accesses the plant through the
digital-to-analog converters.

It is also possible to design discrete-time controllers directly for continuous-
time plants. These methods are based on a lifting idea that exploits the periodic
nature of the sampled data controller when applied to a continuous-time sys-
tem, Feuer and Goodwin (1996). Alternatively one can work with fast sampling
model representations of the plant while performing the design at lower sampling
periods, Keller and Anderson (1992), Madievski, Anderson and Gevers (1993),
Blackmore (1995), Gevers and Li (1993), Williamson (1991). We do not explore
these approaches here.

9.3 Hardware Platform

In this section we explore a microcontroller-based solution, a dual processor so-
lution for fast processes, and a personal computer based solution for achieving
controller hardware platforms.

A Microcontroller-based Solution

The block diagram of a typical real-time controller system is shown in Figure 3.1.
The system can be divided into three subsystems. They are the computing sectior
the input/output interface subsystem and the host computer interface subsystem.
The main subsystem of the controller is for computing. It consists of the target
microprocessor, nonvolatile memory suchEaiasable Programmable Read-Only
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FIGURE 3.1. The internals of a stand-alone controller system

Memory(EPROM), volatile memory such &andom Access MemaiigAM) and

a timer circuit. This subsystem is responsible for executing the software codes of
the control algorithm as well as controlling all the other devices connected to the
system. The software codes that implement the control algorithm are stored in the
EPROM. The size of the EPROM will depend on the complexity of the algorithm
implemented. The RAM is required to store all temporary variables in the exe-
cution of the control algorithms. For the implementation of a simple controller
scheme such as the ubiquitouportional plus integral plus differentigPID)
controller, a RAM size of about 20 bytes is sufficient. For more complex algo-
rithms, the size increases correspondingly. The timer circuit is included to allow
implementation of the sampling time interval.

The input/output subsystem consists of interface circuits to allow the micropro-
cessor to communicate with sensors and actuators of the plant. The exact circui
will depend on the sensors and actuators used. In the case of industrial processe
where the sensor instruments usually deliver sensor readings in the form of ana
log signals in the range of 4 mA to 20 mA, the input interface circuits then con-
sist of analog-to-digital converters and current-to-voltage converters. In the case
of robotic applications, where the sensor instruments are optical encoders tha
deliver quadrature phase pulses, the input interface circuits consigt/@éwn
counters

As for actuators, industrial processes usually have actuators that accept ana
log signals in the range of 4 mA to 20 mA. The output interface circuit are then
digital-to-analog converters together with voltage-to-current converters. On the
other hand, in servo-mechanism type processes where DC motors are used, th
interface circuits are required to generptése-width-modulate(PWM) signals.

The third subsystem is the host computer interface section. This subsysterr
implements a communication link to a host computer. As discussed later, this
communication link which can be serial or parallel will allow us to implement a
program development environment as well as provididgt loggingfacility.
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Component Selection

For low volume production, the percentage of the development cost attributed to
each unit is high. It is therefore important that a suitable platform be chosen such
that the development cost is minimal. On the other hand, for high volume produc-
tion, the percentage of the development cost attributed to each unit is very low. It
is then advisable to use cheap components at the expense of greater developme
effort and cost. In such cases, multiple components are often integrated into a sin
gle chip, and firmware programs are hand optimized to achieve short code lengtf
and high speed of operation. Balancing the various trade-offs for a good design is
an art as well as a science.

The key component in the hardware design is the microprocessor. There are a
least three considerations; namely the computational requirement, the complexity
of the software to be developed and the type of peripherals required to interface
to the sensors and actuators of the plant.

To begin with, the microprocessor selected must be powerful enough to com-
plete all the control algorithm computations required within the sampling inter-
val. It might be thought that a good gauge of how much computational effort
is required can be obtained by taking time needed to execute programs of simi-
lar complexity on a general purpose computer of known power, and to take into
account differences in the average efficiency of compiled code on the general pur-
pose computer and that of the targeted processor.

The second consideration is the complexity of the program to be developed.
If the program to be developed is very complex, then it is advisable to select a
commonly used microprocessor. This is because commonly used microproces
sors usually have many supporting tools, either from the manufacturer or other
third parties. These tools greatly simplify the task of developing the program. Be
aware that a highly optimized compiler can produce object code that runs an ordel
of magnitude faster on the same hardware platform than that of a nonoptimized
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Load

FIGURE 3.2. Schematic of overhead crane
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compiler.

The third consideration is the type of peripherals required for the microproces-
sor. There is a class of integrated circuits, commonly known as microcontrollers
or single chip microcomputers, which not only contain the basic microprocessor
but also many other peripherals integrated onto the chip. Using one of these chip:
will reduce the chip count on the controller board. It will also reduce the possi-
bility of hardware bugs as well as increase the reliability of the final board. These
three considerations should be carefully weighed in selecting the microprocesso
for the controller board.

The amount of EPROM and RAM to provide for the controller system will
very much depend on the program it is executing. Checking the memory needec
when a similar program is compiled on a general purpose computer will generally
give a good gauge of the memory required by the target system, qualified by
possibly different compiler efficiencies. Typically, controller systems do not have
huge memory requirements. Otherwise there may be a need to look into using the
cheaper dynamic RAM in controller systems instead of static RAM. Of course
dynamic RAM is more complex to interface to the microprocessor, and is slower
than static RAM.

The input/output interfaces required will very much depend on the application
at hand. The interface requirement may tie in closely with the selection of the mi-
croprocessor for the system. If there is a microprocessor that meets the applicatiol
requirements, and in addition, has all the peripheral interfaces needed integrate
on chip, then it is only natural to select that particular processor for the applica-
tion. Otherwise it may be necessary to use separate interface components, or see
a solution using two or more processors.

Pulleys
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FIGURE 3.3. Measurement of swing angle
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Controller for an Overhead Crane

Figure 3.2 shows the schematic of a laboratory size overhead crane. The crane |
designed to pick up a load from one location and move it to another location. The
bigger cousins of such cranes are used at many harbors to move containers fror
ships onto trucks and vice versa. The crane has a movable platform running on ¢
pair of parallel suspended tracks. The load in turn is suspended from the platform.
The height of the load from the ground is controllable by a motorized hoist which
is mounted on the structural frame. The platform’s position is controlled by an-
other motor driving a geared belt attached to the platform. The DC motors have
quadrature phase optical encoders attached to their shafts, which allow precis:
calculation of relative positions. The swing of the load is also measured using a
potentiometer as depicted in Figure 3.3.

From a control point of view, there are three sensors and two actuators. The
three sensors are the two optical encoders that produce two sets of quadratur
phase signals and a potentiometer setup that produces a varying voltage outpu
The two actuators are the two DC motors with their speed and torque controlled
by pulse-width modulate(PWM) input signals.

Based on the sensor and actuator requirements, the control system must have
target microprocessor, two up/down counters for the two sets of quadrature phas
signals, an analog-to-digital converter for the output of the potentiometer and two
bidirectional PWM driving channels.

In view of the requirements, it turns out to be possible with current technology
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to select a microcontroller with all the required peripherals and a built-in serial
port on-chip as the target processor for the controller board. The hardware desigt
is shown in Figure 3.4.

Note that the number of components used in this application is minimal. The
processor has a built-in 8 KB of EPROM and 256 bytes of RAM. These are suffi-
cient for implementing simple control algorithms. However for program develop-
ment purposes as well as possibly implementation of more complex algorithm, a
32KB RAM chip is included.

Controller for a Heat Exchanger

Figure 3.5 shows the schematic diagram of a scaled down version of a heat ex
changer. The control objective is to maintain the level and temperature of the tank
at some preset references. The two valves can be electronically opened or close
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FIGURE 3.5. Schematic of heat exchanger
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to control the amount of steam and water through the heat exchanger.

For this plant, there are two sensors, hamely the temperature and level sensor
and two electronic valves acting as the actuators. (The pressure indicators are nc
used in this control loop.) All the sensors and actuators are of industrial grade,
and deliver and receive 4 mA to 20 mA signals, respectively. To interface to these
sensors and actuators, two analog-to-digital and two digital-to-analog converters
are required.

In view of the requirements, we select a microcontroller target processor with
two channels consisting of analog-to-digital and digital-to-analog converters. The
hardware design of the controller system for the heat exchange is shown in Fig-
ure 3.6.
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FIGURE 3.6. Design of controller for heat exchanger

Software Development Environment

For commonly used microcontrollers, processor emulators are provided by the
manufacturer or some third party vendors. A processor emulator emulates all the
functionalities of the specific microcontroller in real-time. It usually consists of an
electronic board connected to a personal computer or workstation. The electronic
board has a plug to be inserted into the microcontroller socket of the target con-
troller hardware. This plug has the same pin-outs as the specific microcontroller.
The emulator then provides a software development and debugging environmen
for the stand-alone system using the resources of the PC or workstation.
Processor emulators are ideal for software development. However they are ei-
ther very expensive, or only made available to developers of high volume prod-
ucts. Low volume controller based designers often have difficulty getting such an
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emulator. In the absence of an emulator, what then is the procedure for develop:
ment of the control software? Traditionally, it is done as follows.

The software that implements the control algorithm is coded on a workstation
using a native editor of the workstation. It is then compiled using a cross-compiler
into binary object code for the target stand-alone system. The EPROM of the
target system is then unplugged from the stand-alone board and “erased”. This
involves subjecting the EPROM to about 15 minutes of ultra-violet radiation, but
recent CMOS RAM technology with a switch can simplify this process. Once the
EPROM is “erased”, the binary object code can be programmed into the EPROM
using an EPROM programmer. Once this is done, the EPROM can be pluggec
back onto the target board. Power to the board can then be applied to verify the
software code. If there are bugs in the program, the whole cycle will have to be
repeated.

Even for a simple program, it is not unusual for the procedure to be repeated
a number of times before all the bugs are removed. If the program to be im-
plemented is complex, as would be the case for the algorithms proposed in this
book, the development using this approach could be very inefficient. Note also
that the success of this procedure is on condition that the hardware is already de
bugged and verified to be working properly. In the event that this is not the case,
the procedure could be quite frustrating for the inexperienced, and even for the
experienced.

In this section, we present a procedure that will greatly simplify the devel-
opment procedure. Consider the setup of Figure 3.7. The host computer is any
workstation or personal computer where a cross-compiler for the target micropro-
cessor of the stand-alone controller system exists. The host computer is linked tc
the controller system through either a serial link or a parallel link.

Programs for the target microprocessor can be developed and cross-compile
to an object code on the host computer. Once this is done, the program can b
sent or downloaded to the target system through the communication link. This is
easily accomplished using a serial port driver program available with most gen-
eral purpose host computers. To complete the loop, a program residing on the
target computer has to be written to accept the object code when it is downloadec
through the communication link, load it into memory and execute it when the
entire file is received.

C] _ Output signal
Serial B
| link -
Input signal

Host computer Stand-alone system Plant

FIGURE 3.7. Setup for software development environment
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The procedure is conceptually simple. The question is: How easily can this
be achieved in practice? The key difficulty in the procedure described appears
to be the writing of the program which resides on the target system referred to
as the bootstrap loader. This program has to be developed in the traditional way
as described above, that is through the programming of the EPROM. Clearly, if
this program is more complex than the controller algorithm that we are going to
develop, then there is no advantage in adopting this procedure. Let us examine th
complexity of writing the bootstrap loader.

The format of the object code which the cross-compiler produces varies. Be-
side the program data in binary format, the object code also contains information
to load the program data. This is the address information that tells a loader where
in the memory space the program is to be loaded. The format of the object code
should be given in the manual of the cross-compiler. If the object code is sent
down to the target microprocessor through the communication link, then it is the
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FIGURE 3.8. Flowchart for bootstrap loader
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task of the bootstrap loader to interpret these codes; essentially to extract the ad
dress information and load the program data at the appropriate memory locations
according to the address information extracted.

Currently popular microprocessors are those from fselMotorola’. For the
microprocessors from these two manufacturers, the cross-compilers usually com
pile to the Intel Hex format and the Motorola S format, respectively. A bootstrap
loader is but a few lines of code.

A C-program that implements a bootstrap loader to receive a downloaded ob-
ject code in the Intel Hex format can be written to implement the flowchart of
Figure 3.8. In the event that the cross-compiler does not output the object code
in the Intel Hex format, it is probably easier to write a converter program on the
host computer to convert the foreign format to the Intel Hex format. In this case,
all the programming support resources are available to the user.

With this setup, the environment of the stand-alone system is virtually extended
to include that of the host computer. All the resources of the host computer such
as the keyboard, monitor, disk drives, editor, compiler, etc. are now accessible to
the stand-alone system and can be used in the development of its software. Prax
tically, the stand-alone system is loaded withaperating systemand aSerial
Port Operating System{SPOS) as compared to merely fhiesk Operating Sys-
tem(DOS) of a PC. Moreover, once the program is developed and verified to be
working correctly, it can then be recompiled and programmed into the EPROM
so that the eventual controller system can operate as a stand-alone unit with thi
serial link removed.

Software Debugging Environment

Inthe last section, a serial link and a bootstrap loader is used to virtually extend the
hardware and software capability of the stand-alone system. The logical next stef
is to provide a debugging facility on the stand-alone system for the development
of its software. Of course the necessity of providing this facility will depend on
the complexity of the software to be developed. In the case where the software
is relatively simple, it may not be cost effective to invest time in the provision
of the debugging facility. In the other case where the software to be developed is
complex, the investment will save considerable time in the subsequent debugging
of the software.

There are at least three levels of debugging to be provided for effective devel-
opment of a program. The first is to provide a programmer with a single stepping
facility. This facility allows the programmer to execute one instruction at a time.
After each instruction, the programmer is allowed to view the values of variables
to ascertain the correctness of the program. This facility is normally used to debug
short segments of a program which contain complex logical flows. It is usually not
used to debug the entire program, with possibly thousands of lines, as it is too time
consuming.

*Intel” is a registered trademark of the Intel Corporation.
TMotorold is a registered trademark of the Motorola Corporation.
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The second allows the programmer to set a breakpoint somewhere in the pro
gram. In this case, the program is run from the beginning until the breakpoint.
After the breakpoint, control is transferred to a monitor routine which allows the
programmer to view the values of the variables in the program and then engage
the stepping facility. This facility is used to debug larger segments of a program
which are suspected to contain logical errors.

The third level is to provide a facility for the programmer to monitor the values
of variables in the program as the program is executed. On a general purpose
computer, this level is equivalent to printing the variables on the monitor screen
as the program is executed or to a file for later reference. This level allows the
programmer a general view into the program, being especially useful when the
exact error in the program cannot be isolated.

Single Stepping

Single stepping cannot be provided entirely through software means. The mi-
croprocessor must either have hardware features that support this operation, ott
erwise certain external hardware logic has to be included. To provide a single
stepping facility, the microprocessor or external hardware logic should have the
capability to generate an exception or interrupt after executing each instruction.
Many processors provide such a facility and the facility is usually activated by

setting a bit in the status register of the microprocessor. In the Intel 80x86 series
of microprocessor, this bit is known as the trap flag whereas in the Motorola 68K

series microprocessor, it is known as the trace flag.

Figure 3.9 shows the mechanism that implements the single-stepping facility
in microprocessors. To invoke single stepping, the user sets the relevant bit at the
point where the microprocessor is required to go into the single stepping mode.
Once this bit is set, the microprocessor will on completing the current instruction
generate an internal interrupt. This interrupt will cause the microprocessor to do
an indirect branch to an interrupt service routine through a fixed memory location
in the interrupt vector table.

The user has to write the interrupt service routine to perform the tasks desired.
The task is usually to display or store the values of the microprocessor’s internal
register as well as certain relevant memory locations so that the user can ascertai
their validity. The starting address of the service routine is then inserted at the
predetermined fixed memory location in the interrupt vector table.

As part of the indirect interrupt call, the return address and the program status
word are saved on the stack and the single-stepping bit in the status register i
cleared. Once the single-stepping bit is cleared, the microprocessor will no longer
generate an interrupt after completing each instruction. The interrupt service rou-
tine is therefore executed without interrupt after every instruction.

At the end of the interrupt service routine is an “interrupt return” instruction.
When this instruction is executed, the previously saved return address and pro
gram status word is restored into the microprocessor. Control is thus returned tc
the main program, where the next instruction will then be executed. Of course,
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FIGURE 3.9. Mechanism of single-stepping

when the program status word is restored, the single-stepping bit which is part of
the program status word is again set. The microprocessor will therefore generate
an interrupt after executing the next instruction in the main program. The whole
procedure is thus repeated until an instruction to clear the single-stepping bit is
encountered in the main program.

From the above explanation, a single-stepping facility is achieved by writing an
interrupt service routine and inserting the start address of the routine at a prede
termined fixed address location. The facility can then be invoked by set a relevant
bit in the program status word.

Breakpoints

Technically, breakpoints can be generated entirely using software means. The ea:
ier way is to insert calls to a breakpoint service routine at the places where break-
points in the main routine are desired. Once the execution of the main program
reaches the place where the breakpoint routine is inserted, control will be trans-
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ferred to the breakpoint service routine. In this routine, users can examine the
various internal values of the microprocessor. Once this is completed, control can
be returned to the main program and execution of the main program can continuec
to the next breakpoint.

In fact breakpoints and single-stepping can be alternatively invoked in the same
main program. This allows a localized as well as global debugging of the main
program.

Continuous Monitoring

To monitor certain variables, calls to a subroutine which puts the variables con-
cerned into temporary memory locations are inserted at the relevant places in the
main program. The saved values of the variables can then be transmitted to the
host PC via the serial link after execution of the main program is completed. Al-
ternatively, the values of the variables can be saved into a first-in, first-out queue.
The serial port can then be placed in an interrupt mode, which will transmit in
real-time any saved variables in the queue to the host PC. The implementation o
the software queue is depicted in Figure 3.10.

The subroutingoutchar()  is called whenever certain variables are to be
saved. This subroutine saves these variable in the first-in, first-out queue imple-
mented in RAM. The serial port is connected in the interrupt mode. Thus when-
ever the transmit buffer in the serial port is empty, it will generate an interrupt.
An interrupt service routine will then be called to retrieve a value from the queue
and write it into the serial transmit buffer for onward transmission to the the host
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FIGURE 3.10. Implementation of a software queue for the serial port



9.3. Hardware Platform 259

PC. This additional task for the microprocessor does not normally take up too
much resources from the microprocessor. Of course, in real-time data processing
where the main task of the microprocessor takes up all the processing time of the
microprocessor, then this procedure is not feasible. However in many cases, th
microprocessor is selected to have an additional 10% to 15% processing powe
than the requirement. This additional processing power is to allow for unforeseen
additional tasks within the main task. This additional processing power if not uti-
lized can be used to implement the debugging facilities.

A Dual-Processor Solution for Fast Processes

For relatively fast processes and relatively complex control algorithms, such as
those encountered in the aerospace industry, the sampling interval and compute
tions required tends to be beyond the limits of simple processor technology. There
is motivation to move to more powerful processors. However beside requiring a
powerful processor, the controller system will also require all the interfaces to the
sensors and actuators of the plant to have rapid data flows.

Powerful processors optimized for number crunching such as DSPs are the
processors needed in such applications. It is ideal if the DSPs also come
with many peripheral functions integrated on-chip. However currently this is
not the case. Firstly, the demand for such chips is not high enough for in-
tegrated circuit (IC) manufacturers to invest in the design and manufacturing.
Secondly the die size for such highly integrated chips would be large, and
consequently the production yields of the chips low and therefore the costs
are higher.

To provide a hardware platform with a powerful number crunching capabil-
ity as well as numerous interface functions, it seems appropriate to exploit the
strength of both the DSPs and microcontrollers in what we call a dual chip
design. We present one such design which we call the Fast Universal Con-
troller (FUC). The high computation speed of the FUC is derived from the
DSP and it can go up to tens or hundreds of MFLOPS (millions of floating
point operations per seconds), depending on the particular DSP selected. It is
universal in that it contains numerous input/output interfaces to satisfy most
controller needs.

The design of the FUC is shown in Figure 3.11. It can either function as a
stand-alone unit or maintain a serial communication link to a host computer. In-
ternally, the FUC consists of two distinct processing modules which perform dif-
ferent tasks. The first module (DSP module) contains a DSP and associated resi
dent RAM. This module is assigned to perform number crunching in the overall
strategy of the FUC. Typically, it is programmed to execute all tasks of the FUC
unit except servicing of external devices. The DSP does not maintain any hard-
ware link to external devices except to the second module through a DMA (direct
memory access) channel.

The heart of the second module (microcontroller module) is a microcontroller
which provides interaction with all external processes or devices through its built-
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in 1/0O interfaces as well as other specialized chips such as analog-to-digital con-
verters (ADC), digital-to-analog converter (DAC) and programmable digital /0O
chip. Any information to be passed to the DSP section is done through the DMA
channel.

DSP Module

This module consists of the DSP, in our application an AF&ISP32C, 128K
32-bit words of RAM and the necessary logic circuits to interface the RAM to the
DSP. There is no nonvolatile memories or interfaces to external devices. The only
link to the external world is a DMA channel to the NE@icrocontroller. The
DMA controller is a built-in feature of the DSP. This DMA controller is accessible

taTaTUisa registered trademark of the AT&T Corporation—formerly the American Telephone
and Telegraph Company.

SNECT is a registered trademark of the NEC Corporation—formerly the Nippon Electric Com-
pany, Limited.
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by the microcontroller through a 16-bit control/data bus. Through this control/data
bus, the microcontroller is able to control the read/write of any memory location
within the DSP memory address space. This bus also allows the microcontroller
to do a soft reset of the DSP.

The program to be executed on the DSP is loaded onto the DSP’s memory
by the microcontroller through the DMA channel. Once the entire program is
loaded into the DSP’s memory, the microcontroller will initiate a software reset
of the DSP. This causes the DSP to branch to the first executable instruction of
the downloaded program and commences execution of the application.

In real-time execution of the application program, the DSP will monitor sensor
readings and send control signals to actuators. Since there is no hardware linl
between the DSP and the external devices, interaction is done using a softwar
approach as follows. Within the memories of the DSP, certain fixed memory lo-
cations are reserved as mailboxes for each of the hardware ports. That is, there i
a memory location that serves as a mailbox for each of the peripherals; analog-to:
digital converters (ADC), digital-to-analog converters (DAC), pulse width modu-
lator (PWM) ports, etc. For input devices such as the ADC, the microcontroller is
responsible for obtaining the readings from the hardware device and then trans:
mitting this information to its corresponding mailbox (in the DSP memory ad-
dress space) using the DMA channel. The DSP then picks up the data from the
mailbox (memory location). Similarly, for any data that the DSP needs to write
to an output device (such as a DAC), it places the data into the corresponding
mailbox for the output device. The microcontroller next retrieves the data from
the mailbox using the DMA channel and then appropriately transmits the data to
the actual hardware device. In this way, the DSP interfaces to external devices ar
implemented by simply accessing memory locations. Furthermore the hardware
devices have “perceived” hardware characteristics for the DSP that are exactly the
same as those of RAM.

Microcontroller Module

This module consists of the microcontroller and all the peripheral chips that are
needed to service all the various hardware processes. The microcontroller is no
involved in the execution of the control algorithm. However it has to perform a
number of supporting tasks.

The first task is to ensure that application programs for both the DSP and itself
are properly loaded. In the stand-alone mode of the FUC unit, the program for
the DSP is burned into the EPROM of the module. Once the unit is powered
up, a bootstrap loader is executed to transmit the DSP program through the DMA
channel to the proper location within the DSP memories, reset the DSP and branct
to the beginning of the NEC microcontroller program. In the mode where the
programs are to be downloaded from the host computer, the bootstrap monitor:
the serial link for the downloaded program. Once the program is downloaded from
the host computer, the bootstrap loader receives the programs and loads them int
the appropriate memory locations of the DSP or microcontroller accordingly.
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The second task is to maintain synchronous timing for the entire FUC unit. The
built-in timer of the microcontroller is tasked to maintain the precise time required
to implement sampling intervals.

The third task is to service all the peripheral devices. For input devices, the mi-
crocontroller will have to ensure that proper timing and procedures corresponding
to each device be adhered to so that a reliable reading is obtained. The obtaine
reading is then transmitted to the device’s mailbox within the DSP module at the
appropriate instant. For output devices, the microcontroller will obtain the data
value from the appropriate mailbox and then drive the corresponding hardware
output device. All device characteristics are to be taken care of at the microcon-
troller’'s end.

Finally should there be a need to send any data to the host computer for date
logging, the microcontroller will appropriately condition the data and then send
them via the serial line to the host computer.

As as concluding remark to our discussion of a dual processor solution, it is
interesting to note the modular approach adopted in the design. This approact
allows an easy development of the control algorithms. There is no need for the
control engineer to worry about servicing the peripheral devices. This is an ad-
vantage since having to service peripheral devices in real-time always makes pro
gramming complicated because different devices have different operating require-
ments. As an example of this increased complication, an ADC requires some finite
time interval from the command to start converting to delivery of the converted
data. This finite time interval may take many processor working cycles. In this
case, it may not be feasible for the processor to just wait for the ADC to complete
the conversion, because of other commitments. It is then necessary to set up a
interrupt routine so that when the ADC is ready to deliver the data, the processor
is interrupted to read in the data. In our case the control engineer can assume the
all these operating requirements are taken care of by the microcontroller module
and the data will be available in the mailbox for the peripheral when and as it is
required. There is no need for background and foreground differentiation of vari-
ous parts of the program, which then allows straightforward programming of the
control algorithm. The program on the microcontroller will be servicing all the
peripherals and takes care of all the operating requirements. This program may
be a little more complicated but since there is one task less, the overall design is
somewhat simplified.

A Personal Computer-based Solution

In this section we describe the design of a universal input/output (UIO) board that
plugs into the I/O bus of a personal computer (PC). The board is similar to the
microcontroller module of the FUC except that it does not have a DMA link to
the DSP module. Instead it has a parallel interface to the 1/0 bus of the PC mothel
board. This board plugs directly into the expansion slot of the PC mother board
and the peripherals on board are then accessible by the microprocessor residin
on the PC mother board. The design of the UIO is shown in Figure 3.12.
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FIGURE 3.12. Design of universal input/output card

The program for the control algorithm is now developed and executed on the
PC. All the resources of the PC are available to the programmer for develop-
ment of the software. There is no need to write a bootstrap loader. There is alsc
the advantage of having a cheap and well written optimized compiler for the de-
velopment. Although we call this solution a personal computer based solution,
there is really no need for the PC once the program for the control algorithm
is developed. We can transform it into a stand-alone system. We only need to
purchase a PC mother board at low cost. The object code of the program can b
programmed into a EPROM and this replaces the EPROM that comes with the PC
mother board. The UIO will also have to be plugged into the PC mother board.
Once done, power can be applied and the three components consisting of the P
mother board, UIO and the control software (on EPROM) are transformed into
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a stand-alone controller system. What is further required is a properly designed
casing.

As mentioned before, this approach is ideal for low volume production of con-
troller systems. Because of the high volume turnover for PC mother boards, the
price is relatively low. Also because of the high integration used in the design of
the mother boards, they tend to be reliable. It also has the advantage of allowing
the control engineer to develop the software on the PC. A limitation for compu-
tationally intensive controllers is the limited bandwidth of a PC bus. However,
there are PC/DSP arrangements which are available now which only use the PC
for development and not for controller implementation, and in this way overcome
the bandwidth limitations of the PC.

Main Points of Section

In this section, we have described the hardware platform to implement control al-
gorithms. A methodology to simplify the development of a microprocessor based
controller system is presented. A dual-processor design approach for plants whicl
require more computational resources and a personal computer based approa
are also described.

9.4 Software Platform

The software for the control algorithm can be developed on a number of platforms.
The platform will depend on the complexity of the algorithm as well as the degree
of optimality of the code desired. To obtain an object module that is short as well
as executes in the shortest possible time, it is necessary in some cases to progra
in assembly language and do hand optimization of the code. This however is very
time consuming and difficult unless the problem is relatively simple. Of course for
the development of products that will be mass produced, this may be a worthwhile
investment. However for most situations this is to be avoided.

The other alternative is to code in the C language, which is frequently the soft-
ware platform of choice. The object code produced is not as optimized as that
produced by a hand optimized assembly language source, but it is a good com
promise between development efficiency and code optimality.

Control via Coding in MATLAB

With more powerful computers and more complex problems to be solved, the as-
sociated software is correspondingly more complex. Just as the trend in hardware
is towards higher integration, so there is a trend for software to move in this direc-
tion. There is now a greater dependency on prewritten software modules. In the

IMATLAB U is a registered trademark of the MathWorks, Inc.
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past, it would takes an experienced programmer many days or weeks to write ¢
graphical based user interface, but today this can be accomplished in a few min-
utes by any programmer using one of the many application packages. Software
libraries are not new, however the functions offered by today’s software library
are no longer basic. They now come in more integrated forms and each function
accomplishes a more complex task. The question that arises is: How does this
trend affect the coding of control algorithms?

MATLAB was originally a public domain software package developed to pro-
vide easy access to matrix and linear algebra manipulation tools developed by
the LINPACK and EISPACKprojects. Since then it has been further developed
by the MathWorks into a commercial version. Rewritten public domain versions
are also available and users are advised to checWs$eaetarchive sites for an-
nouncement of the latest release. MATLAB comes with a programming language
command set as well as many built-in functions that are commonly used in design
and simulation of control systems. The command language allows users to write
their own functions or script files, referred to as m-files. These m-files which are
in plain text format can be called from within the MATLAB environment to per-
form the functions they are written to perform. The m-file functions have been
grouped together to form toolboxes for application to tasks such as system identi-
fication, signal processing, optimization, and control law design. There are many
such toolboxes in both the commercial and public domain.

The thousands of m-file functions implement all kinds of control system design
and simulation functions. In fact many algorithms are already available as m-files.
With the aid of these m-files, often there is no necessity to code algorithms from
scratch. The main program to perform the task defined is merely a series of calls
to each of these m-file functions. For illustration, rather than for application by
the reader, the design and simulation of an LQG controller is given in Figure 4.1.
Note thatdlgr anddlge are m-file functions that compute the controller and
estimator gains of the LQG controller respectively.

The question we now ask is: How can the above design and simulation program
be used to control a real plant? Consider the personal computer based solutio
described in the last section. We mentioned that the program for the control algo-
rithm is to reside on the PC and the input and output linkage to the plant is done
through the universal input/output (UIO) card. In order for us to use the above
MATLAB program to control the plant, we need to do three things. First, we need
to install MATLAB on the PC. Second, we need some routines which allow us
to access the UIO peripherals from within the MATLAB environment. Third, we
need to modify the above program so that instead of simulating the plant dynamics
to get the plant output, we can directly call a routine to read output measurement
data from the actual plant. Similarly the controller output will have to be sent to
the plant through the UIO.

Two C-language programs ADC.c and DAC.c can be written. ADC.c, when
called, accesses the analog-to-digital converter of the UIO and returns the digital
values of the analog signal. DAC.c on the other hand accepts the parameter passe
to it by the MATLAB program and sends it to the digital-to-analog converter of
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% State space definition of nominal plant
A =107 0;0 0.8

B = [0.5 ; 0.8];

C=1[1 15]

D = [0

% Definition of design parameter for LQG controller
Q_control = C™*C;

R_control = 1;

Q_estimator
R_estimator

1
1

% Design of LQG controller
K_control = diqgr(A,B,Q_control,R_control);
K_estimator = A*dlge(A,B,C,Q_estimator,R_estimator);

% Initialization of variables
xk = [0;0];

uk = 0;

xhat = [0;0];

while ( 1),
= C*xk + D*uk + rand(1,1);
A*xk + B*uk + B*rand(1,1);
= K_control*xhat;
xhat= A*xhat + B*uk + K_estimator*(yk - C*xhat);
end

yk
xk
uk

FIGURE 4.1. Program to design and simulate LQG control

the UIO for conversion. The two programs can be linked with MATLAB which
then allows them to be called from within MATLAB.

With the routines just described, the simulation program in Figure 4.1, modified
as illustrated in Figure 4.2 (again not necessarily for use by the reader), become:
a real-time control program.

There are three places where modification is necessary. First, the two
lines that simulate the plant is removed and replacedyby= ADC(1) .

This is really a call to ADC.c to obtain in digital form the analog output
value of the plant. Second, an additional lIBRAC(uk) is added. As the
reader would have guessed, this is to send the conikolto the actuator

of the plant via the UIO. The third modification is the introduction of the
statementsstart\_time = clock which assigns the current time to the
variable start\_time and etime(clock,start\_time) <= sam-

ple\_interval which gives the difference between the current time and the
time recorded in the variablgart\_time . These statements ensure that the
while loop is executed once evesample\ _interval seconds.

Implementing the controller algorithms using m-files has another advantage.
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% State space definition of nominal plant
A=1[07 0;0 0.8

B = [0.5 ; 0.8];

C=1[1 15]

D = [0

% Definition of design parameter for LQG controller
Q_control = C™*C;

R_control = 1;

Q_estimator
R_estimator

= 1;
= 1;
% Design of LQG controller

K_control = diqgr(A,B,Q_control,R_control);
K_estimator = A*dlge(A,B,C,Q_estimator,R_estimator);

% Initialization of variables
xhat = [0;0];

% Initialization for real-time control
sample_interval = 1;
start_time = clock;

while ( etime(clock,start_time) >= sample_interval ),
start_time = clock;
DAC(uk);
yk = ADC(1);

uk = K_control*xhat;
xhat= A*xhat + B*uk + K_estimator*(yk - C*xhat);
end

FIGURE 4.2. Program to implement real-time LQG control

For most purposes, before an algorithm is implemented, it is designed and
simulated to check that it is performing to expectation. This part is usually

performed using a high level design and simulation package such as MAT-
LAB. Often only after the simulation shows promising results does one de-

cide to apply the algorithm to the real plant. The practice is then to re-

code the algorithm in some programming language such as C for implemen-
tation on the real plant. This step is usually done by another group of sys-
tem programmers. However program bugs and communication between the de
sign group and the implementation group may lead to problems and delays in
the project. Our proposed approach, working with m-files makes implemen-

tation straightforward for the control designers. There are only three places
where modifications are made. If the real-time control does not match the
simulated results, the focus can then be on the control issues rather than th
implementation issues.



268 Chapter 9. Real-time Implementation

A MATLAB M-file Compiler

The approach, working with m-files described in the last section, has at least four
drawbacks. First, MATLAB is available only on general purpose computer sys-
tems. The approach is not possible on a computer platform not supported by MAT-
LAB. As an example, the FUC described in the previous section is not supported
by MATLAB and therefore the approach is not applicable. Second, the approach
requires MATLAB to be running in order to execute the m-file program that im-
plements the control algorithm. MATLAB is a huge program and requires con-
siderable computer resources to run. This is wasteful since the m-file program
may not require all the MATLAB resources. Third, the approach allows the m-
file program to be easily altered. This is an advantage during development as it
allows the designer to fine tune the control algorithm quickly. However once the
system is in operation and is maintained by operators who are not familiar with
the design of the control algorithms, easy alteration of the m-file is strongly dis-
couraged. Fourth, MATLAB is an interpreter and has high execution overhead. To
enhance execution speed, the obvious step is to generate compiled object code f
the control algorithms using a MATLAB-to-C converter such as is now commer-
cially available. Such a converter converts any m-file into its equivalence ANSI-
compliant C source. The equivalent C source can then be compiled using a C
cross compiler to an object code for any target processor. The object code car
then be programmed into an EPROM to give a turnkey controller system. With
the MATLAB-to-C converter, the four drawbacks described above are overcome.

Main Points of Section

In this section, we describe various ways to implement the control algorithms in
software. The traditional way is to code in assembly language or C. We suggestec
an alternative way, to program in m-files format. This allows the use of high level
m-file functions available in MATLAB toolboxes to be used in the development
of the control algorithms. To facilitate the development of stand-alone systems,
the role of a MATLAB-to-C converter that converts m-files into C sources is de-
scribed. The C source can then be compiled using a C cross compiler into objec
code for any hardware platform.

9.5 Other Issues

There are a few other issues which the readers will probably encounter in the
implementation of a control system. We will briefly highlight them here.

Implementation of Direct Feedthrough

Strictly speaking, a direct feedthrough is not realizable in the discrete-time imple-
mentation of controllers on a computer. This is because the processor will have
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to take some finite time to process any data that is read in through the input inter-
face before it can be written back to the output interface. Thus it appears that there
should be at least one sample delay in the controller. In other words, the controller
must be strictly causal. However in the event that the computational time of the
controller is small in comparison to the sampling period, a direct feedthrough can
be approximated. In this case the control signal is sent to the actuator as sool
as it become available. Of course, if the hardware constraints preclude a direct
feedthrough, or an approximation to this, then the controller design should yield
a strictly causal controller.

Integer Representation

With floating point microprocessors, users do not have to be concerned with over-
flow or underflow of arithmetic operations. However, in general, it is also true that
floating point processors are significantly more expensive than integer based pro
cessors. In fact in many designs, preliminary implementation is made on floating
point based processors. Once the algorithm is shown to be working, the design i
then converted to run on an integer based processor for mass production.

The process to convert a floating point based program to an integer based pro
gram can be rather tedious. In essence, one has to examine all intermediate resul
of the program to determine the range of values they can take. If the range is be-
yond that offered by an-bit integer representation, then either the number of bits
used to represent the number has to be increased or that value has to be scal
back accordingly. Often this is achieved by shifting the binary point to the right
by m-bits or equivalently by dividing by a™® operation. Correspondingly, if the
range is too small, then we may not be getting sufficient resolution and there is a
need to expand the resolution by shifting the binary poitiits to the left.

There is also often a need to change the order in which certain computations are
performed to avoid overflow or underflow. An example is to compute the equation

n n
ZZZai —Zbi,
i—1 i—1

wherea;, bj are positive numbers as

n
2= (a —b).
i=1

Finite Word Length

In the development of the algorithms in the book, infinite precision representation
of numbers is assumed. This assumption is not valid in real-time implementation
in digital computers. The numbers used in the calculations have finite word length.
We will not do any analysis on the effects of finite word length implementations
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of the algorithms in the book. The reader is referred to Williamson (1991) and
Gevers and Li (1993) and also to Middleton and Goodwin (1990) for in-depth
treatments of the various issues. However we stress that there are different source
of truncations which can adversely affect the performance of the algorithms.

Main Points of Section

In this section, three issues are flagged. The first is the implementation of direct
feedthrough in discrete-time systems. The second is the effect of integer represen
tation in control algorithm implementation. The third is the effect of finite word
length in microcomputer systems.

9.6 Notes and References

This chapter sets the stage for real-time implementation of the algorithms pre-
sented in the book. The chapter begins with an introduction to discretizing of
continuous-time plants for computer implementation. It then moves on to hard-
ware/software platforms. Most of these techniques are known in industries or
in laboratories, or presented in restricted publications. The material presented i
based on our experience in implementing these systems both in universities a
well as in industry.
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Laboratory Case Studies

10.1 Introduction

The aim in this chapter is to present some student laboratory case studies of th
application of high performance control theory and its real time implementation.
Also, some simulation feasibility studies are included. The case studies are of
necessity limited and perhaps contrived to some degree since they do not aris
from fully funded engineering research and development programs for real world
applications. Each study is presented somewhat qualitatively in order to illustrate
aspects of engineering design rather than to allow for complete reproducibility of
the results or to represent a triumph of the approach. The way is opened for the
reader to achieve any triumphs.

10.2 Control of Hard-disk Drives

Hard-disk drives are an important data-storage medium for computers and data
processing systems. In the hard-disk drive, rotating disks coated with a thin mag-
netic layer or recording medium are written with data in concentric circles or
tracks. Data is read or written with a read/write head which consists of a small
horseshoe shaped electromagnet. This read/write head is usually driven by a se
vomechanism system. Within the servomechanism, two different controllers are
used. The task of the first controller is track seeking, that is to move the read/write
head from track to track. Usually an optimal controller that minimizes the time
taken to do this is used. The task of the second controller is track following, that
is to maintain the head above a particular track while data is being read or written.
This is a regulation problem. Currently a combination of classical control tech-
nigues, such as lead-lag compensators, Pl compensators and notch filters are us
in the track following algorithm.
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The objective in hard-disk drive development is towards smaller drives with
high data storage capacity and faster seek and read/write times. Track to tracl
seek time is governed by the maximum deliverable power of the motor driving
the read/write head and the mass of the read/write head. The rate of read/write
operations is governed by the speed of the spindle motor that rotates the magneti
disks of the drive.

There are two ways to achieve a smaller disk drive with higher capacity. The
first is to reduce the size of the footprint for each bit of data. The second is to
reduce the width of the tracks where the data is stored. The first has to do with
magnetic storage technology, the second has to do with the quality of control of
the read/write head above the tracks while data is read or written. At the time
of writing, the width of each track in a disk drive is still large compared to the
footprint of each piece of data. It appears that high rewards can be achieved by
improving the control aspects of the drive.

There are two primary sources of disturbance in the hard disk servo system.
The first is arepeatable run-ou{RRO). As the name implies, RRO is a periodic
disturbance that stays locked to the disk rotation (both frequency and phase). This
disturbance is due to imperfect or eccentric tracks. See Hara, Yamamoto, Omat:
and Nakano (1988), Chew and Tomizuka (1990) for work in this one aspect. The
second is aonrepeatable run-ouNRRO). NRRO is the cumulative result of
disk drive vibrations, electrical noise in the electronic circuits and the measure-
ment channels. Vibrations come from many sources. These sources include th
spindle motor, spindle bearings, air movement between the head and the disk
the actuator and also force disturbances such as closing of covers. Unlike RRO
NRRO disturbances are not periodic or predictable. Hence, they are more difficult
to reject than RRO disturbances. In this section we will present designs to reduce
this NRRO form of disturbances.

System Model

Two hard disk drives are used in this case study. The first drive (Drive 1) is a com-
mercially available 25 inch Winchester.2 GB drive with a dedicated servo sys-
tem providing information on the relative position for the servo read/write head.
The drive has a digital signal processor (DSP) to compute the necessary control
The spindle motor is rotating at 5400 rpm and control is done at an interval of ap-
proximately 42us. The existing track following regulator for the servo system is
a combination of PI compensator, notch filter and lead-lag compensator. A block
diagram of the servo system and its own internal controller is shown in Figure 2.1.
The position error signal ‘pes’ is derived from the servo head representing the
deviation of the read/write head from the required track center. Here ‘return’ is
the output from the existing controller and ‘err_out’ is the input signal injection
into the servo system. This servo system contains an input point, ‘stimin’, which
is used for injecting test signals into the servo system for obtaining frequency
response. Under normal operation of the system, this signal is set to zero, henc
‘return’ equals ‘err_out'.
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.| Servo _| Sensing
7] system | device
_______________________ |
1
< DSP e ADC |e——
1

DAC |« PC | ADC [¢—

! External controller

FIGURE 2.1. Block diagram of servo system

There are two possible ways to access the servo system. The first is to detac
the existing controller and replace it with the new control algorithm. This would
involve recoding all the functions, including hardware initialization routines cur-
rently performed by the DSP. This is not possible without a detailed description
of the hardware and the addresses and functionalities of all peripherals. The othe
way, which is an easy way out is to treat the servo system together with its in-
ternal controller as the plant. An external controller is then designed to control
this ‘plant’. However with this approach, the external controller may not be able
to “see” the entire spectrum of the servo system. This is because the interna
controller may have filtered out parts of the spectrum. Nevertheless this is the ap-
proach adopted in this case study. We will in the rest of the section consider the
internal controller as part of the plant, termed here servo system.

Let us model the servo system as

A Hyk = B Huk + wi (2.1)

whereyx = ‘pes’, ux = ‘stimin’, @1 =1+aq1+---+a,q"and
B(Q~1) =big L +---+byg~". This can be written as a linear-in-the-parameter
model as follows.

Yk = ¢ + wi (2.2)

wherep = [ ~¥«-1 .. —¥n] @andé =[a .. an by ... by]'.

Excitation signals applied to the inputs and the outputs are logged. A least
squares algorithm is then used to estimate the parameters of the model (2.1) o
the servo system. The magnitude of the frequency response of an estimated 18tt
19th and 20th order model is shown in Figure 2.2, which can be compared to a
plot using a spectrum analyzer as shown in Figure 2.3. The two figures show close
correlation.
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FIGURE 2.3. Measured magnitude response of the system

The second hard disk drive (Drive 2) is an IBMVinchester 3 inch disk. It
has a rotating speed of 4 316 rpm and control is performed at the rat® kifi8.
The magnitude of the frequency response of an estimated third order model for
this drive is shown in Figure 2.4.

An Optimal Disk Controller for Drive 1

A second order model is used in the design of the controller for the servo system of
Drive 1. This model is obtained by approximating the high order models obtained
in the previous section and is given as follows.

vk — 1.83y_1 + 0.86yk_» = 0.001_1 — 0.007Uk_» + wk.  (2.3)

Qualitatively, the objective of the controller is to ensure that the deviation of the
read/write head position from the center of each track ‘pes’, is small at all instants
of time without saturating the actuator. This will then allow the track width to
be set to twice the worst deviation (or slightly larger) of ‘pes’. It is clear such
a qualitative specification translates quantitatively into an optimal controller that
minimizes the infinity norm of ‘pes’.

*IBMU is a registered trademark of the International Business Machines Corporation.
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FIGURE 2.4. Drive 2 measured and model response

Let us select an error signal as = [ w ruk]’ wherea is a constant and set up
a performance index as

J = [lelloc = Max(Yklloo » 11Uk lo0)- 2.4)

Using theQ parameterization approach of Chapter 2, we have a closed-loop
system given in terms o as Fq. Using the notation of Chapter 4, we have the
following optimization task.

min |[Fow|l _ . 2.5
Jmin | Foul., 25)
Now the solution to this optimization task depends on the characteristic of the dis-
turbancew into the system. In our case, is certainly bounded. We could further
assumew to be 2-norm bounded or infinity-norm bounded. Either assumption as
shown in Chapter 4 leads to different optimization tasks.

Jmin [Fol, it llw € 2. lwlz <1, (2.6)
Jmin [l it llwll € Coo, lwlee <1 (27)

In this application, as mentioned, the targeted disturbances to be rejected by th
controller are the NRRO and they can be attributed to disk drive vibrations and
electrical noise in the electronic circuits and the measurement channels. Therefor
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either the 2-norm or infinity-norm bounds can be considered to be good approxi-
mations. We thus present the results of controllers designed for both optimization
tasks (2.6) and (2.7).

Table 2.1 shows the amplitude and energy of ‘pes’ whethaand af, op-
timal controller are used to control the system. This is compared against the
case where no external controller is used. Each run consists of 200000 sam
ples. In general thé; optimal controller reduces the maximum magnitude of
‘pes’ compared to when no external controller is used. Faeoptimal con-
troller on the other hand does little to reduce the maximum magnitude of ‘pes’.
We have also computed the power of ‘pes’ in the three cases. As expected
for this criterion theH2 controller turns in the best performance, reducing the
power of ‘pes’ by about 20% compared to when no external controller is used.
The power of ‘pes’ is also reduced by 10-15% whenéaroptimal controller
is used.
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FIGURE 2.5. Histogram of ‘pes’ for a typical run
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1stRun 2nd Run 3rd Run 4th Run

. 0 | 22122 —25/23 —2324 —22/23
Amplitude |\ | 5706 _97/06  _25/26  —26/25
(Min/Max)

NR | —24/26 —27/26 —25/26 —26/25

2 29.2 33.1 324 33.2
Energy H> 28.0 30.7 29.3 31.0
NR | 33.9 39.1 35.1 36.3

TABLE 2.1. Comparison of performance &f andH, controller

To understand the results better, a histogram of a typical run is shown in Fig-
ure 2.5. The axis shows the magnitude of ‘pes’ while yhaxis represents the
number of occurrenced. Attention is drawn to the two extreme ends of the his-
togram shown enlarged. Here, we observe thatiheptimal controller not only
reduces the maximum amplitude of ‘pes’, but also reduces the number of occur-

rences at higher values of ‘pes’.

An Adaptive Controller for Drive 2

This part of the case study is extracted from Li (1995) and Horowitz and Li (1995).
The adaptive controller used to control Drive 2 is depicted in Figure 2.6.

The adaptive scheme is a specialization of the adaptive techniques presented i
Chapter 5 and Chapter 6. Assuming both the nominal ganand the nominal
controllerKg to be the zero operators, then the stable coprime factorizations of
the nominal plant and controller are trivially given by

N =0, M=1, U =0, V=1

wy
+
(> F— G

A
+

FIGURE 2.6. Adaptive controller for Drive 2
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FIGURE 2.7. Power spectrum density of the ‘pes’—nominal and adaptive

With these factorizations, the class of all plants parameterizei(bnich is here
the servo systers), is then given by

N+ SV

CO=6=yrsv="%

and thusS = G. o
The parameters db are identified on-line aB/A and the minimum variance
controller is given by

Q
&
1+

An input disturbance centered at about 60 Hz is injected into the systemn ah
Figure 2.6.

Figure 2.7 shows the power spectrum density of the ‘pes’ obtained in the above
experiment. With the adaptive augmentation, an improvement of about 43% over
the nominal internal controller is recorded. Figure 2.8 shows the error rejection as
a function of frequency.
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FIGURE 2.8. Error rejection function—nominal and adaptive
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Main Points of Section

In this section, a case study on the control of two hard disk drives is described.
Two optimal schemes are implemented, namelyaand anH; optimal scheme

as described in Chapter 4 . The results show an improvement in performance ove
the case where these controllers are not present. For the second drive, an adapti
controller based on the scheme described in Chapter 5 is implemented. A furthel
significant improvement in performance is recorded.

10.3 Control of a Heat Exchanger

Heat exchangers are extensively used in many industrial process installations suc
as power plants, chemical processing plants and oil refineries. In this study we use
a laboratory scale heat exchanger as shown in Figure 3.1. Although many times
smaller than its industrial counterparts, it is a good representation for studying the
types of problems associated with such plants. A schematic of the heat exchange
is shown in Figure 9.3.5 which is redepicted here as Figure 3.2. The objective of
the control is to maintain the temperature and fluid level of the hot tank at some
preset value. These two variables can be manipulated by controlling the rate of
flow of steam and cold fluid into the tank through appropriately placed electronic
valves.

In this study, we will take the reader through the engineering cycle of commis-
sioning a controller for such plants. We will first look at physical and structural

EE 10:REAL TIME CONTROLC OF

XCHANGEF

FIGURE 3.1. Laboratory scale heat exchanger
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boiler Legend
EV Electronic valve
water MV Manual valve
inlet FT Flow transmitter
TT Temperature transmitter
MV1 FT2 EV2 PI2 TI1 LT Leve transmitter
Pl Pressureindicator
MV2 TI  Temperature indicator
Y
[ [
water T2 TTL PI1 EV1
outlet
(drain) | heat
-t exchanger
g LT1
' — | EV3
stirrer LT2
hot tank : cold tank
S / TT3 . / ?
v LT
pump P1 pump P2 FT1
A 4

FIGURE 3.2. Schematic of heat exchanger

modeling to determine an approximate suitable representation of the plant. Once
such a model structure is determined, parameter identification is then performec
from data obtained through experimental trial runs. Based on the model obtainec
we design a simple LQG controller to control the plant. The results obtained from
real-time control of the plant is then compared with simulation runs based on the
model. In our study, simulation studies tally closely with that of the run on the
actual plant, giving us good confidence in the accuracy of the plant model. We
have also included a numerical plant model such that the interested reader ma
experiment with the high performance controllers described in the book.

Structural Modeling

The plant contains two.B meter cubic steel tanks. One of the tanks serves as a
buffer tank where cold water is pumped via the heat exchanger into the hot tank.
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The flow of cold water into the heat exchanger is controlled by the pneumatic
valve EV1. The hot tank is equipped with an outlet pump P1, a differential pres-
sure level transducer (LT2) and a platinum resistance thermometer (TT3). The
shell and tube heat exchanger consist of many round tubes mounted in a cylindri-
cal shell with their axes parallel to that of the shell. The heat exchanger is designec
as a steam heated system where water from the buffer tank flows through the in:
side of the tubes and is heated by steam flowing through the shell to supply the
required heat. Steam required for the process is generated by a boiler. The flow o
steam into the heat exchanger is controlled by the pneumatic valve EV2.

To perform an accurate physical modeling of the underlying process is com-
plex. We have therefore simplified the derivation so that a good understanding of
the process is obtained without being burdened with unnecessary complexities.

To obtain an understanding of the fluid level loop, we first maintain the steam
input valve EV2 at a constant flow rate. Then the inflow rg¢®) is related to
levelh(t) in the hot tank by the equation

dh(t)
qit)=A TR (3.1)
whereA is the cross sectional area of the hot tank.

As designed and also observed, the dynamics of the pneumatic valves and leve
sensors are very much faster than the process. These dynamics are therefore i
nored and the transfer characteristics are represented by the DC gains, respe
tively, Gqc1, Ggey- The resultant transfer function from the valve EV1 to the level
sensor LT2 is then given as

Vi(S)  Gdc1Gdew

V(s) ~ As (3.2)

A simplified representation of the shell and tube heat exchanger is shown in Fig-
ure 3.3. The fluid that flows through the inner pipe at velotity heated by steam
condensing outside the pipe. For simplicity let us ignore any spatial distribution
of the steam temperature. The differential energy balance for the fluid inside the
pipe over the volume element of lengtk is given by

Rate of accumulation of internal energy
= Enthalpy in— Enthalpy out + Heat transferred, (3.3)
or symbolically,

8 [ApSxC(T — Tp)]
st

=vA pC(T —-T;) —vA pC [(T + (;—1-8X) - Tr] + 7w Dihi§x(Ty, — T),
(3.4)
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Symbols
T(x,t) fluid temperature
Tw(X,t) wall temperature
Ty (t) steam temperature
Ty reference temperature for evaluating enthal py
p density of fluid
C heat capacity of fluid
Pw density of metal inwall
A cross-sectional areainside pipe
Ay cross-sectional area of metal wall
Dj inside diameter of inner pipe
Do outside diameter of pipe
h; convective heat transfer coefficient inside pipe
ho heat-transfer coefficient for condensing steam
v fluid velocity
FIGURE 3.3. Shell-tube heat exchanger
and therefore
6T 5T Ty -—T 1 7 Dih;
= = w , — = L (3.5)
ot X T1 T1 A pC

Now, the energy balance equation for the metallic wall over the volume of length
5x is stated as follows:

Accumulation of energy in wall
= Heat transfer in through steamHeat transfer out through fluid film (3.6)

that is,

5T
Awaxpwcw(s—t" = 7 DohodX(Ty — Ty) — 7 Dihi $X (T, — T), (3.7)
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giving rise to
ST, 1 1
— = _(TV - Tw) - _(Tw - T), (38)
ot 22 T12
where
1 _ #Dih ’ 1 _ _7Doho . (3.9)
T12 Ay prw 722 Ay prw

Taking the Laplace transform of (3.8) and (3.5) and solving them simultaneously,
we have

ST (X, s) n @T(x, s = b(s)
8X v

v

where

1 22
als) =s+ — — ,
1 T1(T12722S + T12 + T22)
712

b(s) = )
71(T12722S + T12 + T22)

which is an ordinary first order differential equation with boundary condition
T(x,s) = T(0, s) atx = 0. Solving this equation gives

T(x,9) =T + (1 - ef¥x) (%Tv(s) ~ T, s)) : (3.11)
whereT (0, s) is the transform of the fluid temperature at the entrance to the heat
exchanger and, (s) is the transform of the steam temperature. If the tempera-
ture of the fluid entering the pipe does not vary significantly, which holds true if
the buffer tank is kept fairly constant, the transfer function relating the exit fluid
temperature to the steam temperature is

TS b () omy

To(s)  as (3.12)

The transfer function relating the temperature of the inflow water from the outlet
of the heat exchanger to the temperature of water in the hot tank can be derivec
from the energy balance equation

Accumulation of total energy ist

= input energy— output energy- energy lost to the environment (3.13)
giving
S(T(®) —Tr)

pt Ath¢Cy &_ = prqoCs(T(L,t) — T) — prqoCt (T — Ty) — 0.

(3.14)
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Since the flow rate of fluid through the heat exchanger is assumed constgnt as
thenh; is a constant. Taking the Laplace transform of (3.14) and then solving
with (3.12), we get

T _ b (1-e )

T aE(tgts+ D

(3.15)

Again assuming that the dynamics of EV2 is very much faster than the change in
temperature of the tank, so that it can be ignored and be replaced by its DC gair
Kgdc, the relationship between the input voltage to EV2 and the temperature of
fluid in the hot tank is given by

aes)
Ts)  Kac(®) (1— e‘(T)L)

V(s) a(s) (A;—:‘s+ 1)

(3.16)

Parameter Identification

To determine the sampling rate, step inputs are applied separately to both the
pneumatic valves, EV1 and EV2, and the corresponding effects on the tempera
ture and level of the hot tank are determined. It is found that the temperature anc
level processes have time constants of approximately 46 and 13 minutes, respec
tively. A sampling period of one minute is therefore chosen to reflect a sampling
rate about 13 times that of the faster process.

Next, pseudo random binary sequences (PRBS) of amplitidare applied
simultaneously to the two pneumatic valves. The corresponding temperature anc
level readings are then logged at one minute intervals. These are shown in Fig
ures 3.4 and 3.5. An off-line least square algorithm is then used to estimate the
parameters of a linearized autoregressive exogenous (ARX) input model of the
form

AQ Hyk = B@ Hukon + &,

wheren is number of delay samples.
Parameters are estimated for various model orders and sample delays. The fol
lowing estimated transfer functions yield the smallest residual errors.

iy —0.086 21
1-0.9955 1
Gi —0.007 61
1-0.99551
Gy — —0.0011z71 400122224 0.0125 34 0.003 224
1-1.262%1+0.36142— 0.107 &3 + 0.058& 4’
G —0.0055 14 0.0130 2+ 0.020z 3 + 0.002z*

T 1-1262% 1+0.3614 2—0.107& 3+ 0.05& 4
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In state space forn@ is given as follows.

[-0.1441 —0.3597 03392 —0.2646 0
0.0859 -0.0339 Q0912 1772 0
A= 0 13505 08111 -0.230 03392|, (3.17)
0 0 0845 06298 0
0 0 0 0 09955

04116 02553
0.2946 —0.5298
B=| 04488 -0.6430|, (3.18)
~0.0363 —0.1814
| 09961 —0.0878

[0 0 000 0 00865
C= , (3.19)
0 00 00 00303 O
[0 0
D= . (3.20)
0 0
Feedback Control

The model obtained is used to design an LQG controller. To achieve zero steady
state offset in the closed-loop system, integral action is included into the system
by defining two more states as follows.
XiL(K+1) = XL (K) + Yievel(K) — Rievelref(K), (3.21)
XTL(K4+ 1) = X7L(K) + Yiemp(K) — RiemprefK), (3.22)

whereRjevelref, RiemprefandYievel, Yiempare temperature and level reference inputs
and outputs signals respectively.

7
6.5 Simulated
6 Tempetature output )
55 A — X
" : -
= 5 . Experimental
> 45 \ Simulated
'4 Control| Effort \ o~
35 ’R
3 Experimental
0 10 20 30 40 50 60 70 80
Minutes

FIGURE 3.6. Temperature response and control effort of steam valve due to step change
in both level and temperature reference signals
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The resultant augmented state equation is then given as

10 0 0 0 0 0086 5]
01 0 0 0 00303 0
0 0 —0.1441 —0.3597 03392 —0.2646 0
A=|0 0 00859 —-00339 00912 1772 0 |, (3823
00 0 13505 08111 —0.230 0
00 0 0 0845 06298 0
[0 0 0 0 0 0 09955
S 0 -
0 0
04116 02553
B=| 0.2946 —05298]|, (3.24)

04488 —0.6430
—0.0363 —0.1814
| —0.9961 —0.0878

1 00 0O 0 0
01000 0 0
C= ) (3.25)
0 00 0O 0 0086 5
|0 0 0 0 0 00303 0
The performance index is defined as
1 N
J= > Z (X' (K) Qex(K) + U' (K Reu(k)) (3.26)
k=1
where
; |
6'2 Simulated
Level output %
» 55 | Y ,
= 5 v Ex;;ermental
4 v
Control| Effort N Simulated
35
30 10 20 30 40 50 60 70 80

Minutes

FIGURE 3.7. Level response and control effort of flow valve due to step change in both
level and temperature reference signals
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FIGURE 3.8. Temperature and level response due to step change in temperature referenc
signal
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The estimator gain is designed using a process noise covariynard mea-
surement noise covarian€g, with

0.024 # 0 10
R”:[ 0 0.0032]’ Rw:[o 1] (3.28)

The resultant controller is then implemented in real-time using MATLAB. The
results are benchmarked against the ideal case, which is a simulation with the
designed controller controlling the earlier model obtained.

Figures 3.6 and 3.7 show the plots when simultaneob¥ &tep changes are
applied to both the level and the temperature reference signal whereas Figures 3.
and 3.9 show the responses to just a temperature reference signal siey/ .of 0
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FIGURE 3.9. Control effort of steam and flow valves due to step change in temperature
reference signal
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10.4 Aerospace Resonance Suppression

This study is not strictly a case study in that the controllers have not been im-
plemented on aircraft to our knowledge. Rather, it is a feasibility study using the
best available linear aircraft models. Simulation results are presented for wing tip
accelerometer control of high order models of a supersonic airplane. Of particu-
lar interest is the suppression of resonances in certain frequency bands. Simila
results have been achieved for high speed civil transport aircraft models. We do
not give the model or design details here, but simply show performance spectral
plots and discuss the various design issues.

Introduction

Aircraft high frequency structural resonance modes can be excited in certain re-
gions of the flight envelope. At the extremes of this envelope, such resonances
lead to wing flutter and catastrophic failure. Because of a degree of uncertainty
in aircraft models, such resonances are known to be extraordinarily difficult to
suppress by active means.

In this study, a combination of a robust controller and an adaptive scheme is
used to control high frequency structural modes for aircraft models of 100th order
or so. The objective is to suppress wing flexure or body bending resonances in the
vicinity of 20 to 80rad/s by means of aileron, or rudder control. Certainly, it is
imperative that these modes not be excited by naive control actions. The sensor
could be accelerometers on the wing tips or body extremities. Robust controllers
by themselves may not achieve adequate performance over the entire range c
situations of interest, so that there would be a role for adaptive augmentations tc
such robust controllers, at least at the extremes such as in emergency dive situe
tions. This study is a step to explore such a role using realistic high order aircraft
models.

Technical Approach

There are three high order aircraft flying models which correspond to an aircraft
flying at altitudes of 2000, 10000, and 30000 ft flight conditions, respectively.
Spectral analysis indicates that the models exhibit two excessive wing flexure
resonances which are to be suppressed.

We select the aircraft model which corresponds to a flight condition at an alti-
tude of 2000 ft as the basis for the nominal plant. For this model, there are two
high resonance peaks in its power spectral density function at frequencles 27
and 564 rad/s respectively. It makes sense then to limit interest to the frequency
band below 60 rad/s.

Since the model is very high in order (107th order) and high frequency distur-
bance responses above 60 rad/s are beyond our interest, it is reasonable to redu
the plant model order as low as possible consistent with obtaining a good con-
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troller design. A benefit is to reduce the complexity for the nominal plant con-
troller.

Next we design an LQG controllég for the reduced order plant, namely the
nominal planiG. Of course, there is a quadratic performance index penalizing the
disturbance responses

Now applying the rationale of the direct adapti@eschemes of Chapter 6, we
consider further an augmentation of the stabilizing contrdlléior G to achieve
an augmented controller, denotéd Q), which parameterizes all the stabilizing
controllers forG in terms of an arbitrary proper stable transfer funct@nFor
different Q, the controllerK (Q) will have different robustness and performance
properties when applied to the nominal plant. Here we @Qk® be an adaptive
filter.

The adaptive filterQ is included so that in any on-line adaptation to plants
other than the nominal plai@, denotedG, the filter Q can be selected so as to
minimize some disturbance response, perhaps a frequency shaped veeion of
the response penalized in the LQG design.

In this latter case, the adaptive scheme and fixed controller work towards the
same objective in the appropriate frequency bands.

Model Reduction

For a first cut model reduction, we consider the eigenvalue distribution, and re-
move all the modes which are above the frequency 155 rad/s, being far beyond the
frequency band of interest. This reduces the plant to 85th order. Then we discretize
this model at the sampling time@B s, and further reduce the model to 46th order
by deleting those states which correspond to (stable) near pole/zero cancellation
and also remove those states which are outside of the frequency band of interes
We select this reduced order discrete-time aircraft model as the nominalGlant
Other methods based on balanced realizations, see Anderson and Moore (1989
are not used at this stage because of possible numerical problems.

Design of Nominal ControlleK

In order to design a nominal controll&r, we proceed here with a straightforward
LQG controller design for the nominal pla@. Since we aim at reducing the
peaks of the power spectral density function, an LQ index is employed which
weights states associated with the resonance peaks. We define the disturban
response to be = [e e es]’ wheree; is the contribution of the states towards
the first resonance mode, namely at3¥ad/s,e; is the contribution towards the
second mode at 586rad/s ands is e3 = e; + . By having different weighting
factors on those responses, we design an LQ controller for the nominal plant. Our
selection of the kernel of the cost index chose{#ise? + €3 + 1063 + 5 50Q2).
These are selected by a trial and error approach.

For the Kalman filter design, we select a stochastic disturbance input to the
plant model which excites the resonances, details are omitted.
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Frequency Shaping for the Disturbance Response

Since the disturbance resporséor the LQ design has significant energy over
a wide frequency range, and yet our concern is only with its energy in a harrow
frequency range, it may appear natural to pass it through a frequency shapinc
filter so as to focus mainly on the responses within the frequency band of inter-
est. However, with a negligible weighting outside the frequency band of interest,
adaptation to minimize the energy of the frequency shapethy excite reso-
nances outside this frequency band and sacrifice performance. Here we exploi
the Kalman filter in the controller design to achieve a filtered disturbance response
achieved by replacing states by their state estimates.

Of course, arH, design approach fdf is also possible, and in our experience
is more direct, but it obscures to some extent the useful engineering insight as tc
how the controller is achieving its objectives.

Frequency Shaping for the Residuals

The Kalman filter residualsand adaptive) filter outputs are filtered in an adap-

tive Q scheme as discussed in Chapter 6. It may seem that these filters are as hig
order as the nominal plant. However, for our specific LQG design, there results a
filter which can be reduced to as low as 4th order by just deleting unobservable
states.

Order of Q Selection

The order of the adaptive controll€ directly affects the complexity of the adap-
tive scheme. The number of the coefficientQrdetermine the order of the on-
line least squares parameter updating scheme. Another consideration to be kej
in mind is the stability ofQ, because the closed-loop system is stable in the case
of the nominal planG only whenQ is stable. With finite impulse response (FIR)
Q, the stability ofQ is trivially satisfied with bounded gains, and there is a con-
sequent simplification of the adaptive scheme. In our simulations, a 4th order FIR
model of Q is employed, there being diminishing returns from increasing the or-
der. With different sampling times, a different order could be more appropriate.

It is also possible and in practice reasonable to include a fipxetilter P
in the adaptive® loop to limit the frequency band of adaptive feedback signals
and avoid exciting those frequency modes which may destabilize the closed-loop
system. This is particularly important when there are high frequency unmodeled
dynamics. It is clear that the inclusion of any stable prefilter in the adaglive-
loop will not alter the optimization task, but only change the space of adaftive-
action. It could well make sense to incorporate the prefiteinto the state esti-
mator, so that its output corresponds to a subset of the states. For example, in th
case of a resonance or flutter suppression, the resonance or flutter state estima
could well be appropriate as an input to the adap€@véher.
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Three Flight Conditions

As mentioned above, we have defined a nominal pand designed a direct
adaptiveQ scheme along the lines described in Chapter 6. The performance of in-
terest is chosen as the peak of the power spectral density function. The simulatior
results when applied in a number of situations are reported to see its robustnes
and performance over a range of uncertainties and disturbances.

Nominal Condition

First, we apply to the nominal (reduced order) plant modethe adaptiveQ
scheme based on the LQG controlker The power spectral density function of
the output versus noise is shown in Figure 4.1. The response indicated by (a) is
that of the closed-loop scheme with the off-line designed robust linear controller,
and the response indicated by (b) is that of the direct adaligeheme. From

the figure it is clear that the adaptive scheme improves the performance, namely
reduces the peaks of the power spectral density function of the output from the
noise by approximately 30%, at the expense of boosting higher frequency modes
This improvement is achieved after the nominal controller has reduced the peaks
by an order of magnitude.

Flight at 2000 ft

As mentioned before, the nominal plant is a reduced order plant based on the
aircraft model 2000, namely the model corresponding to the flight condition at
altitude of 2000 ft. When we directly employ the adaptive scheme for the nom-
inal plant to the full order model, all the high frequency resonances are acti-
vated and appear in the adapti@eloop. Recall that we can insert a prefilter in
the adaptive® loop to limit the feedback of the residuals in only the frequency
bands of interest and avoid exciting high frequency unmodeled dynamics. With a
prefilter included, the comparison between the adaptive scheme and the closed
loop responses for the model 2 000, not shown here, tells us that performance i
marginally improved by the adaptive scheme at the first resonance peak, and keg
the same as that of the nonadaptive but robust scheme at high frequencies abo

60
P
‘@ 50
o (@ Robust controller
[a] 40 ~
@ A/ (b) Adaptive-Q scheme
g -
(%- / 'IV A N
20 gy ;
g /! /\ 7 /I -
10 N ¥ Sl
& =t N a\Y ~~d_.
0
0 20 40 60 80 100 120
Frequency (Rads/sec)

FIGURE 4.1. Comparative performance at 2 000 ft
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60rad/s. The prefilter employed in the adaptive scheme is a 16th order low pass
filter.

Flight at 10 000 ft

The nominal plant is now replaced by a different plant, viz. model 10 000, which
corresponds to the flight condition at an altitude of 10 000 ft. The nominal con-
troller K, and the adaptiv€) scheme with prefilter are here taken to be the same
as for the model 2 000. The performance of the adaptive control scheme is showr
in Figure 4.2 as compared to that for the nonadaptive case. The adaptive schem
improves the performance of the closed-loop systems in this case but the improve
ment is very limited.

_ 60
= N
50
§ 40 /'\ l“‘-(a) Robust| controller
® 20 / }‘\k,(b) Adaptive-Q scheme
g‘ 20 / ". / A
AN | Y A
£ /__/ J J
0O 20 40 60 80 100 120
Frequency (Rads/sec)

FIGURE 4.2. Comparative performance at 10 000 ft

Flight at 30 000 ft

The nominal plant is here replaced by a different plant again, viz. model 30 000,
which corresponds to the flight condition at altitude of 30 000 ft. Again the nom-
inal controllerK and the adaptive scheme setup are unchanged. In this case the
adaptive scheme does not deliver improvement which assures us of the quality o
the robust design.

Remarks.

1. The off-line LQG controller for the nominal pla@ is to us unexpectedly
robust for the three plants: model 2000, model 10000 and 30 000. In fact
the robustness-performance trade off is such that the potential for improve-
ment via added adaptive loops can not be dramatic. On the other hand,
should the controller not be suitably robust, performance enhancement by
adaptive techniques could be futile. Furthermore, should there be a dra-
matic improvement due to the adapti@toop, it would be important to
guestion whether there should be an improved robust design so as to reduc
this improvement to a more appropriate level.
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2. The simulation results for the adaptive scheme are encouraging in that they
demonstrate that resonance suppression can occur based on on-line proces
ing. The adaptive results do not represent a dramatic improvement over an
off-line robust LQG design, although a more dramatic improvement is not
precluded for other flight conditions, or variations on the adaptive scheme.
Ouir first objective has been a conservative one, rather than to achieve spec
tacular results which may be constructed as “lucky”, as in earlier flutter
suppression studies Moore, Hotz and Gangsaas (1982). It appears that ou
conservative objectives have been achieved.

3. With increases to the gain on the filtered disturbance response, or without &
prefilter in the adaptive® loop to limit the frequency band of residuals fed
back through the&) loop, the adaptive scheme can be made to destabilize.
This is expected since there can only be local stability results in the presence
of significant unmodeled dynamics, especially at high frequency.

4. The algorithm as studied in the simulation is impractical to implement be-
cause of the high order. Essentially the same results are achieved working
with reduced order filters so as to achieve a more practical design.

5. In performing the simulations, the first 1 000 iterations are run with the only
controller beingK . During this period the least squares covariance matrix
Pk is being updated. Then the loop is closed with zero initial condition on
the Q(z1). After a further 100 iterations the adapti@z—1) has virtually
“converged”. For 10 000 iterations, a power spectral density measurementis
taken. No attempt has been made at this stage to track time-varying plants.

6. Our approach has been applied to models of completely different aircraft
with different resonance suppression problems, namely, body bending res-
onances rather than wing flexure resonances. Similar results seem to be
achieved. To illustrate, results for two flight conditions of a transport air-
craft model are presented in Figure 4.3, Figure 4.4. Here the open-loop
resonances are shown since they are merely a factor of three above thos
under active control.

Flutter Suppression

In order to illustrate that dramatic performance improvement can be achieved in
an adaptiveQ approach, we present simulation results from Moore, Hotz and
Gangsaas (1982). The unstable flutter results from a wing bending mode and tor
sion mode coming together at the flutter frequency and one mode becoming un-
stable. This will happen to any wing at sufficiently high speed, termed the flutter
speed.

In this study of a 65th order flexible wing aircraft model, the adap@vgHer is
driven from the flutter state estimate. Indirect adaptiy¢éechniques are applied.



10.4. Aerospace Resonance Suppressior295

L7
3 6
X

5 Y
g Al " \«—Open-loop
a 3 l \ 3 Robust Controller
% ) , \ 3 Adaptive-Q scheme
& o\ y \V/’ L= \
ED A

0
5 0 10 20 30 40 50 60 70

Frequency (Rads/sec)
FIGURE 4.3. Comparisons for nominal model
7 16
R b
.%’ ig \ i {.e——Open-loop
o | i Robust Cotroller
o 8 U /| Adapt
Y aptive-Q scheme
5 o v
@ 4 i S
& oL\ A m;_ _
g O j \/ ---
2 0 10 20 30 40 50 60 70
Frequency (Rads/sec)

FIGURE 4.4. Comparisons for a different flight condition than for the nominal case

In particular, a second order model uncertainty is identified looking at the control
input (wing tip aileron) prior to its entry to the estimator and the flutter state
estimate (from wing tip accelerometers). An adaptyditer is applied to assign

the closed-loop poles to stable locations at the flutter frequency. The degree of
assigned stability is not set to be “too” large so as to avoid excessive control
actions which could excite lightly damped modes. Figure 4.5 shows that a flutter
instability is controlled effectively in a few cycles, before the wing “falls off”.
Indeed there is demonstrated in the simulations “J@tase margin” in a region

of loop gain greater than unity!

Main Points of Section

The simulation results for resonance suppression at this stage are encouraging i
that the off-line designed fixed LQG controller gives robust performance, and the
adaptive@Q scheme is seen to only improve the performance further. Of course
some engineering is required to achieve robust LQG designs, associated pre
filters, and adjustment law gains to achieve such success. In some situations th
adaptiveQ methodology can achieve dramatic results by achieving *I@&se
margins”, as in the case of flutter suppression.
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FIGURE 4.5. Flutter suppression via indirect adapt@gole assignment

10.5 Notes and References

Resonance Suppression

Our first studies in this topic are reported in Moore, Hotz and Gangsaas (1982)
where an indirect adaptiv® approach is used to suppress catastrophic wing flut-
ter. Indeed, this study provided many of the insights used subsequently for devel-
oping the theory of the adaptiv@-approach. The&) filter in this study achieved

a weakened form of minimum variance control. Later studies sought to achieve
adaptiveQ filters based on LQG and pole assignment indices(Chakravarty and
Moore, 1985; Chakravarty and Moore, 1986). Subsequently, less ambitious stud-
ies in resonance suppression of lightly damped modes using direct ad@ptive-
techniques were employed, thereby checking the validity of this approach, see
also Moore, Xia and Xia (1989). Other resonance suppression studies have helpe
develop our understanding, namely Irlicht, Mareels and Moore (1993) and Telford
and Moore (1990).



APPENDIX A

Linear Algebra

This appendix summarizes the key results of matrix theory and linear algebra
results used in this text. For more complete treatments, see Barnett (1971) an(
Bellman (1970).

A.1 Matrices and Vectors
Let R andC denote the fields of real numbers and complex numbers, respectively.

The set of integers is denotdtd= {1, 2, ...}.
An n x m matrix is an array ofn rows andm columns of elements;; for

i=1...,n, j=1,...,mas
X11 X12 ... Xim X1
X12 X22 ... Xom X2
X=1 . L | =), X=1| | =0().
Xnl Xn2 ... Xnm Xn

The matrix is termedquarewhenn = m. A columnn-vectorx is ann x 1 matrix.
The set of alh-vectors (row or column) with real arbitrary entries, dend®dis
calledn-space. With complex entries, the set is dendifa@nd is called complex
n-space. The ternscalar denotes the elements &, or C. The set of real or
complexn x m matrices is denoted "™ or C"*™M, respectively. Thé&ranspose
of ann x m matrix X, denotedX’, is them x n matrix X" = (xji). WhenX =
X', the square matrix is termesymmetric When X = —X’, then the matrix is
skew symmetridLet us denote the complex conjugate transpose of a maAtrix
as X* = X'. Then matricesX with X = X* are termedHermitian and with
X = —X* are termedskew Hermitian The direct sum of two square matrices
X,Y, denotedX + Y, is[% 9] where 0 denotes a zero matrix of appropriate
dimensions consisting of zero elements.
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A.2 Addition and Multiplication of Matrices

Consider matriceX, Y € R™™M or C"™™, and scalarg, ¢ € Ror C. ThenZ =
kX + Y is defined byzj = kxjj + £yij. ThusX +Y =Y + X and addition
is commutative. AlsoZ = XY is defined forX ann x p matrix andY an

p x mmatrix by Z = (zj), zj = Zlle XikYkj, and is am x m matrix. Thus
W = XY Z = (XY)Z = X(Y 2) and multiplication is associative. Note that
when XY = Y X, which is not always the case, we say tkaty are commuting
matrices.

When X’X = | and X is real thenX is termed arorthogonalmatrix and
when X*X = | with X complex it is termed anitary matrix. Note real vectors
X, y areorthogonalif X'y = 0 and complex vectors are orthogonakify = 0.

A permutation matrixt has exactly one unity element in each row and column
and zeros elsewhere. Every permutation matris orthogonal. Am x n square
matrix X with only diagonal elements and all other elements zero is termed a
diagonalmatrix and is writtenX = diag(X11, X22. .., Xnn). Whenx;; = 1 for

alli andxj; = Ofori # j, thenX is termed andentity matrix, and is denoted

In, or justl. Thus for amn x m matrix Y, thenY |, = Y = I,Y. A sign matrix

Sis a diagonal matrix with diagonal elementd or —1. Every sign matrix is
orthogonal.

For X € R™M andY e RP*' denote byX ® Y the matrix of dimension
mp x rn, a block matrix having af th block the matrixx;; Y.

A.3 Determinant and Rank of a Matrix

A recursive definition of the determinant of a square n matrix X, denoted
det(X), is
n . .
det(X) = Y (—=1)'*Ix;; det(Xij),
j:l
where detXij) denotes the determinant of the submatrix>ofconstructed by
deleting the th row and thej th column. The determinant of a scalais the scalar
x itself. The element—1)'*! det(X;;) is termed thecofactorof x;; . The square
matrix X is said to be &ingular matrix if det(X) = 0, and anonsingularmatrix
otherwise. It can be proved that for square matrice©d€) = det(X) det(Y).

ForX € R™P, Y € RP*" we have detin+XY) = det(l p+Y X). In particular
with p=1, forx,y € R" det(l, + XY) =1+ Y’'X.

Therank of ann x m matrix X, denoted by rkX) or rankX), is the maximum
positive integer such that some x r submatrix ofX, obtained by deleting rows
and columns is nonsingular. Equivalently, the rank is the maximum number of
linearly independent rows and columnsXf If r is eitherm or n then X is full
rank. It is readily seen that

rank(X) + rank(Y) — m < rank(XY) < min(rank(X), rank(Y)).
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A.4 Range Space, Kernel and Inverses

For ann x m matrix X, therange spacer theimage spacér(X), also denoted
by Im(X), is the set of vectorXy wherey ranges over the set of ati vectors. Its
dimension is equal to the rank of. Thekernelker(X) of X is the set of vectors
z for which Xz = 0. It can be seen that for real matricég,X’) is orthogonal to
ker(X), or equivalently, withy; = X'y for somey and if Xy> = 0, theny; y» = 0.

For a squar@onsingular matrixX, there exists a uniqueverseof X, denoted
X~1, such thatX=1X = XX~1 = I. Theijth element ofX~ is given from
detX)~! x cofactor ofxj;. Thus(X~1) = (X))t and(XY)~! = y=1x-1
where the inverses exist. More generally, a uniqgue (Moore-Penpsse)do-in-
verseof X, denotedX?, is defined by the characterizing properté&Xy = y
forally € ®&(X) andX*y = 0 for all y € ker(X’). Thus if detX) # 0 then
X# = X1 if X =0, X* =0, (X = X, X*XX# = X¥# XXX = X.

For a nonsingulan x n matrix X, a nonsingulap x p matrix Aand am x p
matrix B, then provided inverses exist, tMatrix Inversion Lemmatates

(I + XBAB) X =(x1+BAIB) !
= X — XB(B'XB+ A)1B'X,

and

(I + XBA1B) IXBAt=(X"1+BA1B) 1BA?
= XB(B'XB+ AL

A.5 Eigenvalues, Eigenvectors and Trace

For a square x n matrix X, the characteristic polynomiabf X is de{(zl — X)
and itsreal or complexzeros are theigenvaluesf X, denoted;. The spectrum
spegX) of X is the set of its eigenvalues. Tl@ayley-Hamilton Theorertells

us thatX satisfies its owrcharacteristic equatiorwith detizl — X) = p(2),

j (X) = 0. For eigenvalues;, thenXv; = A;v; for some nonzero real or complex
vectorv;, termed areigenvectarThe real or complex vector space of such vectors
is termed theeigenspacelf A; is not a repeated eigenvalue, thgris unique to
within a scalar factor. WhelX is diagonal therX = diag(A1, A2, ..., An). Also,
det(X) = IT"_;A; so that detX) = 0, if and only if at least one eigenvalue is
zero. As defzl — XY) = det(zl — Y X), XY has the same nonzero eigenvalues
asyY X.

A symmetric, or Hermitian, matrix has only real eigenvalues, a skew symmet-
ric, or skew-Hermitian, matrix has only imaginary eigenvalues, and an orthogonal,
or unitary matrix has unity magnitude eigenvalues.

The trace of X, denoted #X), is the sum)_[_; xii = Y [_, Ai. Notice that
tr(X +Y) = tr(X) + tr(Y), and with XY square, then tXY) = tr(Y X). Also,
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tr(X'X) =31 >0 xizj and tA(XY) < tr(X’X) tr(Y'Y). A useful identity is
deteX) = &%),

A.6 Similar Matrices

Two n x n matricesX, Y are calledsimilar if there exists a nonsinguldr such
thatY = T~1XT. Thus X is similar to X. Also, if X is similar toY, thenY
is similar to X. Moreover, if X is similar toY and if Y is similar to Z, then X
is similar toZ. Indeed, similarity of matrices is aquivalence relationSimilar
matrices have the same eigenvalues.

If for a given X, there exists asimilarity transformationT such that
A = T-IXT is diagonal, thenX is termed diagonalizableand A =
diag(r1, A2, ..., An) Where); are the eigenvalues of. The columns ofT are
then the eigenvectors of. All matrices with distinct eigenvalues are diagonal-
izable, as are orthogonal, symmetric, skew symmetric, unitary, Hermitian, and
skew Hermitian matrices. In fact, K is symmetric, it can be diagonalized by
a real orthogonal matrix and when unitary, Hermitian, or skew-Hermitian, it can
be diagonalized by a unitary matrix. ¥ is Hermitian andT is any invertible
transformation, then Sylvestetisertia Theorenasserts that *X T has the same
numberP of positive eigenvalues and the same nunf¥ef negative eigenvalues
as X. The differenceS = P — N is called thesignatureof X, denoted sigX).

A.7 Positive Definite Matrices and Matrix
Decompositions

With X = X’ and real, therX is positive definite (positive semidefinite or non-
negative definitelf and only if the scalax’Xx > 0 (x’Xx > 0) for all nonzero
vectorsx. The notationX > 0 (X > 0) is used. InfacK > 0 (X > 0) if and
only if all eigenvalues are positive (nonnegative)Xlf= YY thenX > 0 and
YY > 0ifand only ifY isanm x n matrix withm < nand rkY = m. If Y = Y/,

so thatX = Y2, thenY is unique and is termed the symmetric square roox of
denotedX?/2, If X > 0, thenX/? exists.

If Y is lower triangular with positive diagonal entries, and’ = X, thenY is
termed &Cholesky factoof X. A successive row by row generation of the nonzero
entries ofY is termed aCholesky decompositio®\ subsequent step is to form
YAY’ = X whereA is diagonal positive definite, and is lower triangular with
1s on the diagonal. The above decomposition also applies to Hermitian matrices
with the obvious generalizations.

For X a realn x n matrix, then there exists @olar decompositiorX = @P
whereP is positive semidefinite symmetric agis orthogonal satisfyin@’'® =
OO = I,. While P = (X’'X)¥/2 is uniquely determined? is uniquely deter-
mined only if X is nonsingular.
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The singular valuesof possibly complex rectangular matrice§ denoted
ai (X), are the positive square roots of the eigenvalues*of. There exist unitary
matricesU, V such that

) 0
0
0
0 0 On
VXU=|................. = X.
0 . 0
o ... ... O

If unitary U, V yield V/XU, a diagonal matrix with nonnegative entries, then
the diagonal entries are the singular valuesXofAlso, X = VXU’ is termed a
singular value decompositigisVD) of X.

Every realm x n matrix A of rankr has a factorizatiol’A = XY by real
m x r andr x n matricesX andY with rk X = rkY = r. With X ¢ R™
andY € R"*", then the pairX, Y) belong to the product spad&™" x R"*",

If (X,Y), (X1,Y1) € R™ x R™*" are two full rank factorizations oA, i.e.
A = XY = XjYi, then there exists a unique invertiblex r matrix T with
X, Y)=(X1T7L,Tv).

For X a realn x n matrix, theQR decompositiois X = ©R where® is
orthogonal andR is upper triangular (zero elements below the diagonal) with
nonnegative entries on the diagonal . Xfis invertible then®, R are uniquely
determined.

A.8 Norms of Vectors and Matrices

The norm of a vectok, written ||X||, is any positive valued function satisfying
x|l > Oforallx, with equality if and only ifx = 0, ||sx|| = |s]| ||x]| for any scalar
s, and||x + y|| < [IX]l + |ly|l for all X, y. TheEuclidean norrmor the 2-norm is
IXIl = (i, X212, and satisfies th8chwartz inequalityx'y| < [Ix|| [lyl, with
equality if and only ify = sxfor some scalas. Other norms aréx||,, = max|x; |
and|[xlly = >y x|

The induced norm of a matriX with respect to a given vector norm is de-
fined as|| X|| = maxx=1 | Xx||. Corresponding to the Euclidean norm is the

2-norm|| X|l, = Arl,{gX(X’X), being the largest singular value ¥t Correspond-
ing to the vector normgx||, , [IX|l; there are induced matrix normiX||,, =
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max Y_"_; |xij| and||X|l; = max; Y{_; |Xij |- TheFrobenius nornis || X||g =
trl/2(X’X). The subscripf is deleted when it is clear that the Frobenius norm
is intended. For all induced norms and also for the Frobenius rofxi| <
XTI Also, X+ Y[ < X[+ Y] and [XY][ < [IX[[[IY]. Note that
tr(XY) < I X]lg IY|lg. The condition humbeiof a nonsingular matrixX rela-
tive to a normy| - || is | X|| | X~L|I.

A.9 Differentiation and Integration

SupposeX is a matrix valued function of the scalar variabl&henX(t) is called
differentiable if each entry;j (t) is differentiable. Also,

E‘(W)’ —(XY) St Y X 3 = XX = XX,

Also, [ Xdt = (/ xjdt). Now with ¢ a scalar function of a matriX, then

d S ad
99 = the matrix withij th entry—¢.
X OXij
If ® is a matrix function of a matrix, then
)
g—x = a block matrix withi j th block —~ ¢”
The case whelX, ® are vectors is just a specialization of the above definitions. If
X is squarein x n) and nonsingulard/a X)tr(W X-1)) = —X~Iw X1 Also
log det X) < tr X — n and with equality if and only iiX = I. Furthermore, ifX
is a function of time, therid/dt)X~1(t) = —X~1(d X/dt)X~1, which follows
from differentiatingX X1 = 1.
If P=P/, (8/3x)(X'Px) = 2Px.

A.10 Lemma of Lyapunov

If A, B,C are knowmn x n, m x mandn x m matrices, then the linear equation
AX 4+ XB+ C = 0, has a unique solution for anx m matrix X if and only if
Ai(A)+1j(B) # 0foranyi andj. Infact[| ® A+ B’ ® I]vec(X) = —veaC)
and the eigenvalues of [ A+ B’ ® |] are precisely given by (A) + 4j(B).
Here ve¢X) stands for the column vector obtained from the maXiky stacking
the columns ofX from left to right under one another in the vector ¢¥g. If
C > 0 andA = B/, theLemma of Lyapunofor AX + XB + C = 0 states that
X = X’ > 0if and only if all eigenvalues oB have negative real parts.

The linear equatiotlX — AXB = C, or equivalently, [ — B’ ® A]vec(X) =
vea(C) has a unique solution if and onlyAf (A)xj (B) # 1foranyi, j.If A= B’



A.11. Vector Spaces and Subspaces303

and|Ai (A)| < 1foralli, then forX — AXB = C, theLemma of Lyapunostates
thatX = X’ > OforallC=C’ > 0.

Actually, the conditionC > 0 in the lemma can be relaxed to requiring for
any D such thatDD’ = C that (A, D) be completely controllable, aD, A) be
completely detectable, see definitions Appendix B.

A.11 \Vector Spaces and Subspaces

Let us restrict to the real fiel& (or complex fieldC), and recall the spacéd®”
(or C"). These are in fact special cases of vector spaceskyer C) with the
vector additions and scalar multiplications properties for its elements spelled out
in Section A.2. They are denoteehl (or complex) vector space&ny space over
an arbitrary field< which has the same properties is in fastegtorspaceV . For
example, the set of ath x n matrices with entries in the field & (or C), is a
vector space. This space is denoted®y<" (or C™").

A subspacaV of V is a vector space which is a subset of the vector space
The set of all linear combinations of vectors from a nonempty subsét/, de-
notedL (S), is a subspace (the smallest such)/ofontainingS. The space_(S)
is termed the subspaspannedr generatedy S. With the empty set denotegl
thenL (¢) = {0}. The rows (columns) of a matriX viewed as row (column) vec-
tors span what is termed the row (column) spac¥ denoted here by{]; ([ X]¢).
Of course R(X') = [X]; andR(X) = [X]c.

The orthogonal complement of a subsp&teof V is denoted asv.. It is a
subspace of, consisting of all vectors € V such that/w = O forallw € W.
For a matrixX we have®(X')+ = ker(X). For two subspace#/,U € V we
denote byW @& U the space spanned by any combinatioMéfandU, i.e.z €
W & U implies thatz = w + u for somew € W andu € U. For a square matrix
X, dimensiom x n we have that k&iX)- @ ®(X) = R".

A.12 Basis and Dimension

A vector spacé/ is n-dimensionaldimV = n) if there exists linearly indepen-
dent vectors, thbasis vectors{es, e, . .., ey} which sparV. A basis for a vector
space is nonunique, yet every basisvohas the same numbarof elements. A
subspacéV of V has the property dirV < n, and if dimW = n, thenW = V.
The dimension of the row (column) space of a ma¥iis therow (column) rank
of X. The row and column ranks are equal and are in fact the rank. dfhe
coordinates of a vectotin V with respect to a basis are the (unique) tuple of co-
efficients of a linear combination of the basis vectors that gen&rakbus with
X =) a6, thenas, ay, ..., a, are the coordinates.

For a squar@ x n matrix X overR we have that dim k&X) + dim%&(X) = n.
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A.13 Mappings and Linear Mappings

For A, B arbitrary sets, suppose that for eacle A there is assigned a single
elementf (a) of B. The collectionf of such is called dunction, or mapand is
denotedf : A — B. Thedomainof the mapping isA, thecodomainis B. For
subsetsAg, Bs, of A, Bthenf(As) = {f(a) : a € Ag} is theimageof As, and
f~1(Bs) = {a € A: f(a) € B} is thepreimage or fibeof Bs. If Bs = {b} is a
singleton set we also writé~1(b) instead off ~1({b}). Also, f (A) is theimage
or rangeof f. The notationx — f(x) is used to denote the imadggx) of an
arbitrary elemenk € A.

The composition of mappingé : A — B andg : B — C, denotedgof, is
an associative operation. The identity map idA — A is the map defined by
ar— aforalla e A

A mappingf : A — B is one-to-oneor injectiveif different elements ofA
have distinct images, i.e. & # a = f(a1) # f(a2). The mapping i®ntoor
surjectiveif every b € B is the image of at least oreee A. A bijectivemapping
is one-to-one and onto (surjective and injective)f If A —- Bandg: B — A
are maps witlg o f = ida, then f is injective andg is surjective.

For vector space¥, W overR or C (denotedK) a mappingF : V — Wis a
linear mappingf F(v + w) = F(v) + F(w) foranyv, w € V, and asF (kv) =
kF(v) for anyk € K and anyv € V. Of courseF (0) = 0. A linear mapping is
called anisomorphisnif it is bijective. The vector spaces, W areisomorphicif
there is an isomorphism o&f ontoW. A linear mappingF : V — U is called
singularif it is not an isomorphism.

ForF : V — U, alinear mapping, thenageof F is the set IniF) = {u € U |
F(v) = ufor somev € V}. Thekernelof F iskenF) ={ue V | F(u) =0}. In
fact for finite dimensional spaces dvh= dimkerF) + dimIm(F).

Linear operators or transformatiorere linear mappings : V — V,i.e. from
V to itself.

The dual vector spac&/* of a K-vector spacé/ is defined as thé-vector
space of allK-linear maps. : V — K. Itis denoted byv* = Hom(V, K).



APPENDIX B

Dynamical Systems

This appendix summarizes the key results of both linear and nonlinear dynamical
systems theory required as a background in this text. For more complete treat:
ments, see Irwin (1980), Isidori (1989), Kailath (1980) and Sontag (1990).

B.1 Linear Dynamical Systems

State equations

Discrete-time linear, finite-dimensional, dynamical system& ferkg, ko+1, . ..
with initial statex, € R" are described by

Xk+1 = AXk + Bru, Yk = CiXk + DyUk, (1.1)

wherexx € R", ux € R™, ykx € RP and A, Bk, Ck, Dk are matrices of appropri-
ate dimension, possibly time varying. The solutionkar Ky is,

k—1
Xk = PrkXko + »_ k1 Biti.
i—ko
where®y, ki, = |; Prt1kg = APk kg OF Piky = Ak—1- .. Ay, for k > ko. In

the time invariant caséy k, = A, k > ko.

A discrete-time, time-invariant system (1.1) is call@dble if the eigenval-
ues of A are all located in the open unit dige € C | |z| < 1}. This implies
limk_0 A =0.

Transfer functions

The Z-transformof a sequencéhi | k € Np} is the formal power series i1

[o,0]
H(z) = Z hkz K.
k=0
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In discrete-time, th&-transformyields thetransfer functiorfor the system (1.1)
H(z) =C(zl — A~'B + D,

in terms of theZ-transform variable. Forxg = 0, thenY (z) = (C(zI—A)~1B+
D)U (2) expresses the relation between thdransforms of the sequencés}
and{yx}. The transfer functioaz—1 corresponds to a unit delay.

A (matrix) transfer function for the system (1.1) with a state space realization
given via the matriceéA, B, C, D) is represented as

A| B
C|D

Continuous-time linear systems
In continuous time we have

. dx
X = i At)X + B(t)u, 12)

y=C{t)x + D(t)u.

The transition matrixp (t, tg) satisfiesd (tg, tg) = | andd(t, tg) = At)P(t, to).
It has the semigroup property th@fty, t1) P (t1, to) = P(t2, tg). The solution of
(1.2) starting at timéyp in Xg is given by:

t
X(t) = ®(t, tg)Xg +/ d(t, 7)B(r)u(r)dr.

to

In the time invariant cas@(t) = A, we haved(t, tg) = eAt—%) A time invariant
linear system (1.2) is called stable if the real part of the eigenvalues arfe
negative. This implies lim, o, €At = 0.

Controllability and Stabilizability

In the time-invariant, continuous-time, case, the pair B) with A € R"™" and
B € R™M s termedcompletely controllabl¢or more simplycontrollablg if one
of the following equivalent conditions holds:

e There exists a contral takingx = Ax 4+ Bu from arbitrary statexp to
another arbitrary state, in finite time.

e rank(B, AB, ..., A"1B) =n.
e (Al — A, B) has full rank for all (complex)..

o We(T) = f; e”BBeAdt>0foral T > 0.
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e AX= XAandXB = 0impliesX = 0.
e we'AB = 0forallt impliesw = 0.
e w' AIB =0 foralli impliesw = 0.

e There exists & of appropriate dimension such that+ BK has arbitrary
eigenvalues.

e There exists no coordinate basis change such that

A |:A11 A12i| , B— |:Bli| .
0 Ax 0

The symmetric matritVe(T) = fOT e'ABB'eAdt > 0 is thecontrollability
Gramian associated witlkk = Ax + Bu. It can be found as the solution at time
T of We(t) = AWe(t) + We(t) A’ + BB’ initialized by We(0) = 0. If A has
only eigenvalues with negative real part, in short\Rd) < 0, thenW(c0) =
lim¢_s o0 We(1) exists.

In the time-varying case, only the first definition of controllability applies. It is
equivalent to requiring that the Gramian

4T
We(t, T) = / Pt +T,7)BE@)B(1)d'(t + T, r)dr
t

be positive definite for al and somé& . The concept ofiniform complete control-
lability requires thawV.(t, T) be uniformly bounded above and below from zero
for all t and someT > 0. This condition ensures that a bounded energy control
can take an arbitrary state vectoto zero in an intervalt| t + T] for arbitraryt.
A uniformly controllable system has the property that a bouriiéd exists such
thatx = (A(t) + B(t)K(t))x has an arbitrary degree of (exponential) stability.

The discrete-time controllability conditions, Gramians, etcetera are analogous
to the continuous-time definitions and results. In particularNheontrollability
Gramian of a discrete-time system is defined by

N
WY =" AKBB(A)K,
k=0
for N € N. The pair(A, B) is controllable if and only if\NéN) is positive definite

forallN > n—1. If Ahas all its eigenvalues in the open unit dige C | |z| < 1},
in short|A(A)| < 1, then

o0
We:i= )" AKBB'(A)K
k=0

exists and is positive definite if and only(if\, B) is controllable.
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Observability and Detectability

The pair(A, C) has observability/detectability properties according to the con-
trollability/stabilizability properties of the paifA’, C’); likewise for the time-
varying and uniform observability cases. The observability Gramians are known
as duals of the controllability Gramians, e.g. in the continuous-time case

T o]
Wo(T) ::/ eAc/'ceAdt, Wo ::/ eAc’'cdAdt,
0o 0

and in the discrete-time case,

N 00
WN) = Z(A’)kC’CAk, W = Z(A’)kC’CAk.
k=0 k=0

Minimality

The state space systems of (1.1) and (1.2) denoted by the ¢ApIB, C) are
termedminimal realizations in the time-invariant case, whef, B) is com-
pletely controllable andA, C) is completely observable. THdcMillan degree
of the transfer function$i(s) = C(sl — A)"1BorH(z) = C(zl — A)1Bis
the state space dimension of a minimal realizatiéalman’s Realization The-
orem asserts that anyp x m rational matrix functionH (s) with H(co) = 0
(that is H(s) is strictly proper) has a minimal realizatiogA, B, C) such that
H(s) = C (sl — A1 B holds. Moreover, given two minimal realizations de-
noted(Az1, B1, C1) and(Ay, By, C»). then there always exists a unique nonsingu-
lar transformation matri¥ such thaff A;T~1 = Ay, TBy = By, CiT 1 =Cs.

All minimal realizations of a transfer function have the same dimension.

Balanced Realizations

For a stable systeifA, B, C), a realization in which the Gramians are equal and
diagonal as

Wc = Wo = d|aq0’1, P Un)

is termed aliagonally balancedealization. For a minimal realizatiaiA, B, C),
thesingular valuesy; are all positive. For a nonminimal realization of McMillan
degreem < n, thenom;i = 0 fori > 0. Corresponding definitions and results
apply for Gramians defined on finite intervals Also, when the controllability
and observability Gramians are equal but not necessarily diagonal, the realization:
are termedalanced Such realizations are unique only to within orthogonal basis
transformations.

Balanced truncatioiis where a systertA, B, C) with A ¢ R™", B ¢ R™™M,
C € RP*" is approximated by anth order system witlh < n as follows: As-
suming an ordering; > oi41, for all i the last(n —r) rows of (A, B) and last
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(n—r) columns of[é] of a balanced realization are set to zero to form a reduced
rth order realizatiog A, By, C;) € R™*" x R"*M x RP*", A theorem of Pernebo
and Silverman states that(f\, B, C) is balanced and minimal, arg > oy 11,
then the reducedth order realizatiorfA;, By, C;) is also balanced and minimal.

B.2 Norms, Spaces and Stability Concepts

The key stability concept for our purposes is that of bounded-input sta@@iBO
stability). In the case of linear systems this is equivalerdaggmptotic stabilityf
the state space descriptions.

To be precise, and focusing on discrete-time signals and systems, we work firs
with signalswhich are simply functions which map the integ&rgo R". The set
of signals isS= {f : Z — R"}. The size of a signal is measured by some norm.
Let us consider a 2-norm over an infinite horizon as

) 12
11, = (Z n fk||2) ,
—00

where||x|| = +/X’Xx is the Euclidean norm.
ThelLebesque 2-spade defined by

lr(—00,00) ={f e S:|fly <oo}.

Variations¢; (0, 00), £2 (—oo, 0) are defined similarly. When the time interval is
understood, then the space is referred to agilspace.
The spacé is aHilbert spacewith inner product

o
(f,9) =Y ofx,

satisfying|(f, g)| < [ fllp Ilhllp and| f 1|3 = (f, ).
In the Z-domain, the 2-norm is, which follows from Parseval’'s Theorem

1 dz) Y2
If@lz= {Sup—yg f_(Z)f(Z)—} ,
|z|=1+¢ z

e>0 2T
wheref~(z) = f/(z1). TheHardy 2-spaceH; is defined as
Hy = {f(2)isanalyticin|zl > 1 and | f[, < oo}.
For any f € Hp, the boundary function

fo(2)17=1 = 6"_“)10 f(D])z=14¢
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exists for almost allz| = 1 (Fatou’s theoreand|| fpll, = || f || so that

1 _ dz) 2
I flla= {572—1 fy (2 fb(Z)?} .

The mappingf € Hy to f,, € £> is linear, injective and norm preserving.

Consider now linear time-invariant systems in discrete-time with matrix trans-
fer functionH (z) : £2 — £o.

The spacé  is defined from

oo ={H ! [[H|ls < 00},
where thel, norm is defined from

Hlloo = sUpomax(H(2)).
|zl=1

Hereomax(:) denotes the maximum singular value.

Stable Systems

Stable system#1(z) are such thaH (z)w(z) € H wheneverw(z) € Ha. A
necessary condition is that(z) is analytic in|z| > 1.
The Hy space is defined from

Heo = {H(z) :H(z)isanalyticin|z| >1 and [Hly_gn < oo},
where the norm is ahl,, norm

Hll2—gn =sup sup omax(H(2),
e>0 |z|=1+€
being but a mild version of thé,, norm, frequently termed ahl,, norm and
written || H || o

Now H (z) defines a stable system if and onlyHf(z) € Hno.

In the case thaltl (z) € Ho is rational then we use the notatibh(z) € RHy.
H(2) € RHy if and only if H(z) has no pole inz| > 1.

Corresponding definitions and results apply as before for continuous-time sig-
nals and systems with.™, and{,,_, is replaced by/*; andJ_;,. Also f~
replaced byf * where f*(s) = f/(s*) wheres* is the conjugate o$. There are
additional technical issues concerning signals which differ only on (Lebesque)
measure zero. Just to state explicitly one result, we havétgte RH., if and
only if H(s) has no pole irRe(s) > 0.

B.3 Nonlinear Systems Stability

We first summarize the basic results from stability theory for ordinary differential
equations ofiR", and subsequently consider corresponding results for difference
equations.



B.3. Nonlinear Systems Stability 311

Consider
x = f(x), x € R". (3.2)

Let f be a smooth vector field dR". We assume that (0) = 0, so thatx = 0 is
an equilibrium point of (3.1). LeD c R" be a compact neighborhood of ORA.

A Lyapunov functiorof (3.1) onD is a smooth functiov : D — R having
the properties

1. V(0)=0, V(x) > 0forallx £ 0inD.
2. For any solutiorx(t) of (3.1) withx(0) € D,

. d
V(X)) = aV(x(t)) <0. 3.2)
Also,V : D — Ris called astrict Lyapunov functioif the strict inequality holds
V(X(t)) = %V(x(t)) <0 forx(t) e D —{0}. (3.3)

Theorem 3.1 (Stability). If there exists a Lyapunov functidh: D — R defined
on some compact neighborhood®f R", thenx = 0 is a stable equilibrium
point.

Theorem 3.2 (Asymptotic Stability). If there exists a strict Lyapunov function
V : D — R defined on some compact neighborhoo@ ef R", thenx = 0 is an
asymptotically stable equilibrium point.

Theorem 3.3 (Global Asymptotic Stability). If there exists a proper may :
R" — R which is a strict Lyapunov function with = R", thenx = 0is globally
asymptotically stable.

Here properness &f : R" — R is equivalent tdv (x) — oo for || x|| — oo.

Theorem 3.4 (Exponential Asymptotic Stability). If in Theorem 3.2 one has
a1 [IX]|? < V(X) < a2 Ix]|* and —az [|x[|* < V(X) < —as |IX]||? for some posi-
tivewi,i =1,...,4, thenx = 0is exponentially asymptotically stable.

Consider nonlinear systems with external inputss
x = f(x,u),

then BIBO stability is as for linear systems namely, that bounded inputs lead to
bounded signals. We refer to this stabilityfas BIBO stability.
Similarly for discrete time systems

Xkp1 = F(X0); X e R". (3.4)

Here f is a continuous map @&" to R". Assume thatf (0) = 0, so thatx = 0 is
a trivial solution of (3.4). A solution of (3.4) starting iy is denoted by (Xo).

Let D be a compact neighborhood 610) in R". A Lyapunov functionV :
D — R* is a continuous map such that
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1. V(0) = 0, V(x) > 0 forx # 0.

2. for any solutiomxk (xg) of (3.4) withxg € D
V (X%k+1(X0)) <V (Xk(X0)) .

V is a strict Lyapunov function if

3. for any solutiomx (xg) of (3.4) withx, € D
V (Xk4+1(X0)) <V (%(X0));  if xk(X0) # O.

The above Theorems 3.1, 3.2 and 3.3, for stability, asymptotic stability and
global asymptotic stability, then also hold for the system (3.4).

The trivial solution of (3.4) is called exponentially stable provided its lineariza-
tion is stable. The linearization of (3.4) is given by

Z11 = Df (0,

whereDf (0) is the Jacobian of evaluated at 0. The Jacobian is defined as the
matrix of partial derivatives:

af;
Df (2) =: (Dfij(2) = (aTI (z)).
]



APPENDIX C

Averaging Analysis For
Adaptive Systems

C.1 Introduction

We present here in a nutshell some ideas frmeraging analysisvhich is a
powerful technique to study systems whose dynamics split naturally over differ-
enttime scalesNo proofs are provided, we refer the reader to, e.g. Mareels and
Polderman (1996).

C.2 Averaging

Averaging in its basic form is concerned with systems of the form:
X1 = Xk + pf(); X0; k=0,1,.... (2.1)

The parameter is a small positive constant that characterizedithe scale sep-
aration between the variation of the state variaklever time and the time varia-
tions in the driving termfy (-). With time scale separation we mean the following.
Assume for the moment thdtfy(x)|| < F. On a time interval of lengtiN, a
solution of (2.1), say,, can at most change by an amouimk — X¢|| < uNF,

for [k — £] < N. On the same time intervdlfx(xx) — fi(X¢)|| < 2F. The ratio

of change betweer and fi(-) is therefore of magnitudg; the time variations
of the statex being (potentially)x times slower than the time variations fn It

is this time scale separation that hints at replacing the time-varfing by the
time invariantaverageddriving term

g .
Nlmoﬁkgl f(2) = f3(2), (2.2)
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provided of course that the latter exists.

In adaptive systenthe time scale separation is less explicit than portrayed by
(2.1). Part of the analysis will be precisely concerned with transforming an adap-
tive system into the above format (2.1), at least approximately, such that standarc
averaging results can be applied.

More precisely, we consider adaptive systems of the general form:

Xk+1 = ABk) Xk + Bk (6k), Xo,

(2.3)
Ok+1 = Ok + udk Bk, Xk), fo.

The adapted parameter vectorbis The positive parametgr scales the adap-
tation gain. We assume to be small, it expresses explicitly that the adaptation
mechanism progresses slowly. The rest of the state vegtmntains mixed time
scale behavior. Partly it contains the fast time variations due to the driving func-
tions By (-), partly it contains the effect of the slowly varyimg via the functions
A(9) and B(#). The time variations irB are typically due to external signals,
such as reference signals, disturbances and or plant variations. It will be showr
that under very mild assumptions tkero adaptatiorsituation can be used as
an approximation for thelow adaptatiorcase. This in turn will enable standard
averaging techniques to be used to analyze the behavior of the adaptive system.
The methodology we are about to discuss, consisting of a zero adaptation ap
proximation followed by an averaging analysis, is applicable to a large class of
adaptive systems operating under a wide variety of assumptions, not necessaril
requiring that the model class encompasses the actual plant dynamics.
We now introduce and discuss the basic averaging technique.

Some Notation and Preliminaries

In order not to overload the expressions we introduce some notation and defini-
tions. We often need to estimate functional dependencg.ofhis is done via
so-calledorder functiongSanders and Verhulst, 1985):

Definition. A scalar valued functiord () is called anorder functionif it is
positive valued and continuous on an inter¢@) u*) for someu* > 0 and
lim,_.qd(w) exists, perhapso.

Order functions can be defined in a more general sense. However, as we mainl
need to compare functions in terms of orderg.@nd are only interested in small
u, the above, more restrictive definition suffices.

Example. The termsu, sin(u), ./ and I/ u are order functions. The function
sin(1/u) + 1 is not an order function.

Thesize or orderof order functions can be compared as follows:

Definition. Let§1(w) andd(u) be two order functions. Thef () is said to be
of orderof 82(u), denoted ad1 () = O(82(w)), if there exists positive constants
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w* andC such that
81(n) < Céa(n) forall u € [0, u™). (2.4)

If 61(u) = O(S2(n)) and sz (u) = O(81(n)) then we say that; and s, are
equivalent order functions.

Definition. Let §1(n) andd2(u) be two order functionsi1(w) is said to be of
small orderof §2(u), denoted ag1 (i) = 0(82(w)) if

m d1(w) _o
n—0 82(1)

(2.5)

Example. Now p is o(1), as indeed lim_.ou = 0, and obviously < 1 for
all u € [0, 1]. However, siidu) is O(w) onu € [0, ). Also u is O(sin(i)) on
wu € [0, r/2). Henceu and sir{) are equivalent order functions.

Functions that do not only depend prcan also be compared with order func-
tions, using the following conventions:

Definition. Let f : RT x N — R", (u,k) — fk(n) be continuous in. Let
3(u) be an order function. We say théts of orders, denotedfx () = O(8(w)),
if there exist positive constants® andC such that

| fk(w)ll < C8(n) forallk and p e][0, u*). (2.6)

Definition. Let f : RT x N x R" — R", (u, k, x) — f(u, k, X) be uniformly
(in k) continuous inu, x on a set [Quc) x D *. We say thatf is orders for
some order functiod () if there exist a compact domaid’ c D and positive
constantg.* < uc andC such that

Il (e, k, x)|| <Cs(u) forallk, w e [0, u®), xeD. 2.7

Example. Now p sin(k) = O(u) andy/1+ ux — 1 is alsoO(w). Indeed for all
X] < 1landu € [0, 1], one has/1+ ux — 1 < 0.5u.

We will want to estimate approximation errors over a particular time interval
that increases gs becomes smaller. In this respect the following convention is
useful:

Definition. Let f : RT x N x R" — R", (u,k,x) = f(u, Kk, x) be uniformly
(in k) continuous inu, x on a domain [Ouc) x D. Letdy(u) andd2(u) be two
order functions. We say thdt(u, k, x) is of ordersy (i) onatime scalefz () on
the setD C R" provided that for any integdr there exist positive constants
andC such that for allx € [0, ©*) and for allx € D

If (e, k, X)|| < C81(w) forallk e [0, Léa()]. (2.8)

*g(x, k) is uniformly (ink) continuous inx on a domairD if for all ¢ > 0 there is & > 0 such
that for allk and allx, y € D, we have thatx — y| < § implies that/g(x, k) — g(y, k)| < e.
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Example. Letk € N, [x| < 1andu € [0, 1).
x3sin(uk) = O(w)  ontime scaled (1),

1
x3sin(uk) = O(1)  on time scaleD (—) ,
"

k= O(/wr) ontime scal€d (i) (2.9
pk = O(/It L.

1
(1+ux)*=0(1)  ontime scal® (—) )
m

The last statement can be derived under the given restrictions &ord x from
the following inequalities: O< 1 + ux < 14 u < * and thus(1 + )k < etk;
considering the time intervél € [0, 1/x) we get(1 + ux)¥ < e.

When discussing solutions of a difference equation suckykags = xx +
ufk(Xk) a solution is denoted by(k, xo, ko, 1) to indicate a solution that at time
ko equalsxg. The parameter is included in the argument to make explicit the
dependence on this parameter. Where no confusion can arise the shagtialhd
be used, and if the functioh is time invariant the notatior(k, xp, 1) or xx used.

Finite Horizon Averaging Result

We are now in a position to formulate an approximation result valid on a timescale
1/u. The result is stated under weak regularity conditions and in a format to
facilitate its application to adaptive systems.

Consider the following nonlinear and time dependent difference equation in
standardform:

Xk+1 = Xk + pf(Xe); keN, x(0) = Xo. (2.10)

The parameter is to be thought of as a small positive constant.

We want to approximate the solutie(xo, ko, 1) of (2.10) by some? (xo, 1)
solution of x2,; = x? + uf2(x?), where f2 is a suitable average of. The
approximation errorx — x2, should beo(1) on a time scale /Au.

The following regularity properties are assumed:

Assumption 2.1. Consider the difference equati¢®.10) f : N x R" — R" is

locally bounded andbcally Lipschitz continuou x uniformly ink. That is, for
each compact subs& c R", there exist positive constanfs andip possibly
dependent o, but independent &, leading to the following three properties;

1. f is locally uniformly bounded
Fp >0: forallxe D, forallk:|fxX)| < Fp. (2.11)

2. f islocally uniformly Lipschitz continuous

rp: forallx,ye D, forallk:]|fx(X)— fk(WI <Aiplx—VYIl.
(2.12)
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3. f has awell defined averagalenotedf @, in that for all x € D the follow-
ing limit exists:

N
1
fadx) = lim — f(X). 2.1
)= lim <> f(x) (2.13)
k=1
Before continuing with our main result we offer the following observations on
the notion of average.

Remarks.

1. The averagd @ is also Lipschitz continuous with the same Lipschitz con-
stantip and locally bounded with constakp in the domainD as f .

Often the averagé? will have better continuity properties than tifiefrom
which it is derived. This may be illustrated with (x) = sign(sin(k) + x);
f is not continuous buf 2(x) is Lipschitz continuous ix € (-1, 1).

1 X >1,
fax)={ Zarcsinx) 1>x> -1, (2.14)
-1 —-1>x.

It is a nontrivial exercise to demonstrate that the limit

N
. 1 . .
NI[)nOo N Z sign(sin(k) + x)
k=1
indeed equals the above expression (2.14). It relies on the fact that the
pointsk (mod 2z are in some sense uniformly distributed over the in-
terval [0, 27).

2. In the literature see, e.g. Sanders and Verhulst (1985), one sometime:s
speaks off satisfying Assumption 2.1, Property 3 ask8M function
because of the contributions to averaging theory made by the researcher:
Krylov, Boguliobov and Mitropolski.

3. In the following situations the existence of an average is guaranteed :

e Any function fx(x) that converges to a function independentkpf
i.e. im0 fk(X) = g(X) has an average given by this limit, i.e.
fax) = g(x).

e Any k-periodic functionfg(x) = fxik (X) (with period K) has an
average given by 2(x) = (1/K) Yp_; fk(x).

e fr(X) is ak-almost periodic functiomniformly in x if for all ¢ > 0
there exists & (¢) > O suchthatforalk, x || fu(X) — fkrk X)|| < €.
HereK (¢) is called anc-almost period Any finite sum of sinusoidal
functions is an almost periodic function, e.g.&nis an almost peri-
odic function and so is s{k) +cog k). Any almost periodic function
has an average.
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The above particular cases do not exhaustively describe all functions for
which there exists an average, e.g.(sik) has an average, but does not
belong to any of the above categories.

The following result is the basic averaging result we are going to exploit.

Theorem 2.2. Consider(2.10) Let D ¢ R" be compactL € N ande > 0.
Defines(u) as:

k
> O[fio0— 2] H (2.15)

i=0

8(u)=sup sup u
xeD ke[0,L/u]

Suppose that Assumption 2.1 holds. Thém) = o(1). Moreover, the solution
Xk(Xo, 0, ) of (2.10}

Xk+1 = Xk + mfi(X); kelN, x(0) = Xo, (2.16)
can be approximated by (xo, 1) the solution of
Xg 1 = Xg + nfaxd); k eN, x2(0) = Xg. (2.17)

Furthermore, for anyxg € D such thatinfycy(p) [Xo — X[l > € (9(D) denotes
the boundary of the domaiD), there exists a positive constamt(D, ¢, L) such
that for all © € [0, u*) and allk € [0, L/u] the approximation error is

[Xk(X0. 0, 12) — X (X0, )| = OG/8(w)). (2.18)

Remark. Under a strengthened continuity assumption, assumingftliaj (and
hence alsof 2(x)) has a uniformly ink Lipschitz continuous partial derivative
with respect t, it is possible to show that the approximation errofi& (w))

rather tharO (/8 (w)).

Infinite Horizon Result
Again we consider a system of the form

Xk1 = Xk + uf(X); kez, (2.19)
the solutions of which we want to approximate by solutions of

Xg 1 = Xg + nfExd); keZ. (2.20)

In the previous subsection a finite horizOx1/ ) averaging approximation result
was introduced.

In this section we pursue an averaging approximation result valid on the whole
time axis under the additional condition that the averaged difference equation
has a stable and uniformly attracting solution within the domain of interest. We
discuss one such result.

First we need to strengthen the notion of an average. As infinite horizon results
are envisaged, it is natural to expect that the avere®je) is in some sense a
uniform over time good approximation for the time-varying functifa.):



C.2. Averaging 319

Definition. The functionf : R"xN — R" has auniform averagef2 : R" — R"
on a compact domaib c R" if, for all x € D, ko, € > O there exists aiN > 0
independent og such that for allM > N

M-+ko—1
>0 = F20)

i=ko

M <e€. (2.21)

Remarks.

1. Itfollows from the above definition that for all integdrs> 0 the averaging
error

k+ko
> (i) — fa(x»H (2.22)
i=ko

8*(u) = sup sup sup u
ko>0 xeD ke[0,L/u]

is ano(1) order function, i.e. lim_.qé*(n) = 0.

2. The existence of an average is not sufficient to guarantee the existence o
a uniform average. In the important situation thal_,( fi (x) — g(x)) is
a bounded function df theng is a uniform average. Notice that there can
be at most one such functian The k-periodic functions belong to this
class. Alsok-almost periodic functions possess a uniform average, yet do
not necessarily satisfy the condition t@fzo( fi (x)— f2(x)) is a bounded
function ofk.

Without loss of generality we assume the equilibrium to be the origin. More
precisely we assume:

Assumption 2.3. Consider the difference equatiq@.20) Let f3(0) = 0. As-
sume that there exist a neighborhoodOpf ' c R", on which a positive def-
inite, Lipschitz continuou®’ : I' — RT and a positive definite continuous
W : I' - R* are defined; furthermore there exist constapts> 0 andc > 0
such that for allx € U := {x | V(X) < c}, and all u € [0, us] there holds:
V(X +ufq(x) =V < —pW(X).

Remark. In Assumption 2.3, the séfl is a compact subset of thdomain of
attractionof the equilibrium. The domain of attraction of an equilibrium is the set
of all initials conditions for which the trajectories converge to this equilibrium.

In order to establish the infinite horizon result we require besides the existence
of a uniform average, that the averaged difference equation possesses a uniforml
asymptotically stable equilibrium. For definitions of the stability concepts and
some related results, we refer to Appendix B.

We have the following result:

Theorem 2.4. Consider(2.19) and the averaged equatiq2.20) Let f satisfy
Assumption 2.1 and have a uniform averaffe Let the origin be a uniformly
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asymptotically stable equilibrium for the averaged equa{@20)in the sense of
Assumption 2.3.

Let D be a compact subset of the domain of attraction. Edie an interiof
subset oD such that trajectories of2.20)starting in E reach the set), specified
in Assumption 2.3, in at mo8Y(1/u) time.

There exists a positive constant such that for allu € [0, u*) the solutions
Xk (X0, Ko, ) of the difference equatiof2.19)for anykg > 0 and for anyxg € E
can be uniformly approximated b(j(xo, ), the solution of the averaged differ-
ence equatioii2.20)onk > kg. That is,

[ Xk (X0, ko, ) — X (X0, w) | = 0(1), forall k > ko. (2.23)

Moreover, if the equilibrium is locally exponentially stable (in that the matrix
Df2#(0) has only eigenvalues with negative real part), then the approximation
error can be estimated &® (/3%(w)), ano(1) order function.

Essentially the theorem states that provided the averaged equation has a un
formly stable equilibrium then the approximation error between the original and
the approximate solution remains small over the complete trajectory for all those
trajectories inside a substantial subset of the domain of attraction.

Remark. As observed in a remark following Theorem 2.2, providedas a
Lipschitz continuous partial derivative with respecki@nd provided the origin is
locally exponentially stable, the approximation error estimate can be strengthenec
to

[ X (X0, ko) — X2(x0) | = OG*(10)). (2.24)

C.3 Transforming an adaptive system into standard
form

Recall the adaptive system (2.3)

Xk+1 = A(Bk) Xk + Bk (6k), X0,

(3.1)
Ok+1 = Ok + 1Ok Ok, Xk), 0o.

The system (3.1) is not in a format directly suited for averaging. Obviogisly
is a slow variable and it is on this equation we would like to use the averaging
ideas. However, a direct application of averaging is not possibtg depends on
6k. In order to be able to apply averaging it is essential that we can express the
dependence of on 6. This is the main aim of this section.

First we introduce some hypotheses concerning the smoothness of the adaptiv
system (3.1):

TE is called an interior subset & if E ¢ D anddD N JE = @
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Assumption 3.1. Let ® ¢ R™ be compact. Consider the difference equation
(3.1).

1. A: R™ — RP*P s continuously differentiable with respectétce ©.
2. B:R™ x N — RP is continuously differentiable with respectéae ©.
3. Bis bounded irk.

4, Dy Byg(#) is bounded irk.

5

. 9:R™xRPxN — RMis locally bounded and locally Lipschitz continuous
in (0,%) € ® x X ¢ R™ x RP uniformly ink.

We also require that there exist parameter vatussch that the transition ma-
trix Ais stable. This is not an unreasonable request. If there were n@ stien
it is highly likely that due to the slow adaptation thkeomponent would become
extremely large. Also without such an assumption we have no hope that the adap
tation could ever stop, # would converge an@\(6) were unstable thex would
diverge.

We make this more precise:

Assumption 3.2. There exists > 1 such that
S:={0e®@| AOPOAO) +1 =P@®) withl <P@®) <rl} (3.2
is nonempty.

Assumption 3.2 states that there is a nonempty suBs#t® such that for
6 € Sthe matrix A(9) is a stability matrix whose eigenvalues remain bounded
away from the unit circle. (See also Section A.10.)

In order to describe how the slow time scale effectsd afe observed ix we
introducethe frozen system

X 1 (1) = AWIX(v) + By(v), x%(0, v) = xo, k=0,1,.... (3.3

Herexo equals the initial condition of the state in the adaptive system descrip-
tion (3.1).v € © is a fixed parameter.

It is not difficult to demonstrate that the solutions of the difference equation
(3.3) are for alb € Sbounded and differentiable with respecitdl he following
lemma makes this precise.

Lemma 3.3. Consider the frozen system equat{@a3). Under Assumptions 3.1
and 3.2 it follows that for alb € S:

1. xl‘()(v) is bounded uniformly im € S; for someCqy > O:

k
1= . (3.4)

l1—-o0

| = Vi@ Ixl +

witho = /1-1/r.



322  Appendix C. Averaging Analysis For Adaptive Systems

2. x,?(v) is continuously differentiable with respectitee S.

3. D,,xl‘()(v) is bounded uniformly im € S; for someC,, C, > 0:

k k

l1—0 ko
H Duxﬁ(v)” < CiCy +Cy IXoll - (3.5)
o 1—o0

Remark. The relevance of (3.3) can be appreciated by viewing it as the descrip-
tion of the adaptive system (3.1) where the adaptation has been switched off, i.e
u = 0. It has been associated with the namef@=en systeror no adaptation
approximation

The following result establishes howin (3.1) depends on the slow varialsle
up to terms of order oft.

Theorem 3.4. Consider the difference equatig8.1) under Assumptions 3.1
and 3.2. Consider also the frozen systEn3).

Let (xk, k) denote the solution of the difference equati@ail) starting in
(Xo, ) at timekg. Considergy € S. Let x,((’(v) denote the solution of the frozen
systen(3.3) starting inxg at the same initial timd.

There exists a positive constgmg > 0 such that for allu € [0, ug) on the
time interval{k : k > kg andéx € S} we have that

1. x,?(ek) is an O(u) approximation ofy:

ka — x%@1) H < Cyu; SOMECy = 0. (3.6)

2. 6k can be approximated b@f up to O(u) on a time scal€)(1/ux) where
62 is the solution of the difference equation:

601 = 60+ ng 0. X260 62 = b, 3.7)
with

O — 62|l <Copu; someCy > 0. (3.8)
o o]

3. xk — x2(60) = O(w) on a time scaleéd(1/p).
Remarks.

1. Theorem 3.4 essentially allows us to decouplextregjuation from the
equation in the adaptive system (3.1). It allows us to study separately a fam-
ily of linear systems (3.3) and a nonlinear time-varying equation (3.7) in or-
der to find an approximate solution to the complete adaptive system. More-
over the nonlinear time-varying equation governing@Repdate, equation
(3.7), is in standard form for the application of the averaging results. This
implies that we can further simplify the equations. This will be pursued in
the next section.
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2. Theorem 3.4 establishes approximations on a time §eél¢w) and for as
long a®y wanders in a domaiff whereA(0) is a stability matrix. Whenever
0(0) is such thatA(6(0)) is a stability matrix, this will be the case on at
least a time scale dD(1/u) becaus@y1 — 6k is of O(w). In the special
circumstance that some stability property can be established, e.g. an averag
based approximation f@&° has some kind of attractor, strictly contained in
the stability domair¥#, then all approximations established in Theorem 3.4
hold on the whole time axis.

3. Summarizing loosely the content of Theorem 3.4 we have that the solutions
Xk, Ok of the adaptive system (3.1)

Xk+1 = ABk) Xk + Bk (6k), X0,

(3.9)
Ok+1 = Ok + 1Ok Bk, Xk), o,

areO(u) approximated on a time interval(1/u) by X (08) 9k wherex?
is defined via the difference equation (3.3) (the so-called frozen system)
ande? is defined in (3.7).

X2 1(0) = AMXW) + Be(v),  xJ(m)=Xo

(3.10)
0001 = 00 + ok 00 X000). 09 = bk,

C.4 Averaging Approximation

Theorem 3.4 establishes a finite time decoupling ofttand6 equations in the
adaptive system (2.3), whereby thevariable is approximated b§° governed

by the difference equation (3.7). This is in standard form for the application of
the averaging results discussed in Section C.2. Using the results of Theorem:
2.2 and 2.4 we can obtain the following characterization of the solutions of the
adaptive system (2.3).

Theorem 4.1. Consider the adaptive systef®.3), the frozen systert8.3) and
the approximate updat@.7)under the Assumptions 3.1 and 3.2. Bgt &. Let
8 = infLeyco) 160 — V.

Let & = max([IXoll , SUR,cy SUR I Bk(M)II).

Assume that the functiai (v, xf()(v)) has a well defined averagg (v) for any
v € ¥ with associated order functiody(11):

8g(m) = sup  sup uHZ [0 v, ) = )] H (4.2)
ved(r) kelO,L/u]

There exists a positive constaut (55, E) such that for allu € [0, u?) the solu-
tion xk, ok of the adaptive syste(@.3)is approximated on a time scale Of(1/u)
by X (9@) Bk up to orderO(8g(1)) whered? is defined via:

Oer1 = O + 1g*(G), 65 = 6o, k=0,1,.... 4.2)
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The above result can be extended to an infinite time result provided the aver-
aged equation has some extra stability property.

Theorem 4.2. Consider the adaptive systef®.3), the frozen syster¢8.3) and
the approximate updaté.7) under Assumptions 3.1 and 3.2. ldgt e &. Let
8 = infLeyce) 160 — vl

LetE = max(||xoll , SUR,cy SUR I Bc(Wl)-

Assume that the functiogk (v, x°(k, v)) has a well defined uniform average
g2(v) for anyv € ¥ with associated order functio?g(u):

53(1) =supsup  sup p Z g0 o -dw]|. @3

ko+k
ve¥ ko ke[O,L/u] ” ”
Letb € ¥ be a uniformly asymptotically stable equilibrium for the averaged
equation(4.2) such that Assumption 2.3 holds. Denotethy the largest domain
of attraction of6, fully contained inf*. Letfy € Ono.

There exists a positive constgn?(®.,, E) such that for allx € [0, u?) the
solution xi, 6k of the adaptive systeif2.3) is approximated uniformly ik by
x2(62), 62 up to ordero(1) whereg? is defined by equatio@.2).

Moreover, if the equilibriundy, is locally exponentially stable (i.e. all the
eigenvalues 0Dg?(6) have a negative real part) then the approximation er-
ror is O(Sg(u)).

Remark. The statements of Theorems 4.1 and 4.2 lead to the following impor-
tant conclusion. If the averaged equation (4.2) which captures the essence of th
adaptation mechanism has no attractor in the doiaimere the frozen system is
well defined, that is the adaptive mechanism forces the adapted variabtside
&, then unacceptable behavior is to be expected. In this situation averaging car
only be applied on a finite time basis and predicts that the adaptive system will
have poor performance. Indeed@teaves the stability domaitf the x variable
will grow exponentially. Whenever there is an attractor in the donsaimhere
the frozen system behaves well, averaging can be used for the whole trajectory
hence may be used to analyze the asymptotic performance of the overall adaptivi
system (2.3). In this case good performance may be achieved.

It transpires that adaptive algorithm design may concentrate on providing the
averageg?, see (4.2), with the right properties, namely an attractor close to the
points for which the frozen system has the behavior we would like to see.

*This is the set of all initial conditions for which the trajectories startfinremain in¥ and
converge t@so.
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