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Carbon is a unique material having diversity of structure and property. The concept of 
“Carbon Alloys” was initiated in Japan as a national project and is now recognized 
internationally. Carbon Alloys are defined as being materials mainly composed of 
carbon materials in multi-component systems, the carbon atoms of each component 
having physical andlor chemical interactive relationships with other atoms or 
compounds. The carbon atoms of the components may have different hybrid bonding 
orbitals to create quite different carbon components. We hope that this bookwill be a 
major reference source for those working with carbon alloys. 

The book is divided into five parts: (1) definitions and approaches to carbon alloys; 
(2) analyses of results in terms of controlling the locations of other alloying elements; 
(3) typical carbon alloys and their preparation; (4) characterization of carbon alloys; 
and (5) development and applications of carbon alloys. 

Prior to the preparation of this book, and as a spin-off from the carbon alloy 
project, we published a Carbon Dictionary (in Japanese) with the collaboration of 
Professor K. Kobayashi, Professor S .  Kimura, Mr. I. Natsume and Agune-shoufu-sha 
Co., Ltd. 

The book is published with the support of a Grant-in-Aid for Publication of 
Scientific Research Results (145309), provided by the Japan Society for Promotion of 
Science (JSPS). All workers in this project are grateful for the receipt of aid from the 
Grant-in-Aid for Scientific Research on Priority Area (B) 288, Carbon Alloys. We are 
also grateful to the sixty-four researchers, eight project leaders and the evaluating 
members of the team who promoted the Carbon Alloys project (see overleaf). On a 
personal note, I would like to express my thanks to Ms. K. Marui, Ms. M. Kimura, Ms. 
Y. Hayashi, Ms. Y. Kobayashi and Ms. M. Sasaki for their secretarial roles. I must also 
thank Professor M. Inagaki for reviewing the manuscripts and Professor H. Marsh for 
correcting the English of all thirty-four chapters of this book. I thank Professor T. 
Iseki for his central role leading to the publication of the book. Finally, my sincere 
thanks go to Elsevier Science Ltd. for publishing this book and for editing the 
manuscripts prior to publication. 

Ei-ichi Yasuda 
Professor of Materials and Structures Laboratory 

To@o Institute of Technology 
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Chapter 1 

Introduction 
Ei-ichi Yasuda' and Michio Inagakib 

aMaterials and Structures Laboratoiy, Tokyo Institute of Technology, Midori-ku, Yokohama 
226-8503, Japan 

bAichi Institute of Technology, Yakusa, Toyota 470-0392, Japan 

Abstract: Carbon materials having a wide range of structure, texture and properties are 
classified according to their C-C bonding, based onsp, sp2 orsp3 hybrid orbitals. Ashort history 
of these carbon materials is divided into basic science, materials development and technology 
development. The carbon family is composed of diamond, graphite, the fulierenes and the 
carbynes, each member being unique in terms of structure and texture, and also their ability to 
accept foreign atomslcompounds into their structures. Based on these considerations, a new 
strategy for the development of carbon materials, called carbon alloys, has been implemented in 
Japan which has resulted in success for developments in carbon science and technology. 

Keyword: Carbon materials, Classic carbons, New carbons, Carbon family, Carbon alloys. 

1 A Short History 

Carbon materials have attracted the attention of human beings from prehistoric 
times. Carbon materials include charcoals used as heat sources, diamond crystals 
used not only as jewels but also for cutting and abrasion, graphite as lubricants and 
electrical conductors, and carbon blacks as black printing inks. Graphite electrodes, 
essential for metal refining, are still produced in tonnage quantities. Carbon blacks of 
different sizes have many applications: the small ones for tyres and the large for wet 
suits, etc. Activated carbons are important materials for supporting our modern 
lifestyle. These three carbon materials (electrode graphites, carbon blacks and 
activated carbons) have a long history of usage and are called classic carbon materials, 
in contrast to newly developed carbon materials the so-called new carbons. 

Carbon materials play a part in our daily lives in various ways, many not being that 
obvious. For example, among the new carbons there are carbon fibers for reinforcing 
rackets and fishing rods, activated carbons as filters for deodorization in refrigerators 
and for water purification, membrane switches for keyboards of computers and other 
electronic devices including electrical conductors for automatic pencils, etc. 
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Table 1 

Topics related to carbon materials 

Year Basic science Materials development Technology development 

1960 

1965 

1970 
1975 

1980 
1985 
1990 

1995 

Mesophase spheres 

Biocompatibility of carbons 
High conductivity of graphite 
intercalation compounds 
i-carbon films 
Buckminsterfullerene C, 
Superconductivity of K,C,,; 
Carbon nanotube single-wall 
and multiwall; Proposal of the 
concept of “carbon alloys” 
Storage of hydrogen in carbon 
nanofilaments 

Polyacrylonitrile (PAN)-based 
carbon fibers; 
Pyrolytic carbons; 
Glass-like carbons 
Needle-like cokes; 
Mesophase-pitch-based carbon 
fibers 
Vapor-grown carbon fibers 

Isotropic high-density graphites 
Carbon fiber-reinforced concrete 

Electrode for electric 
discharge machining 

Carbon prostheses 
Mesocarbon microbeads 

Carbon electrode for fuel cell 
First wall for fusion reactor 
Carbon anode for lithium ion 
rechargeable batteries 

Clinging of microorganisms in 
water to carbon fibers. Large 
capacity for heavy oil sorption 
by exfoliated graphite 

It is interesting to note how classic carbon materials are further developed by 
researchers every four to five years, and are called old but new materials [1,2]. Table 1 
lists some representative developments since 1960, grouped under the headings of 
basic science, materials development and technology applications. 

The year 1960 saw the beginning of the era of new carbon materials, because of the 
development of carbon fibers from polyacrylonitrile (PAN), of pyrolytic carbons and 
of glass-like carbons. Carbon fibers, first prepared from polyacrylonitrile, were 
extremely attractive materials by reason of their high strength and flexibility. 
Developments of other carbon fibers, pitch-based and vapor-grown fibers, followed in 
the 1970s. Japanese researchers made significant contributions to the development of 
these carbon fibers: Shindo with PAN-based, Otani with pitch-based, and Koyama 
and Endo with vapor-grown carbon fibers. Today, these three types of carbon fibers 
are produced on an industrial scale and have wide applications. In contrast, glass-like 
carbon, a hard carbon showing conchoidal (glass-like) fracture surfaces with 
extremely low gas permeability, found various industrial applications. A Japanese 
group, represented by Yamada, was deeply involved with these glassy carbons. 
Pyrolytic carbons were produced by a non-conventional method, namely that of 
chemical vapor deposition (CVD). The strong anisotropy of these pyrolytic carbons 
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facilitated several applications, such as the use of highly oriented pyrolytic graphite 
(HOPG) as a monochromator in X-ray diffractometers. 

In 1964, the formation of optically anisotropic spheres during pitch pyrolysis, the 
so-called mesophase spheres and their coalescence were demonstrated. The detailed 
studies which followed into the structure of these spheres, their growth and 
coalescence, and formation of bulk mesophase, promoted the industrial production 
of needle-like cokes essential for high-power graphite electrodes, as well as 
mesophase-pitch-based carbon fibers with high performance and the mesocarbon 
microbeads (MBMC) with several applications. 

Around 1970, a good biocompatibility of carbon materials was found and various 
prostheses, such as heart valves, tooth roots, etc., were developed. In about 1980, 
industrial technology for producing isotropic high-density graphite materials, using 
isostatic pressure, was established. These found applications as jigs for the synthesis 
of semiconductor crystals and also electric discharge machining. In about 1985, a 
composite of carbon fibers with cement paste resulted in a pronounced reinforcement 
of concrete. Today, not only carbon fiber reinforced concrete but also carbon fibers 
themselves are used in various constructions, such as buildings and bridges. 

The high electrical conductivity of the AsF,-graphite intercalation compound, 
higher than metallic copper, made a strong impact. In 1990, lithium-ion rechargeable 
batteries were developed, where intercalation of lithium ions into a graphite anode 
was the essential electrochemical reaction. Research currently continues to develop 
further practical uses of carbons as anode materials for lithium-ion rechargeable 
batteries. Electrical double layer capacitors were also developed using activated 
carbons with extremely high surface areas. 

The discovery and synthesis of buckminsterfullerene C, and the superconductivity 
of its potassium compound K&, in 1984 and 1990, respectively, opened up a new 
world in carbon materials and created world-wide research activities. Large-sized 
fullerenes, such as C,, and C76, some giant fullerenes such as C5po, multi-wall 
fullerenes followed. In 1991, Iijima found single-wall and multi-walled nanotubes 
which offered a very promising prospect for modern nanotechnology. 

In the 1990s, marked developments in technology related to applications came 
about; Table 1 mentions just two, i.e., carbon fibers for water purification and 
exfoliated graphite for heavy oil recovery. 

The proposal of the idea “Carbon Alloys” by the Japanese Carbon Group in 1992 
promoted research activity not only into basic science but also the technology which 
was related to both material preparation and applications. Most of the results of this 
research are described in this book. 

2 Carbon Family 

It is established that carbon atoms have three different hybrid orbitals, sp3, sp2 and sp, 
and have a variety of chemical bonds. This variety in chemical bonding facilitates the 
formation of an enormous number of organic compounds, and it is the extension of 
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Fig. 1. Organic compounds based on carbon-carbon bonds usingsp3,sp2 andsp hybrid orbitals and inorganic 
carbon materials as their extension. 

these considerations to carbon materials which is shown in Fig. 1 [1,2]. The C-C 
bonds using sp3 and sp2 hybrid orbitals result in diamond and graphite, respectively. 
The buckminsterfullerene C, is an extension of sp2 bonding with the carbynes 
utilizing sp bonding. 
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Carbon family 

Dimensionality 

SvuChlral 
diversity: 
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graphitic to tuhstratic L density or chains mdtiwallcd 
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doping in 

doping in iolerstices 
substitution 

intercahlion 

Fig. 2. Carbon family, their dimensions, structural diversity and possibility to accept foreign species. 

The family of inorganic carbon materials, the carbon family, consists of diamond, 
graphite, the fuIlerenes and carbynes [1,2]. Figure 2 summarizes the dimensions of the 
distinct structural units of each family member and indicates how heteroatoms can be 
added to each member. 

Diamond consists of sp3 hybrid orbitals with these covalent chemical bonds 
extending in three dimensions. As a result, diamonds are very hard, isotropic and 
electrically insulating. Long-range periodicity of these bonds gives the diamond 
crystal. Most diamond crystals are cubic, but some are hexagonal and so resemble 
zinc-blende and wurtzite, respectively, as in the compounds ZnS and BN. Where 
long-range periodicity is not attained, resulting from the introduction of either 
structural defects or hydrogen atoms, diamond-like carbon (DLC) with an 
amorphous structure is formed. 

The family members with spz bonding as represented by graphite, where the layers 
of carbon atoms, arranged hexagonally are stacked parallel to each other because of 

-electron cloud interactions with a regularity of ABAB .... A rhombohedral 
ABCABC stacking also exists, belonging to the hexagonal crystal system, which 
occurs ‘locally’ by introducing stacking faults. Random stacking of imperfect layers is 
found in the carbons prepared at temperatures < 1300°C. Here, the layers are small in 
size but where a small number of layers are stacked approximately parallel to each 
other, then these carbons are described as being turbostratic. On heating these 
carbons to temperatures of 3000°C, the size and number of stacked layers increase 
and also the regularity of stacking is improved. Hence, a wide range of structures can 
be obtained from the turbostratic to near-perfect ABAB graphitic stacking. Carbons 
of intermediate heat treatment temperatures contain variable ratios of turbostratic 
and graphitic stacking, with small and large crystallites, depending primarily on 
starting materials (precursors) and heat treatment conditions. The carbon materials 
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Fig. 3. Microtextures in carbon materials related to graphite. 

belonging to this carbon family based on graphitic structure are electrically and 
thermally conducting and soft mainly because of the presence of -electrons, in sharp 
contrast to diamond. 

In this graphite family the basic structural unit is a layer of carbon atoms arranged 
hexagonally (not necessarily perfectly) giving these materials a strong anisotropy 
because the bonding in the layers is covalent and the bonding between the layers is 
van der Waals. The way these layers are arranged relative to each other gives diversity 
in texture (called nunotexture). A classification based upon a scheme of preferred 
orientation of anisotropic layers and its degree is proposed in Fig. 3. This scheme has 
been successfully adopted [3,4]. From the variety of nanotextures, the existence of 
various morphologies in carbon materials with sp2 hybrid orbitals could be 
understood, for example flaky, fibrous and spherical particles. 

Amolecule of buckminsterfullerene C,, is made up of carbon atoms arranged as 12 
pentagons and 20 hexagons, the C-C bondings being sp2 hybrid orbitals. Increasing 
the number of hexagons beyond C,, separates further the pentagons leading to giant 
fullerenes. To separate two groups of six pentagons results in nanotubes. In this 
carbon family, the diversity in structure is mainly due to the number of carbon atoms 
existing as fullerene particles and the relative location of 12 pentagons. There are also 
variations in the number of layers so creating single-walled and multi-walled 
nanotubes. 

Carbyne is made up of carbon atoms bound linearly by sp hybrid bonding, where 
two -electrons resonate, giving two possibilities, namely an alternative repetition of 
single and triple bonds (polyne-type) or a simple repetition of double bonds 
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(cumulene-type). Its detailed structure is not yet clarified, but a proposed structural 
model is shown in Fig. 2. In this carbyne family, a diversity in structure is mainly due to 
the number of carbon atoms in a chain, Le., the thickness of layers consisting of linear 
carbon chains, and the density of chains in a layer. 

3 Carbon Alloys 

Taking account of the fact that each carbon family has different structures and 
properties-with further diversity in structure and texture within a family-most 
industrial carbon materials consist of ‘blends’ of different carbons. Graphite 
electrodes are composites of filler coke particles of millimetre size connected with 
binder coke. The carbon/carbon composites are composed of carbon fibers with a 
fibrous morphology and micrometre-size diameter, within a matrix carbon. These are 
examples of combinations of carbon materials with different textures within the 
graphite-based family. Diamond-like carbon, however, is known to be composed of 
both sp3 and sp2 C-C bonds. 

There are many possibilities for the substitution and intercalation of heteroatoms 
(foreign species) into the structures of each carbon family, so widening the range of 
possible applications. Each family has different possibilities, as summarized in Fig. 2. 
In diamond, only substitution by heteroatoms for carbon atoms is possible. In 
graphites, intercalation can occur of several species (ions, molecules and complexes), 
in addition to substitution by heteroatoms. In carbynes, intercalation between layers 
of carbon chains, doping into the space between carbon chains in a layer and also 
substitution are possible. The intercalation of either iron or potassium atoms is 
reported to stabilize the carbyne structure. In fullerenes, there are four possibilities: 
doping in the interstitial sites of fullerene particles, doping into the interiors of 
particles, substitution of foreign atoms and the adsorption (adduct) of organic 
radicals onto the surface of a molecule. For carbon nanotubes, the filling of the 
central hollow tube by metals has been attempted in order to synthesis metallic 
nanowires, in addition to substitution processes. 

In addition to these combinations on the nanometric scale, various composite 
materials have been developed which have wide applications, e.g., carbon fiber- 
reinforced plastics and concrete and carbon materials coated by various ceramic films 
with oxidation resistance. 

On the basis of these rapid new developments in carbon materials, with such a wide 
range of structures, textures and properties, and also because of the great demands on 
materials science from modern technology, a new concept or strategy for the 
development of carbon materials was needed. The Japanese Carbon Group proposed 
a new strategy, Le., carbon alloys in 1992 [6]. 

The following definition of carbon alloys was tentatively suggested: 
Carbon alloys are materials mainly composed of carbon atoms in multi-component 

systems, in which each component has physical andlor chemical interactions with each 
other. Here, carbons with different hybrid orbitals account as difierent components. 
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Polyethyne 
iC.HJ- 

Fig. 4. Classification diagram for amorphous carbon films [7]. 

According to this definition, most carbon materials are carbon alloys (homo- 
atomic alloys), as mentioned above. The classification diagram proposed for 
amorphous carbon films in Fig. 4 [7] shows that such alloying gives variety in carbon 
materials. Amorphous carbons, which so far have been classified into one category, 
can be considered as carbon alloys using sp3 and sp2 hybrid orbitals, in addition to 
bonding with hydrogen. In this definition of carbon alloys, porous carbons can be 
understood as a combination of carbon atoms and nanospaces. In Japanese research 
projects (as explained later) special attention is given to ‘hidden’ surfaces which may 
give a bi-modal function to carbon materials. 

Further, the concept of carbon alloys gives new possibilities for combination with 
other elements (hetero-atomic alloys) including combination with hydrogen (as 
shown in Fig. 4), for RC-N compounds with either sp2, sp3 bonds or their mixture, 
and a new understanding of combinations of metal carbide and carbon. In Fig. 5, the 
elements which have been used for alloying with carbon are marked in the Periodic 
Table. 

Based on this concept, the Japanese Carbon Group (JCG) undertook a major 
research project with the Ministry of Education, Science, Sports and Culture, Grant- 
in-Aid for Scientific Research on Priority Areas, called “Carbon Alloys”, over a 
period three years from 1997 with the participation of more than 60 researchers, 
mainly from universities. In this research project, carbon alloys were classified as 
follows: homo-atomic alloys, substitutional alloys, intercalation alloys, surface- 
and/or hidden surface controlled alloys, and microstructure controlled alloys. Special 
attention was paid to space control and function development by alloying with 
carbons. The formation of carbon alloys may be considered as the filling of space by 
carbon atoms with different hybrid orbitals and foreign atoms, because sp3 carbon 
gives three-dimensional alignment, sp2 carbon gives two-dimensional planar struct- 
ures and sp carbon is linear. The incorporation of foreign atoms, either 
substitutionally or interstitially, may give strain in the structure due to the different 
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Fig. 5. The Periodic Table indicating the elements used for carbon alloys. Elements used for: direct 
interaction with carbon (red) and causing modifications to carbon materials (blue). 

sizes of foreign atoms. In other words, the preparation of carbon alloys is the control 
of space by filling with carbon and foreign atoms, and, as a consequence of this space 
control, novel applications are hoped for. This research project has made significant 
advances in many areas. 

This concept led to the formation of nano- and micro-sized spaces in different 
carbon alloys, and also to nano-sized carbon materials for various energy storage 
devices. Other research projects on “Creation of functional nano- and micro-sized 
spaces in carbon materials” and “Basic science and application of nanocarbons 
developed for advanced energy devices” were part of the Future Research Program 
of the Japan Society for the Promotion of Science for five years from 1996 and 1999, 
respectively. The main results of the former project are published in the journal 
Synthetic Metals as a special issue [ 81. 
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Hybrid Orbital Control in Carbon Alloys 

Riichiro Saito* 

Department of Electronic-Engineering University of Electro-Communications, Chofu, Tohyo, 
182-8585 Japan 

Abstract: The basic concept of sp" hybridization for carbon atoms is discussed and an analytical 
expression for general sp" hybridization is given. When a third chemical bond from two given 
chemical bonds is constructed in a general sp3 hybridization, there is a forbidden region of 
directions for the third chemical bond. The sp2 hybridization of graphite can be modified to sp3 
hybridization by doping with a halogen atom. Defect states induced by structural disorder, 
doping and a finite crystalline size are essential to control hybridization in carbon materials. 
This hybridization is characterized by experiment using Raman scattering, XPS and STM/STS 
techniques. 

Ktywords: Hybridization, Core level, XPS, Raman, Isomers, Fullerences, Nanotubes. 

1 Hybridization in a Carbon Atom 

1.1 Introduction 

Carbon is a unique element which has several hybridized forms of atomic orbitals in 
various carbon-based materials. Hybridization of atomic orbitals is defined by the 
mixing of atomic orbitals, which possess different angular momenta, s ,p ,  ..., so as to 
change the direction of the chemical bonds and to lower the total energy of the 
molecule. Because the number of chemical bonds for a carbon atom can be changed 
by constructing different hybridizations, there exist many carbon isomers possessing 
zero to three-dimensional solid structures. For example, fullerene, carbynes, 
graphite, and diamond are zero-, one-, two-, and three-dimensional carbon isomers 
respectively in which two, three, and four chemical bonds per carbon atom, known as 

bonds, are connected to the nearest-neighbor carbon atoms. Further, new forms of 
carbon, such as fullerenes and carbon nanotubes [ 1,2], are spherical-and tubular- 
shaped carbon isomers, in which three chemical bonds per carbon atom make a 
hexagonal network. These fullerenes and nanotubes are possible by placing twelve 

Present address: Department of Physics, Tohoku University, Sendai, 780-8578, and CREST, JST, Japan. 
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Fig. 1. Peapod: fullerenes encapsulated in a single wall carbon nanotube. Here four C, molecules are 
encapsulated in the (10,lO) armchair carbon nanotubes. 

pentagonal rings into a hexagonal planar network, to create a closed surface. Photo- 
polymerization of fullerenes is used to change the dimensionality of fullerenes by 
changing the hybridization and by connecting carbon atoms in different molecules 
[3-51. Fullerenes, encapsulated in a single wall carbon nanotube (see Fig. l), called a 
“peapod”, are a new concept for combining structures with different dimensions 
within a single molecule [6]. Hence, an understanding of hybridization of carbon 
atoms is essential for constructing new forms of carbon. This chapter discusses the 
hybridization of carbon atoms and shows that the directions of chemical bonds within 
a molecule cannot always be anticipated. 

Another important issue of carbon materials is that the solid state properties of 
carbons depend strongly on defect concentration and crystallite size. Because of the 
high melting point of carbon, the crystallite size can be controlled by varying the heat 
treatment temperature (HTT), which can modify the properties of carbons 
significantly. For example, the surface area and the crystallite size of a carbon fiber is 
controlled by H’IT from 700 to 1500°C [7-91. The performance of carbon fibers by 
lithium doping in a secondary battery [7,10] and for gas absorption is better for 
carbons of lower HTT, which corresponds to a smaller crystallite size. Recently, the 
zigzag edge of a graphite crystal has been shown to have special electronic states, 
which appear as the Fermi energy [ll].  Such states cannot be neglected in samples 
with relatively small crystallite size (2-3 nm) called “nano-graphite”. In amorphous 
carbons, on the other hand, the mixing of different hybridizations restricts the 
ordering of the crystal structure, in which the local geometry of the chemical bonds 
cannot be changed easily. Such materials are known to be very stiff and are called 
“hard carbons”. In the planar graphene structure, a pentagonal or a heptagonal ring 
can be a topological defect in the electronic structure. Here, a topological defect 
means that the hexagonal network cannot be divided into two sub-lattices by a 
pentagonal or a heptagonal defect, even though every carbon atom has three 
chemical bonds. Single-wall carbon nanotubes have not only an outer surface, but also 
an inner surface consisting of a hollow core. Because the cap of a single wall carbon 
nanotube can be opened by oxidation, the inner space can considered as a new 
chemical reaction space. In fact, polymerizations of fullerenes occur in the “peapod”. 
In this way, new concepts for carbons have appeared in recent years. In this chapter 
we give an overview of the progress made in discovering new forms of carbon 
materials based on the keyword “hybridization”. 
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A variety of forms of hybridization thus generates many interesting carbon 
structures, each of which has its own special electronic and photon structure. This 
chapter introduces the basic idea of the hybridization of a carbon atom and gives an 
analytic formula for general sp" hybridization. Then, a possible modification is 
presented of the planar sp2 hybridization by doping the carbon with fluorine atoms. 
Finally the various spectroscopic techniques for observing sp" hybridization are 
discussed. 

1.2 Atomic Orbitals of Carbon Atoms 

Carbon is the sixth element of the periodic table and is listed at the top of column IV. 
An electrically neutral carbon atom has six electrons which occupy 1s2, 2s2, and 2p2 
atomic orbitals in the ground state. The ls2 orbital contains two strongly bound 
electrons, called core electrons, whose one-electron energy is about 285 eV below the 
vacuum level. Four electrons occupy the 2s' and 2p2 orbitals. Those electrons which 
contribute to the chemical bonding are called valence electrons. In the crystalline 
phase the valence electrons give rise to 3, ax, 2py, and 2p, orbitals which are 
important in forming covalent bonds in carbon materials. 

Because the energy difference between the upper 2p energy level and the lower 2s 
level in carbon is relatively small (4 eV) compared with the energy gain in forming the 
chemical bonds, the electronic wavefunctions for these four electrons can mix with 
each other, thereby changing the occupation of the 2s and three 2p atomic orbitals to 
enhance the binding energy of the C atom with its neighboring atoms. In fact, in the 
free carbon atom, the excited state, 2s2p3, which is denoted by 'S, is 4.18 eV above the 
ground state 3P using the general notation for a multiplet of electrons. The mixing of a 
single 2s orbital with n (= 1,2,3) 2p orbitals is defined by sp" hybridization [12]. 

In carbon, three possible hybridizations occur: sp, sp2 and sp3; other group IV 
elements such as Si, Ge exhibit only sp3 hybridization. Because there are inner p 
atomic orbitals for Si and Ge, electron-electron repulsions of electrons between the 
inner and outer electronic shells of an atom facilitate the directions for sp3 hybridiza- 
tion. An example is the (l,l,l) direction for outer valence orbitals in which the innerp 
orbitals have charge densities along the x, y and z axes. Here, the axes are defined by 
each atom. On the other hand, there are no "difficult" directions for the hybridized 
orbitals in a carbon atom because a carbon atom has a spherical 1s orbital as an inner 
shell. This fact is so relevant to the existence of so many different carbon isomers. 

The following shows how to mix atomic orbitals to produce sp, sp2 and sp3 orbitals. 
Regular solutions of sp, sp2 and sp3 hybridization give bond angles, respectively, of 
180°, 120°, and 109.47", which are obtained from cos-l(-l/n), (n=1,2,3). However, in 
fullerenes and carbon nanotubes, a pentagonal ring gives a different sp2 bonding from 
that for a hexagonal ring. Furthermore, the curvature in carbon nanotubes gives a 
modification to their sp2 bonding as in a graphene sheet, and this affects their 
electronic structure, especially for small diameters of less than 1 nm. In amorphous 
carbon, the directions of the nearest neighbor carbon atoms are distorted from the 
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regular tetrahedral directions, (l,l,l), (-1,-l,l), (-l,l,-1) and (1,-1,-1). For amor- 
phous carbon, it is not always possible to get four chemical bonding directions per 
C atom, and spz and sp hybridization may appear in some cases of bonding to neighbor 
atoms. A general expression is presented here for sp” hybridizations which describes 
the forbidden range of directions for a chemical bond. 

1.3 sp Hybridization 

In sp hybridization, a linear combination of the 2s orbital and one of the 2p orbitals of 
a carbon atom, for example 2px, is formed. From these two atomic orbitals of a carbon 
atom, two hybridized sp atomic orbitals, denoted by lsp, and Ispz , expressed by the 
linear combination of 12s and 1 2px wave functions of the carbon atom 

1% = c312 + c, lax 9 (1) 

where the Ci are coefficients. Using the ortho-normality conditions sp,lspj = ij, 

where is either 1 or 0 depending on whether i = j or i j, respectively, we obtain the 
relationship between the coefficients Ci: 

c,c, +c,c, =o, c; +c; =1 

The last equation is given because the sum of the squares of 12s components in Isp, 
is unity. An orthonormal solution of Eq. (2)  is C, = C,  = C,  = 1Ah and C,  = 

Figure 2 shows a schematic view of the directed valence of the 12s + I 2px lsp, 
orbital. The shading denotes a negative amplitude of the wave function. Here, the 
radial wave function of the 2s orbitals has a node around r = 0.2 8, (0.02 nm) because 
of the orthogonality with 1s orbitals, while that of the 2p orbitals has no nodes except 
for r = 0 in the radial direction. Figure 2 defines a positive amplitude of the 2s wave 
function for a given radius for r > 0.2 8, for simplicity. The sign of the wave-function is 
not essential to physical properties as long as the definition of the sign is consistent 
within the discussion. In this definition, the wave function of 12s + I 2px is elongated 
in the positive direction of x (Fig. 2), while that of 12s I 2px is elongated in the 
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+ -+- 

Fig. 2. sp hybridization. The shading denotes the positive amplitude of the wave function. 12s) + I+,) is 
elongated in the positive direction of n. 

negative direction of x.  Thus, when nearest-neighbor atoms are in the direction of the 
x axis, the overlap of Isp,) with the wave function at x > 0 becomes larger compared 
with the original I 2px) function, so giving rise to a larger binding energy. If I@,) for 
J2p-J is selected, the wave function shows a valence in the direction of they axis. 

It is important to emphasize that the solution of Eq. (3) is not a unique solution of 
Eq. (2). Below we give a general solution of Eq. (2). Generality is not lost when C ,  = 
sine,. Cz = cos€),, C, = sin e2, and C, = cose,, and use the orthogonal condition, C,C3 
+ C,C, = 0 which becomes 

sine, sine, + cos0, cose, = cos(0, - e2) = 0 ,  (4) 

and gives 0, - 0, = 2 n/2, so that we obtain sine, = & cose, and cos0, = Tsine,. Thus, a 
general solution ofsp hybridization is given by denoting 8, simply by 8 in the relations 

sp, ) =sine12s) +cose)2p,) 

I sp2 ) = T cos q2s) *sin q2p, ), 
(5 )  

where the sign is taken so that (sp2) is elongated in the opposite direction to Isp,). This 
general sp solution is a two-dimensional unitary transformation which belongs to the 
special orthogonal group (SO(2)) of 12) and I2p.J. The angle 8 and the signs in Eq. 
(5) are determined for each molecular orbital, so as to minimize the total energy of 
the molecule. The elongation and the asymmetric shape of the sp hybridized orbital 
become maxima for e= 2 n/4 which corresponds to Eq. (3). When the two nearest 
neighbor atoms are different elements, the coefficients are shifted from 9 = 2 7d4. 

When an asymmetric shape of the charge density (see Fig. 2) is needed to form a 
chemical bond then a mixing of 2p orbitals with 2s orbitals occurs. The mixing of 2p 
orbitals, only, with each other gives rise to the rotation of 2p orbitals, because the 2p,, 
2py and 2pz orbitals behave as a vector (x,y,z). The wave function C, I 2pr) + C, I@,) + 
C; I @,), where C,’ + Cy” + Ci = 1, is the 2p wave function whose direction ofpositive 
amplitude is the direction (C,,C,,C,). The 2p wave functions of Eq. (3) correspond to 
(C,,C,.,C,) = (1,0,0) and (C,,C,,C,) = (-l,O,O), respectively. 

A simple carbon-based material showing sp hybridization is acetylene, HC-CH, 
where = is used by chemists to denote a triple bond between two carbon atoms. The 
acetylene molecule HCzCH is a linear molecule with each atom having its 
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equilibrium position along a single axis and with each carbon atom exhibiting sp 
hybridization. The hybridized Isp,) orbital for a carbon atom in the HGCH con- 
figuration makes a covalent bond with the Isp2) orbital for the other carbon atom, and 
this bond is called a (J bond. In a bonding molecular orbital, the amplitude of the sp 
wave functions has the same sign in the chemical bonding region between atoms, 
while there is a node for anti-bonding orbitals. The hybridization parameter 8 of Eq. 
( 5 )  for each C atom depends on the molecular orbital or on the energy. The 2py and 
2p, wave functions of each carbon atom are perpendicular to the (J bond, and the 2py 
and 2p, wave functions form relatively weak bonds, called n bonds, with those of the 
other carbon atom. Thus, one (J bond and two n bonds yield the triple bond of 
HC=CH. When the bond angle H-C=C of HC&H is 180", it is not possible for 2py 
and 2p, to be hybridized with a 2s orbital. This point is discussed analytically in Section 
1.7. 

1.4 sp2 Hybridization 

In sp2 hybridization, the 2.s orbital and the two 2p orbitals, for example 2p, and 2py, are 
hybridized. An sp2 hybridization in trans-polyacetylene, (HC= CH-),, is as shown in 
Fig. 3, where carbon atoms form a zigzag chain with an angle of 120". All (J bonds 
shown in Fig. 3 are in an (xy) plane, and, in addition, a n orbital for each carbon atom 
exists perpendicular to the plane. Because the directions of the three o bonds of the 
central carbon atom in Fig. 3 are (0,-l,O), (&/2,1/2,0), and (-&/2,1/2,0), the 
corresponding sp2 hybridized orbitals I sp; ) (i = 1,2,3) are made from 2s, 2p,, and 2py 
orbitals, as follows: 

Fig. 3. Trans-polyacetylene, (HC=CH-),, where the carbon atoms form a zigzag chain with an angle of 120", 
through spz hybridization. All (T bonds shown are in thexy plane, and in addition, one x orbital per carbon 

atom exists perpendicular to the plane. 
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It is now possible to determine the coefficients C,, C,, and C,. From the ortho- 
normality requirements of the I sp? ) and I a), I2pJ orbitals, three equations can be 
obtained to determine the coefficients, Ci (i = 1,...,3): 

yielding a solution of Eq. (7) given by C ,  = Cz = C, = l/&. The sp2 orbitals thus 
obtained have a large amplitude in the direction of the three nearest-neighbor atoms, 
and these three-directed orbitals are denoted by trigonal bonding. There are two kinds 
of carbon atoms in polyacetylene, as shown in Fig. 3, denoting different directions for 
the nearest-neighbor hydrogen atoms. For the upper carbon atoms in Fig. 3, the 
coefficients of the I2p,,) terms in Eq. (6) are positive, but change to -12p,,) for the lower 
carbon atoms in Fig. 3. 

1.5 A Pentagonal Ring 

For a pentagonal or heptagonal ring, sp2 hybridization is constructed differently from 
the regular sp2 hybridization of Eq. (7) as long as the ring exists within a plane. In 
general, the three chemical bonds do not always lie in a plane, such as for a C,,, 
molecule, and thus a general sp3 hybridization has to be considered. However, it is 
useful to consider the general sp2 hybridization before showing the general sp3 
hybridization. 

Here we consider the coefficients Ci for a carbon atom 0 at (O,O,O) in a planar 
pentagonal ring, as shown in Fig. 4. The two nearest carbon atoms of the pentagonal 
ring are the atomA on thex axis and the atomB which is obtained by rotating the atom 
A by 108" around 0. Further, a hydrogen atom H is considered in the plane of the 
three atoms whose direction is given by rotating atomA by -126" around 0. With the 
substitutions 0 = cosl08" and y = cos126", it is possible to write: 

Fig. 4. A pentagonal ring. We will consider the sp2 hybridization of the atom 0, whereA and B are nearest 
neighbor carbon atoms and H is a hydrogen atom. 
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From the ortho-normality conditions, we obtain 
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(8) 

If we put P = y = c0sl2O0 = -y2, we obtain 01 =3/4 and the regular spz result of Eq. (6) 
for a hexagonal ring. For a heptagonal ring, the solution is given by using p = 
cos(180-36017)” and y = cos(90+180/7)”. It is easy to extend this formula for an m 
membered ring (m 2 5 )  and a solution can be found by taking = cos(180-360/m)” 
and y = cos(90+ 180/m)O. In the limit of m + 00, P = -1, y = 0, a =O and yla + -112, we 
obtain C, = C, = f i  and C,  = 0, which correspond to sp hybridization given by Eq. 
(3). It is to be noted that there is no real solution of Eq. (9) for m = 3 andm = 4. Thus, 
the present result is a general expression within a planar spz hybridization. 

1.6 sp3 Hybridization 

It is not possible for four chemical bonds to exist in a plane. If it were possible, then an 
axis perpendicular to the plane could be taken, for example the z axis, when there 
would be no component 12pz), for the four chemical bonds, so giving an unphysical 
result that four chemical bonds could be constructed from three atomic orbitals. 
Thus, in sp3 hybridization, four chemical bonds cannot be in a plane simultaneously. 
The carbon atoms in methane, (CH,), provide a simple example of sp3 hybridization 
through its tetrahedral bonding of the carbons to its four nearest neighbor hydrogen 
atoms which have a maximum spatial separation from each other. The four directions 
of the tetrahedral bonds from the carbon atom can be selected as (l,l,l), (-1,-l,l), 
(-l,l,-1), (1,-1,-1). In order to make elongated wave functions to these directions, 
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the 2s orbital and three 2p orbitals are mixed with each other, forming an sp3 
hybridization. Using equations similar to Eq. (6) but with four unknown coefficients, 
C,, (i = 1, ..., 4), and orthonormal atomic wave functions, the sp3 hybridized orbitals 
can be obtained in these four directions: 

When a crystal lattice is constructed in the sp3 hybridized form, the resultant structure 
is diamond. All the valence chemical bonds are CJ bonds and the material thus 
obtained is stable and has a large energy gap at the Fermi energy level. However, at 
the surface of the crystal, the dangling bonds generated by sp3 hybridization do not 
have so much energy, so that the structure is deformed to a lower symmetry than Eq. 
(11) indicated, and this is known as surface reconstruction. As a result, the crystal 
growth of diamond becomes difficult at room temperature and ambient pressure 
where amorphous carbon or amorphous graphite are produced from the gas phase. 
This situation can be understood partially by the restrictions imposed on the direction 
of the chemical bonds for a general sp' hybridization. The next subsection considers a 
general solution to sy' hybridization. 

1.7 General sp3 Hybridization 

When there are four nearest neighbor atoms, it is not always possible to construct 
general sp3 covalent bonds by mixing 2s orbital with 2p orbitals. A clear example 
where four chemical bonds cannot be made occurs when three of four neighbor atoms 
are close to one another. In this case, correspondence of 2p orbitals in the direction of 
three carbon atoms from the original atom is not sufficient to contribute to the 
elongation of the wave functions at the same time. Here, an sp3 hybridization cannot 
be made, but an sp2 or sp hybridization may be possible. 

Such a situation is investigated by specifying the conditions needed to form an sp' 
hybridization and is as follows. Here the original carbon a t o m 9  is put at (O,O,O) and 
the four atomsA, B, C, D are placed in the directions of G, b, C, d from 0, respectively. 
Although the lengths of the four vectors are taken to be unity, the distances of the four 
atoms from 0 do not need to  be unity. When we define i; = ( Ip,), lp,,), lpJ) and when 
we denote the coefficient C, = sine,, (i = 1, ..., 4), the four hybridized orbitals are given 
bY 
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where (a' -5) = a, I 9,) + a,, I 2py) + a, I 2pz) etc. and 0 < 8, < n is defined without losing 
generality. Now, seven unknown variables need to be considered, namely four ei, 
variables (i = 1,4) and 3 variables d,, d,, and d,. Because we have six orthogonality 
conditions between the hybridized orbitals, wg can write (cp, I 'pi) = 0 for i # j, and we 
have an additional equation that the length of d is unity. The seven unknown variables 
are then expressed by the remaining variables, listed as the six orthonormal equations: 

- 
tane, tan8, = -ii .b 

tan0, tan8, = -b .c^ 

t a d ,  tan0, = --E .a' 

tan8, tan8, = 3 - d  

tang, tan8, = -b .d 

tane, tane, = -Z 2 

- 

- -  

where the inner product of4 .i, etc. corresponds to COSLAOB, in which LAOB is the 
bond angle between a' and b. From the first three equations of Eq. (13) we obtain 

2 (ii .b)(ii .C) tan 8, =- 
(E .C) 

2 (b .Z)(b .ii) tan 8, =- 
(C .a> 

2 (C'-a')(Z .b) tan 8, =- 
(a' .b) 

In order to have real values for ei, (i = 1,2,3), the product of (ii .E)(.' 2)(b .Z) must be 
negative. This condition is satisfied when: (1) all three inner products are negative, or 
(2) two of the three inner products are positive and one is negative. In other words,sp3 
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Fig.5.Theshadedregiondenotesthepossibledirectionsofcforthecases: ( A ) I ' 6  > Oand(B)Z.6< 0.The 
vector L: should satisfy the following relations for the cases (A) (Z. C)( b . E )  0 and (B) (I. .?)( b .  .?) > 0, so as 
to get real solutions for Eq. (14). The figures A and B are seeefrom the direction perpendicular to the plane 

made by I and b. 

hybridization is not possible when (a) all three inner products are positive, or (b) one 
of them is positive and two are negative. 

Figure 5 shows the shadedjegions in which C is allowed forsp3 hybridization for the 
cases (A) a' .b > 0 and (B) a' .b e 0. Here we see the three-dimension_al shaded region 
from a direction perpendicular to the plane determined by a' and b. When c  ̂ is not 
along a_ direction in the shaded region between two planes which are perpendicular to 
a' and b, a real solution to Eq. (14) can@ be obtained. 

When the bond angle between a'and b is ynaller than 90" (see Fig. 5A), the vectcr C 
cannot exist in the region opposite to a' and b. When the bond angle between a' and b is 
larger than 90",fhe vector 2 exists only in a small region which bisects the bond angle 
made by and b. The general solution of sp' hybridization is a special case of (B) in 
which a', ang c' are in a plane. Figure 5B shows that sp2 hybridization is not possible 
when a' and b are almost in opposite directions. The largest area possible for 2 is 
obtained when a' and b are perpendicular to each other. However, in this case, tane, 
diverges and thus there is no 2p component in [ sp'). 

When the three chemical bonds have a real solution, a fourth direction is obtained 
for this generalized sp3 chemical bond. Using the next three equations of Eq. (13) we 
obtain 

1 2 = - tan0,A-'8 and tan0, = __ 
IA-'q 

where the matrix A and the vector 6 are defined by 

When the inverse matrix of A exists, the fourth direction of the general sp3 bonds is 
given by the direction of three vectors and the values of 8, (i = 1,2,3). The condition 
that the inverse matrix exists requires that the three vectors are not in a plane. 
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We conclude from the above discussion of general sp3 hybridization that: (1) the 
third chemical bond does not always exist, or (2) the calculated fourth chemical bond 
does not always have a direction to the fourth neighbor atom, even though the 
directions to the four neighboring atoms have been selected. Furthermore, even when 
four chemical bonds are directed to the neighbor atoms, the chemical bond length, 
which is determined by Qi, does not always fit the bond lengths for the four atoms 
simultaneously. In this way, the general sp3 hybridization does not always work well, 
except for the symmetrical diamond structure. When four or three hybridized orbitals 
linked to a carbon atom cannot be obtained, the material becomes a carbon alloy in 
which sp3, sp2 and sp hybridizations may co-exist. This may be a reason why 
amorphous materials exist. When we start giving a nucleus for a crystal where the 
nucleus is amorphous, we can expect that there would be no reason to recover the 
single crystal formation in the process of the crystal growth. 

For fullerenes and carbon nanotubes, although the bond angle is distorted from 
120", all bond angles between any two chemical bonds are more than 90" which is the 
stable condition (B) for general sp3 hybridization. A spherical C, molecule is the 
minimum fullerene cage molecule, and C,,  consists of only twelve pentagonal rings; 
its related hemisphere C,,, is a minimum cap for a single-wall carbon nanotube at both 
ends. Even €or this smallest fullerene case, all bond angles are more than 90". Thus, 
fullerenes and carbon nanotubes are considered to be possible structures from a 
topological standpoint. 

In Fig. 6 the s component for the fourth chemical bond in a general sp3 hybridi- 
zation is plotted as a function of the pyramidal angle in fullerenes. Here M in SM 
corresponds to lh in sp". M becomes a maximum value of 1/3 in the figure at the 
pyramidal angle of 109.47" (19.47" in the horizontal axis), and the s component 
quickly increases as a function of the pyramidalization angle shown in Fig. 6. Because 
the carbon atoms in fullerene molecules are not equivalent to each other, except for 
C,, and because the fourth direction is not in the radial direction for the atom which is 
at the vertex of two hexagon and one pentagon rings, the pyramidalization angle is an 
averaged angle over the molecule. The diameters of C,,, and C,, are 0.7 and 1.4 nm, 
respectively. Most fullerenes from C,, and C,,,, have M values from 0.05 to 0.1. 
Because a typical single wall carbon nanotube has a diameter of 1.4 nm which is the 
same as that of C240, the corresponding M value is 0.02 at most. This means that the 7t 
bonding character is a good approximation in carbon nanotubes though some effects 
of s character may appear with small energy values less than 0.1 eV [l]. 

In general, for sp" hybridization, n + l  electrons belong to a carbon atom in an 
occupied hybridized CJ orbital and 4-(n+1) electrons are in the n orbital. For sp3 
hybridization, the four valence electrons occupy 2s' and 2p3 states as Q bonding states. 
The excitation of 2s' and 2p3 states in the solid phase from the 2.~~2.~' atomic ground 
state requires an energy approximately equal to the energy difference between the 2s 
and 2p levels (-4 eV). However, the covalent bonding energy for o orbitals is 
comparable (3-4 eV per bond) to the 2s-2p energy separation, Thus, the sp3 
hybridization of carbon to form diamond is not a thermodynamically stable structure 



Hybrid Orbital Control in Carbon Alloys 27 

5 10 15 
PYRAMIDALIZATION ANGLE eon- 90 )o 

Fig. 6. Thes component for the fourth chemical bond in the generals$ hybridization is plotted as a function 
of the pyramidal angle in fullerenes. HereMinswp corresponds to l/n insp". M becomes a maximum value of 

1/3 in the figure at the pyramidalition angle of 109.47" (19.47" in the horizontal axis) [13]. 

at ambient pressure, and sp2 graphite is the stable structure [14-161. A simple 
explanation for the occurrence of sp2 hybridization at ambient pressure is that the 
energy gain for forming the sp3 structure is smaller than the energy loss for changing 
from sp' to sp3 hybridization. In other words, the energy gain of n bonding becomes 
large (3-4 eV) when the C atoms form a honeycomb network, which is relevant to the 
fact that the radial wave function has no node for the 2p orbitals and that the overlap 
of 2p orbitals for nearest C atoms is large (-0.5). Thus, there is a need to consider 7c 

bonding for the molecular structure in some detail. 

2 Defect States and Modifications of the Hybridization 

As discussed in the previous section, a disordered structure may not give rise to an spz 
hybridization of the carbon atom, so that a mixture of hybridizations would be 
expected for amorphous carbons. Furthermore, a substitutional impurity may change 
the hybridization and consequently the electronic properties. Because the lattice 
constant between carbon atoms is relatively small (1.40-1.55 A), there are not many 
atoms which can form a substitutional impurity. For example, a boron atom can be 
substituted up to 2.35 at% boron concentration by heat treatment at 2300 K. Such 
boron addition enhances the lithium absorption performance [17,18] (see, e.g., 
Chapter 25). Another possible substitutional impurity is a nitrogen or phosphorus 
atom introduced by an arc method (see, for example, Chapter 21). Since the lattice 
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constant increases or decreases by B or N doping, respectively, the strain energy 
increases by substitutional doping. However, when we dope both B and N atoms from 
a pyridine-borane complex by heating at 1000°C for two hours in Argon gas, the solid 
solubility of B and N increases up to 28.6 at% [19]. The electronic structure 
calculation of the B-N-B complex in the graphene cluster shows a smaller Li 
absorbing energy [20]. It is because the lowest unoccupied molecular orbital (LUMO) 
for the B-N-B doped graphite cluster becomes close to the Fermi energy compared 
with the B doped graphite cluster and that the charge transfer of electrons from Li to 
the graphene cluster becomes relatively easy for the B-N-B doped graphite cluster 
[ZO]. It is noted that the B-N-B cluster has a planer structure unless the number of 
B-N-B is comparable to the number of carbon atoms. 

However, following doping by other species, such as alkali metal atoms and acid 
molecules, the in-plane graphite structure does not change, but the interlayer spacing 
increases, the guest atoms being inserted (or intercalated) between the graphene 
layers, to form “graphite intercalation compounds (GICs)” [21]. Here, the valence 
electron of the alkali atom is transferred to the anti-bonding x band of the graphite 
structure, while in an acceptor type GIC, the x electrons are removed from the 
graphene sheet. This phenomenon is related to changing the Fermi energy of the TC 

band and is not relevant to the modification of the sp2 structure of carbon atoms. 
However, for a fluorine atom this makes a covalent bond in the graphitic plane by an 
sp2 to sp3 transformation. Below we show a calculated result for one or two fluorine 
atoms on a graphite cluster using a semi-empirical quantum chemistry calculation, 
from the MOPAC93 library, in which the lattice optimization is performed by 
“Parametric Method 3” (PM3) inter-atomic model functions, and the Hartree-Fock 
calculation is adopted for the determination of the electronic structure [22]. 

2.1 A Fluorine Atom on Nanographite 

When a fluorine atom is placed near to an interior carbon atom, denoted by C,, in a 
C24H,2 cluster (Fig. 7a), the optimized position of the fluorine atom is not above the 
center of a hexagonal ring of carbon atoms, as is commonly observed in alkali-metal 
doped GICs, but above the carbon atoms, as shown in Fig. 7a, suggesting that a 
covalent bond forms between the carbon and halogen atoms. In fact, one-electron 
energy states of the 2s and 2p orbitals of the fluorine atoms exist in the energy region 
of the bonding Q orbitals. The formation of a CJ bond between the fluorine atom with 
the re-hybridized sp3 orbitals for the carbon atoms results in a large energy gain 
compared with charge-transfer ionic states, as is observed for the GICs. The sp3 
hybridization of the carbon atom can be seen from the following results: (1) the 
deformation of the lattice by fluorine doping, (2) the disappearance of the IC 
component in the density of states (DOS) spectra for heavy fluorine doping, and (3) 
the increased width of the Q states in the DOS spectra, as shown below. 

In the optimized F-doped cluster, the carbon atom, which is denoted by C, in Fig. 
7a, forms an sp3 hybridized structure by making a covalent bond with the fluorine 
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Fig. 7.ACZ,H,,cluster. (a)Afluorineatom isdoped at thecenterofthecluster. (b)Afluorineatomisdoped 
at the edge of the cluster [22 ] .  

atom. In fact, the bond angles of F-C,-C, and C,-C,-C, are 107" and 112", 
respectively. Here C, and C, are nearest neighbor carbon atoms to the C, atom at the 
inner and outer hexagonal rings, respectively (Fig. 7a). If the structure of the doped 
cluster is not optimized, the corresponding bond angles would be 90" and 120", 
respectively. The optimized bond angles are, however, close to the sp3 bond angle of 
109.47". The bond lengths from the C, atom to the F, C,, C, atoms are 1.388, 1.518, 
1.520 A, (0.1388, 0.1518, 0.1520 nm), respectively. The bond length between the 
carbon and fluorine atoms is close to the sum of the ionic radius of F (0.68 A) and half 
of the C-C distance of graphite (0.71 A), and the C,-C, and C& distances of the sp' 
configuration are slightly smaller than the nearest-neighbor distance of diamond, 
1.544 A. Because the n: electron is transferred to the F atom, the n: bond between 
carbon atoms does not exist for the C, atom, and thus the C-C bond length becomes 
large in the honeycomb lattice. Thus, the formation of sp3 bonding is more favorable, 
not only for reducing the strain energy, but for strengthening the chemical bond. 

When fluorine atoms are replaced by a chlorine or bromine atom, the angles 
X-C,,-C, and C,-C,-C, (X = C1 and Br), become (104", 115") and (98", lis"), for C1 
and Br, respectively. This shows that the deformation from the sp2 to the sp' structure 
becomes smaller with increasing atomic number, which is consistent with the fact that 
the C,-C, distance becomes 1.48 and 1.45 A for C1 and Br atoms, respectively, 
closer to the graphite value of 1.42 A. Also, thesp' deformation is sensitive to the ionic 
radius of the halogen ions. When the halogen ionic radius is relatively large compared 
with the carbon<arbon distance, considerable overlap occurs between the wave 
functions of the halogen atoms and the n: orbitals of not only the C, carbon, but also of 
the neighboring C, and C, carbon atoms, when the nanographite plane is flat. Thus, a 
small deformation is energetically favoured for a large ionic radius compared with the 
formation of a single sp3 CJ bond with the halogen atom. A chemical bond between 
carbon and iodine atoms could not be obtained. Thus, C-I bonds are not to be 
expected on the graphene surface [23]. Miyajima and his coworker showed an 
enhancement of carbonization to lower temperatures ( <800"C) after iodine 
treatment [24] (see Chapter 5). Here, iodine atoms are coupled to the carbon atoms at 
the edge and form a charge transfer complex, and this causes the C-H bonding in the 
coal-tar pitch to weaken [24]. It is of interest that the weak coupling of the iodine atom 
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with carbon atoms has a catalytic role for carbon and hydrogen atoms in chemical 
reactions [23]. 

The calculated ionicities of F, C1, and Br are -0.15, -0.08, and -0.22, respectively, 
when the halogen atoms are put on the C,, atom, The ionicity value for Br is 
comparable to the ionicity for most acceptor type GICs, which is about -0.3. One 
reason why we get a smaller value for the ionicity of C1 (relative to the F, C1, Br 
progression) arises from the one-electron energy of C1 atoms. For the C1 atom, the 2p 
orbital is only weakly coupled to thep, and G orbitals of carbon, and is clearly shown 
by the results for the partial density of states (PDOS) of halogen atoms. Because 
halogen atoms are present, their atomic levels could be seen if there was no 
hybridization between the halogen orbitals and the orbitals of the carbon atoms. If 
there was strong coupling between the halogen and the carbon orbitals, a component 
of the halogen orbitals would appear over a large part of the energy range of graphite. 

In Figs. Sa and b are plotted the PDOS associated with the 2p, and G (3, 2px, and 
2pJ orbitals of the C, atom (see Fig. 7a), respectively. In Figs. 8c and d are plotted the 
PDOS of the 2pz and Q orbitals for all the carbon atoms in the cluster in units of 
states/eV/atom allowing for some broadening of the discrete molecular energies. The 
graphite z bands can be seen in Fig. 8c, while no corresponding levels at the same 
energy are found in Fig. Sa. The 2p, levels of the C, atom appear at a lower energy 
region in which the Zp, levels are mixed with the G orbitals. This result indicates the 
local nature of sp3 hybridization. In fact, the fluorine orbitals have energies that cover 
a wide range of carbon valence orbitals. As for the C1 and Br atoms, because the 
energy of the s orbital is widely separated from the p orbital, only the C1 and Br p 
orbitals are coupled to the carbon valence orbitals. Further, the PDOS for the Cl p 
orbital does not significantly couple with the carbon valence orbitals, so that the 
PDOS gives sharp spectra. It is for this reason that the ionicity of C1 is relatively small. 

Once a fluorine atom is covalently bonded to a carbon atom, the movement of the 
fluorine atom from one carbon site to another may be difficult compared with GICs 
where the fluorine is ionically bonded. Activation energies for the fluorine motion 

1.0 , I 

Energy[eV] 

Fig. 8. Partial density of states for the (a) 2p, and @) o (2, 2px, and 2p ) orbitalsof the C,, atom, and for the (c) 
2pz and (d) a orbitals for all the carbon atoms of the C,H,$ cluster, as shown in Fig. 7 [22]. 
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from a C, site to a C, site can be cakulated from bond optimization calculations in 
which the relative positions of the F between two nearest neighbor carbon sites are 
fixed in the calculation. The lengths of the bonds between the fluorine and the two 
carbon atoms and the corresponding bond angle can be optimized in the calculation. 
The calculated activation energy for moving a fluorine atom from the C, site to a C, 
interior site is about 1.8 eV. This value is comparable with the formation energy of a 
fluorine atom on the nanocluster. Thus, movement of an F atom from a C,, site to a C, 
carbon site is as difficult as desorbing the F atom. 

When a fluorine atom is placed near to an edge carbon atom, as is shown in Fig. 7b, 
the hydrogen atom which moves out of the graphitic plane and the carbon atom at the 
edge form an sp3 hybridization state to make a bond between the hydrogen and the 
fluorine atom. Although the bond angles, bond lengths and ionicity for an edge 
carbon atom are not so different from the corresponding parameters for the inner 
carbon atom, the total energy calculated for the fluorine atom attached to the edge 
carbon atom is 0.92 eV smaller than for an inner carbon atom. When we compare the 
contribution to the total energy from the electronic energy and the nuclear repulsion, 
the change of each contribution energy from that for non-doped cluster becomes very 
large, in the order of 100 eV, and therefore a large relaxation of the cluster occurs 
upon fluorine doping. Because the lattice relaxation is much easier for the edge sites, 
the fluorine atoms first attach themselves to the edge carbon atoms, and they then 
start to attach themselves to the inside of the cluster. 

2.2 Two Fluorine Atoms in the Cluster 

With two fluorine atoms in the cluster, differences are clearly found between the 
nanographite and acceptor-type GICs. For acceptor type GICs, the negative ions 
distribute themselves homogeneously between two graphite layers because of the 
electronic repulsion. However, for the fluorine atoms, the nearest neighbor carbon 
sites are the most energetically favored, because the unpaired spins of two fluorine 
atoms form spin singlet states (S = 0). There are two possibilities for the geometry of 
the two fluorine atoms adjacent to nearest neighbor carbon atoms: on the same plane 
and on staggered sides of the graphitic pIane. When the total energy of the F2 dimer 
on the same side and on opposite sides of the graphene plane are compared, it is 
found that an F, dimer on the same side at the edge is 0.043 eV more stable than when 
the two fluorine atoms are at opposite sides of the graphene cluster. The energy 
difference comes from the absence of F-F interactions for when the two fluorine 
atoms are on different sides of the graphene cluster. Further, when the two fluorine 
atoms are near a carbon atom and move a hydrogen atom to the nearest neighbor 
carbon site to keep the same (&H,,F, stoichiometry, then the structure is 0.5 eV more 
stable that the same side configuration. This value cannot be directly compared with 
the same side geometry, since locating two hydrogen atoms at the end of the cluster 
produces a stable structure. However, it is understood that the closer the F-F 
distance, the more stable is the structure. 
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The calculated result shows that an F-F interaction is effective only when the two 
fluorine atoms are close to nearest-neighbor carbon atoms [22]. This result follows 
because the wave functions of the fluorine valence electrons are localized near 
fluorine atoms. However, it is found in the unrestricted Hartree-Fock (UHF) 
calculation that the spin triplet states (S = 1) are more stable for even number nth 
neighbor sites than the spin singlet states, while the spin singlet is more stable than the 
spin triplet with an odd number nth neighbor sites. This indicates a weak spin 
interaction compared with the difference between the total energy of two spins at 
fluorine atoms which is caused by carbon IC electrons. In fact, for the singly occupied 
molecular orbital (SOMO), a spin density around the fluorine atom is localized on the 
graphene sheet. Further, even if the two fluorine atoms are in nearest neighbor 
locations, the interior region is not so stable for fluorine doping as compared with the 
edge fluorine sites. 

From these results, the following picture of F-doping of a nanographite cluster 
emerges. First, consider the fluorine atom placed near to an edge carbon site. For an 
even number of fluorine atoms, the nearest neighbor sites are more stable for the 
singlet pair. Up to 12 fluorine atoms can be doped into the C,,H,, cluster, because 
there are 12 carbon atoms at the edge. Then, if the hydrogen atoms are dissociated 
from the carbon atoms, the fluorine atoms can be substituted for the hydrogen atoms. 
By this substitution, 24 fluorine atoms can be doped at the edges. It is found from the 
heat formation of fluorine that the fluorine is still more stable at an edge site than at 
an interior carbon site. After all, if 12 carbon edge sites are terminated by 24 fluorine 
atoms, then 12 fluorine atoms can be placed near the 12 interior carbon atoms of the 
C,,H,2 cluster in a staggered way, so as to form an sp3 structure. In this way the ratio of 
sp3 to spz hybridization can be changed by changing the fluorine concentration. 

It is interesting to discuss the occurrence of unpaired spins in F-doped 
nanographite samples, as has been observed experimentally [25,26] (see Chapter 23 
for details). According to experiment, when the ratio F/C is smaller than 0.4, the 
occurrence of unpaired spins is not large. This situation corresponds to fluorine atoms 
placed near to the edge atoms of carbon. When a fluorine atom is placed near the 
edge, the fluorine atom should be more subject to the inter-atomic potential as 
compared with the fluorine atom located in the interior region. Thus, it is easy to form 
an F2 dimer near the edge with a spin singlet. In the case of Cz,H,, this corresponds to 
an F/C ratio of 1.0 or 0.5, depending on whether the hydrogen atoms are dissociated 
from the carbon atom or not, respectively. In the experimental situation, the diameter 
is around 30 8, and this roughly corresponds to C,,, with 36 edge carbon atoms. When 
FIC = 0.4 is the stoichiometry for the CzL6 cluster and all the fluorine atoms are 
attached to the edge carbon atoms, and there are no hydrogen atoms, then 72 fluorine 
atoms are attached to the cluster. 

When all of the fluorine edge atoms are terminated, the interior fluorine atoms can 
be added in a rather random way, so that an unpaired spin can be observed with some 
probability. When two fluorine atoms are at nearest neighbor carbon sites, the total 
number of electrons around the fluorine atoms becomes an even number. In this case 
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a spin-singlet state is expected, even though the two fluorine atoms are each located 
on opposite sides of the graphene plane. 

It is to be noted that spin magnetism is also found in the zigzag edge of a non-doped 
graphene cluster in which there is a localized R electron states at the Fermi energy 
[ll]. This spin magnetism is controlled by the H'IT values determined from Curie 
magnetism at low H7Ts (e 1100°C) to metallic Pauli magnetism at higher (> 1200°C) 
[27]. It will be interesting to study new inorganic, magnetic materials in which the 
interaction between the spins in a nanographite by fluorine doping can be controlled. 

3 Spectroscopies for sp" Structure 

In order to characterize carbon materials, the availability of a variety of spectroscopic 
techniques is important to observe the electronic structure at the atomic level. 
Experimental results of Raman, X-ray photoelectron spectroscopy (XPS), scanning 
tunnelling microscope (STM) and scanning tunnelling spectroscopy (STS) 
observations of sp" structures are introduced below. The detail of the experimental 
technologies are given by several authors in the chapter "The Latest Characterization 
Technologies". 

3.1 Raman Sjn?ctroscopy 

Raman spectroscopy for graphite, diamond, fullerenes and carbon nanotubes is 
widely used for characterizations. In two-dimensional graphite, Raman spectra show 
a strong peak at approximately 1590 cm-' associated with the EZ9 mode or the G-band. 
The G-band Raman peak becomes strong when the crystalline size becomes large 
following heat treatment. For disordered graphites [28], activated carbon fibers [ 121 
and carbon nanotubes [29], it is established that there is a broad Raman spectral 
feature around 1350 cm-' which is assigned to a defect oriented Raman peak called 
the D-band [28]. Because of this defect, the phonon dispersion relations of graphite at 
the K oint (corners of the hexagonal Brillouin zone) are folded to the r point for a 
J3f x 3 superstructure. Recent experiments show that the D-band Raman frequency 
shifts by 52 cm-'/eV by changing the laser energy, and this is identified with a double 
resonance Raman effect [29,30]. When the optical absorption of an electron from the 
n band to the n* band occurs, the phonon modes with corresponding k vectors are 
enhanced by about 103, indicating a resonance Raman observation. This observation 
provides evidence for assigning the D-band to the K point phonon mode of graphite, 
since the D-band Raman frequency changes with changing the laser energy [29,30]. 
The 1350 cm-' peaks are given by 2.54 eV laser light [29]. 

The intensity of the D-band becomes weak with increasing crystallite size of the 
graphite, and thus the ratio of the G-band to D-band intensity is a good measure of 
the degree of disorder of graphitic materials [28,31]. The amount of disorder in 
carbon fibers [12] and in graphite nano-clusters [32] can be controlled by the heat 
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treatment temperature (HTT) or by ion implantation [33]. Because the Raman 
frequency of crystalline of diamond is 1333 cm-', we should be careful in identifying 
the Raman mode of diamond when both diamond and disordered graphite exist in the 
sample. See the review article by Zaitsev for optical values of the Raman and 
photoluminescence frequencies for various carbon materials [34]. 

In carbon nanotubes, the G-band is split into three Raman-active modes (A, E ,  and 
E2) modes because of the lower symmetry of the cylindrical structure. Recent 
calculations show that there are in fact six Raman-active modes in the G-bands (two 
A, two E ,  and two E ,  modes) which come from the two branches of the phonon 
dispersion relationships associated with longitudinal and transverse optic (LO and 
TO) phonons [35]. Their relative intensities depend on the degree of helical 
geometry, as is defined by the chiral angle 0 1351. In carbon nanotubes there are strong 
Raman modes, including the radial breathing mode (RBM) in which the diameters of 
the nanotubes are oscillating [36]. Because the frequency of the RBM modes is 
inversely proportional to the diameter, wRBM = 248/d, cm-' where d, is the diameter of 
an isolated nanotube in nm units. A chirality can be assigned in terms of the (n,rn) 
index [1,37] from the resonant Raman experiment of an individual carbon nanotube 
[38]. See the review articles by Dresselhaus [39] for further detail of Raman 
spectroscopy of carbon nanotubes. 

In fullerenes, because of the high symmetry of the molecule, there exist special 
Raman-active modes of the molecule [37]. Group theory predicts that 10 (2Ag + SH,) 
of the 46 mode frequencies are Raman active as a first-order Raman process. Among 
the fullerene modes, the tangential A, mode, the so-called pentagonal pinch mode at 
1469 cm-I, is known as a strong Raman-active mode. The RBM mode of C, appears at 
496 cm-'. In the higher fullerenes, the number of Raman-active modes in the Raman 
signal becomes large because of the symmetry lowering from C,, and all the 46 C, 
modes and most of the Raman modes in higher fullerenes have been assigned by 
experiment [37]. 

In low-dimensional carbon materials, the polarization effect of light is important. 
When the incident and the scattered polarizations are parallel to each other, the 
symmetricA modes and other asymmetric modes, such as E ,  and E ,  or (H, for C,,,), are 
observed. When the incident and the scattered polarizations are perpendicular to 
each other, only the asymmetric phonon modes can be observed. Thus, we can see the 
symmetry of phonons by changing the polarization of the light. Another important 
effect on the Raman intensity, especially for carbon nanotubes, is the so-called 
antenna effect in which the light can absorb only when the polarization is parallel to 
the nanotube axis [40]. Because of the large anisotropy on the Raman intensity, this 
effect can be used to observe the alignment of nanotubes. 

Doping with GICs changes the position of the Fermi energy. In GICs, the density 
of states at the Fermi energy D(E,) becomes finite, while D(E,) becomes zero in 
neutral graphite. In the presence of conduction electrons, the Raman discrete lines 
are coupled with the continuous, low energy excitation of electrons (plasmons) to 
form the Breit-Wigner-Fano (BWF) lines. The energy position of the BWF lines 
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becomes either higher or lower than the original phonon lines, depending on the sign 
of the interaction. Because the charge transfer of electrons depends on the density of 
states at the Fermi energy, the BWF frequency is a good measure of the density of 
states at the Fermi energy in GIG [41] and in carbon nanotubes. A single wall carbon 
nanotube is either metallic or semiconducting depending on its diameter and chirality 
[42,43]. In the metallic nanotube, the density of states at the Fermi energy in units of 
states per carbon atom is inversely proportional to the tube diameter [l], and thus the 
BWF frequencies become smaller with decreasing nanotube diameter. Typical BWF 
lines for a carbon nanotube with d, = 1.4 nm appear around 1540 cm-' [44], and are 
observed by laser energies of 1.55 eV and 1.85 eV for Stokes and anti-Stokes resonant 
Raman spectroscopy [45]. 

Recently, the Raman spectrum of an individual single walled nanotube was 
observed by surface enhanced Raman spectroscopy (SERS) 1461 and confocal micro 
Raman spectroscopy (CMRS) [38] in which the laser is focused on an aligned bundle 
with a diameter of 1 pm and gold nano-particles were used for enhancement of the 
Raman intensity in SERS and where the resonant Raman effect is observed in 
CMRS. The characterization of Raman spectroscopy for carbon materials is prog- 
ressing rapidly. 

3.2 XPSSpectra 

In X-ray photo-electron spectroscopy (XPS), the energy of a photo-electron is 
observed with the given energy of X-ray photon. As is discussed in the Introduction, 
carbon Is core orbitals do not generally affect the solid state properties of carbon 
materiaIs, because the energy position of the Is core levels is 280 eV below the Fermi 
energy. The work function of graphite is 5 eV. Because of the small overlap between 
the Is orbitals on adjacent atomic sites in the solid, the energy spectrum of the Is core 
levels in carbon materials is sharp (-0.65 eV) and the core level energies lie close to 
that of an isolated carbon atom. Using XPS, the energy of the 1s core level is 
measured relative to the position of the vacuum level, and this energy difference is 
especially sensitive to the transfer of electric charge between carbon atoms. 
Specifically, the 1s core level shifts in energy relative to the vacuum level by an amount 
depending on the interaction with nearest-neighbor atoms or between a molecule and 
the carbon substrate, and this effect is known as the chemical shift of XPSs. For 
example, the XPS peaks at 284.6 -+ 0.3 eV and 283.3 2 0.1 eV are assigned, 
respectively, to the carbon 1s orbital for diamond and to a Si-C crystal [47l. From the 
relative intensity of the 284.6 eV to 283 eV features, the nucleation of diamond nuclei 
can be evaluated in the plasma chemical vapor deposition process. Other values for C 
1s peaks are given in the literature of electron spectroscopy for chemical analysis 
(ESCA) [48]: Ti-C 281.6 eV, graphite 284.2 eV, C-C (CH,) single bond 285 eV, 
CaCO, 289.6 eV, BaCO, 289.2 eV, and CF, 292.5 eV. These values are useful for 
calibrating the vacuum level of the experimental setup. Similar values are to be found 
in the handbook by J.F. Moulder et al. [49]. 
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Furthermore, XPS refers to the photo-electron spectroscopy (PES) process when 
the excitation photon is in the X-ray range and the electron excitation is from a core 
level. X P S  spectra have been obtained not only for the vacuum levels but also for the 
unoccupied orbitals for a variety of fullerenes, which give a side band for the XPS 
spectra. For example, the spectrum for C,, shows well-defined peaks with an intense, 
narrow main line identified with the emission of a photo-excited electron from the 
carbon 1s state, and has a binding energy of 285.0 eV and a very small line width of 
0.65 eV at half-maximum intensity [50]. The sharpest side-band feature in the 
down-shifted XPS spectrum is identified with an on-site molecular excitation across 
the HOMO-LUMO gap at 1.9 eV [50]. This side-band peak is sensitive to doping of 
the fullerene. Furthermore, at a lower energy, there are further peaks due to the 
photo-emission counterparts of electric dipole excitations seen in optical absorption, 
and which represent intra-molecular plasmon collective oscillations of the n and o 
charge distributions. Plasma excitations are also prominently featured in core level 
electron energy loss spectra (EELS). 

The 1s levels of a boron and a nitrogen atom are, respectively, 189.4 and 398.1 eV 
below the vacuum level [49]. The chemical shift of the 1s levels of nitrogen is relatively 
large (3-4 eV), depending on the different type of carbon-based molecule and other 
elements in the molecule. Typical values are NH, 398.8 eV, NH, 400.5 eV, NO 403.6 
eV, and NO, 405.5 eV [51] and NC, 400.9 eV (see Chapter 21 on CN, for further 
details.) These values are sensitive to the local hybridization and the geometry of the 
cluster. 

3.3 STMISTS Measurements 

STMISTS are recently developed experimental tools for observing the electronic 
structure with atomic resolutions and are members of the scanning probe microscope 
category. In the STM experiment, a tip is scanned on the surface of material by fiiing 
the electric current which flows from the tip to the surface, in which the atomic 
resolution of the surface is observed as a function of the controlled height of the tip 
(constant current mode). In the STS experiment, on the other hand, when the bias 
voltage between tip and the surface, V, is changed by fixing the tip at a specified 
location, we get a tunnelling current I as a function of the bias voltage 

where p(r,E) is the local density of states at position r with the energy E. The 
differential conductance dl1dV is relevant to p(r,E) which can be compared with 
theoretical calculations. Thus we can see the position of an atom by STM and its local 
electronic structure by STS, which is a standard technique for STMISTS experiment. 

Graphite is used very often as a standard sample for an STM experiment, because 
the surfaces of graphene layers are flat and the electronic structure of graphite is well 
established. Because of the ABAB stacking of the graphene layers in graphite, the 
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Fermi energy consists of the Bloch function of the B atom, where the B atom does not 
have a carbon atom in the nearest neighbor layers in the direction perpendicular to 
the graphene plane. As a result, the STM images are obtained as a triangular lattice 
which consists of only B atoms in the surface. 

In carbon nanotubes, STM measurements of a single-wall carbon nanotube 
provide a direct measurement of the chirality (n,m), and STS experiments for the 
observed nanotube [52,53] show evidence that a metallic or semiconducting nanotube 
occurs, respectively, when n - m = 3 or when n - m # 3 for (np) nanotubes. STS also 
shows that the energy gap of semiconducting nanotubes is inversely proportional to 
the diameter [43]. A pentagonal ring becomes a topological defect in a graphitic cone 
whose STM images show a f i x 8  superstructure relative to the original graphite 
lattice structure [54]. Kobayashi has shown by the calculation of STM images that the 
mixing of the molecular orbitals of A and B sites at the topological defect causes this 
superstructure [55]. 

A single impurity of a fluorine atom on a graphite cluster is observed by STM 
experiments in which the electronic structure of IC bonds are modified locally around 
the fluorine atom. The STM images show that the R electrons are missing at the 
fluorine site (see the chapter by T. Enoki for more details). When the modifications 
caused by the fluorine atom are localized, the impurity effect on the ballistic conduct- 
ance in carbon nanotubes is significant. A theoretical calculation of the Landauer 
conductance of a single-wall carbon nanotube shows that a single impurity destroys 
one of the two conductance channels of the carbon nanotube at the Fermi energy. 
Here a channel is defined by the sub-band in electronic structure which crosses the 
Fermi energy for the electronic conduction. In this case, the conductance becomes G,,, 
where Go is a quantum of conductance and l/G(, = 12.9 kQ. The conductance is 
quantized in one dimension if there is no scattering in the conductance of a channel. 
However, two fluorine atoms are placed over A and B nearest sites, the two channels 
recover and the conductance becomes 2G, in spite of the two impurities in the 
theoretical calculation [56,57]. Further, when the conductances were calculated for 
many impurity positions, three cases of quantized conductance, 2G,), G,, and 0 were 
obtained depending on the impurity positions. The basic physics comes from the 
absence of back scattering [58] by impurities because of the geometrical phase factor 
of the scattered Bloch wave functions around the Kpoint of the Brillouin zone which 
cancel each other for a time reversal pair of back scattering processes. Here, an 
example of a time reversal pair is k + k, + k2 -+ -k and k 3 -k2+ 4, + -k whose 
total scattering amplitudes are identical to each other but whose phase factors differ 
by z. The time reversal pair is possible only for back scattering processes. This 
geometrical phase factor generated around the degenerate point of the energy 
spectra is known as Berry’s phase [59] and this degeneracy is an essential phenomena 
in the two-dimensional electronic structure of graphite. Thus, we can theoretically 
control the quantum conductance in the graphite or nanotube by putting fluorine 
atoms on the cluster and by changing local electronic structure to sp’ hybridization 
(see details in the review by T. Ando [60]). 
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4 Conclusions 

In conclusion, we have presented an analytical form for a general sp" hybridization in 
which there is a strong correlation between the chemical bonds of an atom for 
elongating the hybridized orbitals, depending on the neighbor atom positions. A 
possible modification from an sp2 to sp3 configuration by fluorine-doping on the 
graphite plane is shown, in which the unpaired spin occurs on the graphitic plane. 
Raman, XPS, and STM/STS are informative techniques to observe the hybridization 
of carbon atoms in various materials and for studying the related solid state physics. 
The science of carbon materials will be directed in the future towards controlled 
hybridization and IC electronic systems to design new structures and functions. By 
combining the dimensionality of the carbon isomers, we can construct new forms of 
carbon with many desirable functions. 
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Chapter 3 

Structural Design and Functions of Carbon Materials 
by Alloying in Atomic and Molecular Scales 

Morinobu Endo, Takuya Hayashi, Yoong Ahm Kim, Hiroaki Ohta and 
Sung Wha Hong 

Faculy of Engineering, Shinshu Universiy, Japan 

Abstract: Carbon alloys with diverse structures, preparation methods and properties, are 
characterized and evaluated specifically from a microscopic point of view, where the structures 
of carbons and graphite are controlled and designed on an atomic scale. These carbon alloys 
have been prepared by doping heteroatoms into the hexagonal networks by diffusion, by 
intercalating into the interlayer space of graphite sheets as well as by turbostratic stacking, in 
addition to co-carbonizations with specific organic precursors. By such alloying methods, both 
the atomic and the electronic structures are modified, resulting in new properties and 
behaviors of the pristine materials. Structural modifications of fullerene and carbon nanotubes 
are also demonstrated. 

Keywords: Doping, Intercalations, Polymer precursors, Fullerenes, Carbon nanotubes. 

1. Introduction 

Heteroatoms are inserted into carbon materials in order to improve their electrical, 
thermal, mechanical and chemical properties. The carbon alloy is studied extensively 
in one form or another in a variety of physical and chemical systems. In many of these 
applications, carbon materials are exposed to a wide range of operating conditions, 
such as concentrated additives to the host carbon materials, to superconductive 
materials, to anti-oxidant additives, to graphitization catalysts, and to improvements 
to the charge-discharge capacities of Li-ion rechargeable batteries. The concept of 
“carbon alloys” is used for almost all host carbons such as graphites, disordered 
carbons, carbon nanotubes and nanofibers, fullerenes, carbon fibers, activated 
carbons and carbon-carbon composites. In this chapter, the concept is focused at 
molecular and atomic levels as shown in Fig. 1. Carbon alloys, with structures design- 
ed on an atomic scale, provide modified atomic structures and modified resultant 
properties, which create and emphasize new functions to the host materials. In this 
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Fig. 1. Scheme for the carbon alloys designed in the microscopic level of molecules and atoms. 

chapter, carbon alloys, whose structures are modified at the atomic level, are 
illustrated and discussed. 

2. Intercalation Compounds 

It has been established that heteroatoms, ions and molecules intercalate between the 
hexagonal layers of carbons and graphites. The intercalation of heteroatoms into the 
carbon materials is the process forming graphite intercalation compounds (GICs). 
GIC is a typical carbon alloys designed at the nanometer level, in which the structure 
and properties are drastically changed from the pristine carbon and graphite by 
intercalation. Figure 2 shows structural models for graphite intercalation compounds 
where the layered structure of the host graphite is maintained. Many atoms and 
compounds are intercalated into well-ordered graphite and even into some quite 
disordered carbon materials. Recently, carbonaceous and graphite materials doped 
with such heteroatoms as boron and phosphorus have been suggested for applications 
as anodes in Li-ion rechargeable batteries (LIB) [1,2], in which the charge and 
discharge efficiency as well as the capacity can be improved [3,4]. Lithium ions (Li+) 
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1 st stage 2nd stage 

Fig. 2. Structural models for the graphite intercalation compound (Li-GIC first- and second-stage 
compound). 

are intercalated and stored between the hexagonal networks of the carbon atoms, 
which can reversibly absorb and release the lithium ions at low electrochemical 
potentials. These electrochemical properties such as charge and discharge capacity 
are improved in the doped graphite system compared with pristine graphite, and are 
expected to have practical applications in high capacity LIB [4]. This is an interesting 
aspect of carbon alloys not only from the scientific point of view but also from 
application viewpoints. 

Because of the weak van der Waals interlayer forces associated with the sp2 
bonding in graphite, anisotropically layered graphite-based intercalated compounds 
can, in principal, be synthesized. In the donor type GICs, mobile electrons are 
transferred from the donor type intercalate species (such as a layer of the alkali metal 
of potassium) into the graphite layers, thereby raising the Fermi level and increasing 
the electron concentration by two or three orders of magnitude. Leaving the inter- 
calated layer positively charged, in part, results in lowering the mobility of conduction 
carriers in adjacent carbon layers by one order of magnitude. Conversely, for acceptor 
type GICs, conduction holes are generated by charge transfer by the intercalated 
species (which are usually molecules), and this results in a lowering of Fermi levels. 
Thus, enhanced electrical conduction in both types of GICs occurs predominantly in 
the graphene layers as a result of charge transfer. The electrical conduction between 
adjacent graphene layers (i.e., c-axis conduction) is much lower in acceptor com- 
pounds (especially in compounds where the graphene layer separation is relatively 
large) than in donor compounds. 

Structures of intercalates (host materials) essentially control the formation of 
GICs and resultant properties. The structure of the carbon to be intercalated must be 
considered and so parent materials are of crucial importance. As is well established, 
chemical and physical structures of parent organic materials affect structures of 
resultant carbons and graphites via carbonization ( e  1500°C) and graphitization 
(2500-3000°C) processes by heat treatment. These have been intensively studied as 
graphitizable (soft) and non-graphitizable (hard) carbons. For soft and hard carbons, 
of equal heat treatment temperature, microstructures and intercalation phenomena 
are very different. Both types of carbon have been used as anode materials for LIB, 
and have different battery performances because of differences in GIC formation. 
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3 Insertion of Li Ions into the Disordered Carbon Materials 

Non-graphitizable, disordered or glassy carbons, also called hard carbons, are 
produced by heat treatment of polymer resins and isotropic pitches. The glassy 
carbons referred to as a family of disordered amorphous carbon materials are 
characterized by broad profiles of 002 X-ray diffractions, although the basic structural 
units are known to be small carbon layers with hexagonally arranged carbon atoms. 
They have no three-dimensional A.B.A.B. stacking of graphene layers. They have a 
turbostratic structure consisting of small segments of defective carbon networks with 
relatively larger interlayer spacing of about 0.34 nm rather than the 0.3354 nm of 
graphite. 

Because of the disordered nature of glassy carbons, their physical and chemical 
properties, especially electrochemical, are quite different from well-ordered graphite 
materials. The schematic model for the lithium insertion into a polyparaphenylene 
(PPP)-based carbon, that is a LiC, model, is shown in Fig. 3a. A side view of the LiC, 
model suggests that density of Li ions in PPP-based carbons is higher than that of LiC, 
(Fig. 3b). Endo et al. have extensively studied the electrochemical lithium insertion 
into PPP-based disordered carbons using NMR [5] and in-situ Raman spectroscopy 
[6]. The PPP-based carbon, heat treatment temperature 700"C, has a Li storage 

LiC, LiC, 

Fig. 3. A schematic model (LiC,) for lithium insertion into the PPP-based carbons (a) and side view of a LE,, 
model is shown on the left while side view of LiC, model is shown on the right (b). 
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Fig. 4. The voltage dependence for the high frequency Raman modes of the PPP-based carbon anode in the 
lithium-ion battexy. Heat treatment at 700°C and curves were obtained by fits to a Lorentzian line shape. 

capacity of LiC,, which is three times higher than in graphite (LE,). The voltage 
dependence of the high frequency Raman modes of the PPP-based carbon, heat 
treatment temperature 7OO0C, for electrochemical insertion of Li ions is shown in Fig. 
4 [6]. Lithium is taken up at a preferred binding site in PPP-based carbons in the high 
voltage range (2.8-1.0 V), denoted by Zone I, while Li insertion and release in the 
PPP-based carbon are accompanied by a shift of the peak wave number to the lower 
voltage range (1-0.04 V), denoted by Zone 11. Raman results on PPP-based carbons 
suggest a charge transfer effect, following introduction of Li+ ions, even in such a 
disordered material. Other kinds of disordered carbon show no change in Raman 
peaks. Raman experiments in highly ordered graphite exhibit a distinct peak change 
based upon the stage phenomena. The intensity changes of the Raman bands 
observed in PPP-based carbon correlate with the electrical conductivity associated 
with the lithium insertion and release. Inaba et al. reported an in situ Raman study on 
MCMB heat-treated at around lOOO"C, and showed no change in 1580 cm-' Raman 
peak [7]. These different results indicate that these charge and discharge mechanisms 
taking place especially in low temperature carbons, with super high Li storage 
capacity, differ carbon to carbon, being dependent upon the detail of structure within 
these carbons. 

The above results are consistent with NMR studies of charge and discharge 
processes [5]. The lithium atoms in PPP-based carbon must occupy two different sites 
corresponding to bands A and B. Band C can be assigned to the by-product lithium 
carbonate. Band A has a Gaussian line shape with a chemical shift of 9.85 ppm and a 
half width of 11.6 ppm. Band B has a Lorentzian line shape with a chemical shift of 
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Fig. 5. A schematic model for the insertion of lithium into the internal surfaces of nanopores formed by 
single, bi- and tri-layer graphene sheets in glassy carbon materials. 

-0.62 ppm and a half width of 8.9 ppm. The nature of band A can be understood from 
the doping of a lithium ion by PPP-based carbons. This is accompanied by electron 
occupation in the lowest unoccupied molecular orbital (LUMO) and gives rise to 
radical formation. The Gaussian line shape of band A is consistent with the ionic 
mechanism, where 7Li nuclei are fixed and inhomogeneous broadening determines 
the line shape. Namely, site A can be considered as an ionic or GIC site. On the other 
hand, band B may result from the existence of molecular Li, in the PPP-based carbon. 
A small chemical shift for band B is consistent with a Li, molecule model. This model 
is also consistent with a Lorentzian line shape. As a result, this site is called a 
“covalent” site to be distinguished from the ionic site. Both lithium sites are 
schematically demonstrated in Fig. 3b. 

The large Li storage capacity as LiC, in the PPP-based carbon is largely due to the 
formation of small flat pre-graphitic clusters with small diameters of several 
nanometres. The insertion of lithium into the disordered carbons obtained from a 
petroleum pitch [8], epoxy Novolac resin [9], and polyfurfuryl alcohol [lo] has been 
extensively studied by measuring the voltage profiles for charging and discharging of 
Li ions, aiming for development of high capacity LIB. The voltage profiles of the 
glassy or disorder carbons show characteristic low voltage plateaux with relatively 
high charge4ischarge capacities. 

The storage sites of Li+ ions with higher densities than in first-stage Li remain to be 
elucidated. Another model in which lithium is inserted and stored in the specific 
nanopores or surfaces of single layer graphene sheets [11,12] has been put forward, 
and is as shown schematically in Fig. 5. In disordered carbons, three types of Li 
storage mechanisms could be occurring depending upon the defective small carbon 
network structure. 

4 Substitution of Heteroatoms 

Many heteroatoms and molecules can be intercalated between the layers and or can 
reside at the edges of carbon “grains” and near to inter-cluster vacancies. However, 
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Fig. 6. A schematic model for (a) undoped and (b) boron-substituted graphene sheet. Side view of the 
graphene at the left is the undoped sheet, and at the right is the boron-doped sheet that has an apex angle of 

164". 

such heteroatoms as boron (B) and nitrogen (N) can occupy carbon lattice sites 
substitutionally. In disordered carbons, nitrogen atoms have sp3 bonding. Boron (B) 
atoms can substitute carbon atoms in the hexagonal basal planes of graphite to an 
extent of less than 2.5-3.0 at% [20]. The substituted boron atoms behave as an 
anti-oxidant, a graphitization catalyst and improve the charge-discharge capacity for 
Li-ion rechargeable batteries [ 13-18]. A schematic model for the boron-substituted 
graphene sheet based on the structure analysis obtained by STM of HOPG (highly 
oriented pyrolytic graphite) and calculated model is shown in Fig. 6, to be compared 
with that of pristine graphite sheet [19]. At a B-doped lattice site an electron is 
localized and an emphasized atomic image can be observed in the specific trigonal 
lattice of an STM image. Boron doping of graphitizable carbons can reach 2.5 at% 
[20] with electronic [19,21] as well as electrochemical changes [1,2]. 

Oxidation is a serious problem for carbon-carbon composites above 400"C, so 
limiting applications at high temperatures. It is established that substituted boron 
significantly improves the anti-oxidation behavior of a carbon-carbon composite 
[ 17,221. Jones and Thrower proposed three possible mechanisms to explain the role of 
boron as an anti-oxidant of graphite [17]. 

Physical blockage of the surface active sites by a B,03 barrier layer formed on 
the surface during oxidation. 
Chemical inhibition via electron transfer between carbon and substitutional 
boron atoms on the internal graphite lattice sites, which increases the activa- 
tion energy for the C-0, reaction. 

3. Boron doping results in the improvement of graphite crystallinity, and thus 
decreases in the total number of accessible active surface sites for oxygen. 

1. 

2. 
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Both chemical features and electronic structures can be modified by B-doping. Boron 
doping has been reported for mesocarbon microbeads (MCMBs) [l]  and carbon 
fibers [2], heat treatment temperature > 1800"C, by using metallic boron as a dopant, 
extents of substitution increasing with increasing HTT. An effect of boron doping is to 
accelerate the graphitization of carbon materials for HTT of 1800-2500°C. Electro- 
chemical lithium intercalation takes place at a higher potential in boron-doped 
graphite than in undoped carbons presumably because the substitutional boron acts 
as an electron acceptor in the carbons and changes the electronic structure especially 
of Highest Occupied Molecular Orbital (HOMO) [23]. The interlayer spacing 
distances (doo2) as a function of heat treatment temperature and charge-discharge 
profiles for doped and undoped MCMBs heat treated at 2000°C are compared in 
Figs. 7a and b [1,2]. 
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Fig. 7. The interlayer spacing distances (dWJ as a function of heat treatment temperatures (a) and 
charge-discharge profiles for doped and undoped MCMBs heat treated at 2000°C (b). First and second 

cycles are indicated in (b). 
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The carbon alloys obtained by doping with B, N and possibly with Si and P may 
modify the electronic, chemical and physical properties of graphene layers. Doping is 
one promising approach for alloying carbons, one which may widen applications of 
graphite and carbons. 

5 Metal-doped Fullerenes 

Fullerene-containing soot is synthesized using an arc discharge between graphite 
electrodes in approximately 200 torr of helium gas [24]. The soot contains about 13 
wt% of C,,, and 2% C,,,. Doping is used to modify the electronic properties of the 
fullerene molecule and bulk crystals. Metal-doped fullerene, mainly endohedral 
doping, is where rare earth metals such as La, Y and Sc enter the interior of such cage 
molecules such as C,,,, C,, and C,, [25]. The substitution of a heteroatom such as 
boron for a carbon atom on the cage molecule has also been known [26]. Exohedrul 
doping, also called intercalation with doped species located between the cage molec- 
ules, is the most common method for doping fullerenes. Electrical conductivity of 
fullerenes increases considerably with exohedral doping [27] as in GIC. Alkali metals 
such as Li, Na, K, Rb, and Cs have been used as exohedral dopants for C,, crystalline 
solids. Structural models for endohedral and exohedral doping into the fullerenes are 
shown in Fig. 8. The most interesting electric property of the metal-doped fullerenes 
is the high temperature superconductivity at about 40 K [28]. Fullerenes doped with 
Cs at 40 K [29], Rb at 29 K [30], and K at 18 K [31] show superconductivity. Metal- 

Fig. 8. The model structures for (a) endohedral and (b exohedral doping into the fullerenes. 



50 Chapter 3 

doping causes the lattice constant of the host crystals, based on C60, to increase, the 
ChO,-ChO coupling to decrease, and the electronic bandwidth derived from the LUMO 
level to narrow, and thereby the corresponding electronic density of states to increase. 
The strong dependence of the superconducting transition temperature T, for various 
metal (M) compounds such as M,C,, and M,-xM,C,, on the lattice constant has been 
studied [31]. Enhancement in electrical conductivity and occurrence of super- 
conductivity takes place by charge transfer phenomena after exohedral doping, very 
similar to the occurrence of superconductivity in GICs such as C,CsBi,,, (4.05 K). 

6 Metal-doped Carbon Nanotubes 

The electrical resistivity of carbon nanotubes and fullerenes can be significantly 
improved by metal doping. Metal-doped carbon nanotubes can also be synthesized by 
a laser ablation method. Figure 9 shows the schematic model for a metal-doped 
carbon nanotube rope. Thess et al. report [32-341 that Ni/Co-doped carbon elect- 
rodes form bundles of single-walled carbon nanotube (SWCNT) through the laser 
ablation method, resembling a rope-like nanotube bundle. The electrical resistivity of 
the rope-like tube is 0 . 3 4 ~  lo4 Qcm at 300 K, showing metallic behavior in the 
temperature dependence. It has an electron transport property of a nano-scale 
quantum wire at low temperatures. Doping with K or Br, brings about important 
changes in the overall resistivity-temperature behavior. Figure 10 the variation of 
resistivity with temperature for doped bulk SWNT samples [34]. After doping, the 
resistivity exhibits a more metallic behavior as observed in GICs. 
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Fig. 9. A schematic model of the metal-doped carbon nanotube. 
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(h)after doping with 
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Fig. 10. Resistivityversus temperature for a bulk SWCNT sample [3]: (a) Pristine material; (b) after doping 
with potassium at 473 K, (c) after heating in the cryostatvacuum to 580 Kovernight; (d) after 3 hat 580 K. 

An ambitious approach, unique to SWNTs, would be to exploit the quantum 
phenomena observed at very low temperatures; doping-induced shifts in conductance 
peaks versus voltage should be directly related to the shift in Fermi energy of the 
tubes. 

Another type of alloying of carbon nanotubes is doping by nitrogen atoms. This will 
change the electronic structure of carbon nanotubes to metallic so suggesting further 
applications. N-doped carbon nanotubes are prepared by several methods. One 
method is the pyrolysis of a solid organic precursor such as melamine using ferrocene 
as a catalyst [35]. SEM images of N-doped (CN,) nanotubes obtained by the pyrolysis 
of solid organic precursor are shown in Fig. 11. The SEM images show well-aligned 
tubes. HRTEM images (Fig. 12a) show the bamboo-shaped morphology of CN, 
tubes. The above SEM and HRTEM images suggest the schematic model of CN, 
tubes as shown in Fig. 12b. Another method for preparing the CN, nanotube is by 
spray pyrolysis [36,37]. 

Carbon nanotubes can be fluorinated as reported for carbon fibers [38,39]. The 
electronic state is that of a semiconductor [38,39] being dependent on the type of C-F 
bonding (covalent or ionic) and the location of the fluorine atoms within the carbon. 
The lubrication properties of fluorinated nanotubes and of nanofibers are better than 
for other CF, systems. In Fig. 13, TEM images of fluorinated nanotubes at different 
resolutions are shown. These images show that the morphology of the fluorine- 
containing fibers is amorphous and defective and that this is caused by the presence of 
fluorine atoms within the graphene layers. This is very similar to that observed in bulk 
(CF), [40]. The proposed model for ideal fluorination of a nanotube is shown in Fig. 
14. In this model, the stoichiometry is CF,, but in the fluorinated nanotubes it is 
estimated, from the EELS spectra, that their fluorine content was ca. 1-8 at% [41]. It 
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Fig. 11. SEM images of CN, nanotubes at different resolutions. 

Fig. 12. TEM image (a) and schematic model (b) of CN, tube. Bamboo shape morphology is clearly found in 
the image. 
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Fig. 13. TEM images of fluorinated carbon nanotubes at different resolutions. Disordered layer structure 
can be found. 

Fig. 14. Simulated model of CF, nanotube. 
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was also found that electron beam irradiation heating of fluorinated nanotubes, using 
UHVTEM, enhances the dissociation of fluorine atoms from the carbon network, 
resulting in the recovery of the layered structure of the undoped carbon nanotubes 
[41,42]. 

7 Conclusions 

Research into carbon alloys by designing the structure at the both atomic and 
molecular levels for carbon nanotubes, fullerenes, fibers, glassy carbons, single crystal 
graphites and related materials, is still at an early stage in science and in practical 
application. Reaction mechanisms for alloying need further elucidation. However, 
carbon alloys may have important and promising industrial applications such as in 
electrical and electronic devices, space technologies, batteries and bioengineering. 
Large-scale production of carbon alloys is also an important target for the carbon 
industries. The nano-scale structure of carbon materials and their alloys may be a key 
factor to control and to design the physical and chemical properties of innovative 
applications of carbons, graphites and related materials 
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Chapter 4 

Surface and Hidden Surface-controlled Carbon Alloys 

Katsumi Kaneko 

Department of Chemistiy, Faculty of Science, Chiba Universiq, Inage, Chiba 263-8522, Japan 

Abstract: The importance is emphasized of a new concept called a “hidden surface” to describe 
porosity in carbons; the necessity for this concept of a hidden surface is supported by molecular 
potential theory. Approaches to methods of alloying porous carbons and the merits of alloyed 
porous carbons are described. The alloying of hidden surfaces can be brought about by (a) 
introduction of mixed valencies into carbons, (b) doping by foreign atoms or clusters, (c) 
development of specific porosities, and (d) the tailoring of hidden surfaces with clusters and 
ultrafine particles. Space-alloying in porosity is further discussed in terms of alloying-induced 
pore space, control of pore space functions by alloying, and nanogeometry-controlled growth 
of foreign compounds. Several examples of alloyed porous carbons possessing new functions 
and properties are described. 

Keywords: Micropore, Mesopore, Gas adsorption, Molecular potential calculation, Alloyed 
porous carbon. 

1 Importance ofHidden Surfaces and Confined Spaces in Carbon Materials 

Solid surfaces are never completely flat. Even the surface of a single crystalline solid 
has some roughness due to an irregular arrangement of the surface atoms. Solid 
surfaces have a roughness factor stemming from surface voids and pores. Although 
there is no rigorous distinction between surface voids and pores, the term “pore” is 
used for a void whose depth is larger than molecular sizes. Pores are classified into 
micropores (w < 2 nm), mesopores (2 nm c w < 50 nm), and macropores (w > 50 
nm) according to IUPAC [l]. Here w is the pore width which is the slit width for 
slit-shaped pores or the diameter of cylindrical pores. Here this new concept of the 
hidden surface is used to stress differences from the concepts of established surface 
science. Pore-wall surfaces are called the hidden surfaces because they cannot be 
elucidated by ordinary surface-science investigative tools and because they have 
unique properties quite different from those of external surfaces. 

Solid materials have a cohesive structure which depends on the interaction 
between primary particles. The cohesive structure leads indispensably to void spaces 
which are not occupied by such composite particles as atoms, ions, and fine particles. 
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Consequently, such voids or pores intensively depend on the cohesive forces. For 
carbons, diamond has very strong covalent sp3-sp3 bonding, while graphite has both 
conjugated (sp2-sp2) bonding in the graphene sheet and the weak inter-graphene 
sheet interactions which approximate to van der Waals interactions. The van der 
Waals interaction is associated with the interacting area. The inter-graphene sheet 
distance becomes larger with decreasing graphene sheet size. Thus, the pore structure 
depends on fundamental chemical bonding structures. 

Carbon materials are classified into crystalline and less-crystalline materials. 
Graphite and diamond are representatives of well-crystalline (single crystal) carbon 
materials. Graphite is composed of stacked graphene sheets with the interlayer 
spacing almost coinciding with the thickness of the graphene sheet, owing to the 
above-mentioned bonding state. Consequently, graphite has no effective space 
between the graphene sheets for acceptance of foreign atoms and molecules. 
However, appropriate conditions produce what are called “intercalation 
compounds”. Atoms such as potassium atoms can be inserted between the graphene 
sheets. Thus, even graphite can have latent spaces in its structure. For diamond, the 
interatomic covalent bond is too strong to accept foreign atoms to form a new 
compound. Activated carbon is a representative porous solid. The fundamental 
structure is noncrystalline, and is composed of imperfect nanographitic units (these 
are designated “nanographites” here) with inter-nanographite-linkages of the sp3-sp3 
bonding nature to form the pore walls. The chemical bonding state of activated 
carbon is a mixed state of graphite and diamond. There is an abundance of pore space 
between pore walls. The surface areas of the pore walls and the external surface of 
activated carbon sample can be determined by nitrogen adsorption at 77 K with the 
aid of the subtracting pore effect (SPE) method [2,3]; this method will be described 
later. The surface area of pore walls of activated carbon is > 1000 m2 g-’, whereas that 
of the external surface is less than -50 m’ g-I. Therefore, the pore spaces or intrapore 
surfaces are predominant compared with the external surface. Is there any difference 
between the hidden surfaces in the pore and external surfaces of carbon materials? 
Although the structures of actual activated carbons have a complexity inherent to the 
higher order structure of the precursor, the nano-level structure can be approximated 
by the basal plane of the graphite. 

1.1 Differences between Hidden and External Sur$aces based on Mokcular Potential 
17seory 

An explicit distinction for the hidden and external surfaces can be derived for the 
basal piane model using the following molecular potential theory. Two model cases 
will be shown: one is a graphite-slit pore model and the other is a single-wall nanotube 
open pore model. The graphite-slit pore model has been applied to activated carbon 
to explain the molecular adsorption properties. The latter model is applied to the 
single-wall carbon nanotube and single-wall carbon nanohorn. 
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The interaction of a molecule with the graphitic slit pore of the micropore model of 
activated carbon is expressed by use of the Lennard-Jones (JJ) potential and Steele 
potential. The interaction between a molecule and a surface atom as a function @(r) 
of the distance r between them can be expressed by the LJ potential 

where E, and 0, are the well depth and effective diameter for the molecule-graphitic 
carbon atom. These cross parameters are calculated according to the Lorentz- 
Berthelot rules, E, = (qS E ~ ) " ~ ;  0, = (0% + 0,)/2. Here, (qS, E,,) and (off, E ~ )  are the 
Lennard-Jones parameters for a surface atom and a molecule, respectively. The 
interaction potential @(z) for a molecule and a single graphite slab is given by the 
Steele 10-4-3 potential [4] 

@(z) = 2~p, &sf 0,:A{(2/5)(0,,h?)'" - ( o , ~ / z ) ~  - 0,: / [3A(0.61A + z)']} (2)  

where z is the vertical distance of the molecule above the surface, A is the separation 
between graphite layers (= 0.335 nm), pc is the number density of carbon atom in a 
graphite layer (= 114/nm3). As the micropores of activated carbon can be approxi- 
mated by the slit spaces between the predominant basal planes of nanographitic units, 
the whole interaction potential @(z), of a molecule with the micropore of an 
inter-graphite surface distance H can be given by Eq. (3): 

@(z)p = @(z) + @(H - 2) (3) 

Consequently, we can evaluate the potential profile of the molecule adsorbed in the 
graphitic micropore. Here H is not the effective pore width w determined by the 
adsorption experiment. The difference betweenHand w is a function of o,,and otT [5]. 

H - w = 0.85 os, - 0,. (4) 

Figure 1 shows potential profiles of a nitrogen molecule with slit-shaped graphite 
pores of w = 0.5 and 1.2 nm using the one-center approximation. Here, the molecular 
position in Fig. 1 is expressed by a vertical distance z from the central plane between 
two pore-wall surfaces. The potential minimum for the flat surface is 1100 K, while 
the minima for w = 0.5 nm and 1.2 nm are 2250 K and 1200 K, respectively. The 
overlapping of the interaction potential from the opposite pore walls gives rise to a 
greater potential minimum for the slit pore. Also, the interaction potential profile for 
thew = O S  nm indicates that there are no sites localized on the pore-wall surface. The 
bottom of the potential profile is almost flat near the central position (z = 0) of the 
pore. On the other hand, the potential profile of w = 1.2 nm has distinct double 
minima on the pore-wall surface. Although the potential depth of w = 1.2 nm is 
greater than that of the flat surface, the potential profile indicates the localization of 
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nitrogen molecules on the pore walls. Accordingly, the potential profile of w = 0.5 nm 
is unique and it is indicative of the importance of the space concept inherent to the 
very narrow pores (ultra-micropores). The potential profile of the pore of w = 0.4 nm 
has the repulsive effect. The potential minimum of w = 0.4 nm is higher than that of w 
= 0.5 nm. Thus, the flat surface and the pore surface must be distinguished from the 
molecular potential theory. Also the external surface must be divided into the basal 
plane and the edge surface of actual graphite crystals. The molecule-surface inter- 
action on the edge surface is different from that on the basal plane even without the 
presence of surface functional groups. The ideal structure of edge surfaces of graphite 
crystals should be surface terminated with hydrogen atoms, being completely 
different from the basal plane of the graphite. Fujita et al. [6] classified two types of 
the carbon+zwbon structures at the edges of a graphene sheet as “armchair” and 
“zigzag” arrangements; the electronic structure sensitively depends on the structure. 
However, only differences between external and hidden basal planes will be discussed 
here. 

For single-wall carbon nanotubes, the following equation for the molecule-pore 
wall interaction is used for calculation of the interaction potential profile [7]. 

Interaction potentials are evaluated below for molecules inside and outside a pore 
wall made of n-graphene rolled sheets by replacing the sum over atoms in each 
cylindrical shell by an integral. One will be left with a sum over shells of radii a,, a,, a2, 
..., with a, = a, + n X 0.34 [nm]. Thus 

where pc is the two-dimensional density of carbon and r is the distance of the 
adsorbate molecule from the axis of the cylinder and z’ is the distance parallel to the 
pore axis. + is the angle between a,, and r. Equation (5)  can be written as 
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where 

(rn = 3 or 6) and$ 
- 2n 

Z, = Jd~jj 
-m 

(, (zj2 +a,: + R * - 2a, R cos 9)”’ (7) 

This integral can be expressed by a hypergeometric function using R and u,~. Here, R is 
the distance of the molecule from the center of the tube. Then the Steele smooth 
function for a molecule inside and outside the cylindrical pore can be analytically 
calculated. The detailed calculation procedures are reported elsewhere [8]. 

The interaction profiles of a nitrogen molecule with a nanotube of interatomic 
diameter H = 2 nm were calculated. The potential minimum inside the tube (1250 K) 
is deeper than that of the external position by more than 300 K. Thus, the difference 
of the molecule-pore wall interaction between the external and intrapore 
configurations is remarkable, compared with the slit-shaped pore of H = 2 nm (see 
Fig. 1). Hence, it is important to distinguish between the molecular states in the 
intrapore-space and on the external surface for molecular processes on the 
nano-order structures. This important feature on the inside and outside of pores can 
be extended to the macroscopic level. The Kelvin equation describes the dependence 
of the sign of the curvature of the surface of the condensate on the vapor pressure 
change of the condensate [9]. 

We need to introduce the concept of the hidden surface in order to stress the 
different nature of the pore-walls. In particular, the pores of nanometre ranges such 
as micropores and small mesopores require the concept of the hidden surface. Why 
do we use the term “hidden surface”? There are various kinds of advanced tools for 
surface science analyses using electrons such as X-ray photoelectron spectroscopy 
XPS, and scanning tunnelling microscopy STM. Unfortunately, these powerful 
surface science tools cannot be applied to elucidation of pore-wall structures and 
nano-order atomic or molecular systems in pores. Namely, the pore-wall structure 
and atomic or molecular system in pores are hidden from these surface science tools. 
Appropriate research methods to study hidden pore-wall structures and molecular 
systems confined in the pore need to be developed. 

1.2 Confinement of Molecules in Carbon Micropore Spaces 

The concept of a confined carbon space is important. A graphite slit-like pore of w I 1 
nm has a deep potential well, as described above. Kaneko et al. elucidated the special 
function of such pores for molecules and atoms with in situ X-ray diffraction, in situ 
small angle X-ray scattering, low temperature magnetic susceptibility measurement, 
high resolution adsorption measurement, heats of adsorption measurements, and 
computer simulation using activated carbon fiber (ACF). ACFs have uniform 
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micropores. It is to be noted that pitch-based ACFs have fewer surface functional 
groups and ACFs of different w values are available. Typical examples of the 
confinement effect of molecules in the micropores of ACFs are given in the following. 

The adsorption energy of a helium atom for the first layer with a graphite surface is 
108 K (the energy is expressed in Kelvin) and even that of the second layer is 19 K, 
both of which are much greater than 4.2 K. Therefore, an enhanced bilayer 
adsorption occurs even on the graphite surface and carbon black at 4.2 K. Steele 
proposed a theoretical mechanism of enhanced bilayer adsorption [lo]. This 
enhanced bilayer adsorption is particularly relevant for adsorption in carbon 
micropores at 4.2 K. This prediction is supported by the formation of a high density 
structure and marked uptake from an extremely low relative pressure PIP,, [11,12]. A 
clear difference between the helium adsorption isotherm at 4.2 K and the nitrogen 
adsorption isotherm at 77 K of an ACF is observed; amounts of helium adsorption in 
the extremely low Pip,, range (<lo”) are much greater than those of nitrogen 
adsorption, indicating the presence of the enhanced bilayer adsorption of helium. 

The critical and boiling temperatures of xenon are 289.6 K and 165.9 K at 101.32 
kPa, respectively. The size of a spherical xenon molecule is 0.396 nm and the Xe-Xe 
interaction energy is 217 K, which is slightly smaller than the thermal energy at 
ambient temperature. Also the formation of xenon dimers of 0.2% was observed in 
the gas phase of 13 kPa at 190 K [13]. If we adsorb xenon atoms in carbon micropores, 
a considerable number of xenon dimers or clusters should be produced even near 
ambient temperature. As vapor can be coexistent with liquid, molecules in the vapor 
phase are associated with each other on the solid surface to induce a predominant 
physical adsorption. On the other hand, the intermolecular interaction of the super- 
critical gas is weaker than that of the liquid and thereby the formation of an adsorbed 
layer for the supercritical gas is quite difficult. The adsorption isotherm of super- 
critical xenon on ACF at 300 K is “Langmurian” and extents of xenon adsorption are 
high regardless of the supercritical conditions, suggesting a special intermolecular 
interaction of xenon molecules such as the dimer and cluster formation. The 
simulated adsorption of supercritical xenon in a graphite slit at 300 K by the grand 
canonical Monte Carlo (GCMC) simulation is quite close to the observed isotherm. 
The cluster analysis of snapshots obtained by the GCMC simulation shows the 
presence of highly concentrated xenon clusters, which cannot be deduced from the 
bulk phase at 300 K. The calculated radial distribution functions from the snapshots 
for xenon molecules in the micropore of w = 1.0 nm at 76 kPa and 300 K give possible 
geometrical structures of the clusters; the association number of the clusters is widely 
distributed as twelve and triangle-based cluster structures are suggested [14]. If this 
cluster formation can be controlled, then supercritical xenon can be more efficiently 
adsorbed due to transformation from a supercritical gas to a vapor. 

The critical temperature of NO is 180 K and hence it is quite difficult to adsorb 
supercritical NO at ambient temperatures. NO is a paramagnetic molecule and NO 
molecules form dimers in the condensed phase at low temperatures [15]. If this 
dimerization is enhanced with the aid of magnetic interactions, then NO should lose 
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its supercritical nature even at room temperature. The concentration of the NO 
dimers was determined for NO adsorbed in micropores of ACF by using magnetic 
susceptibility, because the NO monomer is paramagnetic and both the NO dimer and 
the ACF show diamagnetism. The magnetic susceptibility measurements determined 
the equilibrium constant Kd for the following dimerization reaction: 

2 N 0  = (NO), (8) 

The Kd of NO adsorbed on pure ACF was determined at different temperatures, even 
though amounts of NO adsorption on pure ACF correspond to less than 0.2 of the 
fractional filling. The linear van 't Hoff plots of the Kd for the dimerization equili- 
brium lead the enthalpy of the NO dimer formation AHd from the slope of the linear 
plot. The AHd values obtained are in the range of 22 to 25 kJ mol-', being greater than 
that of the bulk phase by more than 10 kJ mol-'. The NO dimers are stabilized in the 
micropores. The dimer concentration at 303 K is in the range of 92 to 98%. Thus, 
highly concentrated NO dimers are formed in the carbon micropores even at 303 K, 
although NO molecules are dimerized on the graphite surface at low temperature. 

An alcohol molecule has both a hydroxyl and alkyl group and thereby the balance 
between inter-alkyl chain interaction and hydrogen bonding should be important in 
the adsorbed layer structure in micropores. The structures of alcohol molecules in 
carbon micropores were studied by adsorbed density and electron radial distribution 
function (ERDF) analyses of X-ray diffraction patterns [18-201. The adsorbed 
densities from the micropore volume and the saturated adsorption of alcohol are 
summarized in Table 1. The bulk liquid and solid densities for alcohol are also shown 
in Table 1 for comparison. At the same time results using water are shown for 
comparison purposes. The adsorbed density of alcohol in micropores w = 0.7 nm is 
smaller than the bulk liquid density, whereas that of w = 1.0 nm is close to the bulk 
solid density. Accordingly, the adsorbed density data strongly suggest that the 
molecular structures of alcohol in micropores of w = 0.7 are less ordered than those 
of w = 1.0 nm and only molecular assemblies in micropores of w = 1.0 nm should be 
highly ordered. This prediction, however, does not agree with results from the ERDF 

Table 1 

Adsorbed density of alcohol and water in carbon micropores at 303 K (density unit: g/cm3) 

w = 0.7 nm w = 1.1 nm Liquid Solid 

Methanol 0.70 1 .oo 0.79 0.98(113 K) 
Ethanol 0.70 1.10 0.79 1.03(87 K) 
1-Propanol 0.75 0.88 0.79 0.97 
Water 0.86 0.81 0.996 0.92(Ih) 

0.92(1,) 
1 .17(I11) 
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analysis. The ERDFs of methanol, adsorbed in micropores of w = 0.7 nm and w = 1.0 
nm, have peaks at the same positions as bulk liquid methanol. Hence, the inter- 
molecular structure of adsorbed methanol must be similar to liquid methanol. 
However, the amplitude of the adsorbed methanol is much higher than that of liquid 
methanol. The amplitude of methanol in w = 0.7 nm is more predominant than that in 
w = 1.0 nm. Here a greater amplitude of the ERDF peak means a more localization of 
molecules. Also, there is a shoulder on the peak at Y = 4.0 nm, indicating the presence 
of contact orientation with the micropore wall. So, methanol molecules must form a 
highly ordered structure in micropores of w = 0.7 nm rather than w = 1.0 nm. This 
result contradicts the adsorbed density approach. However, the methanol molecules 
cannot fill effectively the highly restricted small space and the adsorbed density data 
do not necessarily contradict the concept of oriented structures. The peak position of 
ERDFs of ethanol and propanol adsorbed in micropores shifts to a smaller distance 
compared with the ERDF of the liquid ethanol and propanol. In particular, the shift 
of w = 0.7 nm is remarkable, indicating the presence of a dense packing structure. 
Also the peak amplitudes of adsorbed ethanol and propanol are much higher than 
those of liquid ethanol and propanol. The ordering limits of adsorbed ethanol and 
propanol are larger than those of liquid alcohol as noted from the damping of the 
amplitude. Therefore, ethanol and propanol both form highly oriented structures in 
the carbon micropores even in micropores of w = 0.7 nm, although the adsorbed 
density is smaller than that of bulk liquid. The ordered structures of alcohol on 
graphite surface at low temperature were studied by Morishige et al. [21]. They found 
that the molecular chain of an alcohol molecule is parallel to the (001) plane of 
graphite and those molecules are hydrogen-bonded to each other. Alcohol molecules 
form similar ordered structures in carbon micropores even at 303 K. This stems from 
the confinement effect due to the deep molecular potential well. Water is not 
adsorbed in graphitic micropores at low P/P,,, but water molecules are adsorbed 
suddenly at the medium P/P(,. In situ X-ray diffraction showed the ordered structure 
formation of water molecules in carbon micropores [22,23]. The ordered structure of 
water molecules in micropores of w = 0.7 nm does not change up to 140 K. Dipolar 
SO, molecules also form a dipole oriented structure in the carbon micropores [24,25]. 

Thus, carbon micropores accelerate formation of ordered structures for 
adsorbates and stabilize them. This confinement effect is the general effect which 
depends on the balance between the molecule-molecule and molecule-pore wall 
interactions. Then, the confinement accelerates pseudo-lattice formation of 
molecules. 

2 Carbon Structure of Superhigh Surface Area 

The theoretical upper limit of surface area for carbonaceous materials is 2630 m2 g-l, 
which is calculated from an infinite single graphene layer. For a single wall carbon 
nanotube, the same upper limit applies. Carbons materials with surface areas greater 
than 2630 m2 g-' must, therefore, have unusual structures. However, X-ray diffraction 
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studies show that activated carbons consist of graphitic units whose stack width and 
stack height are about 2 nm and 1 nm, respectively. These nanographitic units are 
combined with each other to form the highly porous structure. For nanographitic 
units, contributions from edge surfaces, relative to the total surface area cannot be 
neglected and the surface area becomes larger than the limiting value. For example, 
nanographites of a trilayer structure of polyhexagons of carbon number = 56 and 71 
have 3200 and 3100 m’ g-l of the surface area, respectively. Therefore, if these nano- 
graphites are combined with each other to form the micropore wall without seriously 
losing contributions from the edge surface, activated carbon having the surface area 
= 2630 m2 g-’ can be expected [26]. Consequently, the great surface area can give a 
measure for the contribution by edge carbon atoms to molecular adsorption, in 
particular, for activated carbons having high surface areas close to the limiting value. 
An activated carbon having the surface area more than 2630 m2 g-’ is called a 
“super-high” surface area carbon, which is expected to exhibit characteristic physical 
properties [27,28]. At the same time, an overestimation of the surface area of the 
microporous carbon must be corrected. A routine BET analysis often provides an 
overestimation of about 50% for activated carbon whose pore width nearly 
corresponds to the thickness of the trilayer of nitrogen. This is because pores are filled 
in the PIP,, range of 0.05 to 0.3 which is the best range of the validity of the BET 
equation. The enhanced molecule-pore wall interaction in micropores gives rise to 
completion of the monolayer formation below P/Po = Kaneko et al. [2,3,29] 
recommended a siibtractingpore eflect (SPE) method for an accurate evaluation of the 
surface area using the high resolution nitrogen adsorption isotherm over the wide 
P/P(, range from 10-6 to 1. The SPE method uses the slope of the line passing through 
the origin and the amount of adsorption at a, = 0.5 for a,-plot. The SPE surface area 
aSPE is given 

aSPE = 2.14 x (slope of the line) [mg g-’1 (9) 

Here, the amount of nitrogen adsorption is expressed by mg per g-adsorbent (mg g-I). 
According to the SPE method, the enhanced adsorption can be removed from the 
upward swings below and/or above a, = 0.5. Hence, the difference between the SPE 
surface area and 2630 (m2 g-’) can be used as a measure of the edge surface contri- 
bution because the valency state of carbon atoms at the edge of nanographite is 
different from that of the inner carbon in the polyhexagon. The residual valence of the 
edge carbon atom should form an unpaired electron and a stable chemical bond with 
oxygen and hydrogen. Therefore, the SPE surface area may be a method for alloying. 

3 Design of Hidden Surfaces with Alloying 

Carbon materials having micropores and mesopores can be expected to possess 
excellent properties for such processes as adsorption, separation, and catalysis due to 
the inherent structures and natures described above. These functions are 
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indispensable to develop energy saving technologies, a comfortable society, and 
better medical technologies. Accordingly, it is desirable to control and improve the 
properties of carbon materials possessing micropores and mesopores. The concept of 
carbon alloys must be applied to these porous carbons. The alloying of porous 
carbons should be selectively applied to the hidden surfaces, external surfaces, and 
pore spaces. The key procedures for alloying hidden surfaces are as follows: 

3.1 Hidden Sur$ace-Alloying 

(a) Introduction of mixed valences 
A s  the main structure of porous carbon is composed of carbon atoms of sp2 valence, 
the introduction of sp3 or sp valence creates a mixed valence state, which alters the 
physical and chemical properties significantly. For the transition metal oxides, the 
introduction of mixed valence plays a key role in controlling electrical, magnetic, and 
optical properties. 

(b) Doping of foreign atoms or clusters 
Carbon and boron nitride share common allotropes; there are the hexagonal 
graphitic form and the cubic diamond one. However, there is a distinct difference 
between carbon and boron nitride in the nature of the interatomic bonding. Boron 
nitride has a polar character due to the boron-nitrogen bond (-N--B+-), while graph- 
ite and diamond have no polar character in the carbon-carbon bonding. Borek et al. 
[30] prepared a microporous boron nitride. Doping of foreign atoms having different 
valence and electron negativity in the graphitic frame can vary partially the bonding 
character, as shown by boron nitride. The doping of foreign atoms can be selectively 
done on the hidden and external surfaces in order to promote specific functions. 

(e) Development of pore structures 
An increase in surface area of carbon materials is accompanied with an increase in 
numbers of edge carbon atoms. The bonding state of the edge carbon atoms is 
different from that of the carbon atoms within a graphene sheet (see Section 2). Thus, 
activation processes inevitably bring about the alloying effect in carbon materials. If 
polymer precursor containing heteroatoms such as nitrogen are carbonized and 
activated, then heteroatom-imbedded hidden surfaces can be produced. A typical 
example is polyacrylonitrile-based activated carbon which contains nitrogen atoms in 
the carbon frame. 

(d) Tailoring hidden surface with clusters and ultrafine particles 
The graphitic nature of the predominant hidden surfaces is modified by dispersion of 
clusters and ultrafine particles which have properties different from the graphene 
surface. For example, the hydrophobic nature of the graphene surface can be changed 
into hydrophilic one by dispersion with ultrafine silica particles. The clusters and 
ultrafine particles are selectively dispersed on both hidden surfaces and external 
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surfaces. The dispersion of iron oxides in the micropores of ACF can be done as 
follows. The ACF evacuated in vacuo is immersed in the iron salt solution and 
ultrafine iron oxide particles can be formed on the external and hidden surfaces. 
Intensive washing removes the iron oxide particles from the external surface and so 
only hidden surfaces are modified with iron oxide particles. Dispersed iron oxide 
particles on ACF are characterized by FeK-edge XAFS [31]. For selective 
modification with metal oxides of the external surface, organometallic molecules 
whose diameter is greater than the micropore width can be used. Iron acetylacetonate 
C,,H2,0,Fe (diameter = 1.3 nm) is adsorbed on only the external surface of ACF. 
The decomposition of the adsorbed iron acetylacetonate leads to Fe,O, on the 
external surface [32]. This external surface modification enhances NO adsorption. 

3.2 Pore Space-Alloying 

(a) Alloying-induced pore space 
Graphite has no open pores, but intercalation of foreign atoms in graphite produces 
open spaces. However, the intercalated graphite is unstable under the ambient 
conditions except for a special case and it is difficult to produce effective pore spaces 
by intercalation. Hydrogen and alcohol molecules are adsorbed in the micropores 
produced by intercalation between the graphite sheets [33-351. 

(b) Control ofpore space finction with alloying 
Clusters and ultrafine particles are dispersed in pores. This modification procedure 
has been widely adopted to donate new surface functions to activated carbon. This 
control is not explicitly distinguished from the tailoring of hidden surfaces described 
above. In the case of mixed gas adsorption, the coexistent gas can affect the 
adsorption of a predominant component gas due to formation of a type of molecular 
clathrate compound. Water molecules in carbon micropores form an ordered 
structure, as described above. It tends to get guest molecules to form the hydrate 
compound structure [36-381. This is an alloying effect. 

(c) Nanogeomety-controlled growth of foreign compounds 
Activated carbons have slit-shaped micropores, while carbon nanotubes have 
cylindrical micropores. Therefore, if we introduce reagents in micropores to grow a 
compound in situ, the geometry of the prepared compound is regulated by the pore 
geometry, providing the compound is of nanometre size. Hence, nano-order sheets 
and wires may be obtained using the slit-shaped and cylindrical micropores of carbon. 
This synthetic technique is often called template synthesis. This template synthesis 
using pore spaces has another merit. The reactant confined in nano-range pores is 
exposed to the strong molecule-pore interaction potential field, which induces a 
quasi-high pressure effect, described above. Accordingly, template synthesis provides 
new, special modification of the compound which is stable only at high pressure 
regardless of the reaction conditions of the sub-atmospheric pressure. Also the 
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synthetic reaction can be accelerated by the quasi-high pressure effect. There is clear 
evidence for such an acceleration effect for the disproportionation reaction of (NO), 
[ 39,401. 

4 Properties of Hidden Surface- or Pore Space-alloyed Carbons 

4.1 Alloying by introduction of mixed valences 

Activated mesocarbon microbeads (a-MCMB) prepared from mesocarbon 
microbeads (MCMB) with oriented polycyclic aromatic layer structures have large 
surface areas, with structures of mixed sp2 and sp3 valencies. The conjugated sp2 
electrons lead to strong diamagnetism, whereas sp3 dangling bonds of edge carbon 
atoms give paramagnetic properties. Hence, the magnetic susceptibility x at a low 
temperature should be helpful to elucidate the mixed valence state of porous carbons. 
According to the preceding studies, a-MCMB shows spin glass or mictomagnetism. 
The X-T curve with the heating has a maximum at 4.2 K, whereas with cooling 
increases the X-T curve with lowering of temperature. This is a characteristic of spin 
glass, which originates from highly isolated spins. The isolated spins should be mainly 
associated with sp3 dangling bonds. Hence, the systematic examination of the X-T 
relation at a low temperature range is requested for the mixed valence state of 
a-MCMB. However, the preceding a-MCMB was activated by KOH using a stainless 
equipment and thereby it contains slight magnetic impurities such as Fe [27]. Accord- 
ingly it is necessary to prepare a-MCMB by KOH activation using nonmagnetic 
equipment [28]. The a-MCMB was prepared with KOH activation using a platinum 
crucible at 1173 K for 1 h under an air or nitrogen atmosphere as a function of the 
KOH quantity. The KOH activated MCMB is denoted an a-Mx. Herex is the weight 
ratio of KOH to MCMB. The samples after the KOH activation were washed with 
distilled water and 0.1 N HCl to remove the residual KOH and metallic potassium. 

The nitrogen adsorption isotherms of a-MCMB activated using different amounts 
of KOH are basically of Type I, indicating that predominant pores are micropores. 
The adsorption isotherm of a-MCMB other than a-M1 has a vertical jump near P/Po 
= 0 and a wide plateau above P/Pn = 0.4. The wide pressure range isotherm from P/Pn 
= lo4 shows clear differences. The SPE analysis gives the pore structural parameters. 
The surface area increases from 410 to 1470 m2 g-' with the increase of x of 1 to 4, 
while the micropore volume augments from 0.22 to 1.02 ml g-'. The pore width w 
increases from 1.1 to 1.4 nm. Consequently, the amount of KOH controls the 
microporosity nicely. 

Figure 2 shows the x-T curves of a-M2 in the low temperature region. The x values 
increase for the field cooling conditions with decreasing temperature. However, there 
is a maximum at 3.5 K in the zero-field cooling curve. This is the spin glass behavior 
published before [27]. This indicates the presence of magnetically interacted spins, 
which probably are assigned to sp3 electrons. The dangling bonds of sp3 should be 
associated with each other near to the edge of the nanographites. Consequently, the 
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Fig. 2. Temperature dependence of magnetic susceptibility of activated MCMB (a-M2) at low temperature 
range: (0) heating; (0) cooling. 

activated MCMB should have a mixed valence structure of sp2 and sp3. However, a 
spin at the defect in the graphene layer is possible. Contributions bysp2 andsp3 carbon 
atoms must be separated by future research. Relationships between mixed valence 
states and the potential field must also be elucidated further. 

4.2 Foreign Atom- or Cluster-doped Porous Carbons 

4.2.1 Hidden Sueace Fluorinated ACF 

ACF was fluorinated by reaction with fluorine gas of 101 kPa at 373 K after drying by 
Touhara and his colleagues [41]; the fluorinated ACF is denoted as F-ACF. The 
chemical composition of F-ACF was C,,,F from gravimetric measurements and hence 
about one third of the carbon atoms are fluorinated. The XPS spectra of Cls and Fls 
were measured for F-ACF. The Cls of F-ACF had three peaks, which stem from the 
graphitic, (CF),, and (C,F),, (graphite fluoride) structures. The peak position of X P S  
Fls of F-ACF was close to that of C,F,,COONa, being far from that of LiF; the C-F 
bonding is not ionic, but covalent. On the other hand, the shape of nitrogen 
adsorption isotherm of F-ACF was of Type I; fluorination seriously decreases the 
surface area and pore volume, but pore widths do not change significantly. The 
porosity data are given in Table 2. Hence, fluorination partially reduces the high 
order structure of the nanographitic walls to decrease the effective porosity. 
Fluorination brought about a major change in water adsorption. The pristine ACF 
showed the representative Type V isotherm of water which has a steep uptake near 
P/Po = 0.5, whereas no water was adsorbed on F-ACF below P/Po = 0.8 irrespective of 
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Table 2 

Micropore structures of F-alloyed and pristine ACFs 

Samples Surface area Micropore volume Pore width 
(m2M ( m k )  (nm) 

F-ACF 
ACF 

340 
1220 

0.14 
0.51 

0.83 
0.85 

sufficient numbers of micropores and the isotherm had no steep rise even above PIP, 
= 0.8 [4143]. As water molecules cannot be adsorbed in carbon mesopores but in 
micropores [44,45], the fluorination brings about an intensive hydrophobicity. 

4.2.2 Carbon Nanotube with Selectively Fluorinated Hidden Sugace 

Kyotani et al. [46] succeeded in preparing aligned carbon nanotubes by the template 
carbonization technique using anodic aluminum oxide films which have uniform and 
straight channels with a diameter of ca. 20 nm. The template carbonization technique 
also allows the preparation of uniform open-ended nanotubes whose length, width 
and thickness are accurately controlled. Only the hidden surfaces of the tube can be 
fluorinated using the template coating, described as follows. 

Aluminum oxide films used as templates were prepared by anodic oxidation of 
aluminum plates at 20 V cell voltage in a 20 wt% sulphuric acid solution at 273-278 K 
for 2 h. The thickness of this film was about 75 pm, the diameter of the straight 
channels being about 30 nm. The chemical vapor deposition on the templates was 
carried out at 1073 K using propylene and a nitrogen flow to produce the 
carbon-coated anodic aluminum oxide composite films (C-Al,O, films). Fluorination 
was performed by direct reaction of C-Al,O, films with elemental fluorine in the 
temperature range from 323 to 473 K under 101 kPa of fluorine gas in the nickel 
reactor. The fluorinated C-A1203 films were washed with an excess amount of 46% 
HF solution at room temperature to dissolve the Al,03 template. Thereby, 
fluorinated carbon nanotubes were obtained in the form of an insoluble fraction. 

High resolution TEM examination of the nanotubes, with fluorinated hidden 
surfaces, showed slight perturbation of the 002 lattice fringe image at the inner area of 
the pore-wall, indicating selective fluorination. Also high resolution EDX showed the 
distribution of fluorine at the hidden surface. The surface energy of the fluorinated 
hidden surfaces of nanotubes is lower than that of nonfluorinated surfaces and based 
on a detailed analysis of nitrogen adsorption isotherms on the fluorinated and pristine 
nanotubes at 77 K. The fluorinated nanotubes show characteristic electrochemical 
behavior with flat and stable discharge potentials at ca. 2.4 V and a high capacity of 
620 Ah kg-' as a cathode material for lithium cells [47-49]. 
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4.2.3 Carbon Aerogel of Ce-Zr Oxide-doped Hidden Surfaces 

Carbon aerogels (CAS) are a special class of low-density foams synthesized by organic 
reactions that proceed through sol-gel transitions [50]. CAS are mesoporous 
materials with high surface areas and few micropores, formed for example during the 
pyrolysis of resorcinol (R)-formaldehyde (F) aerogels. The mesopores of CA are very 
uniform. Accordingly, CAS have strong possibilities for technological applications. 
Hanzawa et al. [51,52] introduced microporosity to the mesoporous CAS by activation 
with carbon dioxide. Recently, it has been shown that addition of Ce and Zr nitrate 
salts to the resorcinol-formaldehyde aqueous solution gives highly microporous 
materials [53-551. This demonstrates an extended possibility for control of the pore 
structure of carbon aerogels. The interest in Ce and Zr as doping elements stems from 
the high oxygen storage capacity and redox behavior of the mixed Ce-Zr oxides 
[56,57]. Ce-containing compounds show an excellent catalytic activity [58]. Thus, the 
preparation of Ce-Zr oxide doped carbon aerogels is an important target of the 
carbon alloy project. 

The experimental approach for formation of carbon aerogels is as follows. An 
aqueous solution of resorcinol and formaldehyde has a fixed R/F mole ratio of 1:2. 
Ce(NO,), and Zro(NO,), are added to the solution (Ce/Zr mole ratio was 
approximately 1:l). The initial pH was adjusted for the sample prepared at pH = 3 or 
7. Typically, gelation occurs in several hours for solution with a pH = 3 and it starts on 
the next day with a solution of pH = 7. The gel was washed with acetone until water is 
completely exchanged, then it is dried with supercritical carbon dioxide (T, = 304 K, 
P, = 7.4 MPa) and carbonized at 1323 K for 3 h under nitrogen. 

The Ce-Zr-doped CAS obtained at pH = 7 and pH = 3 show different 
morphologies using TEM. The aerogel prepared at pH = 7 shows structures similar to 
a typical CA, being composed of loosely bonded particles about 20 nm in diameter. 
Doped metals are distributed homogeneously throughout the material in the form of 
nanosized particles and no aggregation is found, This observation suggests that the 
doped elements are anchored to the carbon structure preventing their migration and 
growth. The pH = 3 aerogel consists of spherical particles with a diameter of about 3 
pm. The space between the primary particles is in the range of a large macropore. 
Also, no particles of doped substances were detected for this sample. As for the Ce-Zr 
doped CA prepared pH = 7, XPS analyses indicated the presence of Zr" on the 
surface. Cerium cations were not detected, suggesting that the Cerium is probably 
covered with carbon. 

The sample obtained at pH = 7 exhibits a nitrogen adsorption isotherm of Type IV 
with hysteresis H3. This feature of the isotherm is similar to that for pure CA [52]. 
However, the doped CAS reveal adsorption isotherms with higher plateaux at the 
initial stage due to the presence of micropores with the hysteresis not being pre- 
dominant when compared with that of pure CAS. In contrast, a Type-I nitrogen 
adsorption isotherm, representative of microporous materials, is observed for the 
doped CAS prepared at pH = 3. Figure 3 shows the nitrogen adsorption isotherms of 
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Fig. 3. Adsorption isotherms of Nz on carbon aerogels prepared at: (0) pH = 3, and (m) pH = 7. 

Ce-Zr doped CAS at 77 K prepared at pH = 3 and 7. The amounts of doped Ce and Zr 
are 0.22425% and 0.15%, respectively. The SPE analysis of the nitrogen adsorption 
isotherms gives a better illustration of the effect of the initial pH on the aerogel 
structure. The surface areas of Ce-Zr-doped CAS at pH = 3 and 7 are 500 and 800 m2 
g-', respectively. Although the doped CA at pH = 7 has mesopores, the micro- 
porosities of both samples are almost identical despite a remarkable morphology 
difference (micropore volume 0.17-0.20 ml g-l, and micropore size 0.7 nm). 

4.2.4 External Suvface-aminated Activated Carbon 

A coconut shell activated carbon was vacuum-dried at 373 K for 24 h and treated with 
hydrogen at 373 K. Nitration was carried out using acetic anhydride, concentrated 
sulphuric acid, and nitric acid [59]. After nitration, the nitrate groups were reduced to 
amino groups (NH,-) using aqueous ammonia and sodium hydrosulphite. The addi- 
tion of amino groups (1.6% nitrogen) was confirmed by X P S  analysis. The amination 
does not change the surface area and pore volume. However, adsorption of super- 
critical NO is enhanced remarkably by the amination. 

4.3 Development of New Porous Carbon 

Activation of carbon materials is one of several alloying processes, as described in 
Section 3.3. 

4.3.1 Activated Carbon Film of Nitrogen-imbedded Hidden Suvface 

Inagaki et al. [60,61] studied structures and physical properties of carbon films by 
carbonizing polyimide films. Hatori et al. [62] introduced macropores into the carbon 
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Table 3 

Bulk and surface chemical compositions 

C H 0 N 

Bulk composition Kapton film* 22 10 4.4 2.3 
Surface composition 22 2.0 2.1 0.53 
Activated carbon film 22 - 0.7 0.5 

*Ideal composition of Kapton film: C,,H,,O,N,. 

film. The polyimide film, carbonized and activated at 1173 K in carbon dioxide, was 
heated in argon at 1323 K [63,64]. An XPS examination of the resultant carbon film 
showed the presence of nitrogen atoms in the carbon frame. The bulk and surface 
chemical compositions are in Table 3. Nitrogen and oxygen are both contained within 
the film. The surface concentration of nitrogen and oxygen is lower than the bulk 
concentration. The high resolution nitrogen adsorption at 77 K shows the presence of 
micropores of pore width w I 0.5 nm and 0.6 I w I 0.9 nm. A cross-section surface of 
the activated carbon film was studied by atomic force microscopy. The stacking 
structure of particles along the thickness direction was monitored, suggesting the 
presence of folded sheets which are bent at the predominant face of the carbon film. 

4.3.2 High& Porous Carbon Cryogels 

Although carbon aerogels were initially produced through supercritical drying of 
resorcinol-formaldehyde aerogels, Tamon et al. [65] recently developed a freeze- 
drying technique for preparation of carbon aerogels. They named these new carbon 
aerogels the “carbon cryogels”. The carbon cryogels have high surface areas > 800 m2 
g-’ and large mesopore volumes > 0.55 ml g-’. 

4.4 
Ultrafine Particles 

Tailoring Hidden and External Sugaces of Activated Carbon with Clusters or 

There are many examples of hidden and/or external surfaces tailored with clusters or 
ultrafine particles. Although supercritical NO cannot be adsorbed predominantly on 
activated carbon near room temperature, tailoring the external or hidden surface of 
ACF with ultrafine iron oxide enhances remarkably the NO adsorptivity at 303 K; the 
saturated amount of adsorption at 101 kPa of NO is greater than 0.3 g g-’ [66,67]. 
Recent examples are described below. 

4.4.1 Tailoring Hidden Surfaces of ACF with Nitrogen-containing Units 

Yang and Kaneko modified the hidden surfaces of ACF with nitrogen-deposition by 
chemical vapor deposition of pyridine at 1273 K for 1 h after heating ACF at 1273 Kin 
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Table 4 

Micropore structures of N-alloyed and pristine ACFs 

Sam p I e s Surface area Micropore volume Pore width 
(m2k) ( m k )  (nm) 

N-ACF 1280 0.64 0.89 
ACF 2000 0.99 1.0 

argon, a method originally developed by Kawabuchi et a1.[68]. The resultant ACF is 
described as N-ACF. The electronic states of doped nitrogen atoms were determined 
using XPS; depth profiles of nitrogen atoms were measured with argon etching. The 
composition of N-ACF was C,,,N. The content of doped nitrogen atoms in graphitic 
skeletons is < 1.8 at%. The peak of the broad XPS spectrum of Nls was observed at 
401 eV, and is assigned to quaternary nitrogen. The peak of Nls, for pyridinic nitro- 
gen, was not observed at 398 eV. Therefore, the nitrogen atoms in “graphitic” units 
appear to be deposited on the hidden surfaces and have effective positive charges. 

The N-deposition procedure does not change the features of the nitrogen adsorp- 
tion isotherm, suggesting that N-ACF is highly microporous. Table 4 summarizes the 
pore structures of these ACF samples. N-ACF has a surface area > 1000 m2 g-’ 
regardless of the CVD treatment at 1273 Kwith pore widths becoming slightly smaller 
after N-alloying. Some pores should be blocked by the CVD deposition treatment on 
preparation of N-ACF. The nitrogen deposition enhances water and ethanol adsorp- 
tivities of ACF due to the introduction of the polar sites [69,70]. 

4.4.2 Clustered Ti0,-embedded ACF from an Ionized Cluster Beam Method 

Yamashita et al. [71] prepared an ACF impregnated with ultrafine TiO, particles 
using the ionized cluster beam method. The method deposits ultrafine TiO, clusters 
on the external surface of ACF without blocking the micropores. The composite 
effects arising from the micropores of ACF and the deposited TiO, induce excellent 
photocatalysis properties. This ACF is efficient for the photocatalytic degradation of 
1,Zdichloroethane diluted in water. The concentrated 1,Zdichloroethane in micro- 
pores of ACF from the solution is effectively decomposed by the photocatalysis of 
TiO, on external surfaces. 

4.5 Function of Pore Space Alloyed with Clusters and Fine Particles 

Alloying the pore space is not clearly distinguishable from alloying the hidden 
surfaces, as mentioned in Section 2. From the many examples available, a few are 
described below. 
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4.5.1 Ambient Temperature Rreduction of NO to N2 by Metal-tailored Carbon 
Micropores 

Ru or Pt fine particles exhibit a high catalytic activity for the reduction of NO. 
Ultrafine Pt or Ru particles are dispersed in the carbon micropores of ACF by 
reduction with hydrogen at 623 K of a dried metal salt after immersion of the 
evacuated ACF in metal salt solution. XPS shows the formation of metal particles 
with small amounts of oxide. The tailored amounts of metal particles are in the order 
of 0.2-O.5% of carbon atoms, by XPS analysis. Accordingly, the microporosity of ACF 
does not markedly vary due to the tailoring. N,O from the concentrated NO dimer in 
the micropores is reduced to nitrogen very quickly even at 303 K [72]. The NO 
reduction finishes within 7 min. The first-order plot for the initial reaction gives a 
half-life of 3 min. No CO, is observed at 303 K, whereas small amounts of N,O (0.005 
N20/N,) are formed. However, raising the reaction temperature to 423 K lowers the 
reaction rate and leads to production of CO, (CO,/N, = 0.08). Mass analysis indicated 
the formation of nitrogen corresponding to a yield of 0.77. Thus, NO is rapidly 
reduced to nitrogen over Ru- or Pt-ACF at 303 K. In this case, NO is removed by both 
reduction and adsorption; the total removal ratio of NO at 303 K is 0.96 which is 
greater than the nitrogen yield. As no oxygen is observed, the oxygen of the system 
must be chemisorbed on the ACF. 

This formation of nitrogen stems from the quasi-high pressure effect of the strong 
molecular potential field [73]. As molecules confined in micropores have a highly 
dense structure, as if they were compressed by high pressure, the confined molecular 
assembly exhibits a special reactivity. For NO, almost all NO molecules adsorbed in 
carbon micropores are dimerized even at 303 K because the adsorbed layer forms the 
low temperature liquid-like phase. This quasi-high pressure effect assists the catalysis 
of NO reduction by ultrafine Ru and Pt metals. 

4.5.2 Morphology Controlled Nanocrystal Formation in Pore Space of Carbon Tubes 

Kyotani et al. prepared carbon nanotubes using the template of anodic aluminum 
oxide film containing straight pores by chemical vapor deposition of propylene. Their 
method is illustrated in Fig. 4. They then introduced material by metal-organic chem- 
ical vapor deposition or by reduction of impregnated metal ions to the carbon-coated 
nanochannels of the anodic aluminium oxide film [74-761. As the inner diameter of 
the carbon tube is ca. 20 nm, low dimensional crystals were obtained. They prepared 
nickel oxide nanobelts, iron oxide nanoparticles, and platinum nanorods. 

The preparation method of nickel oxide nanobelts is as follows. The carbon-coated 
anodic aluminium oxide film was subject to metal-organic chemical vapor deposition 
of nickelocene at 548 K using a mixed gas flow of the nickelocene (0.6 kPa) with 
hydrogen diluted with nitrogen. The aluminium oxide was dissolved with 10 M NaOH 
solution at 423 K in an autoclave. TEM images showed the formation of a single 
nanobelt 500 nm in length, within the carbon tube. Selected area electron diffraction 
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Fig. 4. Template carbonization method using anodic oxide film for preparation of carbon tube of inner 
diameter of 20 nm. 

indicated the formation of a crystalline nickel oxide. Further, iron oxide nanoparticles 
and platinum nanorods, as nanodimensional crystals, were formed in the carbon 
tubes and characterized by TEM, selected area electron diffraction and X-ray 
diffraction. These nanodimensional crystal-tailored nanotubes are expected to show a 
new catalysis and special physical properties. 

5 Design of New Porous Carbon with Carbon Alloying Technique 

Possible applications for porous carbons with hidden and external surfaces modified 
with alloying are discussed above. However, the separation of molecular processes on 
hidden and external surfaces is not straightforward. It is considered that carbon 
nanotubes are ideal absorbents having regular cylindrical intrapores. Nevertheless, 
carbon nanotubes have an aggregate structure which promotes the existence of 
micropores and mesopores. Hence, it is not straightforward to distinguish between 
molecular processes on hidden and external surfaces. Inoue et al. attempted to 
distinguish between these two processes using multi-wall carbon nanotubes [77]. 
Recently, Murata et al. [8,78] succeeded in distinguishing between these processes 
using the single wall carbon nanohorn; they experimentally demonstrated a pure 
molecular process within the intrapores of a carbon nanohorn. Hopefully, this 
experimental result will stimulate further theoretical studies of molecular behavior in 
carbon nanotubes [79,80] and so give a new direction to the design of carbon 
nanomaterials. 
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Further developments of porous carbons could be based on the use of this alloying 
technique which can use the different concepts of related scientific fields. For 
example, the surface science of carbon materials has an intimate relationship with 
carbon pore space science. Iwasawa et al. [Sl] studied the surface structure and 
changes of transition metal carbides with low energy electron diffraction and scanning 
tunnelling microscopy. Their studies are helpful in the design of new alloying methods 
of hidden surfaces of porous carbon. Also Takasu et al. 1821 studied the interfacial 
behavior of transition metal oxides on graphite surfaces with an electrochemical 
technique. This study also suggested the tailoring of hidden surfaces making use of 
transition metal oxides. Currently, experimental techniques available to elucidate the 
nature of molecular assemblies or dispersed particles confined in carbon pores are 
not as powerful as those of surface science. Hence, the sciences of hidden surfaces and 
materials confined in carbon pore spaces require further significant improvements 
based on a variety of expertises [82-86]. 
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Abstract: Graphite-related materials are actually alloys consisting of three types of carbon 
having the different sp’, sp’ andsp’bonding, and also of other elements. Graphite consists of sp’ 
bonding, is the stable phase of carbon at ambient temperature and pressure, and shows strong 
anisotropy dependent on its covalent and van der Waals bonding. This strong anisotropy gives 
wide variations to the properties of graphite-related materials. Alloying techniques can be 
applied to modify the structures, and, as a consequence, their properties. The following are 
introduced as examples of alloying: surface treatments of carbon fibers in order to modify the 
bonding and structures of interfaces with carbon matrices, as well as precursor modification to 
change microstructures of resultant carbon products. Although detailed mechanisms for 
modification of interfaces are still not clarified, oxygen-, amino- and amine-groups on carbon 
fibers do change the structures of interfaces, and the properties of their composites. Chemical 
modifications of precursors modify structures in resultant carbons. 

Keywords: Interface, Microstructure, Anisotropy, Surface treatment, Composite. 

1 Introduction 

As mentioned in Chapter 1, carbon materials consisting of sp’, sp’ and sp’ bondings 
are carbine, graphite and diamond, respectively. The thermodynamically stable phase 
at the ambient pressure and temperature is graphite. Depending on the hybrid orbital 
structure of sp’, graphite crystals show a strong anisotropy being covalent within the 
hexagonal basal planes (graphene layers) with van der Waals bonding in the direction 
normal to the planes. 

Elastic moduli, C , ,  and C33, of a graphite crystal are 1060 GPa and 36 GPa, 
respectively. Graphite-related materials are normally agglomerations of imperfect 
graphite crystalshystallites. Young’s modulus of the graphite crystal in off-axis can 
be expressed as a function of inclined stressing angle, e($ =  COS^), to the c-axis as 
follows [1,2]: 
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The compliance of the graphite crystal in off-axis is shown together with each term of 
(2S,, + S,,), S,, and SI, in Fig. 1. The compliance between 0 and 25" is governed by S33, 
that above 25" by shear modulus of (2S,, + S,,), and only between 88" and 90" does S,, 
control the stiffness. The crystallites have to be aligned within ca. 22" to the fiber 
direction to give a high modulus of the fiber. Young's modulus of general poly- 
crystalline graphite materials can be expressed as in the following equation: 

The measured Young's moduli of selected carbon fibers are plotted in Fig. 2 [3] 
against the Young's moduli estimated from Eq. (2). 

The thermal expansion coefficients of a graphite crystal also show large anisotropy 
in different directions: a, = -1.8 x 10" IC' and a, = 27 x K-' at ambient 
temperature. Thermal expansion coefficients of polycrystalline graphites can also be 
estimated from the same equation as for the Young's modulus. 

0.08 
RI 0.07 & 0.06 
+ 0.05 
8 0.04 c 
._ m 0.03 
Q 0.02 

0.01 

- 

0 0  
-0.014 : : : : : : : : I 

Angle I degree 

0 10 20 30 40 50 60 70 80 90 

Fig. 1. Young's modulus of graphite crystal in off-axis angle. 

Fig. 2. Measured Young's modulus of some carbon fibers versus calculated modulus from Eq. (2) [3]. 
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Highly Orientated Pyrolytic Graphite (HOPG) has the highest thermal conduct- 
ivity of 5000 W/(m.K) along the layer planes at about 100 K [4]. Because the phonon 
conduction is predominant in graphite-related materials, thermal conductivity (K) is 
expressed as a product of density (p), heat capacity (c), phonon velocity (v) and the 
mean free path length (I> of the phonon as indicated in Eq. (3): 

Considering the form of the equation, large thermal conductivities result from high 
phonon velocity and large mean free path length as exist in graphitizable and graphitic 
carbons. 

Thermosetting resin precursors generally produce hard carbons, i.e., non- 
graphitizable carbons. However, they give graphite-like structures when in the matrix 
form of composites with fibers [SI. The mechanism of the graphitization is attributed 
to "stress graphitization" [6]. However, the carbon derived from furan resin could be 
graphitized using only low stress values or even no stress above 100o"C, when it was 
compressed during carbonization to about 2 MPa 171. Transmission electron 
microscope ('IEM) observations reveal that orientations of carbon hexagonal layers 
in the carbon matrix existed on heat treatment temperatures (HTT) to 1100°C the 
graphitic structure appearing at 2400°C irrespective of the matrix precursor [8]. 
Interactions between fibers and matrix affect the graphitization and the orientation of 
the layers. Further, graphitization of the matrix in carbon fiber reinforced carbon 
matrices ((C/C) composites) could be changed by surface treatment of the carbons 
fibers 191. Microstructure modification by surface treatment of fibers has been 
observed in composites using a pitch precursor for the matrix [lo]. Surface treatment 
of carbon fibers changed the mechanical properties not only of CFRPs [ll] but also 
C/C composites [9]. It is reported that induced surface roughness of fibers affected 
bondindadhesion with matrix resins including precursors [12] and could change 
mechanical properties. 

In this chapter chemical ways to control microstructures and interfaces within C/C 
composites are reviewed. 

2 Interface Control 

Surface treatments and sizing treatments of carbon fibers affect matrix micro- 
structures and the mechanical properties of C/C composites [9]. Non-surface-treated 
carbon fibers result, during carbonization, in a large size of matrix domains in the 
composites as observed using optical microscopy (matrix domains) with small bulk 
shrinkage of the composites normal to the fiber axis. Carbonized C/C composites pre- 
pared from fibers without surface treatment show pseudo-plastic fracture behavior 
with a high breaking strength, whilst carbonized CIC composites from surface-treated 
fibers were brittle and had low strength. However, after graphitization, composites 
with non-surface-treated fibers had lower strengths compared to those with surface- 
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Deflection Fiber Type 

Fig. 3. Stress-strain, load-deflection, diagrams of various C/C composites using carbon fibers with or 
without surface treatment and sizing treatment [9]. 

treated fibers. In composites with non-surface-treated fibers, the domains of 
graphite-like structure in the matrix were large, interfacial bonding was weak and the 
interface could not transfer forces between fibers and matrix effectively. The relevant 
stress-strain (load-deflection) diagram is as Fig. 3. 

Surface-treated carbon fibers caused large bulk shrinkages of the composites with 
many closed cracks being initiated in the matrix so making impregnation treatments 
difficult. On the other hand, the degree of graphitization was affected by the size and 
aspect ratio of fillers: larger size and aspect ratios increased the degree of 
graphitization [13]. 

To study the effects of surface treatment on interfacial bonding, i.e., the shear 
strength, PAN- and Pitch-based carbon fibers were heat treated at 2600" before ozone 
treatment; functional groups on as-received fibers were removed by this treatment 
[lo]. Furfuryl alcohol condensate was selected as the matrix precursor. All of the 
processing was carried out in 25 mm diameter graphite tubes containing 40 vol% of 
unidirectionally aligned fiber. After oxidation of the fiber in the tube at 110°C for 0 to 
8 h, furfuryl alcohol condensate was impregnated, carbonized and graphitized. With 
increasing oxidation periods, the density increased from 1.4 to 1.55 g ~ m - ~ ,  and the 
open porosity decreased from 25 to 8%. The shear strength is shown in Fig. 4. This 
shows that for fibers without surface treatment a low shear strength of 7 MPa exists 
increasing to 20 MPa gradually with increasing extents of oxidation [14]. 

Interfacial shear strengths of CFRP with epoxy resin correlated well with polarities 
of fiber surfaces as calculated using advancing contact angles rather than receding 
contact angles [ 151. This indicates that infiltration of resin affects interfacial strength 
as well as wettability. The polarity of fibers increased with increasing oxidation 
treatment. In the electrochemical treatment of carbon fibers in 0.1 N NaOH for 28 s, 
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Duration of ozone treatment on CF / h 

Fig. 4. Shear strength of furan resin derived UD CIC composites with a surface treatment of the carbon fiber 
by ozone treatment [14]. 

increases in electric current density decreased in nanometre steps (step-like features) 
in fibers, and mild structural heterogeneity of fibers was obtained [16]. Surface 
functional groups introduced by the surface treatment were localized on edges of 
graphite-like crystallites. 

Introduction of amino-groups to surfaces of carbon fibers resulted in no 
degradation of the fibers but with increased interfacial bonding to an epoxy resin [ 171. 
The amino-groups increased the wettability of fibers to epoxy resins and reacted with 
the hardening agent of the resins. Amine-groups on the fiber surfaces also increased 
wettability between fibers and epoxy resins [18]. Treatment of fibers with 14.7 Am' 
resulted in no STM image due to a loss of electrical conductivity benveen the fibers 
and the tip of the STM equipment. It indicates that carbon surfaces were covered with 
non-conductive material. 

Direct fluorination of carbon fibers introduces stable hydrophilic groups to their 
surfaces at room temperature but decreased the degradation of fibers compared with 
anodic oxidation of fibers [19]. In anodic oxidation, numbers of micro/meso pores less 
than 5 nm in diameter decreased and those over 5 nm increased. 

Surfaces of commercially available carbon fibers contain larger amounts of 
nitrogen compared with surfaces of non-oxidized fibers. Bulk nitrogen diffuses to the 
fiber surfaces by the oxidation treatment. X P S  analysis revealed that the fibers were 
bound to the matrix by covalent bonding [20]. Functional groups produced by surface 
treatment enhanced bonding because the sizing agent did not cover all of the surfaces 
of the fibers. 

The domain sizes of matrix microstructure became smaller when fine graphite 
particles were mixed into pitch and thermosetting resin matrix precursors [21,22]. 
Surface treatment of carbon fibers affected the microstructure following the addition 
of graphite powder, Le., non-surface-treated fibers resulted in much finer domains 
than surface-treated fibers. However, surface-treatment of fibers had no significant 
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Fig. 5. Microstructures in various graphitized C/C composites. (a) With surface-treated fiber without 
graphite powder, (b) with surface-treated fiber with graphite powder, (c) non-surface-treated fiberwithout 

graphite powder, and (d) non-surface-treated fiber with graphite powder [9]. 

effects on carbons derived from thermosetting resins [21], as shown in Fig. 5. Small- 
sized graphite powder mixed in sizing agent effectively decreased the size of the 
matrix domains, i.e., e 1 wt% addition effectively decreased the domain size in 
pitch-derived matrix carbon [23]. 

In C/C composites, oxidation is initiated at the interface between fibers and matrix 
[24]. Hence, strong bonding at the interface would be effective in enhancing oxidation 
resistance [25]. Surface treatments should therefore be made on carbon fibers. In C/C 
composites using surface-treated fibers, an interface region between fibers and matrix 
consisted of amorphous carbon which degraded the mechanical properties of the 
composites. In a CFRP with oxidized carbon fibers, an interface layer that differed 
from the matrix resin was detected by dynamic visco-elastic measurements [26]. This 
layer in CFRPs could become the amorphous region following carbonization of C/C 
composites. However, no detailed information on functional groups and sizing agents 
for the phase change are currently available. 

When matrix precursors were impregnated into composites after high temperature 
heat treatment of the composites, i.e., graphitization, weak interfaces between the 
original matrix and the impregnated matrix appeared. This is because amounts of 
covalent bonding decreased due to the development of the graphite-like structure by 
heat treatment to high temperatures [27]. Such phenomena were also observed in 
different combinations of two different matrices, especially after heat treatment to 
high temperatures [28]. 
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‘0 

Fig. 6. Schematics of a layered structure of oxidized carbide at a low pressure of oxygen. 

An interesting result concerning the interface of carbon fibers is that residual 
carbons in a Si-Ti-C-0 fiber system were deposited on the surfaces as a homogeneous 
carbodgraphite layer and this layer acted as a sliding layer in the composites [29]. As a 
result, this layer changed the fracture behavior of the composites from brittle to 
pseudo-plastic. At low oxygen pressures, metal carbides were transformed into a 
layered structure consisting of graphite and metal oxides 1301. The schematics of this 
are illustrated in Fig. 6. In composites using Si-Ti-C-0-system fibers the same 
phenomena took place and a graphite layer was formed. 

Ion implantation techniques are used as surface treatments of carbon-related 
materials [31]. Metal ions were implanted in a thin layer of the surface and the layer 
became amorphous with a dose of 10l6 to lo1’ with 150 keV acceleration. Annealing 
treatment tended to enrich the ions on surfaces and the metal ions became stable. It 
was thought that amorphous carbon on the surfaces of the implanted carbons would 
improve their performance as electrodes. Therefore, they can be used as special 
electrodes [31]. 

3 Microstructure Control 

As mentioned above, thermal conductivity of graphitic materials is strongly affected 
by their microstructure. A typical example is demonstrated in a C/C composite. 
Figure 7 shows thermal conductivity k of a UD-C/C composite for a thermosetting 
resin derived matrix. Thermal conductivity increased significantly with increasing 
HTT. This change coincides with increases in the crystallite size (110 diffraction 
band), which coincides with the mean free path length of phonons calculated from Eq. 
(3) as seen in Fig. 8 [32]. 

Generally, precursors with a large molecular weight gave smaller domain sizes in 
carbon products than those having a small molecular weight 1221. The former 
precursors are of high viscosity at low temperatures, with the latter showing low char 
yields and melting during carbonization at atmospheric pressure. To change the 
microstructure of carbon products, ratios of small to large molecules were controlled 
1221 and additions of small amounts of fine graphite/carbon particles were found to be 
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Fig. 7. Change of thermal conductivity of UD C/C composite as a function of heat treatment temperature 
1321. 

effective [33].  However, it is quite difficult to control the viscosity of carbonizing 
systems. Therefore, it is preferable to use low molecular weight precursors and then 
polymerize them at low temperatures in order to produce a high char yield. 
Dehydration and/or cross-linking by air-oxidation and treatments with chlorine at 
about 200°C were found to be effective in stabilizing precursors during carboniza- 
tions. Some disadvantages of these treatments are that air-oxidation took a long time 
at the relatively high temperature of above 250°C and chlorine treatment caused 
localized reactions resulting in heterogeneous structures. 

Recently, it was found that iodine treatment at ca. 100°C for coal-tar-pitch, 
softening point 103"C, resulted in a decreased benzene-soluble fraction, an increasing 
pyridine-insoluble fraction in the pyrolyzed pitch, an increasing char yield to 75 wt% 
and a decreasing domain size in the resultant carbon [34]. Detailed studies [35,36] 
revealed that iodine formed a charge transfer complex with pitch molecules, and that 
the complex increased char yield and also viscosity during carbonization. Condensed 
aromatic rings consisting of molecules having ca. 14 benzene rings were suitable for 
complex formation. A structural model for the complex was produced. Iodine 
affected dehydration and polymerization of the pitch during its pyrolysis, with 
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Fig. 8. Crystallite size of (110) plane in resin derived composite [32]. 
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polymerizations taking place at a temperature 200°C lower than for the original pitch. 
This low temperature polymerization brought about the high char yield. 

An interesting phenomenon has been observed with a glassy carbon. On heat 
treatment, a surface layer, only 20 to 30 nm deep, is graphitized, the interior 
remaining more or less unchanged [37]. Surfaces themselves have an important role 
in the determination of crystal structure. 

New types of carbon alloys with interesting properties have appeared as a result of 
the project “Carbon Alloys”. For example, activated carbons with controlled pore 
size(s) have been produced from a mixture of a standard resin with an ion-exchanged 
resin containing different cations, as well as hard carbons with nitrogen alloying, and 
semiconductor carbons [38]. 

The concept of Carbon Alloys can be extended to ceramic materials containing 
carbons [39]. For example, the synthesis of fine carbide powders through a sol-gel 
route employed a mixture of resin precursors and metal alkoxides. In this process, 
homogeneous structures with small quantities of doping additives in resultant 
carbons can be easily achieved. Ultra-fine particles of ceramics were also synthesized 
at low temperatures. 

For PAN fibers mixed with fine particles of Fe or Ni dispersed in the carbon, 
reaction rates were accelerated at 1250 K including the evolution of nitrogen gas 
resulting in low nitrogen contents and high carbon yields from the PAN fibers [40]. 

An interesting effect of alloying on the oxidation of resin-derived carbon was 
found. Additions of small amounts, <1  wt% of Ta or Ti, into a resin precursor 
enhanced the oxidation resistance of the resultant carbons [41]: in a typical case, 
oxidation rates decreased by a factor of ten. Detailed mechanisms still await clarifica- 
tion. The number of the active sites in the carbon decreases and oxidation rates were 
lower than the desorption rates of CO and CO, [42]. 

For amorphous films of hydrogenated carbon nitride formed by a CVD process, 
the hardness of the films depended upon amounts of hydrogen that terminated the 

(b) 

Fig. 9. Cluster models for amorphous hydrogenated carbon nitride. Each hexagon indicates a cluster 
consisting of carbon and nitrogen network. Hydrogen atoms terminate the networks. (a) Relatively small 
amount of hydrogen and the boundary is mechanically strong, and (b) relatively large amount of hydrogen 

and the boundary is weak [43]. 
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Fig. 10. Density change of inorganic powder contained composites [4]. 

clusters. The model in Fig. 9 indicates hardness increases with hydrogen content [43]. 
The hexagons indicate clusters of amorphous hydrogenated carbon nitride with 
carbon and nitrogen networks being terminated by hydrogen. 

As the shear strength of the graphene layer planes of HOPG is as low as 3 MPa, 
then the high orientation of graphite crystals in the matrix has to be restrained. To 
make high shear strength materials, a fine microstructure is required, achieved when 
fine particles were added to the precursor. In general terms, density, grain size, and 
orientation of both the crystallite in the grains and the grains themselves mainly 
control the mechanical properties of ceramics. The density of the composites mixed 
with fine particles is plotted against €TIT, as in Fig. 10. The densities of the composite, 
except for Sic-doped composites, increased with increasing HTI'. However, the 
density of Sic-doped composites decreased dramatically above 2400°C. The phase 
diagram of the silicon-carbon system indicates the incongruent melting of Sic  at 
about 255OoC, the vapor pressure of the molten silicon being well above this 
temperature [44]. 

The (002) diffraction profiles of a furan-resin derived C/C composite were 
asymmetric, the profile being composed of three peaks, from the fiber, from the 
glass-like matrix carbon and from the partially graphitized matrix. Peak separation 
was carried out by computer using a Pierson-VI1 type function. Composites with 
added B,C had the smallest interlayer d,, spacings reaching the value of single crystal 
graphite of 0.336 nm at 2400°C. Doping with TiO, accelerated the graphitization at 
above 2600°C of composites [44]. 

Shear strengths of selected composites, measured by the DNC method, are shown 
in Fig. 11. Although some additives affected strength, additions of tantalum, effective 
as an anti-oxidant, had little effect on shear strength even for composites with high 
HTT. Shear strengths of composites without additives have much higher values than 
reported values, until now. The shear strength of a UD C/C composite made using a 
short curing period was about 30 MPa (H'IT 1000°C) [14], this being about 40% lower 
than that of a fully cured composite [45]. In resin-derived matrix composites the 
curing process is quite important in determining the properties of composites, 
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Fig. 11. Shear strength as a function of interlayer spacing of graphite component in the matrix (Neat, Sic, 
B,C, TalO,, TiOJ [45]. 

4 Conclusion 

Interactions or reactions between carbodgraphite and metals are observed directly 
by TEM at temperatures from 1200 to 1500°C [38]. However, the detailed 
mechanisms of alloying for surface treatments and microstructural arrangements, on 
both nano- and meso-scales, remain to be elucidated. Alloying of some elements to 
precursors is effective in modifying structures and properties of both precursors and 
resultant carbon products. Although the concept of carbon alloys is novel, in general 
terms, carbons are actually alloys consisting not only of carbon atoms but also other 
elements. However, many complicated phenomena observed with conventional 
carbons may be resolved based on the carbon alloys concept. 
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Chapter 6 

Intercalation Compounds 

Noboru Akuzawa 

Tokyo National College of Technology, 1220-2 &nu@, Hachioi-shi, Tokyo 193-0997, Japan 

Abstract: The science and technology of intercalation compounds developed in the project 
“Carbon Alloys” are summarized in this chapter. The subjects are: lithium insertion into 
carbon materials, new intercalation compounds prepared from unique host carbon materials, 
and host effects following the intercalation of halogen molecules and alkali metals. Several 
carbons are examined as possible anodes of lithium-ion batteries and the origins of large 
capacities of less graphitized carbons are debated. Theoretical approaches are proposed for the 
analysis and design of anode materials with high performances. Effects of heteroatoms 
introduced into carbons have been extensively investigated by experiment and by calculation. 
The electronic and magnetic properties of diamond-derived nanographite and its derivatives 
formed by the intercalation of potassium and halogen molecules are investigated. It was found 
that edge-inherited non-bonding Ic-electron states play an essential role in characterizing the 
electronic structure of nanographite. The intercalation of potassium into nanographite 
diminishes the contribution of the edge-states due to charge transfer from the potassium atom. 
Evidence of charge transfer from nanographite to iodine, absent in bulk-graphite, is identified. 
The charge transfer fraction, per carbon atomf,, follows the order of potassium > bromine > 
iodine. Intercalation of cesium into carbon materials with different heat-treatment tempera- 
tures (HTT) was carried out and the resultant carbon alloys were characterized by XRD, ESR, 
Raman spectroscopy and molecular sorption techniques. Increases in carbon-carbon 
interlayer spacings due to intercalation by cesium were observed even for less-graphitized 
carbons of HTI < 1273 K. The compound CsC,, was able to sorb molecules such as hydrogen, 
although almost no shift of the Raman peak (G-band) was observed, suggesting weak inter- 
actions between the cesium and carbon layers. 

Keywords: GIC, Intercalation, Lithium-ion battery, Host-guest reaction, Nanographite, Host 
effect. 

1 Introduction 

Intercalation modifies the structure of graphite and carbon materials. The resulting 
compounds consist of carbon and intercalate layers. They show unique properties 
such as high electrical conductivity, catalysis in chemical reactions, molecular 
sorption, etc. The possibilities for application of graphite intercalation compounds 
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Table 1 

Possible applications of graphite intercalation compounds 

1. Highly conductive materials HNO,, AsF,, etc. 

2. Electrode materials in batteries 
primaly cell 
secondary batteries 
thermocell 

F, CoCI,, etc. 
Li, H,SO,, Ni(OH),, etc. 
Br,, HN03 

3. Catalyst for organic synthesis Li, K, Br,, etc. 

4. Materials for storage and isotope-separation of hydrogen K, Rb, Cs 

5. Others 
exfoliation of graphite 
thermal energy storage MnC1,-NH, 
electrochromic Li-DMSO 

H,SO,, HNO,, K-THF, etc. 

__- - - -~  

are summarized in Table 1 [l]. Ten years ago, the idea of using carbon materials as the 
anode of Li-ion batteries had not been realized. Practical applications were limited to 
carbon fluoride as cathodes of a primary cell and Li-insertion compounds for Li-ion 
secondary batteries, as well as exfoliated graphite for use as gaskets. 

In the Carbon Alloys project, various topics concerning intercalation compounds 
were investigated from fundamental levels to practical applications. This chapter 
describes the results with special reference to lithium-insertion into carbons, new 
intercalation compounds prepared from unique host carbons, host effects on inter- 
calation of alkali metals and halogen molecules. The topics described in this chapter 
are summarized in Fig. 1. 

2 Li-insertion into Carbon Materials 

Carbon materials have been used as anode electrodes in commercial Li-ion secondary 
batteries for portable electronic devices. This battery system has several advantages 
over conventional aqueous batteries, including: (1) higher energy densities (up to 135 
Wh kg-', 300 Wh 1-I); (2) higher cell voltages (up to 4.0 V); and (3) longer shelf-life 
(5-10 years) and cycle life (1000-3000 cycles) [2]. Several carbons ranging from 
non-graphitizable carbon to graphite were examined. Further improvements are 
required and the results of this Carbon Alloys project are summarized in Part 5. This 
section focuses on the Li-intercalation (and de-intercalation) properties of these 
carbon materials. 
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Fig. 1.  Schematic representation of the intercalation compounds investigated in the Carbon Alloysproject. 

Milled mesophase pitch-based carbon fibers (mMPCFs) were developed to 
enhance cell performance in terms of specific capacity and coulombic efficiency, 
carbons having excellent anode performances [3]. The effects of boron doping in 
mMPCFs were also examined [4,5]. The electrochemical Li-insertion into boron 
doped mMPCFs, at a concentration of 2.7 at% (2.4 wt%), took place at a voltage 
about 40 mV higher than in the original mMPCFs. It is considered that substitutional 
boron acts as an electron acceptor in the graphite lattice. 

Carbon alloys containing boron and/or nitrogen were prepared by chemical vapor 
deposition (CVD) or arc-discharge techniques, and the electrochemical Li-insertion 
behavior was examined [6-111. C,N, BC, and BxCyNz soots prepared by arc-discharge 
were composed of fine particles, diameters of 20-100 nm, the electrode potentials 
increasing linearly with increasing lithium-ion deintercalation, accompanied by a 
large irreversible capacity. On the other hand, carbon, BC, and B,C,Nz cathode 
deposits produced simultaneously with the above soots and consisting mainly of 
nanotubes with diameters of ca. 20 nm and nanoparticles with diameters < 100 nm, 
showed similar charge-discharge behavior to that of natural graphite, although the 
reversible capacity was less. It was also shown that for Cp-coated graphite, prepared 
by CVD, the electrode potential was low and gradually increased during the final 
stages of deintercalation of lithium. The reversible capacity was -397 mAh g-I, larger 
than -365 mAh g-' for carbon-coated graphite and 334 mAh g-' for heat-treated CAN 
soot. 

Molecular orbital calculations on stable structures and on electronic and lithium- 
adsorption properties of several polyaromatic hydrocarbon sheets substituted by 
boron, nitrogen, etc. were performed to understand the large capacities of boron- 
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substituted disordered carbon materials [ 12-16]. A semi-empirical molecular orbital 
calculation on model structures (polyaromatic hydrocarbons such as C2,Hl,, B2C2,HI2, 
N2(;,HI2, etc.) gave the following results. The substitution of boron into carbon 
networks creates an electron acceptor level in a energy region lower than that for 
pristine carbon. This lower level accepts electrons from the adsorbed lithium atoms 
more easily, resulting in the stabilization energy by lithium adsorption being larger 
than for pristine carbon. On the other hand, for the nitrogen-substituted carbon 
networks, the electron acceptor level is almost the same. The effects of B-N-B-unit 
substitution on the electronic properties of C,,H,, were also examined. Substitution is 
preferred at the periphery of the C,,H,, sheet, so creating electron acceptor levels in a 
lower energy region than that for C,,H,,. This level accepts electrons from the 
adsorbed lithium atoms more easily, so that the lithium adsorption energy for B-N-B- 
substituted sheet is larger than that for the pristine sheet. The adsorbed lithium atoms 
are stabilized near boron atoms to be far from nitrogen atoms, indicating that 
nitrogen atoms may have a negative effect in the enhancement of lithium storage of 
B-N-B-substituted carbon sheets. 

The same calculations were applied to the system of a lithium-doped graphite 
cluster with dangling bonds (C,,, C9J and to hydrogen terminations at the edges of the 
cluster (CS4Hl8, C,,H,,) [17,18]. Negative ion states for lithium atoms were found in a 
graphite cluster heavily doped with lithium. These calculations identified a quasi- 
stable site near the terminated hydrogen atoms for a negative lithium ion, and this site 
was stabilized by Coulomb interactions between the lithium ions. The origin of the 
negative ions comes from the finite size effects of the graphite cluster. The negatively 
charged lithium sites are energetically unstable compared with the positively charged 
lithium sites. Thus, if there is only a single lithium atom on the cluster, then a positive 
lithium ion will always result. The total charge transfer from lithium ions to the cluster 
does not depend on the number of lithium atoms but rather on the relative geometries 
of the doped lithium atoms on the cluster. 

The ab initio molecular orbital method applied to lithium doped pyrene (C,,Hlo) 
and ovalene (C3,H,,) showed the following [19]: 

1. There exist not only ionic but also covalent characters between Li and the 
carbon sheet; the covalent character originates from the overlap between 
lithium 2p and carbon A-atomic orbitals, and is prominent at the edge sites. 

2. The energy barrier for a Li to travel from one site to another is very small at 
room temperature. 

3. Substitution of a hydrogen atom by a hydroxyl group stabilizes a Li dopant, 
with substitution by methyl groups having little effect. 

Lithium insertion into fluorinated open-ended nanotubes embedded in an A203 
template was investigated [20] showing a large irreversible capacity (> 1000 mAh g-') 
in the first charge-discharge cycle, similar to MWNT [21] and SWNT [22]. The 
efficiency, however, increases sharply after the second cycle. The reversible capacity 
of the second cycle is 501 mAh g-I, much larger than the theoretical value of 372 mAh 
g-' for the graphite intercalation compound, LiC,. 
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In situ calorimetry of mesocarbon microbeads (MCMBs) heat-treated to 973,1273 
and 2073 K was carried out during electrochemical Li-insertions and Li-extractions 
[23]. The MCMBs with €€ITS of 973 and 1273 K showed hysteresis in the voltage 
profiles and exhibited large heat evolution over the plateau regions at -0 V in the 
Li-insertion process and at -1 V for Li-extraction. Otherwise, an MCMB, ITIT 2073 
K, showed a small heat evolution attributable mainly to the entropy change. An 
observed large heat evolution for MCMBs with H'ITs of 973 and 1273 K is due to the 
existence of two Li-sites in the carbon materials, i.e. intercalation sites and bonding 
sites [24]. 

3 New Intercalation Compounds Prepared from Unique Host Carbon Materials 

Diamond nanoparticles (grain size 4-6 nm) were converted to graphitic nano-sized 
clusters by heat-treatment to high temperatures. The onset temperature for the 
diamond-graphite transition is - 1473 K with complete conversion to graphitic 
structures at around 1873 K [25,26]. Their intercalation compounds with potassium, 
bromine and iodine were prepared [27,28]. The staging phenomenon observed in 
bulk-graphite intercalation compounds was absent, as is to be expected for a finite 
size host-guest system. K-intercalated samples contained a small fraction of neutral 
potassium clusters. Raman scattering measurements indicated the absence of charge 
transfer from nanographite to iodine, also absent in bulk-graphite. The charge trans- 
fer fraction per carbon atomf, followed the order of potassium > bromine > iodine, 
which is similar to the trends observed in bulk-graphite intercalation compounds. 

Activated carbon fibers (ACFs), with a three-dimensional network of nano-sized 
graphites of size 2-3 nm, provided micropore space available for the accommodation 
of guest species through intercalation or inclusion processes. The effect of doping 
with fluorine or iodine on the electrical properties and magnetic properties was 
studied [29-321. For iodine molecules, charge transfer took place from nanographite 
to iodine giving a nanographite-iodine intercalation system in metallic ACFs (ACFs 
with HTT > 1273-1473 K), similar to the system of diamond-derived nanographite 
with iodine. For insulating ACFs (ACFs with €€IT < 1273-1473 K), the presence of 
accommodated iodine species modified the electron conduction process between the 
nanographite domains. The introduction of fluorine brought about the formation of 
sp3 defects having dangling bonds with localized magnetic moments accompanied 
with local lattice distortion. In nanographites, the electronic state of the dangling 
bonds associated with formed C-F bonds extended in the wide region, resulting in the 
shrinkage of a-electron wave functions. A semi-empirical quantum calculation 
supported those features [33,34]. By adding fluorine atoms singly to the CZ4H12 
cluster, fluorine atoms first terminated at the edge sites of the cluster, and then the 
interior carbon atoms were doped by the fluorine atoms by breaking the n-bonds 
between a carbon atom and its neighboring carbon atom. 

Control of properties of carbons by fluorination was extensively investigated 
[35-391. Carbon nanotubes prepared by pyrolytic carbon deposition onto anodic 
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aluminum oxide films were fluorinated in the temperature range 323473 K [35-381. 
Fluorine atoms were covalently bonded to carbon atoms on the internal surfaces 
(hidden surfaces) of the tubes. The pristine and fluorinated nanotubes embedded in 
the template (aluminum oxide films) adsorbed nitrogen within the tubes. Amounts of 
nitrogen adsorbed by the fluorinated tubes were less than for the pristine tubes. 
Analysis of the isotherms suggested that fluorination of the internal surfaces of the 
nanotubes provided a low surface energy for the cylindrical mesopore systems of the 
tubes. Fluorination of C,N at temperatures 300-573 K yielded intercalation 
compounds consisting of mixtures of several stages or mixtures with the unreacted 
phase [39]. The reason why the substituted nitrogen of CJiJ made the intercalation of 
fluorine easier was considered as follows. Nitrogen substitution induces electron 
localization, and hence carbon atoms bound to nitrogen are positively charged. 
However, second or third neighboring carbon atoms are usually considered to be 
negatively charged. The increase in the electron density is favourable for fluorination. 

Monolayers of Yb, Cu or Ag were successfully intercalated beneath a monolayer of 
graphite adsorbed on a Ni (111) substrate [40]. Surface phonon dispersion was 
determined before and after intercalation. The phonon dispersion relationships of 
the monolayer of graphite on Ni(ll1) system and those of the Yb-intercalated were 
characterized by graphite-like phonon modes which were softened by strong inter- 
actions with the Ni substrate. For Cu- or Ag-intercalated material, the dispersion 
curves were very similar to those of bulk graphite. The stiffening observed after Cu or 
Ag intercalation was caused by a weaker interaction of the graphite monolayer with 
the Ni substrate. 

4 Host Effect on the Intercalation of Halogen Molecules and Alkali Metals 

Electrical resistivities of a graphite (graphene) sheet and anisotropic materials 
derived from petroleum cokes, with HTT 1273 to -3073 K were determined during 
IBr doping at room temperature [41]. Considerable changes in resistivity were 
observed for graphite and carbon materials, H'IT > 2273 K. The relative resistances, 
RIR,, defined as the resistance of IBr-doped material divided by that of the pristine 
material, were as follows: 0.095 (graphite sheet), 0.116 (€€IT 3073 K), 0.117 (HTT 
2673 K), 0.167 (HTT 2473 K), 0.269 (HTT 2273 K), 0.862 (HTT 2023 K) and 0.838 
(HTT 1273 K). IBr molecules did not intercalate with carbon materials of HTT < 
2273 K, but reduced the resistivity somewhat by surface adsorption. However, they 
intercalated into carbon materials with IFITS > 2273 K and reduced the resistivity 
considerably through charge transfer between intercalated IBr molecules and carbon 
layers. This result is in good agreement with the observations of X-ray diffraction 
measurements and Raman spectroscopy of the carbon materials. Both the d(w (XRD 
parameter) and R-value (Raman parameter) changed significantly at -2273 K. The 
heat treatment of the IBr-doped carbon materials yielded stable residue compounds. 
The resistivity value of a residue compound was about half that of the corresponding 
host carbon. 
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Intercalation of cesium into the carbons (the same as used in the IBr doping) was 
done to understand any host effects on the structure and properties of the resulting 
compounds [42]. CsC,, absorbed hydrogen at 77 K, irrespective of HTT of the host 
carbons, although a stepwise increase of the absorbed amount was observed at HTT - 2273 K. The G-band of Raman spectra of CsC, prepared from carbon materials 
with HTT > 2023 K shifted from 1580 cm-’ (host carbon) to 1602 cm-’. On the other 
hand, almost no shift was observed for CsC, prepared from materials with HTT’s < 
2023 K. However, expansion of C-C interlayer spacings of CsC,, was detected by 
X-ray diffraction. Those facts suggest that nanospaces were created by intercalation 
of cesium even for less graphitized material, HIT 1273 K, but that well-organized 
nanospaces were created from the more graphitized materials. A similar host effect 
was seen in the intercalation of potassium [43]. 

5 Physical Properties of MC1,-GICs and Alkyl Derivative of Boehmite with 
Layered Structure 

The c-axis resistivities of Stages 1 and 2 MC1,-GICs (M = Cu, and Co) were 
determined under magnetic fields [44]. The c-axis resistivity of Stage 1 (CuC12-GIC) 
showed a typical angular dependent magnetoresistance oscillation, as commonly 
observed in several quasi two-dimensional electron systems with a periodically 
warped cylindrical Fermi surface. This indicated a band conduction along the c-axis. 
On the other hand, both band conduction and incoherent interlayer hopping took 
place for stage 2 CuC1,-GIC and Stage 1 CoC12-GIC, with only incoherent interlayer 
hopping for Stage 2 CoC1,-GIC. 

The reaction of aluminum alkoxide in straight-chain primary alcohols at elevated 
temperatures yielded the alkyl derivatives of boehmite [AlO(OH),,(OR),], a class of 
intercalation compound where moiety of guests were covalently bonded to the host 
boehmite layers [45,46]. A composite alumina/carbon was prepared by calcination of 
the glycol derivatives of boehmite [A10(0H),(0(CH2),0H),]] (x + y = 1) in an inert 
atmosphere. The activity of a Co-Mo catalyst supported on this composite for de- 
sulphurization of thiophene was excellent. 

6 Conclusion 

Topics relating to intercalation compounds in the Carbon Alloys project are 
described. Li-insertion into a variety of carbon materials is of interest, mainly because 
of practical applications. Both experiments and calculations showed that there are 
two kinds of site for lithium atoms (Le., two kinds of electronic states of Li) in carbons 
composed of small “crystallites”. A diamond-derived carbon (nanographite) has a 
unique electronic state due to edge effects. The charge transfer from nanographite to 
iodine was confirmed, this not having been recognized in bulk-graphite. The effects of 
degree of graphitization of host carbons on the properties of the intercalation 
compounds were also studied. 
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Abstract: The porous material group of Scientific Research on Priority Areas “Carbon Alloys” 
project had two subjects to consider: (1) the development of methodologies for precise control 
of carbon pore structure, and (2) the development of novel utilization procedures for porous 
carbons. The concern of the first subject was the control of micro- and meso-porosity in 
carbons. For this purpose, several methods and techniques were proposed. Research into the 
second subject showed that advanced porous carbons of this project could be used as high 
performance membranes, adsorbents and catalyst supports. This chapter describes the results 
of individual research groups. 

Keywords: Micropore, Mesopore, Template carbonization, Carbon nanotube, Molecular 
sieving carbon, Adsorption, Catalyst support. 

1 Introduction 

Porous carbons or activated carbons have been used for thousands of years and are 
now versatile materials of major industrial significance. They are characterized by 
their highly developed surface areas and porosities, The development of micro- and 
meso-pores is of importance because only such pores allow carbons to adsorb large 
quantities of chemicals from gas and liquid phases. For pore development, these 
carbons usuaIly have been activated, that is gasification with an oxidizing gas or by 
reaction with a suitable chemical reagent. The complexity of carbon structure, how- 
ever, prevents these conventional activation processes from preparing carbons with 
specific pore structures. Current environment problems and the recent development 
of industrial technology provide new applications for porous carbons and, at the same 
time, they require carbons to have desired pore structures. To meet such require- 
ments, novel approaches to control pore structure were proposed under “Carbon 
Alloys”. Furthermore, it was demonstrated that such porous carbons have out- 
standing performances in several novel applications. Thus, in this chapter, special 
emphasis has been placed on two issues: (a) the development of methodologies for 
precise control of pore structures of carbons and (b) the development of novel 
utilization areas for porous carbons. 
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2 Control of Pore Structure 

2.1 Control of Micropores 

Porous carbons are characterized by their highly developed micro- and meso-pore 
structures, micropores being essential for adsorption of small molecules. Efforts to 
control structure in carbons are particularly relevant to the molecular sieving carbons 
(MSC). The porosity of MSC consists of uniform pores of nanometre size. Such 
unique pore structures of MSC separate molecules in terms of either size or shape. It 
is established that zeolites possess molecular sieve properties because of their regular 
three-dimensional porosity. In comparison with zeolites, MSC have other attractive 
features such as excellent shape selectivity for planar molecules, a high hydro- 
phobicity, a high heat-resistance and a high corrosion-resistance. Thus, it is suggested 
that MSC can be used in applications unsuitable to zeolites. 

There are two main methods to prepare MSC; one is synthesis by pyrolysis of a 
suitable carbon precursor(s) and the other is the modification of existing porosity of a 
suitable porous carbon. For the first method, Miura et al. [l] proposed the use of an 
ion-exchange resin as the precursor. The ion-exchange resin was a spherical poly- 
styrene-based resin with sulphonic acid groups as ion exchangeable sites. The resins 
were ion-exchanged with several types of cations and carbonized at 500 to 900°C. 
Figure 1 shows accumulated pore volume distributions of the resultant carbons with 
metal additions at different loadings. The metal and its loading (mol kg-' of resin) are 
denoted by the symbol of the element followed by a number. Although the starting 
resin materials were very similar, the pore size distribution curves differed 
considerably. Carbons prepared from resins with di- or tri-valent cations (Ca, Fe, Ni, 
Cu and Zn) have larger micropore volumes than those with uni-valent cations (H, Na 
and K). The average pore diameter of the former resins varied 0.38 to 0.45 nm, 
depending on the multivalent cation. This suggests that micropore sizes are 
controllable by changing the cation. Miura et al. [l] put forward the following 
explanation for such behavior. The metal sulphides and/or the metals formed in the 
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Fig. 1. Pore volume distribution curves of MSCs prepared from the ion-exchange resins with a different 
metal cation. (Reprinted from Ref. [l], Copyright (1999) with permission from Elsevier Science). 
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decomposition of the sulphonate groups with di- or tri-vaIent metal cations behave as 
pillars standing between the carbon layers, the presence of such pillars preventing 
collapse of micropores during carbonizations. 

From a practical point of view, this method is very promising, because waste 
ion-exchange resins can be converted to MSC by this method. In fact, Miura et al. [ 11 
carbonized waste resins containing calcium ions and confirmed the formation of 
uniform micropores as seen in Fig. 1 [2]. 

Chemical modification of micropore walls may give porous carbons some novel 
properties and functions. Kaneko et al. [3] introduced nitrogen into the pores of 
activated carbon fibres. They carried out pyridine CVD over pitch-based activated 
carbon fibres, HTT 700 to 1000°C. The CVD experiments at 700 and 1OOO"C gave 
activated carbon fibres alloyed with nitrogen and with their original micropore 
structures almost unchanged. XPS analyses showed that the nitrogen exists either as 
pyridinic or quaternary nitrogen. These alloyed carbons showed higher adsorption 
capacities for water and ethanol because of the presence of nitrogen atoms on the 
pore wall. 

2.2 Control of Mesopores 

For adsorbates of large molecular size, such adsorbates as polymers, dyes or vitamins 
and bacteria, as well as electric double-layer capacitors, mesopores are needed within 
adsorbents for such adsorbates. Thus, the design and control of mesoporosity is 
desirable both for improvements of performance of activated carbons and for the 
development of new applications. Details of these methods are reviewed by Kyotani 
[4]. Some of the methods, especially those within the Carbon Alloys project, are 
introduced below. 

2.2.1 Catalytic activation 

Catalytic activation of carbon is the most common method [5-lo]. Tamai et al. [ l l ]  
demonstrated that porous carbons, having extremely large mesoporosities, were 
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formed when organo-rare-earth metal complexes were used as an additive. 
Complexes such as Y(acac), (Y acetylacetonate) or Ln(C,H,), (Ln = Y, Sm, Tb, Yb, 
Lu) were mixed with petroleum pitch in THF. After removing the solvent, the mixture 
was pre-oxidized with air at 360°C and then activated in steam at 930°C. The pore 
structure of the resulting carbons was examined. Both BET and BJH analyses of 
nitrogen isotherms at -196°C gave total and mesopore surface areas, respectively, and 
the ratio of these two surface areas was used as a measure of mesopore ratio. It was 
found that, although the BET surface areas of these carbons were rather low (200-400 
m2 g-'), the mesopore ratio reached 7040% by additions of metal complexes. To 
obtain both mesoporosity and high surface area, Tamai et al. [12,13] applied a method 
similar to the preparation of mesoporous carbon fibres. When they used Y(acac) as 
an additive, they obtained mesoporous carbon fibres with a surface area as high as 
1200 m2 6'. The mechanism of such mesopore formation using metal complexes is not 
fully understood. Probably, migration of metal-containing nano-particles in the 
carbon matrix during the steam activation caused the development of mesopores, as 
Tomita et al. [5] and Yoshizawa et al. 1141 have pointed out. 

2.2.2 Carbonization of mesoporous aerogel 

Mesoporous carbon can also be prepared by carbonizing mesoporous organic 
aerogels prepared by a sol-gel reaction. The preparation of organic aerogels and their 
carbonizations were originally carried out by Pekala et al. [15], who found that the 
resultant carbon aerogels had high porosities (> 80%) and high surface areas 
(400-900 m2 g-'). However, the details of their porous structures were not fully 
examined. Tamon et al. [16-181 analyzed the porous structure of carbon aerogels and 
attempted to control the pore size distributions. 

Briefly, the preparation procedure adopted by Tamon et al. [16-181 is as follows. A 
basic aqueous solution of resorcinol (R) and formaldehyde (F) was prepared and kept 
in a glass vial at 20°C. During this period, polycondensation of R and F, cluster 
formation and gelation took place. To preserve the network structure of the aquagel 
and to minimize the shrinkage during drying, the gel was subject to a supercritical 
drying using carbon dioxide. The resultant organic aerogel was then carbonized at 
1OOO"C. Figure 2 shows pore distribution curves of the carbon aerogels prepared with 
different ratios of R to water [19]. All the carbon aerogels have a narrow pore 
distribution in the mesopore range without microporosity. The mesoporosity of the 
carbon aerogels could be ascribed to a network structure that was inherited from the 
original organic aerogel. It should be noted that the pore size and the pore volume can 
be controlled by changing the ratio of R to water. Tamon et al. [16-181 thoroughly 
investigated the effect of preceding sol-gel conditions (Le. amounts of R, F, water and 
catalyst) on final pore-size distributions. Also provided were empirical equations to 
estimate mesopore sizes and volumes from the amounts of R, F, water and catalyst in 
the sol-gel reaction. According to Tamon et al. [16-181, strict control of mesopore 
size is possible in the range of 2.5-9.2 nm. Recently, they examined the applicability of 
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freeze-drying instead of supercritical drying [20], because the former drying process is 
more cost-effective than the latter. They prepared organic cryogels from R and F 
using freeze-drying with t-butanol and indicated the formation of mesoporous 
carbons even from such organic cryogels. 

Kaneko et al. prepared Ce, Zr-doped carbon aerogels as the catalyst support for 
NO conversion [21]. A serious problem of the carbon support is carbon consumption 
by oxidation during the NO reduction. Ceria has a high capacity for oxygen storage 
and the reducibility of ceria is enhanced by mixing with ZrO,. Thus, a Ce-Zr-doped 
porous carbon could be a new catalyst for the NO conversion. Kaneko et al. [21] 
successfully doped Ce and Zr in carbon aerogels using the sol-gel polycondensation 
of resorcinol with formaldehyde with additions of Ce and Zr nitrate salts, followed by 
carbonization at 1050°C and then activation with carbon dioxide. The doped carbon 
aerogels were found to be highly microporous and have a monolith form as with the 
non-doped mesoporous aerogel. Such characteristics of the resultant doped carbons 
are suitable as catalyst supports. 

2.2.3 Carbonization ofpolymer blends 

Another approach for the production of mesoporous carbons is to carbonize a 
polymer blend, of a physical or chemical mixture, of more than two different types of 
polymers. Because a polymer blend (including block and graft copolymers) possesses 
properties more attractive than each constituent polymer, such blends are now used 
as important industrial raw materials as well as a highly functional material. The 
interactions between each constituent polymer in a polymer blend determine its 
morphology, that is, whether it has a homogenous or phase-separated structure. The 
phase separation phenomena of a polymer blend provide a selection of microdomain 
structures with sizes at the nanometre to millimetre level, depending on blend ratio 
and the compatibility of constituent polymers. The concept of polymer blend 
carbonizations was interpreted by Ozaki et al. [22] as follows. Two types of polymers 
with different degrees of thermal stability were employed, One becomes a carbon 
matrix with its original shape unchanged following high temperature treatment while 
the other carbonizes to gaseous products. If such a polymer blend has a 
phase-separated structure, its carbonization would lead to the formation of a porous 
structure, because the thermally unstable polymer (pore-former polymer) would 
decompose to leave pores in the carbon matrix formed from the stable polymer 
(carbon-precursor polymer). 

Hatori et al. adapted this method to prepare mesoporous carbon films [23]. They 
used two different types of polymer; poly(dipheny1ene pyromellitimide) (PP) and 
poly(ethy1ene glycol) (PEG) as carbon precursor and pore former polymers, 
respectively. The polymer blend film prepared from PP and PEG was imidized at 
200°C and then carbonized at 600°C. An analysis of the nitrogen adsorption isotherm 
of the resultant carbon showed that 55% of the total pore volume was made up of 
mesopores with pore entrances of about 4 nm. 
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Ozaki et al. prepared mesoporous carbon fibres using the polymer blend 
carbonization method [22]. The carbon precursor and the pore-forming polymers 
were a Novolac-type phenol resin and poly(viny1 butyral), respectively. These two 
polymers were mixed in methanol, followed by removal of the solvent, the spinning of 
the polymer blend and finally carbonization at 900°C. The introduction of poly(viny1 
butyral) resulted in the development of some mesopores. Ozaki et al. prepared 
Pt-loaded carbon fibres by using Pt-containing poly(viny1 butyral) as a pore forming 
polymer when most of platinum particles were present on the pore wall [24]. 

Not only mesoporous but also macroporous carbon can be synthesized by the 
polymer blend method, as Takeichi et al. demonstrated 1251. They prepared poly(ure- 
thane-imide) films in which polyimide (carbonizing polymer) and polyurethane 
(pyrolyzing polymer) were phase-separated. They thermally treated the films at 
350-400°C, followed by carbonization at 900°C. The SEM studies of the carbon films 
showed the formation of macropores of 1.5 pm diameter. 

The microdomain size of phase separated structures in a polymer blend is 
controllable at nanometre to millimetre levels, the domains having the shape of 
spheres, rods or lamellae. Such flexibility in size and shape makes for an attractive 
carbonization method based on polymer blends. It is noteworthy that this method 
does not require an activation process. 

2.3 Porous Carbon Prepared by Template Carbonization 

A template carbonization method consists of the Carbonization of an organic 
compound in the nanospace of a template inorganic substance and the subsequent 
liberation of the resultant carbon from the template. Such spatial regulation of a 
carbonization field by the nanospace makes it possible to control the structure of a 
carbon at nanometre level by changing either the size or the shape of the nanospace. 
So far, several unique carbons have been synthesized using this method. For example, 
the groups of Kyotani and Tomita prepared ultra-thin graphite films from the 
carbonization of organic polymers in the two-dimensional openings between the 
lamellae of a layered clay such as montmorillonite and taeniolite [26-281. The 
template carbonization technique also allows the preparation of mesoporous carbon, 
when a porous inorganic material is used as a template. For example, Knox et al. 
[29,30] impregnated silica gel or porous glass with phenol resin and then carbonized 
the resin, followed by the removal of the template. The resultant carbon was 
mesoporous and it is commercially available as a column-packing material for liquid 
chromatography. Kamegawa et al. used a similar method to prepare mesoporous 
carbons and found that the porous carbons showed swelling phenomenon when kept 
in contact with organic vapors [31]. Han et al. used silica nanoparticles as a template 
for the production of mesoporous carbons [32-341. 

Kyotani et al. prepared mesoporous carbon from a nano-composite of polyfurfuryl 
alcohol/silica gel produced by a sol-gel process [35]. At first, silica sol was prepared by 
stirring the mixture of TEOS, ethyl alcohol, de-ionized water and HC1 at 80°C for 3 h. 
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Fig. 3. Pore size distribution curves for mesoporous carbons prepared by the sol-gel method with different 
HCImEOS ratios and gelation temperatures. (Reprinted from Ref. (41, Copyright (2000) with permission 

from Elsevier Science). 

After cooling the mixture in an ice bath, furfuryl alcohol (FA) was added to the silica 
sol. This mixture was poured into a dish and then heated for 2 h at temperatures up to 
120°C. During this treatment, both the gelation of TEOS and the polymerization of 
FA took place. Then, the polyfurfuryl alcohol/silica gel film was further heat-treated 
at 800°C to carbonize the polymer in the film. The resultant carbonhilica composite 
film was washed with HF to extract carbon from the silica framework. Figure 3 shows 
pore size distribution curves for the carbons prepared at different sol-gel reaction 
conditions. All the curves have a peak in the range of 2-6 nm, and their peak position 
and broadness change with the sol-gel reaction conditions. At low HCl/TEOS ratios, 
the pore size is about 2 nm and its distribution looks sharp. The size and the broadness 
become larger with increasing HCl/TEOS ratios. The gelation temperature also 
influences resultant pore sizes quite considerably. 

As well as silica gel and porous glass, zeolites are attractive templates because of 
their regular porous structure. If the nano channels in zeolites are completely filled 
with carbon and the carbon is extracted from the zeolite framework, then formation 
of a porous carbon can be expected. Using this concept, Kyotani et al. used a USY 
zeolite as a template to prepare new types of porous carbons [36]. They used the CVD 
method to introduce carbon into the zeolite channels. The CVD used propylene at 
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Table 1 

Effect of carbon deposition conditions on pore structure of the CVD-carbons prepared in zeolite 
channels 

Deposition Propylene Deposition BET surface Micropore Mesopore 
temperature conc. period area volume volume 

_ _ _ _ _ _ - ~  _____-- 

(“C) (%inNZ) (h) (m2 g-9 (cc g-’ ) (cc g-’) 
~ ~ - -  

800 2.5 1 1320 0.54 0.42 
800 2.5 3 1720 0.69 0.71 
800 2.5 6 1510 0.55 0.64 
800 2.5 12 1430 0.57 0.52 

800 1.3 12 2060 0.82 0.75 
800 1.3 15 2200 0.88 0.83 
800 1.3 18 1790 0.72 0.62 

700 2.5 12 1660 0.66 0.79 
700 2.5 18 2260 1.11 0.76 _ - ~  

700 or 800°C and the carbon was liberated from the zeolite framework by acid 
washing. A SEM examination found that the appearance of the carbon was similar to 
that of the zeolite; not only did both consist of fine particles, but also the surface 
features of each particle were similar. This surprising similarity in micro-morphology 
meant that the presence of carbon in the zeolite channels occurred without serious 
carbon deposition on the external surface of the zeolite. Table 1 contains BET surface 
area, micropore and mesopore volumes for the carbons prepared under different 
CVD conditions. The results indicate that all of the carbons are highly porous with 
some surface areas exceeding 2000 m2 8’. The porosity of these carbons originates 
from the porous structure of the USY zeolite. It is to be noted that the porosity 
consists not only of micropores but also of considerable amounts of mesopores. 
Mallouk et al. and Rodriguez-Mirasol et al. also reported the formation of similar 
types of porous carbon by using zeolites Y and (3 as templates [37,38]. Recently, two 
Korean research groups independently obtained mesoporous carbon with an ordered 
structure based on mesoporous silica (MCM-48) as the template [39,40]. Kyotani et 
al., by using a two-step method for the filling of carbon into the channels of zeolite Y 
template, prepared an ordered microporous carbon that retained the structural 
regularity of zeolite Y [41]. They carbonized polyfurfuryl alcohol in the 
nano-channels in zeolite Y and then deposited carbon from the propylene CVD on 
the zeolite. It was found that the resultant microporous carbon has a periodicity of 1.4 
nm, the same as the spacing of (111) plane of zeolite Y. This method therefore has 
good possibilities because of the variety of zeolites which are available. 
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2.4 Synthesis of Carbon Nunotubes 

Carbon nanotubes are nanometre-wide needle-like cylindrical tubes of concentric 
graphitic sheets, and have attracted much attention because of their unusual 
structure, their potential applications, and interest in their fundamental properties. 
Carbon nanotubes were discovered in 1991 by Iijima when he investigated material 
deposited on a cathode used for the arc-evaporation synthesis of fullerenes 1421. 
Later, Ebbesen et al. found the optimum arc-evaporation conditions for the 
production of carbon nanotubes in bulk quantities [43]. Apart from the arc-discharge 
method, several other methods have been proposed, e.g. catalytic pyrolysis of hydro- 
carbons [44-46] and condensation of a laser-vaporized carbonetalyst mixture [47l. 
In the Scientific Research on Priority Areas, “Carbon Alloys”, the following novel 
techniques for the production of carbon nanotubes have been proposed. 

Kyotani et al. prepared carbon nanotubes by the template method using pyrolytic 
carbon deposition on the inner walls of the nanochannels of an anodic aluminum oxide 
film [48,49]. They then liberated the carbon from the film by dissolving away the 
template. A striking feature of their method is the production of monodisperse carbon 
tubes with uniform length, diameter and wall thickness. Furthermore, with this 
template technique, perfect encapsulation of other materials into the cavities of carbon 
nanotubes could easily be achieved when encapsulation was carried out before the 
dissolution of the template material. Other materials do not stick onto the outer surface 
of the carbon nanotubes; this is because there is no other space for the materials to be 
loaded except within the nanochannels of the carbon-coated anodic oxide film. With 
this filling technique, Kyotani et al. [50-54] prepared Pt, Ag, Fe and Ni-filled carbon 
nanotubes in which the metal or metal oxide was present as nanorods, nanoparticles, 
nanocrystals or nanoribbons, as shown in Fig. 4. It was found that the morphology of 
such nano-metal compounds formed in the tubes is significantly influenced by the 
method of metal loading, i.e., whether it was done by chemical vapor deposition, wet 
impregnation or ion-exchange loading. In other words, loading methods and conditions 
control the morphology of nano-metal compounds in the nanotubes. 

By using a polymer blend as a carbon precursor, Oya et al. successfully prepared 
carbon nanotubes with outer diameters of 200-300 nm [SI. Figure 5 is a schematic 
drawing of their preparation method. Initially, fine particles of polyethylene, coated 
with phenol resin layer, were dispersed in polyethylene matrix. The whole system was 
spun and phenol resin tubes with a core of poIyethylene were formed in the matrix. 
Then, after stabilization and carbonization, carbon nanotubes were formed, because 
the polyethylene cores and matrix decomposed whilst the phenol resin tubes remain- 
ed as carbon materiaI. The preparation scheme of Fig. 5 shows that a rigorous control 
is possible of tube diameter and tube wall thickness by changing the size of the original 
polyethylene particles and the skin thickness of the phenol resin. Furthermore, this 
simple preparation method facilitates the production of carbon nanotubes on a large 
scale. The establishment of mass production methods is indispensable for future 
applications of carbon nanotubes. 
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Fig. 4. TEM images of nano metal compounds in carbon nanotubes prepared by the template method. 
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Fig. 5. Schematic drawing of the production process of carbon nanotubes by the polymer blend method. 

3 Performance of Advanced Porous Carbon 

3.1 Adsorption and Separation Processes 

The molecular sieving carbons of powdery, granular or fibrous form are utilized as 
adsorbents for pressure-swing adsorption processes and/or as shape-selective catalyst 
supports. In addition, MSCs with a film morphology shape have applications as 
inorganic membranes for gas separation. A comprehensive study of MSC membrane 
has been undertaken by Morooka and Kusakabe [56-581. A typical preparation pro- 
cedure is as follows. A polyamic acid was synthesized from 3,3',4,4'-biphenyltetra- 
carboxylic dianhydride (BPDA) and 4,4'-oxydianiline (ODA). The polyamic acid film 
was coated on the outer surface of a porous-alumina support tube by a dip-coating 
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method and then imidized at 300°C. This coating-imidization cycle was repeated two 
or three times to provide a pinhole-free BPDA-ODA membrane. Finally, the 
membrane on the support tube was carbonized at 500-900°C. The permeances of 
selected gases for the carbonized membranes were found to be in the order He > CO, 
> N, > CH, C,H,, which was in agreement with the order of kinetic diameters, 
indicating molecular sieving effects in these carbon membranes. It was found that the 
membrane carbonized at 650-700°C exhibited a much higher gas permeance than the 
original polymer membrane. Thus, Kusakabe et al. concluded that carbonization is an 
effective way to increase gas permeance without serious reduction in permselectivity 
[57]. For further improvement of permeance, they modified carbon membranes by 
oxidation by oxygen at 300°C for 3 h [57]. Figure 6 shows the permeances of several 
gases for the carbon membranes with and without oxidation. The oxidation treatment 
increased each permeance with no observable change in permselectivity. This 
suggests that the micropore volume increased following oxidation with pore size 
distributions remaining almost unchanged. Furthermore, Kusakabe et al. prepared 
carbon membranes from a condensed polynuclear aromatic (COPNA) resin film and 
found that it functioned as a MSC membrane [58]. Because COPNA resin can form 
films more easily than the polyimide, even in the presence of metal cation, then an 
easier incorporation of metal fine particles into the carbon membrane is possible. 
Such metal-containing membranes would be expected to have not only separation 
capabilities but also catalytic functions. 

As well as gas phase separations, those in the liquid phase are also of commercial 
importance. Oda et al. removed electrolytes from dilute aqueous solutions using 
several porous carbons [59]. The apparatus they used consisted of an electric double 
layer capacitor allowing an aqueous solution to flow through the capacitor cell, to 
which was applied a given voltage. Thus, during the flow of the solution, metal ions 

Fig. 6. Effect of oxidation on permeance at 65°C (0) as formed; (0) oxidized in oxygen at 300°C for 5 h. 
(Reprinted with permission from Ref. [57], Copyright (1997) American Chemical Society). 
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Fig. 7. Relationship between amounts of metal cation removed and the BET surface area of the porous 
carbon electrodes (Na,SO,: 1 mmol 1-', Flow rate: 1.0 ml m i d ,  Applied voltage: 1.0 V, Run time: 80 min). 

(Reprinted with permission from Ref. [59], Copyright (2000) The Carbon Society of Japan). 

were collected by the carbon electrode and so removed from the solution. The extent 
of ion removal increased with increasing voltage and with increasing BET surface 
area of porous carbon, as shown in Fig. 7. Under optimum conditions, as much as 90% 
removal of metal ions from dilute aqueous solutions was achieved. 

The above two workers demonstrated the effective use of micropores in porous 
carbon for separation of small gas molecules and metal ions. On the other hand, the 
adsorption of giant molecules is possible only in mesopores. Tamai et al. studied 
adsorptions of vitamins, humic acids and cyclodextrin on mesoporous carbon fibres 
prepared by the catalytic activation method using rare-earth metals. They verified 
that the fibres show excellent adsorption characteristics for these large molecular 
adsorbates [13,60,61]. As an example, Fig. 8 shows the adsorption isotherms of Direct 
Black 19, Direct Yellow 50 and Direct Yellow 11 on the mesoporous carbon fibre 
(Y-ACF) prepared with steam activation using yttrium complex as an additive. Figure 
8 indicates that amounts of each dye adsorbed on Y-ACF are higher amounts on A-20 
(activated carbon fibre prepared with no metal additive). Although the BET surface 
area of Y-ACF is smaller (1500 m2 g-') than that of A-20 (1990 m2 g-'), the 
mesoporosity of Y-ACF is much higher than that of A-20 and the average pore 
diameter of Y-ACF is larger than the molecular sizes of the dyes. 

3.2 Chemical Reaction Process 

As well as for adsorption and separation, porous carbons are used as catalyst 
supports. This section illustrates the effective use of porous carbons of the Carbon 
Alloys Project as catalyst supports. 

The effective degradation of organic toxic compounds diluted in aqueous solutions 
is an important subject from an environmental point of view. Considerable attention 
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Fig. 8. Adsorption isotherms of Direct Black 19 (O,.), Direct Yellow 50 (A& and Direct Yellow 11 (0, a) at 25°C. Open symbols: mesoporous Y-ACF; closed symbols: activated carbon fibres A-20, (Reprinted 
from Ref. [61], Copyright (1999) with permission from Elsevier Science). 

has been given to photocatalytic degradation using UV irradiated TiO, powder 
photocatalysts. The design of TiO, photocatalysts anchored or embedded onto a large 
surface area support such as porous carbon is preferable, because such a support has a 
role in the condensation of dilute polluted substances, resulting in a higher efficiency. 
Furthermore, with such a support the filtration and suspension of small photocatalyst 
particles can be avoided. The sol-gel method is usually used to prepare TiO, thin-film 
photocatalysts. However, this method is a wet process and, consequently, it requires a 
calcination treatment at high temperatures, when carbon supports are easily gasified. 
Yamashita et al. [62,63] used the Ionized Cluster Beam (ICB) method to prepare 
active titanium oxides on support materials under mild and dry conditions. The 
advantages of using the ICB method are: (1) contamination by impurities can be 
minimized because the processes are performed in a high vacuum chamber; and (2) 
highly crystalline TiO, films can be prepared without any calcination at high 
temperatures. Thus, with this technique, porous carbon can be used as a catalyst 
support for TiO, photocatalyst. Yamashita et al. successfully prepared TiO, catalysts 
loaded on active carbon fibre by the ICB method and used the catalyst for the 
photocatalytic degradation of 1,Z-dichloroethane diluted in water [62,63]. Figure 9 
shows the degradation profiles using several types of catalysts including that prepared 
by the ICB method. It is evident that the presence of TiO, is essential to obtain high 
photocatalytic reactivity. Furthermore, the ICB method gave higher activity than the 
conventional wet impregnation method. These results suggest that, by using the ICB 
method, highly crystalline anatase TiO, particles can be prepared with both the 
microporous structure and adsorption properties of the ACF supports remaining 
unchanged. 
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Fig. 9. Reaction time profiles of the photocatalytic degradation of 1,Zdichloroethane diluted in water on 
TiOJACF photocatalysts prepared by the ICB method and the impregnation method using 

(NH,)2TiO(C,0,), (Ti content: 3 wt% as Ti, calcination: 250°C). 

The minimization of NO, emission is another important and urgent subject for 
study. Miura et al. utilized Ni-containing porous carbons, prepared from a 
cation-exchange resin, as catalysts for the NO decomposition reaction [64]. The 
ion-exchange resin was a weak acid-type resin (M-type resin) with carboxylic groups. 
The resin was ion-exchanged with nickel cation in ammoniacal aqueous solution and 
then carbonized at temperatures of 500-900"C. These Ni-containing porous carbons 
catalysed the NO decomposition reaction. Figure 10 shows the reaction behavior of 
NO at 300°C with the time on stream for several types of metal-containing carbons 
prepared from the M-type resin. Among these carbons, Ni-500 (ion-exchanged with 
Ni-cation and carbonized at 500°C) gave almost complete conversion of NO through- 
out the entire reaction period with conversion to nitrogen being about 70%. On the 

0 60 120 180 
Time (min) 

Fig. 10. NO conversion profiles of several carbon supported metal catalysts at 300"Cunder a flow of NO (500 
PPW.  
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other hand, the Cu- and Zn-loaded carbons exhibited very poor activity. Noting that 
the active Cu-ZSM-5 NO decomposition catalyst converts NO to nitrogen by only 
60%, even at 4OO0C, Miura et al. concluded that Ni-500 is a very active and promising 
catalyst for NO decomposition [64]. Because the Ni-free sample prepared from 
Ni-500, with HNO, washing, had a low activity, the presence of nickel was essential for 
catalytic activity. The results in Fig. 10 suggest that the carbonization of the 
Ni-exchanged resin at higher temperatures (Ni-700 and Ni-900) reduces activity. 
Because the Ni-loaded carbons, with different carbonization temperatures (Ni-500, 
Ni-700 and Ni-900), were found to have similar micropore structures, differences in 
activities could be ascribed to differences in the dispersion state of nickel species in 
the carbon matrices. 

Porous carbons, especially activated carbon fibres, have now been applied in our 
normal lives as well as industrial applications. Thus, the effect of pore structure of 
carbons on the human body has to be examined from a physiological point of view. 
Koyama [65] investigated a time course change in blood immune-responded lympho- 
cytes on mice that had been implanted subcutaneously with activated carbon fibres of 
different porosities over a six-month period. It was found that the activated carbon 
fibres act as foreign materials for animals. However, when micropore volumes and the 
surface areas increased, immunological reactions in vivo became less and cell survival 
and/or proliferation in vivo were maintained. They concluded that an optimum 
parameter for cell survival depends on the pore size of materials implanted. 

4 Conclusions 

The presence of micro- and meso-pores is essential for the production of high 
performance porous carbons. This chapter introduced several aspects of the Carbon 
Alloys Project to study pore structure control. The techniques the researchers used 
are unique and useful. The carbonization of metal-cation-exchanged resin gave MSC 
with uniform microporosities. For the production of mesoporous carbons, the meth- 
ods of catalytic activation, polymer blend Carbonization and organic gel carbonization 
were effective. The latter method related to the formation of controlled macropores. 
The template carbonization technique allows the preparation not only of unique 
porous carbons but also of uniform carbon nanotubes. It was shown that porous 
carbons exhibit outstanding properties in adsorption and separation processes, Le., 
effective gas separations using MSC membrane, the removal of electrolytes from 
dilute aqueous solutions and giant molecule adsorption. Moreover, these carbons 
were excellent as catalyst supports for chemical reactions, especially for the chemical 
removal of environmental pollutants such as organic toxic compounds and NO,. In 
addition, the effects of pore structure of carbons on the human body were examined 
from a physiological point of view. It is concluded that in the Carbon Alloys Project 
most of the researchers achieved their aims. Such fruits of research are the results of 
the work of individuals and of collaborations. 
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Chapter 8 

Polymer Blend Technique for Designing Carbon 
Materials 

Asao Oya 

Faculty of Engineering, Gunma University, Kiryu, Gunma 376-8515, Japan 

Abstract: Selection and modification of carbon precursors are important in controlling 
structure and properties of resultant carbons. A technique using polymer blends as precursors 
was developed several years ago and could be used widely as a unique method for preparing 
porous and non-porous carbons with special shapes. Studies using polymer blend techniques 
are reviewed. 

Keywords: Carbon precursor, Polymer blend, Carbon structure, Design. 

1. Introduction 

The polymer blend technique is used widely in the polymer materials field to improve 
properties and to develop functionality [l]. The technique is also used effectively for 
carbons; in fact, trial studies of the carbon were started several years ago and 
interesting results are already available, some of which are introduced in Chapter 7. 
In this chapter, carbons prepared by using the polymer blend technique are intro- 
duced in more detail and the potential of the technique is elaborated upon. 

2. Porous Carbon Materials 

A polymer blend consisting of two kinds of polymers is used as an example. Suppose 
two polymers, A and B, which form a graphitizable and a non-graphitizable carbon 
respectively, are blended and used as the precursor. The resulting carbon has a 
polymer blend texture as shown in Fig. 1, i.e., consisting of a graphitizable carbon 
matrix in which non-graphitizable carbon is dispersed. The polymer blend technique 
is usually used to prepare porous carbon materials as described below. 

Two kinds of polymers, with and without a carbon residue after heating in an inert 
atmosphere, are used to prepare a polymer blend. These are called carbonizing and 
pyrolyzing polymers in Chapter 7 and correspond to Polymers A and B in Fig. 1, 
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Fig. 1. A schematic illustration for the design of carbon materials by using polymer blend technique. 

respectively. When such a polymer blend of carbonizing and pyrolyzing polymer is 
carbonized, pores are left in the carbon matrix of the carbonizing polymer following 
the volatilization of the pyrolyzing polymer. Pore sizes and volumes in the resultant 
carbons are controlled by the fineness of polymer blend texture and the blending ratio 
of the component polymers [l]. 

It is emphasized that the texture of a polymer blend is changed severely during 
such moulding processes such as spinning and casting. Consequently, it is the texture 
after moulding which determines the porous structure in the resultant carbon. Shrink- 
age of pores, which occurs during carbonization, also has to be considered when 
designing precise porous structures. As porous carbon films are discussed by Hatori et 
al. [2,3] and Takeichi et al. [4,5] in Chapter 7, a unique porous carbon fiber, only, is 
described below. 

It is important to control the blending ratio between the carbonizing polymer and 
pyrolyzing polymer, e.g., a polymer blend with carbonizing/pyrolyzing polymer > 1 
must be used for the preparation of porous carbon fibers. With a ratio of carbonizing 
polymer/pyrolyzing polymer e 1 is used carbon nanofibers are obtained. 

Polystyrene microbeads (PS) of ca. 10pm diameter, as a pyrolyzing polymer, were 
dispersed uniformly in Novolac-type phenolic polymer (PF), as carbonizing polymer, 
with a blending ratio of PFPS = 70/30 by weight. The polymer blend was subjected to 
melt-spinning, stabilization in an acid solution and finally carbonization at 900°C for 1 
h [6,7]. Figure 2a is a SEM photograph of the cross-section of a stabilized fiber. The 
arrowed small spots are thinly extended PS fibers which disappear during carboniza- 
tion resulting in porous carbon fibers. 

Figures 2b-d are SEM photographs of a cross-section and a side-view of the 
carbonized fiber. Round pores, e 1 pm diameter, are seen on the cross-section of the 
fiber. These pores extend along the fiber axis as seen in the side-view (Fig. 2d). They 
were formed by the volatilization of the PS component which was elongated in the PF 
matrix as a result of the spinning process. These pores are isolated from the fiber 
surface so they are not available for adsorption. 

As described above, porous structures prepared by using polymer blends depend 
strongly on the moulding process. A question arises: is it possible to prepare a carbon 
fiber with open pores without activation? So far, it has not been completed 
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Fig. 2. SEM photographs of the polymer blend fiber (PFPS = 70/30) before and after carbonization: (a) 
cross-section of stabilized fiber; (b) and (c) cross-section of carbonized fiber; (d) side-view of carbonized 

fiber. 

successfully. However, the preparation of carbon particles with open pores may be 
prepared by this technique when polymer blend particles prepared by a spray-drying 
method are carbonized. 

3 Preferential Support of Metal Particles on Pore Surface 

The procedure for supporting metal particles was briefly described in Chapter 7. Here 
the validity of the technique is shown through the loading of platinum particles. 

The materials used were PF and maleinic acid-modified polyethylene (m-PE) as 
carbonizing and pyrolyzing polymer, respectively; Pt-acetylacetonate (Pt-acac) was 
used as a precursor of Pt particles. Initially, m-PE containing finely dispersed Pt-acac 
was prepared, followed by blending with PF with heating (m-PEPF = 20/80 by 
weight). When a precursor of metal particles has a low affinity for a pyrolyzing 
polymer but has a high affinity for a carbonizing polymer, the precursor diffuses from 
the pyrolyzing polymer into the carbonizing polymer during the blending process, 
using a kneader with heating. The metal particles are found finally in the matrix 
carbon derived from the carbonizing polymer. This is why Pt-acac was selected as a 
precursor compound for Pt particles [8]. To test this, a coarse blend texture of m-PE 
and PF was prepared hopefully to form large pores, as shown in Fig. 3 as a SEM 
micrograph. Electron probe X-ray microanalysis (EPMA) is not available for 
observation of the state of distribution of platinum particles in this narrow area. The 
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Fig. 3. SEM photograph of cross-section of porous carbon fiber supporting platinum particles. 

polymer blend was subjected to spinning, stabilization and carbonization at 900°C 

Figure 4 shows SEM photographs and EPMA maps of platinum distributed within 
a stabilized fiber and the 900°C carbonized fibers. During carbonization the m-PE 
volatilized leaving pores as seen in Fig. 4, the resulting pore surface being covered 
with fine platinum particles identified by EPMA analyses. There were no platinum 
particles in the matrix carbon. Thus, the polymer blend technique can be used not 
only for pore formation but also for preferential support of metal particles on the 
pore surface. 

~ 7 1 .  

I 

Fig. 4. SEM photographs and platinum distribution maps of the cross-sections of stabilize fiber (left) and 
carbonized fiber (right). 
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4 Carbon Nanofibers and Carbon Nanotubes 

4.1 Carbon Nanofibers 

When a polymer blend of carbonizing polymer/pyrolyzing polymer < 1 is used as a 
precursor, fine carbon fibers are left instead of thin and long pores, as seen in Fig. 2 
following the loss of the pyrolyzing polymer matrix. For the preparation of thinner 
carbon fibers, smaller carbonizing polymer particles with a high elongation ability 
should be used as a precursor. 

PF and PE (PFPE = 30/70 by weight) were dissolved in acetone and warmed 
toluene, respectively. The acetone solution of PF was sprayed into the warmed 
toluene solution of PE with stirring. Fine PF particles were precipitated in the toluene 
solution of PE. Most of the precipitated particles were submicrometre. After 
evaporation of toluene under reduced pressure, PE containing the finely dispersed 
PF particles was obtained. Mechanical kneading was applied to the PE so obtaining a 
homogeneous dispersion of the particles. The polymer blend was then subject to 
spinning, stabilization and carbonization at 600°C for 1 h [9]. 

Figure 5 (top) shows a cross-section of the stabilized fiber. Thin PF fibers 
(arrowed) and fine pores are seen in cross-section; the latter supposedly were formed 
after the thin fibers were pulled out. The stabilized fiber resulted in a bundle of 

Fig. 5. SEM photograph of a cross-section of polymer blend fiber (PF/PE = 30/70) after stabilization (top) 
and the resulting bundle of carbon nanofibers (bottom). 
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0 
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Fig. 6. Histogram of a carbon nanofiber cross-section. 

carbon nanofibers after the loss of the PE matrix during carbonization (Fig. 5 
(bottom)). The bundle was easily separated into individual filaments, just by touching. 
As the blend ratio of PFPE was reduced, so the carbon nanofiber bundle became 
loose. 

As can be seen from the histogram in Fig. 6, the nanofiber diameter ranged from 50 
to 500 nm with a maximum at 200-250 nm. Figure 7 is a selection of TEM 
micrographs of carbon nanofibers after heating to 900 and 3000°C. The 900°C-fiber 
has a characteristic irregular surface and consists of fine carbon crystallites. After 
graphitization at 3000”C, the carbon crystallites developed and the surface became 

- 
25 nm 

- 
25 nm 

Fig. 7. TEM photographs of carbon nanofibers heated at 900°C (left) and 3000°C (right). 



Polymer Blend Technique 135 

more irregular. It is clear from the micrographs that the carbon nanofibers have the 
structure of a non-graphitizable carbon. 

Several preparation methods are available for carbon nanofibers which are usually 
prepared via gas phase reactions. Compared with these, the present method using 
polymer blends has advantages such as: (i) suitability for bulk-production, (ii) 
possibility to prepare long filaments, (iii) no formation of carbons as particles and 
plates, (iv) no metal catalysts, and (v) easy control of macro- and microstructures of 
nanofibers. However, some problems remaining to be solved include: (i) how to 
decrease the carbon nanofiber diameter, and (ii) how to prepare a graphitizable 
carbon nanofiber with a smooth surface. 

4.2 Carbon Namtubes 

The concept of the preparation method is shown in Chapter 7 (Fig. 5). This method is 
sufficiently different from previous methods for carbon nanotube (CNT) preparation 
that it will be described in detail [lo]. The most important process for preparation of 
fine carbon nanotubes involves the production of fine core/shell particles with a high 
elongation performance when spinning. Figure 8 shows a preparation process of the 
particles [lo]. 

A N  aaylonitrile 
KPS: potassium persulfate 

1 .  . .  Polymerization (mth stlmng) 
70 4.Sh+80 C 0.5h 

1 

Polymerization 
0.Sh 

Polymerization (with stirring) 
70 CCSh-.SO C0.5h 

+ 
+ 
t 

Frrezsdww 

[Core(PMMA)/sheU(PAN) particle) 

Fig. 8. Preparation process of Core(PMMA)/shell(PAN) particles. 
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F 

Fig. 9. SEM photograph of core(PMMA)/shell(PAN) particles. 

Fine polymethylmethacrylate (PMMA) core particles were synthesized by 
polymerizing methylmethacrylate (MMA) in water at 70-80°C for 5 h using 
potassium persulphate (KPS) as a radical initiator. Acrylonitrile (AN) and KPS were 
added to the resulting PMMA emulsion and the AN polymerized at 70-80°C for 5 h to 
coat the core PMMA particles with polyacrylonitrile (PAN). Four ml of AN was 
added to 90 ml of the PMMA emulsion (corresponding to 8 ml of starting MMA). The 
PMMA decomposed at ca. 450°C without a carbon residue and the PAN had ca. 40 
wt% carbon yield after heating to 1000°C in nitrogen. The resulting emulsion of 
core/shell particles was freeze-dried. Figure 9 shows the formation of uniform 
core(PMMA)/shell(PAN) particles with ca. 400 nm diameter. Figure 10 is a TEM 
photograph of a cross-section of the particles after coating the PAN shell with OsO, 
vapor. The core diameter and the shell thickness were 300-370 nm and 40-50 nm, 
respectively. 

Fig. 10. TEM photograph of cross-sections of core(PMMA)/shell(PAN) particles coated with Os0,vapor. 
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Fig. 11. TEM photograph of carbon nanotubes prepared from core(PMMA)/shell(PAN) particles. 

The water emulsion of the core/shell particles was mixed with a water emulsion of 
PMMA particles, as a matrix, prepared in advance under sonication for 30 min. The 
PMMA particles prevent coalescence of the corehhell particles during the spinning 
process. The mixing ratio of the core/shell and the PMMA particles was 60/40 by 
weight. The emulsion mixture was freeze-dried and the resulting polymer blend was 
continuously melt-spun at 310-320°C using a conventional apparatus [6,7], followed 
by stabilization of the PAN in dry air at 250°C for 5 h, and finally by carbonization at 
1000°C for 1 h in nitrogen. 

A low magnification TEM photograph of CNTs from the particles after 
carbonizing at 1000°C is shown in Fig. 11. The diameter of CNTs ranged from 10 nm 
to 20 nm. CNTs thinner than 10 nm were rarely observed. The PMMA matrix in the 
spun fiber fused during carbonization to roll up by surface tension. The elongated 
shells were deformed together with the PMMA matrix, resulting in an entangled 
structure of the CNTs as seen at the bottom of Fig. 11. Carbon nanofibers and other 
morphological contamination carbons were entirely absent in this region. 

Figure 12 is a high resolution TEM (HRTEM) image of the CNTs from the 
core/shell particles after carbonizing at 1000°C. CNTs consisting of highly oriented 
multi-walls are observed. The wall thickness and the hollow diameter of the CNT 
(arrowed) at the center of Fig. 12 are ca. 7 nm (stacking of ca. 20 graphene sheets) and 
1.4 nm, respectively. Figure 13 shows a cap of CNT found in the same specimen. The 
cap is made of stacks of graphene sheets extending continuously from the tube wall. 
Because pentagonal carbons can close a tube tip, so such carbons must exist at the 
bent sites (arrowed) of the graphene sheets. A similar structure of the end cap was 
observed in CNTs synthesized by conventional methods in which CNTs were 
assembled from carbon fragments in the gas phase [ll].  In contrast, CNTs by our 
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Fig. 12. TEM photograph of carbon nanotubes prepared from core(PMMA)/shell(PAN) particles. 

Fig. 13. TEM photograph of cap of a carbon nanotube prepared from core(PMMA)/shell(PAN) particle. 

method were formed through a different route, i.e., the thermal degradation of PAN 
in a solid phase. It is interesting that both methods result in CNTs with quite similar 
CNT structures. 

In order to avoid the formation of entangled CNTs, it is suggested that the ratio of 
PAN component to the PMMA component in the polymer blend must be as large as 
possible. So, the core(PMMA)/shell(PAN) particles were further thinly coated with 
PMMA. The resulting three-layered core/shell particles singly, without PMMA 
particles, were subject to melt-spinning, stabilizing and carbonizing at 1000°C. Figure 
14 shows the resultant CNTs which were straight and long with diameters of 10-20pm 
without formation of entangled CNTs. 

A further consideration is whether a narrower CNT with a thinner wall can be 
prepared by this method. To do this, a finer core/shell particle with a thinner shell and 
a propensity for higher elongation must be used for spinning. A thinner PAN shell can 
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Fig. 14. TEM photograph of carbon nanotubes prepared from three-layered core/shell particles 
(PMMAPAhV'MMA). 

be prepared by controlling the amounts of PAN, so leading to the formation of 
thinner CNTs with thinner walls. 

A second consideration is whether bulk production of CNTs is possible using this 
method. Because the method uses spinning already used by industry, it is more 
suitable for bulk production than other methods. Also, metal particles and 
morphological contamination by carbons were totally absent from these CNTs, 
leading to the elimination of a subsequent purification process. 

A third consideration is why highly developed and oriented graphene sheets were 
formed at the low carbonization temperature of 1000°C. A similar structure has been 
observed in PAN-based carbon fiber heated to 2000°C [12]. It is supposed that severe 
stretching of the core/shell particle during the spinning process resulted in preferred 
orientation of PAN molecules along the fiber axis, the memory of which remained in 
the CNT after carbonization. Such a technique is being used to prepare PAN-based 
high performance carbon fibers [13]. The crystalline state of CNT can be also 
controlled through the selection of the carbon precursor polymer. Therefore, the 
present method may be suitable for the preparation of CNTs with a wide variety of 
crystalline structures and textures. 

5 Other Fibrous Carbon Materials with Unique Shapes 

In addition to the carbon materials described above, other fibrous carbon materials 
with unique shapes may be prepared using the polymer blend technique [14]. 

Figure 15 is a schematic of cross-sections of two types of microcapsules. First 
consider carbon materials formed from microcapsules through spinning, stabilizing 
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CP 0 PP 

Fig. 15. Cross-section of microcapsules resulting in fibrous carbon with unique shape. 

and carbonizing. The carbon in Fig. 16 must be derived from the microcapsule A, i.e, a 
large number of carbon nanofibers being included in a carbon sheath. However, such 
microcapsules cannot really be prepared so another technique must be used instead. 
Hence, a polymer blend of pyrolyzing PE matrix including fine PF particles was spun 
and stabilized according to the procedures for carbon nanofiber preparation. The 
resulting fibers were passed through a methanol solution of PF, dried to coat the 
fibers with the PF, stabilized again and then finally carbonized at 1000°C. The carbon 
material shown in Fig. 16 was thus prepared. 

a 

Fig. 16. SEM photographs of carbon tubes including carbon nanofibers. 
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Fig. 17. SEM photograph of multi-walled carbon tube. 

The carbon material derived from the microcapsule B is also unique, it being a 
multi-wall carbon tube. A problem here was the difficulty of preparing this type of 
microcapsule. An alternative technique was used in which a very thin vinylon fiber, 
used as a core pyrolyzing polymer, was coated with PF and PE, progressively, by using 
their solutions, and then subject to the conventional procedures described above. 
Figure 17 is a SEM photograph of the cross-section of the resulting multi-walled 
carbon tube. 

6 Conclusions 

Trial studies on the use of polymer blend techniques for the precise and controlled 
preparation of carbon materials began only several years ago and so only limited data 
are currently available. Nevertheless, this technique has expectations for use in the 
field of carbon materials, in particular the design of fine carbon materials. 
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Abstract: Recent developments in computers and theoretical approaches have facilitated the 
use of several simulation methods to study carbon alloys in terms of system size, and the 
accuracy and reliability needed, as well as the computer resources available. This chapter 
provides a brief summary of methodologies and some of their applications to carbon alloys, 
especially focusing on electronic states. 
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1 Methods 

Prediction of structures and properties of materials from a knowledge of their chemi- 
cal composition has been a longstanding problem in materials science. So far, many 
inventions with associated improvements have been made. Now, thanks to the devel- 
opment of computers, the most suitable methods can be applied to each problem. 
Atomistic simulations of materials are broadly classified into two categories. One is 
the treatment of structure and dynamics of atoms within Newtonian dynamics and/or 
classical statistics. The other is to study electronic structure using quantum mecha- 
nics. State-of-the-art simulation techniques are often a mixture of the two categories. 

In this chapter, several simulation methods are introduced together with their 
abbreviated names and references. These methods are quite general and are not 
necessarily related to carbon alloys. 

1 .I Classical Simulation of Atoms 

It is possible to solve Newton equations of motion of atoms if the forces acting on each 
atom are known as a function of positions of atoms. The method is called Molecular 
Dynamics (MD) [l]. If there is no interest in dynamics or temperature dependence 
but only in the most stable structure, structural optimization can be performed using 
the same forces (Molecular Mechanics, MM). Another method to study classical 
distributions of atoms is the Monte Carlo method (MC), in which a description of the 
total energy is needed but not the forces acting on the atoms. 
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When a virtually infinite system such as a crystal is being studied, the periodic 
boundary condition to minimize finite size effects is adopted. The finite size effects 
caused by the existence of surfaces are thus eliminated. On the other hand, the 
artificial periodicity introduced here sometimes brings a fatal influence to the system 
such as symmetry restriction to some structural transformations. To minimize such 
influences, the shape of the simulation cell is allowed to change so that internal stress 
balances with external pressures. This method, first introduced by Parrinello and 
Rahman [2], is often called the variable cell-shape algorithm or the constant-pressure 
(isobaric) algorithm. 

Structural properties of materials often depend on temperature. The simplest way 
to control temperature during an MD simulation is to scale velocities of the atoms so 
that the average of the kinetic energy of each atom is equal to (3/2)k,T, where k, is the 
Boltzmann constant. An arbitrary scaling procedure, however, does not reproduce 
statistically definite ensembles. Nose proposed a Lagrangian including a variable for 
scaling “time”, by which the canonical ensemble is reached automatically [ 3 ] .  The 
method has been slightly modified by Hoover and is now widely used for constant- 
temperature simulations [4]. 

The number of atoms simulated using the above method is typically several 
hundreds to several tens of thousands, though simulations of millions or billions of 
atoms have been reported recently. Application of the methods to such huge systems 
is not straightforward and needs major improvements and inventions of the algo- 
rithms [5],  although the detailed description is beyond the scope of this chapter. 

The most essential ingredient in methods to describe characteristics of systems is 
the interatomic potential which determines the forces acting on each atom. Typical 
examples are the Lennard-Jones potential for rare gases, Morse potentials for co- 
valent bonding and Born-Mayor-type potential for ionic materials. These potentials 
depend on interatomic distances. For directional interactions like sp3 bonding in 
diamond, directional potential should be used depending on the position of more 
than two atoms or angles between two chemical bonds. Such examples are StilIinger- 
Weber potential for silicon [6] and Tersoff potential for silicon and carbon [7]. 
Unfortunately, however, it is hopeless to find good interatomic potentials applicable 
to all situations, that is, to arbitrary chemical compositions or to insulating and 
metallic phases of the same materials. Experimental information is needed for the 
system before simulation and if there exists a need to simulate completely unknown 
systems, then, somehow, more ab initio methods should be used, as set out below. This 
often happens when carbon alloys are studied. 

1.2 Quantum Simulations of Electrom 

Forces acting on each atom are in principle determined by the electronic structure of 
the system. Although there are no ways of solving many-body Schrodinger equations 
exactly by a computer, a number of approximate ways have been proposed. 
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A simple and intuitively understandable way is the molecular orbital (MO) 
methods, the simplest versions of which are the famous Hiickel’s method for n 
orbitals and the extended Huckel method for all electrons. These methods are called 
empirical MO methods because the parameters in the Hamiltonian (site energies and 
transfer integrals) are determined empirically. The tight-binding (TB) model used by 
physicists for treating solids is of the same level as regards approximations, where 
many-body electron-electron interactions are considered to be included in the re- 
normalized parameters in the one-body Hamiltonian. 

A method that goes beyond the one-body approximation is the Hartree-Fock 
self-consistent-field (HF-SCF) method [SI. The many-body wave-function of elect- 
rons is approximated to by single Slater determinants of MOs (HF approximation) 
and the MOs are determined so that the expectation value of the Hamiltonian is 
minimized. This is achieved by solving self-consistently a set of Schrodinger-like 
equations for one electron under a mean field. The mean-field potential has two 
terms: the Hartree term which describes Coulomb repulsion between electron charge 
density and the exchange term which is caused by the Pauli principle stating that two 
electrons cannot occupy the same state and makes up for the overestimated repulsion 
by the Hartree term. Because evaluation of these terms needs two-electron integrals 
that cost both computational time and memory, in the early days some of the integrals 
were neglected or estimated semi-empirically. Such semi-empirical methods are 
Complete Neglect Differential Overlap (CNDO), Intermediate Neglect of Differ- 
ential Overlap (INDO), Modified INDO (MINDO), etc. [SI 

Full consideration of the two-electron integrals by numerical integration is made 
possible if we adopt Gaussian-type atomic orbitals as a basis set for expanding the 
molecular orbitals. The method is called the ab initio HF-SCF method and is widely 
used as a standard method for calculating electronic states of molecules [SI. 

Within the HF approximation, electrons with opposite spins move around without 
correlation, resulting in some serious problems. Common examples are failure in 
estimating formation (cohesive) energy or excitation energy of molecules and the dip 
of the electron density of states at the Fermi level in metals. The Configuration 
Interaction (CI) method is a remedy for taking into account the electron correlation 
and is used for calculation of the ground state and low-lying excited states of mole- 
cules [SI. However, the computer resources necessary for the method diverges rapidly 
with the size of the system, so that the method is not useful for solids. Instead, 
electronic-structure/total-energy calculations based on the Density Functional 
Theory (Dm) has been developed and used for solids [9]. 

D R  is quite different from CI in that it basically deals with electron charge density 
instead of many-body wave functions. This means that the number of degrees of 
freedom to be tackled in computers is much fewer. The key point is that the 
ground-state energy of the system is a functional of the electron charge density, as 
proved by Hohenberg and Kohn [lo]. This was followed by Kohn and Sham’s 
prescription to find one-electron orbitals vl, of which the electron charge density is 
written as a squared sum [ll]. A set of self-consistent equations for determining the 
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ground-state electron charge density n(F) and the total energy Etota, are written as 
follows: 

n(?)n(F’) 
13 -.I +c jd3rd3r’  

2 

-- A +v(r) vi  (r‘) = ~ ~ \ l r ~  (T) , { 2 - }  

i 
(4) 

(5)  

Because n(F) in Eq. (2) is written by vi, the eigenvalue problem in Eqs. (2)-(5) has to 
be solved self-consistently. This is done by using basis functions for expanding the 
one-electron orbital vi. If plane waves are adopted for the basis functions, then Fast 
Fourier Transformations (FFT) can be fully utilized to solve the equations and to 
systematically improve the accuracy by increasing the cut-off energy corresponding to 
the maximum wave number of the plane waves. The forces acting on each atom are 
calculated by the Hellman-Feynman theorem very easily. Moreover, dynamical 
diagonalization by the Car-Parrinello method [12] (see below) or the conjugate- 
gradient method [13] dramatically reduce the memory size and CPU time necessary 
for the solution. To omit localized core-electron-orbitals7 for which plane-wave 
expansion is not efficient, several types of pseudo-potentials (PP) are proposed, such 
as norm-conserving PP [14], soft PP [E]  and ultra-soft PP [16]. Localized basis 
functions are also used for explicitly treating localized valence orbitals for which the 
force calculation is quite cumbersome. Korringa-Kohn-Rostoker method (KKR) 
[17], Linear Augmented Plane Wave method (LAPW) [18] and Linear Muffin Tin 
Orbital method (LMTO) [19] are such examples. 

In the above, E, is a functional of n( f )  and the functional form is determined by 
many-body perturbation theories or based on quantum Monte Carlo simulation of 
electron gas. In the simplest approximation, E ,  is assumed to be a function (not the 
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functional) of n(7). This is called Local Density Approximation (LDA) and has been 
successfully used for various systems. To go beyond LDA, it was proposed recently to 
include gradients of n(?) in the expression of E,, (Generalized Gradient 
Approximation, GGA) [20,21] and is widely used nowadays. It is often said that GGA 
gives better cohesive energy than does LDA. 

LDA and GGA have been used not only for structural optimization but also for 
band-structure calculations, considering the fact that the one-electron energy E, of the 
occupied state in Eq. (2) gives the energy for taking out an electron from the system 
[22]. It is known, however, that LDA and GGA give much smaller estimations of the 
band-gap energy of semiconductors (almost 50% in the case of Si), and so predict the 
metallic ground state for some small-gap semiconductors and highly correlated 
electronic systems like Mott insulators. Many attempts have been made from various 
viewpoints to overcome this difficulty, such as the Self-Interaction Correction (SIC) 
[23], the GW method [24,25] or the exact exchange method (EXX) [26]. 

Total energy and electronic-structure calculations by DFT are often called 
first-principles calculation. The results of DFT, however, depend on which expression 
of E, is used and the choice has to be supported by comparison with experimental 
results. At this point, some kind of empiricism gets into this “first-principles’’ 
calculation. In order to calculate total energy of solids more precisely and more 
non-empirically, Quantum Monte Carlo methods (QMC) for sampling many-body 
wave functions have been proposed [27]. 

So which method should we use? It all depends on the system, the accuracy or 
reliability needed, and also the computer resources available. If there is a need to 
study small clusters, ab initio HF-SCF calculation using a commercial program 
package Gaussian9* gives quite good starting point. If there is no need for either 
excitation energy or an accuracy of 100 meV, probably there is no need to go beyond 
HF-SCF. When the system gets larger and includes more than 100 atoms, HF-SCF is 
too tough but the empirical methods using program package MOPACK, for example, 
are still useful. DFT is more accurate and can tackle 100 atoms, though the necessary 
memory and CPU times are orders of magnitude larger than those for the empirical 
methods. Therefore, practically, it is recommended to use different methodologies if 
possible: that is to use empirical methods for large systems and first-principles 
methods for small systems for testing the reliability of the empirical calculation. 

1.3 Simultaneous Simulation of Atoms and Electrons 

In 1985, Car and Parrinello [12] suggested the use of MD of atoms and the DIT  
calculation for electrons, simultaneously, using a Lagrangian: 
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where M,, and R,, are the mass and position of atoms, vi is the one-electron wave 
function (KohnSham orbital), \iri is its time derivative, p is an effective mass for the 
motion of vi, and E is the electronic part of the total energy calculated within DFT. 
The Euler-Lagrange equations of this lead to coupled equations for atoms and wave 
functions and the latter becomes identical to the KohnSham equation (2) when the 
motion of y, is quenched. Note that this time-dependence is fictitious and not related 
to the wave packet dynamics by time-dependent Schrodinger equation. By this 
method the motion of atoms can be simulated by calculating forces by DIT  with much 
less CPU time and memory than is needed to solve Eqs. (2)-(5) self-consistently at 
each MD step. This revolutionary method is now called the Car-Parrinello (CP) 
method or First-Principles Molecular Dynamics method (F'PMD). The essence of the 
method is that the electronic state is dynamically (iteratively) diagonalized, so that the 
equation of motion for yj is sometimes replaced by the Conjugate-Gradient method 
(CG) nowadays [13]. 

2 Applications 

2.1 Simulations of Carbon-Related Mderiuls 

Recent discoveries of fullerenes and carbon nanotubes have undoubtedly accelerated 
attempts to simulate, investigate, and predict electronic and structural properties of 
carbon-related materials. As the system size is necessarily large, empirical treatments 
of the electronic states keep to the mainstream, although first-principles calculations 
are also performed for relatively small systems like perfect crystals made of fullerenes 

This section briefly summarizes the results of recent simulations of carbon-related 
new materials with DFT. Throughout these studies the constant-pressure FPMD 
method [29,30] is used to optimize efficiently structures under pressure. Calculations 
of electronic states are based on the density functional formalism within LDA. 
Norm-conserving soft pseudo-potentials [15] are used with a plane wave basis set to 
expand the electronic wave function. A correction to the energy functional is 
introduced to retain a constant energy cutoff for the basis irrespective of a change in 
the unit-cell volume [30,31]. 

P I  

2.2 Graphite-Diamond Transformation 

Graphite transforms into diamond at high pressure. This is not only an important 
process for synthesizing diamond in industry but also is an interesting starting point to 
understand structural and chemical properties of carbon. From the viewpoint of 
computer simulation, the transformation is a difficult problem because (a) chemical 
bonds of carbon atoms change from sp2 to sp3, and (b) the crystal changes from a 
semi-metal to an insulator. 
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Fig. 1. Snapshots of graphite to hexagonal diamond transformation obtained by FPMD. 

Scandolo et al. [32] first reported a constant-pressure FPMD simulation of this 
transformation. The number of atoms in the simulation was 48 to 64 with tempera- 
tures of 200-2000 K and with pressures reaching -110 GPa. They found that the 
transformation path proceeds through a sliding of graphite planes (graphene sheets) 
into an unusual orthorhombic stacking, from which an abrupt collapse and buckling 
of the planes leads to both cubic and hexagonal forms of diamond in comparable 
proportions. Figure 1 comprises snapshots of the transformation (graphite to hexa- 
gonal diamond) reproduced by a similar FPMD simulation by our own code, where 
carbon nuclei are shown by spheres (with exaggerated radius) and higher electron 
densities are shown in brighter colours. Planar sp2 bonds are distinguished between 
atoms as they change into three-dimensional sp3 bonds. It should be noted that the 
intermediate phase (the center panel in Fig. 1) is energetically unstable and appears 
as a transient state for a few femto-seconds only. 

Hexagonal diamond, which is rarely seen in nature, is only slightly more unstable 
than a cubic phase. A few experiments have shown that it is formed when well- 
crystallized graphite is compressed at low temperatures. So, the activation barriers 
were investigated going from graphite (G) to hexagonal diamond (HD) and from 
graphite to cubic diamond (CD) anticipating that the former will be smaller than the 
latter. The result was, surprisingly, the reverse and the difference was rather large (at 
20 GPa, 0.22 eV/atom from G to HD and 0.15 eV/atom from G to CD) [30], even 
though the deformation of the bond angle is quite similar at both of the transition 
points. 

Currently, it is out opinion that the nucleation process at the commencement of 
the structural change is important for HD formation at low temperatures [30]. 

2.3 BCN Heterodiamond 

BCN heterodiamonds have attracted significant interest as a candidate for super-hard 
materials or wide band-gap semiconductors with high electron mobility and high 
thermal conductivity. Because they are ternary compounds with a large number of 
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structural freedoms, they are expected to show a variety of properties greater in 
number than those obtained from binary semiconductors, but only if their atomic 
composition and arrangement could be controlled. 

Experiments have tried to synthesize BCN by shock wave compression or static 
compression and the heating of graphitic BC,N prepared by chemical vapor 
deposition, but with only a few reports of successful syntheses [33]. This is probably 
because BCN compounds are less stable than the separated phases of diamond and 
cubic BN at high pressures. Also, apart from an investigation on (110) superlattices of 
diamond and cubic BN [34], there have been few theoretical reports of BCN hetero- 
diamonds. Recently, energetically favourable structures of BC,N heterodiamonds 
have been looked into including their synthesis paths using the FPMD method with 
constant-pressure formalism. The high-pressure synthesis of a class of BCN hetero- 
diamonds utilizing diffusionless structural transformations at low temperatures has 
been proposed [35]. In order to explore applications to electronic devices, the 
electronic states of such probable structures using first-principles band calculations 
were studied [36]. 

The total energy calculation of several candidate structures of BC,N revealed that 
a bond-counting rule holds in the B-C-N system. The rule is that more stable 
structures have more C-C and B-N bonds but have no B-B or N-N bonds. This is 
consistent with the tendency towards the phase separation observed experimentally. 
Thus, BN/C, (111) the superlattice as shown in Fig. 2b and called P-BC,N by 
Tateyama et al. [35], is more stable than the (110) superlattice proposed previously 
[34] and energetically is the most favoured of the atomically mixed structures of BC,N 
hetero-diamond. The bulk modulus of BN/C, (1 11) superlattice is calculated to be 438 
2 14 GPa, which is just between that of diamond and of c-BN. As for the synthesis of 
this superlattice, it may be difficult to make a well-crystallized sample by ordinary 
epitaxial growth methods, because island growth is expected to be predominant due 
to the bond-counting rule. On the other hand, when starting with a proper material, a 
desired sample may be made by a high pressure synthesis route from layered struct- 
ures at a temperature low enough to suppress atomic diffusion. From this viewpoint, it 
is proposed that a graphitic superlattice (gr-BN/C,) consisting of alternate stacking of 
graphite and hexagonal BN monolayers as shown in Fig. 2a is compressed at low 

;B .;C 0 ; N  

High P 
Low T 
I) 

(a) gr-BN/C2 (b) BN/C2 (c) BN/BN/CdC2 (d) BN/CdNB/C2 

Fig. 2. Energetically favourable BC,N heterodiamond (111) superlattices investigated in this work [35]. 
They could be synthesized using compression of graphitic superlattices at low temperatures. 
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temperatures so that atomic diffusion or phase separation is suppressed [35]. Because 
gr-BN/C, is energetically very stable and free from orientational disorder as well as 
intra-layer defects, it is a more promising route to a well-crystallized sample. The 
calculated pressure dependence of the enthalpies indicate that gr-BN/C, can 
transform into the BN/C, (111) superlattice with compression to -16 GPa, suggesting 
that this synthesis route is experimentally feasible [35]. 

The results for the structural stability of BC,N imply that the synthesis of BN/C, 
hetero-diamond (1 11) superlattices, with different stacking orders of diamond and 
cubic BN, may be possible using compression of graphitic structures. The structures 
shown in Figs. 2b and c are those of 1+1 (BN/C,) and 2+2 (BN/BN/C,/C,) super- 
lattices, respectively. The structure shown in Fig. 2d is also 1 + 1 superlattice, but with 
the BN orientation, in alternating BN layers, being reversed (BN/C,/NB/C,). This 
type of structure may appear locally as a stacking fault. 

The band structures calculated using optimized structures in Figs. 2b-d are shown 
in Fig. 3. All these band structures can be roughly explained as a folding of diamond or 
cubic BN, as known for (110) superlattices [34], with the band gap being indirect in all 
cases. However, there are differences in the band edge states. The conduction band 

15 1 I 15 1 1 

-15 1 

(a) BN/C2/BN/C2 ; Eg = 3.6 [eV] (T-D) 
z r  D r 

(c) BN/CmB/C2 ; Eg = 2.8 [eV] (r-0.7D) 

"z r D r 
(b) BN/BN/CdC2 ; Eg = 3.5 [eV] (T-D) 

Fig. 3. The band structures of (a) BN/C,/BN/C,, (b)BN/BN/C,/C, and (c) BN/C,/NB/C, in a rhombohedral 
cell (space group R3m). The Z-T, T-D, D-T lines correspond (r'L/4)-r, T-X, L-T in the fcc first Brillouin 
zone, respectively. Each arrow indicates the conduction band minimum in each structure. The band gaps 

(E,) are calculated within LDA. 
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minima (CBM) of BN/C, and BN/BN/C,/C, are located at the D-point which 
corresponds to the X-point in the fcc first Brillouin zone, at which the CBM of cubic 
BN is located. On the other hand, the CBM of BN/C2/NB/C2 is located at the 0.7 
D-point on the r-D line, which is similar to that of diamond. The LDA band gaps are 
also different: those of BN/C, and BN/BN/C,/C, are 3.6 and 3.5 eV, respectively, while 
that of BN/C,/NB/C, is 2.8 eV. At the valence band maximum (VBM), a difference is 
also found in the splitting energy from triply degenerated p-like states into a p,-like 
single state in the [lll] direction and doubly degenerated states perpendicular to it. 
The spatial distribution of the CBM and VBM wave functions also show dramatic 
differences. The CBM states of BN/C2 and BN/BN/C,/C, spread throughout the 
entire crystal, while that of BN/C,/NB/C, is localized in a carbon layer, which is 
sandwiched between the two N-layers. 

Besides these superlattices, several types of stacking sequences have been studied 
to find systematic changes in their band gap and stability. Unfortunately, all of the 
structures investigated were found to have indirect band gaps so that application of 
BCN hetero-diamond to optoelectronic devices might be difficult. Nevertheless, it is 
good news that band-gap engineering appears to make sense in these systems. 

2.4 Li-encapsulated Diamond 

Cohesion of carbon atoms in graphite occurs in two ways: in a single graphite 
(graphene) layer, carbon atoms are tightly connected with each other via sp2 covalent 
bonds, with interactions between the layers being attributed to the weak van der 
Waals forces. The weak interlayer coupling allows various elements or molecules to 
be intercalated between the graphite layers accompanied by ionization of the inter- 
calate. Graphite intercalation compounds (GIC) is a generic term for compounds 
obtained in this way. 

Because the graphite structure is well retained in the monolayer of GICs, it is 
expected that, at high pressures, GIC may undergo structural transformation into the 
diamond-like structure, if the intercalate is small enough to be encapsulated in a 
diamond cage. A candidate for such a small impurity is lithium, which is introduced 
into diamond by ion implantation [37,38]. Thus, Li-GICs were starting materials and 
the stabilities of lithium-doped diamonds, LiC,(D) and LiC,,(D) were investigated, as 
expected from Stage-1 and Stage-2 Li-GICs, respectively [39]. These were called 
hypothetical diamonds or “Li-encapsulated diamonds”. 

Stage-1 Li-GIC (LiC,(G)) has A-a-A-a ... stacking, where a layer is a A x &  
triangular lattice of Li atoms located at the center of facing hexagons in adjacent 
graphite layers. For the Stage-2 Li-GIC (LiC,,(G)), the stacking structure is reported 
to be A-a-A-A-a-A ... [40]. The diamond structure, naively expected from these 
graphite-layer stackings, is hexagonal diamond with the same c-axis orientation as the 
GICs. The Li atoms are expected to reside in the interstitial site, keeping the 
triangular lattice in the ab plane. The structures of hypothetical LiC,,(D) at 60 GPa 
are illustrated in Fig. 4. 
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Plane f 

Fig. 4. Atomic configuration of LiC,,(D) at 60 GPa obtained by FPMD simulation. Grey circles and open 
circles denote carbon and lithium atoms, respectively. C-C bonds longer than 16 nm are not shown. The 

upper panel is the top view seen from the c-axis of starting LiC,,(G). 

Structural optimization was performed of these Li-encapsulated diamonds 
without symmetry restriction by means of the CP-FPMD method. The unit cell for 
calculation contains twelve carbon atoms and one or two lithium atoms. 

It was found that both LiC,(D) and LiC,,(D) are stable at high pressure (40 GPa). 
At ambient pressure LiC,(D) spontaneously collapses into a GIC phase. LiC,,(D) is 
quenchable at ambient pressure, at least at the low temperature limit, if it is once 
formed. The C-C bond-length in LiC,,(D) is elongated to 0.160 to 0.163 nm in the 
diamond cage encapsulating a lithium atom, while it remains as 0.152 to 0.154 nm 
elsewhere. The system contains an odd number of electrons in the unit cell and is 
metallic. 

Because of the large lattice distortion, LiC,,(D) is less stable than GIC at low 
pressures, whereas it may be stabilized, more than GIC, at ultra-high pressures as with 
pure diamond. Therefore, this exotic material might be obtained by compression, if 
phase separations leading to carbide or lithium segregation are prohibited at low 
temperatures. 



156 Chapter 9 

If intercalates larger than lithium are used, it may be that the diamond cage cannot 
be preserved. Even so, for higher-stage GIC, it is likely that thin diamond layers will 
be formed as ‘sandwich intercalate’ layers. If such a structure does exist, the dangling 
bonds at the interface will be passivated by the electrons transferred from the 
intercalates. Another possibility is that a three-dimensional network of sp2 covalent 
bonds is formed just as in the high-pressure phase of silicide, or it may be that some 
carbon dimers form carbide locally. In any case, low-temperature compression of 
GICs would result in novel structural transformations and new high-pressure phases 
worthy of detailed investigation. Differences in layer stacking, intercalates and stage 
structure of the intercalates in the starting materials would result in useful variations 
of resultant materials. 

3 Conclusions 

In this chapter, several methods for computational simulation of materials are briefly 
explained to give some idea of the extent of approximations used in treating many- 
body problems of atoms and especially electrons. Among them, FPMD combining 
DFT with MD is one of the most powerful methods for investigating novel materials 
when experimental information is sufficient. Two examples of FPMD study of new 
carbon-related materials are presented. 

An obvious merit of empirical methods is that it is easy to repeat trial and error 
experiments changing chemical composition or initial configuration of the system. 
This is especially useful for studying complicated and experimentally unknown 
structures such as a granular graphite in Li-ion batteries [41,42]. Another important 
merit of the empirical method with one-body approximation is that physical 
properties like optical properties, conductivity, magnetic field effects, etc. are easily 
discussed within the scheme [43,44]. On the other hand, first-principles methods are 
useful for quantitative prediction of the atomic/electronic structure of materials. The 
point is that theorists should use the best affordable methods for each problem. 
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X-ray Diffraction Methods to Study Crystallite Size 
and Lattice Constants of Carbon Materials 
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Abstract: The measurement of crystallite sizes (La and L,) and lattice constants (a,, and c,) is 
described using X-ray diffraction profiles for graphitizable carbons during graphitization. The 
method is called the JSPS method and is based on the use of an internal standard of silicon 
crystal and thin sample (0.2 mm) with several corrections of observed intensity being applied. 
Crystallite size distributions are obtained from diffraction profiles for carbons heat-treated to 
relatively low temperatures. 

Keywords: X-ray diffraction, Carbon materials, Crystallite size, Lattice constant, Crystallite size 
distribution, JSPS method. 

1. Introduction 

X-ray diffraction has been used for structural analyses of solids for quite some time. 
X-ray diffractometers use powder samples as well as single-crystal materials. X-ray 
diffraction is used to study mechanisms of graphitization and the characterization of 
non-graphitic carbon. Excellent reviews are available [l-31. Modern computer 
technology makes numerical analyses much easier. 

X-ray diffraction profiles of a petroleum coke (PC30) and a phenol-formaldehyde 
resin char (PF20), HTT 3000 and 2000"C, respectively, are shown in Fig. 1. 
Diffraction peaks from the petroleum coke correspond closely to diffraction lines 
from graphite crystal. However, for the phenol-formaldehyde resin, although a few 
diffraction profiles match closely those of graphite for position, they are much 
broader and are asymmetrical. Structures of P O 0  and PF20 are thus quite different 
and X-ray diffractions can go some way in identifying these differences. 

In graphitizable carbons, the 00 I diffractions are sensitive to the heat treatment 
temperatures (€I") some 004 X-ray diffraction profiles being shown in Fig. 2. The 
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Fig. 1. Typical X-ray diffraction profiles of petroleum coke (PC30) heat-treated at 3000°C and 
phenol-formaldehyde resin carbon (PRO) heat-treated at 2000°C. 

diffraction profiles sharpen and move to the high angle side with increasing HTT. The 
profile shape, position and width at half-maximum intensity (FWHM) are used in the 
characterization of carbons. There is a need, however, for all researchers to use 
identical procedures for (a) the measurement of the profile (peak) position, (b) the 
FWHM of the carbon, and (c) calculating (assessment) of stacking sizes from profile 
analysis of low-temperature carbons. 

2 Measurement Method (JSPS Method) 

In Japan, the X-ray diffraction method for carbons is the so-called JSPS method 
(Japan Society for the Promotion of Science) and has been used since 1963 [4]. 
Samples for these measurements are powdered carbons at various stages of the 
graphitization process. This method specifies the measurement condition for X-ray 
diffraction and analysis procedures. These features are summarized as follows: 

1. Crystalline powders of high purity silicon are used as an internal standard. 
2. The thickness of sample is limited to 0.2 mm. 
3. Measurements of each diffraction line, 002,004,110 and 112 peaks, are based 

on the use of Cu K, X-ray radiation. 
4. Each diffraction profile is corrected for unwanted intensity factors, such as 

absorption and Lorenz-polarization. 
5. A single procedure is adopted to determine the position and FWHM of each 

peak. 
6. Lattice constants and apparent “crystallite sizes” are calculated by the same 

mathematical procedures. 
X-ray diffraction profiles contain components arising from such effects as 
Lorenz-polarization factors, absorption factors, doubleting of K ,  radiation and 
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Fig. 2. Peak shift of 004 diffraction of graphitizable carbon with heat-treatment temperature. 

instrumental broadening. The dependence of the atomic scattering factor of carbon 
on sin 8l‘h affects the profile, particularly the 002 band at low diffraction angles, 8. It is 
necessary to correct for these factors to obtain a more meaningful crystallite size from 
the profiles. Crystallite sizes thus calculated, however, still contain effects caused by 
lattice distortions in carbon structures. Therefore, it is recommended to regard the 
crystallite sizes obtained as “apparent” crystallite sizes, La and L,. 

In the JSPS method, observed diffraction intensities are corrected for the follow- 
ing factors as set out below. 
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2.1 Absorption Factors 

As carbon is a light element, X-rays penetrate deep inside a thick sample and are 
diffractedhcattered there. The diffracted intensity is strengthened at the low-angle 
side, and the profile broadens. Therefore, observed profiles of carbons need to be 
corrected for absorption more than for other materials such as metals and metal 
compounds. Because X-ray scattering intensities, as measured by the diffractometer, 
are based on X-rays scattered from that part glanced from the detection counter 
within an irradiated sample volume, the change of the sample volume irradiated by 
X-rays at a diffraction angle has to be as small as possible. Hence, for low absorption 
coefficients and keeping small change of the irradiated sample volume during 
measurement of each diffraction line, the sample thickness is specified as being 0.2 
mm. To correct for absorption, the absorption factor,A, in the following equation is 
used in the JSPS method [5]: 

(1) 
2t cos e 1 -exp(2p‘tcos ece)) + ___ exp(-2p’tcosece) 

W 

1 
2p‘w cos ec28 

where 8 is the diffraction angle, w is the width of X-ray radiation on the sample 
surface and p’ is the linear absorption coefficient of the carbon material mixed with a 
silicon standard for Cu K,. When the bulk density of the X-ray sample p’ is 1.0, the 
value of p’ is calculated to be 10 for the sample mixed with 10 wt% Si and 16 with 20 
wt% Si, because mass absorption coefficients p/p of carbon and silicon are (cL/p), = 
4.219 and ( p / ~ ) ~ ~  = 65.32, respectively. 

2.2 Profile broadening due to K, doublet 

Because K, radiation consists of K,, and Ka2 with small differences in wavelength 
(0.54056 and 0.154439 nm, respectively), all diffraction lines must be composed of two 
lineswith small differences in diffraction angles. For the lines observed at high angles, 
two separated diffraction lines are observed, but only broadened profiles without 
apparent separation are observed at low angles. Jones [6] illustrated angular separa- 
tion curves as a function of 20 and proposed a separation procedure by assuming that 
the two profiles for K,, and Kd radiations have the same shape and breadth, but differ 
in height by a factor of two and a shift by A in 28. His procedure is employed in the 
JSPS method, the software for which is available in all commercially available X-ray 
diffractometers. 

2.3 Imtrumntal Broadening 

Diffraction profiles are broadened depending on the instrumental and optical 
conditions used, the instrumental broadening being related to the breadth of the 
X-ray source, flat specimen surface and axial divergence of the X-ray beam [7]. The 
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peak width of the silicon (internal standard) shows the instrumental broadening of 
the X-ray diffractometer, because of its high crystallinity. Jones [6] corrected 
observed profiles for instrumental broadening by applying a Fourier analysis to a 
sample which causes broadening due to a small crystal size as well as a standard 
material which does not show broadening because of its large crystal size and showing 
only instrumental broadening. Klug and Alexander [7] provided correction curves to 
the widths of X-ray diffractions arising from instrumental broadening under different 
conditions. The JSPS method adopts their curves for high-resolution low-angle 
reflection conditions. 

2.4 Lorentz-Polarization Factor a n d h m i c  Scattering Factor of Carbon 

As the Lorentz factor (L) and polarization factor (P) change with diffraction angle, 
corrections are necessary to obtain a correct profile, particularly for broad profiles. In 
the JSPS method, corrections of the L and P factors are made for the profiles with 
FWHMs larger than 0.5", according to the following equations: 

1 L =  
sin e .cos e 
1 
2 

p=-(i+cos2 28) 

1 +COS 20 .COS 28' 
1+cos2 2w 

P =  

(3) 

(4) 

Equations (2) and (3) are used when a nickel filter is used, and Eqs. (2) and (4) for a 
graphite counter monochromator. In Eq. ( 9 2 8  is the diffraction angle of grphite, 
that is 26.56". 

Because atomic scattering factors decrease with increasing diffraction angle, it is 
necessary to correct the diffraction profiles of carbons using the square of the atomic 
scattering factor of carbon vc), given by the following equation [8]: 

f, = 226069exp(-226907xs2)+L56165exp(-0.656665~~~) 

+ LO5075 exp(-9.75618 x s2 ) + 0.839259 exp(-55.5949 x s2 ) +0.286977 (5)  
s=sine/h 

2.5 Prizcticizl Procedures 

2.5. I Correction of observed X-ray intensity 

The observed X-ray intensity (lobs) is given by 
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I,, = ~ P A G  I q2 
= KLPAG f :  I FgI2 

in which K is a constant, L = Lorentz factor, P = polarization factor, G = h u e  
function, F = structure factor of graphite$, = atomic scattering factor of carbon, and 
F, = geometrical structure factor of graphite. The factor that relates to the size of 
crystallites in the carbon is G2. To determine apparent crystallite sizes and lattice 
constants of carbon, the profile of G2 has to be obtained first, this being achieved by 
correction of the observed profile using the factors, L, P, A and f,'. Then the peak 
positions and FWHM can be determined. 

In the JSPS method, the corrected profile is obtained by dividing the observed 
intensity by the factors LPAf; for each diffraction angle. Because values of LPAf; 
decrease monotonously, relative values of LPAf; which make 28 = 30" to be unity for 
002 diffractions and 28 =57" for 004 diffractions are used. These relative values 
(FCT) were calculated for a sample thickness of 0.2 mm mixed with 10 or 20 wt% 
silicon and approximated by the following series: 

FCT = C, + C, . (28) + C, . (28)2 + C4 . + C, .(28)4 + C, . (7) 

Values of the coefficients C,, C,, C, ... in Eq. (7) are listed in Table 1. The diffraction 
profile has to be further corrected by a levelling of the background. 

Table 1 

Coefficient of correction Eq. (7) for 002 and 004 diffraction intensities 

Ni filter Counter monochromator 

Si 10% Si 20% Si 10% Si 20% 

002 Diffmction 

Cl 
c2 

c3 

c4 

c5 

C6 

0.1062200x103 
-0.1493785 X I d  
0.8948090X 10' 

-0.2796578X 10-' 
0.4500046~ W3 

-0.2956388~ lW5 

0.1229242~ 10.3 
-0.7458276X 10' 

0.1753749X 10' 
-0.1876302X 1C2 

0.7662217~ lW5 

0.8902088X Id  
-0.1223796x1O2 
0.7201680X 10' 

4.2217635 X 10-' 
0.3521847X lW3 

-0.2285659X i t 5  

0.9028824X I d  
-0.5160503X 10' 
0.1 14250% 10" 

4.1149O98x 
0.4401877X 

0.9350447X lo2 
-0.1316116X I d  
0.7921825 X 10' 

-0.2491818X 10-' 
0.4038340X lC3 

-0.2672795 x l t5  

0.4067178 x lo2 
-0.1807844 X 10' 
0.2791991 X 10-' 

-0.1476100X lod3 

0.7836853 X lo2 
4.1078659X lo2 
0.6383320X 100 

-0.1980132X 10-' 
0.3170086~10-~ 

-0.2074537~ 10-5 

0.3747529~102 
4.1656186X 10' 

0.2550629X 10-' 
-0.1346840~10-~ 
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2.5.2 Determination of lattice constants (e, and a 3  

As shown in Fig. 3, the diffraction angle 28,, is obtained from the position of middle 
point of the segment divided by the profile on the line parallel to the background at a 
position of 2/3 height from the background. From the diffraction angle of the 
standard silicon (2e0& and that of carbon, (26,, )c, the corrected diffraction angle, 
(2eo& of the carbon is obtained from the following equation: 

where (2eCoJsi are the diffraction angles calculated from the lattice constant (0.543073 
nm) of the silicon crystal. Lattice constants along the c-axis (c,) and a-axis (a,) are 
calculated from the diffraction angles (28,,), of either 002,004 or 006 lines and from 
the 110 line, respectively. 

2.5.3 Determination of apparent crystallite size (L, and LJ 

Apparent crystallite sizes are obtained from the Scherrer equation using FWHM of 
the profile corrected for instrumental broadening and the K, doublet. The width of 
profile at the 1/2 position (half-peak width) of the maximum intensity from the 
background, namely FWHM, is measured at the angle unit, as shown in Fig. 3. When 
the profiles do not show apparent separation of the K, doublet, FWHM makes the 
correction on K, doublet by using the curves shown in Fig. 4, which are referred to the 
profiles intermediate in shape between Gaussian and Cauchy [6]. This curve is 
approximated by the following equation: 

Si  I iwn 
31 1 

Carbon 

54 55 56 57 
28 (Wa) 

Fig. 3. Measurement example of diffraction angle and width. 
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Fig. 4. Correction curve for angular separation of K, doublet. 

(9) 
B I B ,  or blb, = 0.9991090+0.1180823~u-2.447168~u2 +8.254356.u3 

-20.96720. u + 17.34026. u 

where Bo is the experimental FWHM for the carbon, bo is the observed FWHM for the 
silicon standard, and A is the angular separation of the K, doublet given in Table 2, 
and u is either NB, or 4b,. From the curve of Fig. 4 or Eq. (9), are obtained FWHMs 
corrected for K, doublet for carbon and silicon, that is B and b, respectively. When the 
profiles show apparent separation due to the K, doublet, the procedure written above 
is applied and the FWHM values of B and b are measured from the profile of K,, 
radiation of sample carbon and standard silicon, respectively. 

Table 2 

A value of each diffraction peak 

Carbon Silicon 

hkl AC) hkl AC) 
002 
004 
110 
112 
006 

0.067 
0.147 
0.229 
0.255 
0.271 

111 
311 
331 
422 

0.072 
0.152 
0.224 
0.275 
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Fig. 5. Correction cuwe for instrumental broadening. 

In the next step, the following approximation (Eq. (10)) is used for the instru- 
mental broadening correction (Fig. 5): 

p / B  =0.9981266-0.0681532.~ -2.592769.~~ + 2.621163.~~ -0.9584715.~~ (10) 

where v = b/B, and p is the corrected FWHM for the carbon being studied. The 
corrected FWHM p is obtained by multiplicating B. 

Apparent crystallite sizes are calculated using the following equations from p of 
each diffraction profile, as derived from the Scherrer equation using parameters 
appropriate to each diffraction line and also by assuming the shape factor to be 1.00. 

L, (002) = 91 / p 
L, (004) = 99 / p 
La(11O)=113/p 

L, (112) = 41 / p  

L,(002) and L,(004) are the apparent crystallite thickness along the c-axis, perpend- 
icular to the hexagonal carbon layers stacked in parallel irrespective of whether a 
stacking order exists or not, as obtained from the 002 and 004 diffraction profiles, 
respectively. Both values are not always coincident, the existence of the lattice strain 
in the crystallites accounting for the difference. L,(110) is an apparent crystallite 
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width along the a-axis obtained from 110 diffraction, and L,(112) corresponds to the 
thickness of crystallites having three dimensional graphite stacking order, and 
obtained by converting the crystallite size along 112 direction into the c-axis direction. 

Software which automatically or interactively deals with these procedures has been 
developed and uses diffraction intensity data downloaded into a personal computer. 
In addition, processing software that enhances accuracy has been recently developed 
by Fujimoto [9]. 

3 Characterization of Carbonized Materials Heat-treated at Low Temperatures 

For carbons such as carbonaceous mesophase and coke heat-treated to comparatively 
low temperatures, it is more useful to analyze the form of diffraction profiles rather 
than to determine peak positions and FWHMs as performed by the JSPS method. By 
applying Fourier transformations of the 002 band and least-squares fitting of the 11 
band using the Hirsch and Diamond method, the distribution and average values of L, 
and La were measured and discussed for coals, pitches and their carbon products 
[lo-121. Figure 6 shows the layer size histogram for coal-tar pitch, as obtained from 
the 11 band by the Diamond method [13]. The fraction of amorphous matter (A) was 
about 9 wt% with an average layer size of 0.89 nm. The histogram of stack heights in 
the carbonaceous mesophase produced by the heat-treatment of a coal-tar pitch for 
16 h at 430°C is shown in Fig. 7. The average number of layers per stack is 3.3 and the 
average layer spacing is 0.345 nm. 

X-ray scattering intensities from a group of carbon layers stacked in parallel and 
having various sizes of La and L,, were theoretically deduced by Warren et al. [14], as 
follows: 

-20 - 
A .S8 .84 1.0 1.5 2.0 3.0 

Layer size, La (nm) 

Fig. 6. Size histogram of carbon layers constituting coal-tar pitch. 
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Fig. 7. Histogram of stack heights in carbonaceous mesophase. 

where Zcoh is the coherent scattering intensity from layered stacking groups, and M, N, 
28, h,f,, ri, are the number of layer planes per stack, the number of carbon atoms per 
single layer, and diffraction angle, X-ray wave length, atomic scattering factor of 
carbon and distance between two carbon atoms in the stack, respectively. The 
scattering profiles for the groups with various layer sizes and their stacking 
thicknesses, including a single layer plane, are calculated from the theoretical 
equation, Eq. (12). Then the optimum fitting between the observed profile and the 
assembly of the weighted theoretical scattering profile is explored making square root 
deviation minimum. The solution of this fitting process gives an structure image which 
is believed to be closer to the actual structure than the conventional method which 
shows only average values. This convenient analysis method using a personal 
computer was developed by Fujimoto et al. [15]. For samples of low crystallinity such 
as low-temperature cokes, incoherent scattering (Iinc) has to be subtracted from the 
observed intensity to obtain the coherent scattering intensity Icoh. 

As an example of results obtained, the observed intensity and the theoretical 
intensity of the mesocarbon microbeans (MCMB) H l T  of 1000°C are shown in Fig. 8. 
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Fig. 8. The least square refinement of X-ray diffraction profile of MCMB (mesocarbon microbeads) 
heat-treated at 1000°C. Bold and thin lines denote observed and fitted profile, the upper part showing the 

residual curve with 6.51 of R-factor. 

Fig. 9. Two-dimensional crystallite size distributions of MCMB heat-treated at 1000°C. 

A notched thick curve is the observed profile and the thin curve is the theoretical 
profile calculated by assuming the distributions shown in Fig. 9. The two curves show 
good coincidence, although the deviation increases at the low-angle side, as shown in 
the upper part of the figure. The distribution of crystallites sizes in Fig. 9 shows that La 
varies over 4 nm, having a peak at about 1.7 nm, and there are two peaks in 2 4  and 
6-8 layers in L,. These results give useful information on the development of 
crystallites in MCMB. 
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Chapter 11 

Pore Structure Analyses of Carbons by Small-Angle 
X-ray Scattering 

Keiko Nishikawa 

Division of Diversity Science, Graduate School of Science and Technology, Chiba Universip, 
Yayoi, hge-ku,  Chiba 263-8522, Japan 

Abstract: Small-angle X-ray scattering (SAXS) is a powerful investigative tool used to analyze 
both open and closed porosity within materials. The fundamental concepts of SAXS are 
outlined below, with special reference to carbons. As an example for the determination of size, 
shape and fractal features of pores, a recent study by SAXS i s  described. 

Keywords: Small-angle X-ray scattering, Pore structure, Porous carbon, Gyration radius, 
Fractal. 

1. Introduction 

Carbons are characterized by their varied form and function. The variety is 
understood in terms of their structure, by considering, for example, if the carbons are 
porous and what is the form and distribution of any porosity. This variety in properties 
of carbons and their various applications relates directly to their porosities. Analyses 
of porosities have lagged behind structural analyses of carbon substance because of 
the emphasis on the crystallinity of carbons. It is equally important to characterize 
pore structures to understand the functions of carbons. To this end, small-angle X-ray 
scattering (SAXS) is a useful experimental approach in association with adsorption 
methods. Unlike adsorption methods, the merit of the SAXS method is that it can be 
applied whether or not the porosity is open or closed. 

SAXS patterns from a selection of carbons are shown in Fig. 1. The scattering 
intensities and their patterns differ considerably, being dependent on the carbons 
studied. Information within scattering patterns is closely dependent on the size, shape 
and distribution of pores. The purpose of this chapter is to introduce the funda- 
mentals of SAXS methods and to give examples of their applications to carbons. 
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I ’ Activated Carbon Fiber 

0 0.08 0.16 
s (= 47tsin 8 1  A )  1A-l 

Fig. 1. Various patterns of small-angle X-ray scattering from carbon materials. 

2. Fundamentals of Small-Angle X-ray Scattering 

2.1 Scattering Parameter 

First, we introduce the scattering vectors or the scattering parameters, these being 
critical parameters to all scattering phenomena. Structural studies based on X-ray 
scattering phenomenon depend closely on an analysis of the interference of scattered 
X-rays from the carbons. That is, the key point of analyses of diffraction methods is to 
describe mathematically these phase differences which occur between scattered 
X-rays. 

Consider the interference of X-rays scattered by particles positioned at 0 and A in 
a direction as shown in Fig. 2. Because the effective scatterers are electrons for X-ray 
scattering, the two particles are electrons. X-rays are scattered by the electrons at 0 
and A with the same wavelength as the incident beam. The unit vectors which show 
the direction of incident X-ray and scattered X-ray are defined by e, and e,  

Fig. 2. Scattering vectors and scattering parameters. The phase difference of X-rays scattered at point A 
and Point 0 becomes (-r . s), where r is the position vector of A from 0. 
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respectively, and the position vector from 0 to A is denoted by r. The path difference 
d for the X-rays scattered at the two points is given by 

- -  
d = P A - O Q  

= r . e, - r . e, (1) 

= - r . ( e , - e , )  

When we replace the path difference with the phase difference,p, this is given by 

where h is the wavelength of X-ray and s is called a scattering vector and is given by 

s = 21c(e, - ei)/h (3) 

The direction of s is parallel to (e, -ei) as shown in Fig. 2, and the magnitude is given by 
4~sin(9)/h, where 29 is a scattering angle. The parameters is mainly used for carbons 
because information on a three-dimensional structure is lost due to the disorder or 
orientation average. All scattering or diffraction experiments refer to the measure- 
ment of the scattering intensities in s or s space. 

2.2 Three Principles of Small-angle X-ray Scattering 

Books dedicated to SAXS are available which set out detailed explanations and 
applications [ 1-31. Three important and fundamental concepts are listed below to aid 
the understanding and analyses of SAXS data. 

2.2.1 Inverse Relation of Real Space and Reciprocal Space 

Real space corresponds to the space where the scatterers exist and reciprocal space is 
the s or s space. The characteristic dimension to the real space is length, which 
describes the positional relation of particles. The dimension of reciprocal space is 
inverse of length. The information on a larger scale in real space appears in the 
smaller s-region and vice versa. SAXS is the scattering which occurs in a small 
s-region, when X-rays pass through a particle of 1 to -10 nm in size or a substance 
which has non-homogeneous regions of electron density of equal size. 

2.2.2 Small-angle Scattering Refers to Rough Observation 

In contrast to SAXS, normal X-ray scattering to determine the structure of crystals or 
molecules is called wide-angle X-ray scattering (WAXS). The observed s-regions for 
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SAXS and WAXS are usually 0 < s < 0.2 A-’ and 0.3 < s < 18 A-’, respectively. Let us 
compare WAXS and SAXS for looking at cloth. If we focus our eyes to observe cloth 
at a short distance or with a microscope, we can distinguish individual fibers. If we do 
not focus our eyes on the cloth, its detailed structure disappears and we recognize it as 
a homogeneous substance with constant density. The former refers to WAXS and the 
latter to SAXS. Namely, specific structures for a small region are revealed by WAXS 
and diffuse structures, ranging over a larger region are revealed by SAXS. SAXS is a 
method which provides information of ‘general’ structure on a larger scale. For 
carbon materials, carbon matrix is considered to be homogeneous with a constant 
electron density throughout. It is the differences in electron density between the 
carbon matrix and the porosity which generate the SAXS intensities. 

2.2.3 The Babinet Theorem 

The SAXS intensity from a particle with n electrons is proportional to n2 and that 
from the particles in the medium is written as: 

where Ap is the difference between the average electron density of the particle and 
that of the medium, I/ is the volume of a particle and N the number of particles. A 
complementary system is shown in Figs. 3a and b. For (a), particles are in the medium, 
the electron density of the former being Ap higher than the latter; for (b) vice versa is 
the case. For both, the shape, size and distribution of the particles are the same. The 
SAXS intensities from (a) and (b) become the same except for when the scattering 
value of s = 0, because 

and 

I&) = N (-ApV2. 

(4 (b) 

Fig. 3.  Complementary system. 
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7 

This equality of scattering intensities for the complementary system is called the 
Babinet theorem. For carbon materials, the black region in Fig. 3 refers to the carbon 
matrix with an average electron density p and the white region refers to pores or voids 
where the electron density is zero. Namely, it is permitted for the sake of convenience 
to say that the scatterers are pores as for case in Fig. 3b. 

2.3 Dividing Reciprocal Space into Three Regions 

Different types of structural information are contained within SAXS intensities, 
being dependent on the magnitude of the scattering parameters. It is convenient to 
divide the SAXS intensity curve into three regions as shown in Fig. 4. The correspond- 
ing real spaces are also shown. As described in Section 2.2.1 information on the larger 
scale in real space appears in the smaller s-region and vice versa. Information on the 
size of a particle, namely gyration radius R, (see Section 3.1) is obtained from the 
analysis of the scattering intensity of Region I. This region ranges from 0 to about 1/R, 
in s value and is called the Guinier region. The information on the shape of the 
scatterer appears in Region 11. Analyses to determine the shape are effective in this 
region, where, for example, a cross-sectional plot is applicable to a cylindrical 
structure and a thickness plot to a disk-like structure. The information on roughness 
of the surface of a particle or a boundary of two substances with different electron 
densities is obtained from Region 111. This region is often called the Porod region. 

Real Space 

r1 

' rod 
Reciprocal Space 

-lI& 11 F 
or 1IR. 1IL 

s -  

Fig. 4. Three regions in small-angle scattering curves and information obtained from them. 
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From an analysis of this region can be estimated a surface fractal dimension which 
indicates self-similarity of roughness on the surface or boundary. The boundary of 
Region I1 and I11 is at about s = l/rmin, where rmin corresponds to the minimum value of 
the characteristic length of the particle. 

3 Analyses 

The several kinds of structural information included in the SAXS intensities 
interweave with each other. In analyses of SAXS data, it is important to keep in mind 
what information is needed and which analyses or approximations are adequate. 
Below, typical analyses of SAXS data are presented. 

3.1 Gyration Radius: The Guinier Plot 

The gyration radius of a particle [l] is defined by 

p(r)r ' dV j p(r)r ' dV 

j P W V  n 
- - 2 R ,  = 

where n is the total number of electrons in the particle and the integral is performed 
over the volume of the particle. Namely, nR; is equal to the second moment of the 
particle with the weight of electron density p(r). For a homogeneous particle in which 
p(r) is assumed to be constant p, Eq. (6) is rewritten by 

The relations between shape parameters of the particle and gyration radius are shown 
in Table 1. For a spherical particle, the radius R becomes 

R =  -R L 
Table 1 

Shape parameters and gyration radius (R,) 

Shape Shape parameter Relation 
- - _ _ _ ~  .~ 

Sphere radius R Rg" = (3/5)R2 
Cylinder radius R, height L Rg" = R2/2 + L2/12 
Ellipsoid aces 2a, 2a, 2vu R l  = u2(2 + v2)/5 
Rectangular parallelepiped 2% B, Re2 = (a2 +b2 + c2)/3 
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In the Guinier region (Region I in Section 2.3), the scattering intensity from a particle 
is approximated to 

where Z, is a constant which includes the intensity of the incident X-rays, and the 
scattering power of an electron. For a system in which there are N particles with the 
same volumes and shapes and which, moreover, are separated from each other so as 
to have no structural correlation, Eq. (9) becomes 

By taking logarithms, the following relationship is obtained 

Namely, when a plot of ln(Z) versus s2 becomes a straight line, we obtain a value of R, 
from the gradient. This analysis is called the Guinier plot. 

This is the most popular and simplest analysis of SAXS data [l]. However, care 
must be taken in its application because Eq. (10) or Eq. (11) is valid only when the 
following assumptions or conditions are realized: 

1. The region where the plot is performed must be in the Guinier region, namely 
0 < s < lIRg. 

2. The scatterers (particles) are distributed in a medium and are separated from 
each other so as to have no structural correlation. 

3. The shape and the volume of the scatterers are identical. 
If the concentration of the scatterers becomes high, waves are observed on the 
scattering curve. For example, the curve of Fig. 1 is for GC (glass-like carbon) of H'TT 
= 3000°C [4]. 

3.2 Determination of Shape 

Information on the shape of scatterers is contained in Region I1 as mentioned in 
Section 2.3. Consider now the limiting cases for shape, Le., a sphere, a rod with 
infinite length and a disk with an infinite area. If ln(I(s)) for each particle is plotted 
against ln(s), the plot forms a straight line in Region 11, the slope of which is listed in 
Table 2. For a long and slender scatterer such as a column, the cross-sectional plot, 
given by Eq. (12), is effective [3,5]: 

ln(Z(s)s) = ln(Z(0)s) - R,2s2/2 (12) 
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Table 2 

Limiting law for particle scattering 

Shape Slope 

Sphere -4 
Rod with infinite length -1 
Disk with infinite area -2 

where R, is a gyration radius of the bottom of the column. This plot corresponds to 
cancelling the effect of s-’ on scattering intensity from the length of a slender particle 
as shown by the power law (Table 2). Values of R, of the particle can be estimated 
from the slope if the plot of ln(I(s)s) versus s2 is a straight line. Further, there is the 
following relation between R, and radius of the column bottom R, 

R d R ,  

We can estimate the gyration radius of the thickness of a disk (R,) with a large area, by 
the thickness plot given by [6]: 

ln(I(s)s’) = In(I(0)s2) - R:s’ (14) 

The thickness of the disk (t) is related to R, by: 

t = J E R ,  

3.3 Distance Distribution Function 

The real space is mathematically connected to the reciprocal space by way of the 
Fourier transform. The distance distribution function P(r) [2] is introduced as an 
example of Fourier transform analyses. The function is given by: 

a -  

where B is the damping factor to remove the termination errors of the Fourier 
transform. The functionP(r)/4d is avalue proportional to the probability that we can 
put two points with the distance r in the region with the same electron density. The 
function P(r)/47r? corresponds to the radial distribution function which is familiar in 
descriptions of liquid structures. In a usual liquid, the distribution of molecules 
around a given molecule is discussed. Because the particles are larger in systems 
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treated by SAXS, a given particle is included in the discussion of the radial 
distribution function as the distance distribution function. For porosity in carbons, the 
size of a given pore is usually discussed with the distance distribution function. 

The gyration radius, RE, can also be obtained from the distance distribution 
function from 

3.4 Surjkce Fractal Dimension 

For porous materials, the surfaces of pores are often rough. If the roughness has a 
self-similarity, it can be described by the concept of a surface fractal. SAXS intensities 
at relatively large s-region (Region 111 in Section 2.3) contain information of the 
fractal features of scatterers. Bale and Schmidt indicate how surface fractal 
dimensions can be obtained from the SAXS intensities [7,8]. According to Bale and 
Schmidt, the surface fractal dimension D, is given by 

D , = a + 6  (18) 

where a is the gradient when the plot of ln(Z) versus ln(s) forms a straight line. 

4 Examples of Structure Determination [9] 

As an example of the application of the SAXS method to carbons, a pore structure 
determination is presented below for carbon fibers prepared by the polymer blend 
technique [9]. The technique is a novel one to make porous carbon fibers without 
activation. It uses a polymer blend of a carbon precursor resin that forms the matrix by 
carbonization and a pore-forming resin that disappears during pyrolysis [ 10,111. 
Different types of fibers depending on the combination of polymers can be produced 
by this method. Moreover, pore sizes and their distributions can be designed by 
controlling the composition of pore-forming resin and their contents in the blends. 
Overall, structural determinations of porosity in carbons is difficult, because several 
factors interweave with each other. The following factors need to be considered: (a) 
adsorption of molecules into the open pores [ 12,131; (b) the variation of pore size and 
shape in carbons; and (c) a structural correlation of pores. The example given below is 
a standard SAXS procedure in which the above troublesome factors (a) to (c) are 
removed to give reliable information of pore sizes and distributions. 

The polymer blend of this study was made up of a mixture of phenol-formaldehyde 
resin as carbon precursor and polystyrene (10 wt%, grain size 20 nm) as the pore- 
forming resin. This polymer blend was spun, stabilized and carbonized into carbon 
fibers. Two different carbons, HTT 500 and 1000°C, Carbons A and B respectively, 
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0.05 0.1 

Fig. 5. The scattering patterns of Carbon A (SOOT) and Carbon B (lOOO°C). 

were prepared and studied. This combination of resins produced carbons with closed 
pores. The diameter of the fibers was -0.1 mm, this size not affecting the small-angle 
X-ray scattering intensities in the measurable region used. 

The SAXS patterns are shown in Fig. 5. Initially, an analysis of the intensity, I(s), is 
in arbitrary units but is then normalized to the scattering intensity from the same 
number of carbon atoms. The scattering intensity of Carbon B is stronger than that of 
Carbon A overall, with the scattering patterns almost overlapping each other in the 
lower and higher s-regions. An analysis of the pore structure was tried initially using 
the Guinier analysis. It was noted that the Guinier analysis was effective in the region 
of s = 0 - (l/Rg) 8,-' (the Guinier region). Therefore, regression lines were drawn to fit 
the experimental data of the lower sz region, as shown in Fig. 6. From the gradients of 
the lines, we obtained values of R, of 71 8, (7.1 nm) for Carbon A and 69 8, (6.9 nm) 
for Carbon B, respectively. The s2-values corresponding to (l/R,)' are shown by 
broken lines. The linearity of the Guinier plots, in the Guinier region, provides 71 8, 
and 69 A as acceptable R, values. 
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01 
$ 1  A-2 

Fig. 6. Guinier plots; the plot for Carbon B is displaced by +1 unit for clarity. 
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Fig. 7. Cross-section plots. The plot for Carbon B is displaced by +3 unit for clarity. 

The R, values of both carbons are almost identical. However, the Guinier plots 
differ from each other as shown in Fig. 6. The experimental points for Carbon A 
deviate only slightly from the regression line in ?-region, with the experimental points 
for Carbon B being on the regression line over a wider range. This fact shows that the 
shapes of the pores for the two samples are different. The information on the shape of 
pores is included in the scattering pattern in the larger region than in the Guinier 
region (Region I1 in Section 2.3). Useful analyses of the cross-section plots are 
described in Section 3.2 with results of the cross-section plots being shown in Fig. 7. 
The plots form two straight lines in respective regions, from whose gradients were 
obtained 50 8, for Carbon A and 41 8, for Carbon B for R, values. The s2-values 
corresponding to (1/RJ2 are shown as dotted lines. Figure 7 shows that the 
cross-sectional plots of the both carbons show linearity in this region. It is reasonable 
to assume that the grains of the pore-forming resin, polystyrene, are deformed to a 
narrower shape by spinning from the spherical starting shape. It is assumed that the 
deformed shape is column-like with the long axis along the direction of spinning. 
From the R, values and Eq. 13, values of the radius of column bottom R for Carbons A 
and B become 71 8, and 58 8,, respectively. For the column with the radius R and 
height L, the gyration radius R, is given by 

R 2  L2 R =-+- 
2 12 

From Eq. (19), we can determine values ofL as 174 8, (17.4 nm) for Carbon A and 192 
8, (19.2 nm) for Carbon B. The structure parameters of the two samples are 
summarized in Table 3. For Carbon B, the ratio of the diameter (2R) and the height 
(L)  becomes about 1:1.66. It is known that for a column with a ratio of 1:1.65 the 
Guinier plot shows linearity in the wide region [ 11. This is because the Guinier plot for 
Carbon B is more linear in the wider region than in the Guinier region (Fig. 6). 
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Table 3 

Structure parameters for Carbon A (500°C) and Carbon B (100WC). Rga is the gyration radius obtained 
from the Guinier plot. R,b is the one from the distance distribution function. R, is the one of the cross 
section plot. R and L are radius and height of column, respectively. 

A 7123 50?1 7122 174 72 
B 69k3 4 1 2 1  5821 192 67 

Secondly, R, values were obtained by using the distance distribution function (Eqs. 
(16) and (17)), because here the Guinier regions are narrow in the measurable region 
due to the relatively large values of R, for these carbons. The distance distribution 
functions for Carbons A and B are shown in Fig. 8. The calculated R values from the 
obtained P(r)s and Eq. (5) become 72 8, for Carbon A and 67 A for Carbon B, 
agreeing with those obtained from the Guinier analysis. The rvalues at which the P(r) 
curve crosses the 0 line correspond to the longest distance of the pore. From Fig. 8, 
the longest distances refer to 226 8, for Carbon A and 230 8, for Carbon B. We assume 
that the shapes of the pores are columns and the sizes are determined by the R, value 
from the Guinier plots and the cross-section plots. From these values, the longest 
distances become 225 8, for Carbon A and 224 8, for Carbon B, which are also 
consistent with results from the analysis of the distance distribution function. In order 
to study the pore structure of the carbon fiber, two different analyses were made, i.e. 
(the Guinier analysis) + (the cross-section one) and the Fourier transform analysis to 
give the distance distribution function. These results are consistent with each other 
and show that the structure determination can be performed with high reliability. 

The plots of log(Z(s)) versus log (s) are shown in Fig. 9. The slopes of both 
regression lines are 4.0  in the Porod region (Region 111), indicating that the surfaces 
of the pores are relatively smooth and have no fractal features. 

0 50 u 1 0 0  150 200 I 

r l  A 
i0 

Fig. 8. The distance distribution functions P(r) of Carbon A (SOOT) and Carbon B (100OT). 
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Fig. 9. The plots of In(Z(s)) vs. ln(s). 

There have been several reports of analyses of pore structure of carbon fibers as 
studied by SAXS measurements. The above study is considered as being quite 
successful for pore structure determinations. This is because (a) the pores are closed 
so that they are free from the influence of adsorbing molecules, and because (b) the 
pores are uniform in shape and size by controlling the sizes of the particles of the 
pore-forming resin and their concentrations. 
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Chapter 12 

XAFS Analysis and Applications to Carbons and 
Cat a1 y s t s 

Hiromi Yamashita 

Department of Applied Chemistry, Osaka Prefecture Universiv, Sakai, Osaka 599-8531, Japan 

Abstract: X-ray absorption fine structure (XAFS) analysis, Le., EXAFS (Extended X-ray 
Absorption Fine Structure) and XANES (X-ray Absorption Near Edge Structure), provides 
quantitative information about such structural parameters as atomic distances and 
coordination geometry. XAFS analysis is associated with the synchrotron radiation technique. 
In this chapter, interactions between X-rays and materials, the fundamental principles of 
XAFS, measurement procedures, analyses of data from EXAFS/XANES, and applications of 
XAFS analysis to carbons and catalysts are presented. XAFS analysis has several advantages in 
the analyses of materials. These include: (1) liquid and gas samples and amorphous materials 
can be analyzed; (2) non-destructive experimentation is possible and measuring conditions can 
be selected freely; (3) in-situ measurements under experimental conditions are possible; (4) 
local structures can be analyzed for each element even in mixtures; and (5) analyses of elements 
at low concentrations are possible. Recently, such new measuring techniques as time-resolved 
XAFS measurements have become available, with in-situ measurement techniques being 
developed. With these benefits, XAFS analysis is a very powerful tool to elucidate local 
structures in carbons and catalysts. 

Keywords: X-ray absorption, XAFS, EXAFS, XANES, Carbon material, Catalyst. 

1 Introduction 

Since the discovery of X-rays by Rontgen in 1895, the analysis technique using X-rays 
as a probe has developed further with the understanding of how X-rays interact with 
materials. Recent remarkable progress in synchrotron radiation analysis enables the 
use of powerful X-rays for the analyses of materials. As a useful means of giving 
quantitative information about local structure of materials, the analysis using X-ray 
absorption fine structure (XAFS) techniques has moved rapidly to wider research 
fields related to such materials as catalysts, metals, semiconductors and metal 
complex compounds [ 11. X-ray diffraction studies are not useful to analyze materials 
without structural long range ordering such as amorphous materials and ultra-fine 
particles; however, analysis by XAFS, i.e. EXAFS (Extended X-ray Absorption Fine 
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Structure) and XANES (X-Ray Absorption Near Edge Structure), does give quanti- 
tative information about local structure such as atomic distance and coordination 
geometry. XAFS analysis has developed with the progress of synchrotron radiation 
techniques and has been utilized successfully [2-81. 

In this chapter, an outline of the interactions between X-rays and materials is 
given, followed by some examples of applications of XAFS, fundamental principals, 
measurement procedures, and analyses of data of EXAFSKANES which give 
quantitative information on atomic distances and coordination numbers. 

2 XAFS Analysis 

2.1 Interaction between X-rays and Materials 

X-rays are electromagnetic waves with wavelengths of 0.1 to several 10 nm and 
energies of 0.1-100 keV (Fig. 1). X-rays with the shorter wavelengths are called hard 
X-rays and have a high transmission ability, while X-rays with the longer wavelengths 

Photon Energy (keV) 
0.001 0.01 0.1 

rotaling anode 
m X-rays generator 

visible rays ftrayiolet rays , , I 
\; vacuum ultraviolet rays I I 

1000 100 10 1 0.1 0.01 0.001 
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Fig. 1. Wavelength and brightness of X-rays in synchrotron radiation emissions. 
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Fig. 2. Interaction between X-rays and materials. 
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are called soft X-rays. Usually, X-rays are generated by the collision of 
thermoelectrons accelerated in a high voltage field onto a metallic target. Such X-rays 
have a continuous spectrum of energies and the characteristic X-rays have a line 
spectrum. Recently, synchrotron radiation systems have been developed with an 
intense source of X-rays generated with a wide spectrum of energies. When X-rays 
irradiate materials, such phenomena as absorption, scattering and release of 
secondary waves occur with emissions of transmitted X-rays, scattered X-rays, 
fluorescent X-rays, photoelectrons and Auger electrons as well as heat (Fig. 2). In 
XAFS measurements, an absorption coefficient is obtained by monitoring the 
incident X-rays, the transmitted X-rays, fluorescent X-rays, or secondary electrons. 

2.2 EXAFSIXANES Principles 

EXAFSEANES measures extents of absorption of X-rays by materials. Using a 
continuous range of X-ray energies, intensities of incident X-rays (I,,) and transmitted 
X-rays (Z) are measured. Figure 3 is an X-ray absorption spectrum showing the 
variation of absorption coefficients of samples with energy of the X-rays (put = ln(I$), 
(t: thickness of samples, p: total absorption coefficient). When the energy of X-rays is 
large enough to cause an electron to jump from aKlevel orL level (absorption edge), 
X-rays are absorbed and photoelectrons are emitted as a spherical wave. Oscillation 
(fine structure) is generated in the absorption spectrum by interference between the 
wave scattered from surrounding atoms (scattering atoms) and the direct wave being 
emitted from the absorption atom. 

ng atom 

P 

XANES EXAFS 
= fl 
4 - 8  
I ,  

Fig. 3. Mechanism of XANES and EXAFS formation. 
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The oscillation (fine structure) observed in the energy region, -50 to 1000 eV 
higher than the absorption edge, is called an EXAFS oscillation and is expressed as a 
function of wave number k, 

X(k) = M,(k)sinPR, + $,@)I (1) 

in which A,(k) is the amplitude intensity and the oscillation structure of EXAFS is 
shown in terms of a sine function. The amplitude part,A,(k), can be approximated to 

A,@) = ?/(kR,')F,(n,k) exp(-20,2k2) exp(-2R, /h)S(k) (2) 

where N, is the number of scattering atoms located at the atomic distance of R,, F,(n,k) 
is the back-scattering amplitude, exp(-2o,%*) is the decay attributed to the thermal 
atomic vibration and the structural distortion (0,: Debye-Waller factors), exp(-2R,/h) 
is the decay due to the inelastic scattering during the electron movement (h: mean 
free path), and S(k) is a term related to the lifetime of a relaxation process from the 
excited state generated by an electron transition from an inner shell. 

Figure 4 shows EXAFS spectra at the K-edge of iron, nickel and copper metal foils. 
Although the energy regions of these spectra are different, both nickel and copper 
show similar spectra because they have face-centered cubic structures. On the other 
hand, iron with a body-centered cubic structure has a spectrum which completely 
differs from the spectra of nickel and copper. Thus, EXAFS spectra elucidate specific 
structures of materials [6]. 

From the procedures used for extraction of EXAFS oscillations, and the 
procedures of Fourier transformations and curve-fitting of measured signals to 
theoretical equations, then distances between absorption atoms and scattering atoms 
can be calculated from the oscillation frequencies. Further, coordination numbers 
can be determined quantitatively from amplitude intensities. 

XANES measures strong oscillations observed within the region of 50 eV, from an 
absorption edge. Here, because of its small kinetic energy, a photoelectron receives 

I I 
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Fig. 4. X-ray absorption spectra of Fe, Ni and Cu foils. 
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strong perturbations from surrounding atoms when interactions between the direct 
wave and the multi scattering wave become important. Because the multi-scattering 
wave is affected not only by atomic distance but also by the coordination geometry of 
surrounding atoms, XANES is very sensitive to these structural factors. XANES 
corresponds to the process of excitation of an inner shell electron to a vacant level 
across to the Fermi level, the information relating to the electronic state (valence 
number) of an absorption atom being included. 

Figure 5 shows K-edge XANES spectra of iron oxide (FeO), nickel oxide (NiO), 
and zinc ferrite (ZnFe,O,). These spectra consist of a pre-edge peak, an edge peak 
and post-edge peaks. Although the line features of FeO and NiO, which have the 
crystal structure of rock salt, are similar to each other, the spectrum of ZnFe,O,, 
which has a crystal structure of an inverse spinel type, is considerably different from 
the others so reflecting the differences in crystal structure. The small absorption peak, 
before the edge absorption (1s + 4p transition), is called a pre-edge peak and is 
assigned to a Is + 3d transition. Although this 1s + 3d transition is dipole prohibited 
with an isolated atom, a small peak due to the 1s + 3d transition can be observed with 
solid samples accompanied by a decrease in the coordination symmetry. The pre-edge 
peak increases its intensity reflecting the decrease in the symmetry and increases in 
the vacancy of 3d orbits (Ni < FeO < ZnFe,O,). The splitting in the pre-edge peak of 
FeO and ZnFe,O, is attributed to the crystal field splitting of d-orbitals (t,,, eg) [6,9]. 
In this way, from the positions and features of a XANES spectrum, the electronic 
state and coordination geometry (symmetry) of an absorption atom can be quali- 
tatively estimated. In terms of experimentation, XANES requires high resolution 
X-rays to provide accurate peak positions and fine structures; EXAFS requires high 
intensity X-rays to provide spectra with high SIN ratios to analyze decayed EXAFS 
oscillations. 

type) 

ZtlF0204 
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Fig. 5. XANES spectra of NiO, FeO and ZnFe,O,. 
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2.3 

XAFS analysis offers specific advantages in the analyses of materials. 

Advantages and Disadvantages of X4FS Analysis 

1. 

2. 

3. 
4. 

5. 

Liquid and gas samples and solids such as amorphous materials and ultra-fine 
particles can be analyzed, because long-range structural ordering is not a 
pre-requisite. 
Non-destructive experiments are possible and measuring conditions are not 
critical ranging from temperatures of liquid helium (4 K to -lOOO°C, and 
pressures from nPa to 10 MPa). 
In-situ measurements under reaction conditions are possible. 
Because absorption edge energies are characteristic of an atom, local 
structures for each element of a mixture can be analyzed. 
Analyses of elements at low concentrations are possible. Concentrations of 
-500 ppm and about 0.5 wt% of a particular element can be analyzed using 
the fluorescence and transmission modes, respectively. 

On the other hand, there are several disadvantages: 
1. When a sample is made up of several different phases containing the same 

element, an observed XAFS spectrum is an average of spectra from the differ- 
ent phases. Hence, it is difficult to identify materials from a mixture of phases 
by XAFS. 

2. In order to gain information of local structures, a complicated procedure for 
spectral analysis has to be gone through. 

3. Structural information in three dimensions and long-distance ordering cannot 
be obtained from XAFS, unlike X-ray crystal structural analysis using XRD. 

2.4 Instruments and Measurement Procedures 

Because X-rays of high intensity in the wide wavelength (energy) region are 
indispensable for the rapid measurement of accurate XAFS spectra, synchrotron 
radiation is used. The process consists of several steps, namely the generation of 
X-rays, production of monochromatic X-ray radiation, irradiation of samples by 
X-rays, and the measurement of absorption coefficients by monitoring the incident 
X-rays and transmitted X-rays. 

2.4.1 Utilization of X-rays porn Synchrotron Radiation 

Synchrotron radiation is a powerful electromagnetic wave emitted in a direction 
tangential to the synchrotron orbit. The movement in the directions of the electrons 
or positrons, and acceleration to velocities near to the speed of light, led to the 
accumulative storage ring, are then changed by a magnetic field under vacuum [lo]. 
Characteristics of synchrotron radiation are (1) light of strong intensity, (2) conti- 
nuous light, (3) light with strong direction, (4) pure light as generated under an 
ultra-high vacuum, (5 )  polarized light, and (6) pulse light. The synchrotron radiation 
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is a powerful continuous light in the region from hard X-rays to soft X-rays where it is 
usual for XAFS measurements to be made. 

2.4.2 Monochromatic radiation 

X-rays emitted from a synchrotron need to be monochromatized. To do this crystals 
of Si(ll1) and Si(311) are used for hard X-rays (> -5 keV) and crystals of Ge(ll1) 
and InSb(ll1) are used for soft X-rays (< -4 keV). 

2.4.3 Measurement of X-ray absorption coeficients 

Methods of measurement depend on whether transmitted X-rays, fluorescent X-rays, 
or photoelectrons are monitored when the sample is irradiated with incident X-rays. 

(a) Transmission mode: This method offers the highest rewards from measure- 
ments using hard X-rays. Figure 6 shows that intensities of primary incident X-rays 
(lo) and of transmitted X-rays ( I )  are measured using ionization chambers. Special 
attention is given to the thickness, thickness homogeneity and contamination of 
samples. 

(b) Fhorescence mode: X A F S  can be also observed from the fluorescent X-rays 
emitted by X-ray absorption of specified atoms. This approach is particularly effective 
for XAFS measurement using dilute samples and for surface adsorption situations 
(Fig. 7). The sensitivity of a fluorescence mode measurement is extremely high when 
compared with transmission mode measurements. 

Sample 

Storage ring 

- 
r 

Synchrotron radiation 

Amp. Monochromator 

Fig. 6. System for XAFS measurements in the transmittance mode using synchrotron radiation. 

Filter to remove 

Fluorescent '- -v 
X-rays 

Fig. 7. Detector for XAFS measurements in the fluorescence mode (Lytle box). 
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(c) Total electron yield method: X A F S  can be observed by measuring the total yield 
of Auger electrons and secondary electrons emitted following absorption of X-rays by 
atoms. Because the escape depth of an electron is very shallow, XAFS of surface 
structures (< 5.0 nm) can be detected. Measurements have to be made under 
vacuum. 

2.5 New Measurement Techniques 

New techniques to measure XAFS have recently been developed. 
(a) Total-rejlectionxAFS: Surface sensitive X A F S  spectra can be monitored by this 

total-reflection fluorescence technique [ll]. When the incident angle of the X-rays is 
below the critical angle, then total reflection occurs. Under these conditions, as the 
penetration depth of the incident beam is less than about several nanometers and the 
X-ray scattering is low, then surface sensitive fluorescence XAFS signals result. 
Because X-ray radiation from a synchrotron is polarized and brilliant, a combination 
of the polarization and total reflection fluorescence methods enables anisotropic or 
asymmetric surface structures to be studied. 

(b) Microprobe xAFS: In this technique, the X-ray beam is focused using two 
curved crystal mirrors in both parallel and normal directions or using two-dimension- 
al focusing optics [12]. With the sample at the focus point, XAFS from selected 
portions of the sample from small spot sizes are seen. Current instruments have a 
beam diameter of about 1 pm. 

(c) Time-resoZvedXAFS: If XAFS measurements can be made on a short time scale 
then structural changes within a dynamic process, as chemical reactions, can be 
studied [12,13]. Time-resolved XAFS are recorded using intense white X-rays focus- 
ed by a curved polychromater crystal and an energy dispersed monitor using a 
position sensitive semiconductor detector. Time-resolved XAFS spectra can be 
measured with resolutions of 10 ms to 100 ps.  

(d) Laborutoiy xAFS:  Because synchrotrons are extremely expensive and access 
time is limited the need exists for the development of laboratory XAFS [14]. To do 
this a laboratory XAFS system uses a rotating anode X-ray generator, a curved crystal 
monochromator with Rowland circle geometry and a sensitive semiconductor 
detector (Fig. 8). 

2.6 

For measurements in the transmission mode, special attention is paid to sample 
thickness, homogeneity, and contamination. Although small amounts of general 
contaminants can be tolerated, small amounts of contamination by an element which 
absorbs within several hundreds eV of the absorption edge of the studied atom must 
be prevented. With the fluorescence mode, a correction is sometimes necessary, 
because the intensity of the fluorescent X-rays is not always proportional to the X-ray 
absorption coefficient with a thick sample and a sample with high concentrations of 
the studied atom. 

Sample Preparation and In-situ Cell 
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Fig. 8. Laboratory X A F S  apparatus system with curved crystal monochromator. 

Because non-destructive measurements of XAFS ares possible, in-situ measure- 
ments are made under vacuum, high pressure, and high and low temperatures. 
Special in-situ measurement cells have been developed. The transmission ratio of 
window materials for the X-rays of the system must be considered. Currently, 
windows made from Kapton thin film with high transmission ratios are used. Because 
of the high transmissions by hard X-rays, a thin glass plate can be used as a window in 
the high energy region. 

2.7 Analyses of E M S  Spectra 

An analysis of EXAFS spectrum is carried out as follows (Fig. 9) [8]. Because the 
EXAFS is observed as a modulation of absorption of about several percent of the 

Subtraction of 
background 
in preedge region 

A 

Subtraction of Determination of 
background 
Normalization 
Weighting of k3 

Fig. 9. Procedures for EXAFS analysis. 



198 Chapter 12 

total absorption in the high energy region of the absorption edge, an analysis of 
EXAFS should be performed carefully. 

2.7.1 Extraction of EXAFS oscillation x(k) 

The EXAFS oscillation ~ ( k )  can be extracted by a removal of background and by 
normalization as in the following procedures: 

(i) Subtraction of background in the pre-edge region: Note that the absorption 
coefficient p(k)t = -ln(I(k)/In(k)), obtained by measuring X-rays intensities (I,,, I )  
recorded at the front and back of the sample, includes a background from absorption 
by other elements and edges. These backgrounds can be subtracted by fitting of the 
spectra in the pre-edge regions to a Victoreen type multinominal expression (C*E-3 + 
D*E"), or a McMaster type multinominal expression and by extrapolating into the 
higher energy regions. 

(ii) Determination of absorption edge energy (E,,): Because the EXAFS function 
~ ( k )  is a function of the wave-number of the kinetic energy of a photoelectron, 

k = 2d(2rn/(h2(hv-E,)), 

then the origin of a photoelectron must be decided upon for any method. Usually, 
absorption edge energy (E,) is used. This E,, is conveniently defined as the energy 
which gives the maximum value in the differentials of absorption spectra. This value is 
one of several variable parameters in the curve-fitting procedures. 

(iii) Subtraction of background in the post-edge region: For the extraction of 
EXAFS oscillation ~ ( k ) ,  the absorption curve p,(k)t, due to a free isolated atom and 
the backgroundp,(k)t which cannot be removed by the previous procedure, should be 
estimated and removed. The smooth background curve, pn(k)t, is estimated using the 
cubic spline technique or a polynominal determined by a least square curve fitting 
technique (Fig. 10). 

(iv) Normalization: Thus obtained, EXAFS oscillations are normalized by the 
parameter (us) as shown in the following equation: 

EXAFS function: ~ ( k )  = @(k) - po(k))/ps(k) (3) 

'' 23000 ' 2;5& ' 24000 ' 24500 ' ' 
Photon Energy (eV) 

Fig. 10. EXAFS spectrum after subtraction of the background. 
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Here, p(k)  is the experimentally recorded absorption coefficient of this edge, the 
parameter @,) is the absorption by a free isolated atom, and p, is the contribution 
from the backgrounds. The parameter (p,) is estimated by fitting the absorption 
around the edge neighborhood by a Victoreen relational expression and the tabulated 
McMaster's relational expression. If an ideal spectrum is obtained, po can be 
substituted for p,. 

2.7.2 Fourier Transfoimation of EXAFS to r-space 

The extracted EXAFS function ~ ( k )  is weighted by k' or A?. @-Weighting is often used 
for the analysis of EXAFS. The A?-weighting compensates for a reduction in the 
EXAFS oscillation in the high k-region and diminishes effects of edge jump and 
ambiguity of E(y Fourier transformation of EXAFS function ~ ( k )  to r-space uses Eq. 
(4): 

F(R) =,/mj (k 3x(k )exp( -2 ik~)~  (4) 

The amplitude of F(R) is roughly proportional to the coordination number. The peak 
position corresponds to the bond distance, when it is shifted to the shorter distance 
(about 0.3-0.6 A) by the phase shift @(k). Depending on a condition of a spectrum, 
the k range is taken to be -3-16 A-'. This absolute value (F(R) I reflects a pseudo- 
radial distribution function in the one dimension of a surrounding atom. The practical 
atomic distance is evaluated from the following curve-fitting processes. 

2.7.3 Optimization of structural parameters 

In order to know the accurate atomic distance (Rj) and coordination numbers (Nj),  it 
is necessary to know the inverse Fourier transformation and the curve-fitting 
procedures. 

(i) Inversely Fourier transformation of a specific F(R) peak By the inverse Fourier 
transformation to k-space of the selectedF(R) peak, the E M  oscillations due 
to a group-j of scattering atoms which built up this selected F(R) peak can be 
extracted. For this reason, this operation is called a Fourier filtering. 

(ii) Least square curve fitting: As obtained EXAFS oscillations xj(k) are fitted by a 
least square curve fitting method to the theoretical oscillations synthesized using the 
theoretical equation (1) (2) with changing structural parameters of Nj, Rj, 0;. From 
these procedures optimized structural parameters can be obtained. At the same time, 
values of 4j, Fj(k) will be known already from analyses of model compounds having 
established local structures, the model compounds having structures and electronic 
states similar to the sample under investigation. When there is no appropriate model 
compound then theoretical values calculated by Teo and Rehr [15,16] can be used for 
6, andF,(k), but with these the theoretical values of Nj, Rj, 0: cannot be decided upon 
absolutely. 
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Fig. 11. Least-squares fit of the S K-edge XANES spectra of sulfur compounds included with in coal. 

2.8 Analyses of W E S  Spectra 

Because the amplitude of a XANES spectrum is large enough to be measured even 
with dilute samples, the electronic state and the coordination geometry of an absorp- 
tion atom are obtained from the position and fine structures of a XANES spectrum. A 
normalized XANES spectrum is deconvoluted into a continuum expressed by an 
arctangent function and a number of peaks expressed by Gaussian or Lorentzian 
functions and fitted by a non-linear least-squares method. By deconvoluting the 
XANES spectrum, contents of each atomic element in a mixture can be estimated 
(Fig. 11) [17]. 

3 Applications to Carbon Related Materials and Catalysts 

XAFS analyses have been used for various materials, even bio-materials, with several 
studies of carbons, carbon related materials, coal, and catalysts being reviewed below. 

3.1 Carbon 

Several C K-edge XANES spectra have been studied for aromatic hydrocarbon 
compounds, in particular .n-conjugated polynuclear aromatics (PNA) hydrocarbons, 
because these compounds give rise to characteristic features in the C 1s + .n* regions 
of XANES spectra reflecting their aromatic structures. These C K-edge XANES 
spectra help understand local structures in such complex carbon materials as carbon 
fibers, carbons deposited on catalysts and their precursors. The C K-edge XANES 
spectra are monitored by the total electron yield method. 

Figure 12 shows C K-edge XANES spectra of PNA compounds and a spent 
catalyst with coke depositions in the zeolite cavities [18]. The sharp peaks at about 285 
eV are assigned to the transition of C 1s electrons to unoccupied 7c* antibonding 
orbitals (.n* resonance) of aromatic hydrocarbons, while the broad peaks above 
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Fig. 12. C K-edge XANES spectra of PNA compounds, HOPG, fullerenes and carbon nanotubes. 

290 eV are assigned to transitions mainly to C-C o* states (o* resonance). The 
assignment of the peaks between 285 and 290 eV is unclear, because both aromatic n* 
resonance and C-H n* resonance give rise to peaks in this region. By comparing these 
spectra, the structures of cokes (carbons) deposited on catalysts have been identified 

Figure 12 also shows XANES spectra of multi-wall carbon nanotubes, fullerenes 
and highly oriented pyrolytic graphite (HOPG) [19]. The XANES of carbon nano- 
tubes exhibits a sharp intense peak at 284.5 eV with two broad peaks at 287.7 and 
288.7 eV. The peak at 284.5 eV can be assigned to 1s + n* transitions. The latter two 
peaks cannot be assigned to the 1s + n* transition but are assigned to interlayer 
bands with o-symmetly by analogy to HOPG. These nanotubes have a concentric 
multilayer tubular structure consisting of six-membered rings only. The almost 
infinitely long graphite structure yields a high degeneracy of n* bands, resulting in a 
1s + n* XANES feature analogous to HOPG. All carbon atoms in the fullerene C,, 
have electronically equivalent environments: each carbon atom is located at the 
intersection of two six-membered rings and one five-membered ring. The large 
splitting of the n* band is ascribed to the presence of five-membered rings as well as 
six-membered ring. On the other hand, C,, contains the intersections of three six- 
membered rings together with the C,,-type intersections resulting in five types of 
carbon atom with different electronic environments. This feature makes the spectrum 
of C,, more complicated than C6,. 

[181* 

3.2 Compounds Dispersed on Carbon Materials 

Identification of metal compounds and heteroatom compounds when highly 
dispersed in carbon-based materials such as fullerenes, graphite, coal, and the 
clarification of their local structure can be carried out easily by XAFS analysis, 
because the absorption coefficient of carbon is very small. 
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3.2.1 Minerals and Catalysts on Coal 

The understanding of catalyst performance in coal processing is indispensable to 
exploration of the future technology of coal conversion, coal pyrolysis, liquefaction 
and gasification. Much attention should be directed toward a qualitative and quanti- 
tative determination of functionalities of catalysts, especially their structure. XAFS is 
an excellent method to investigate the local structure of a specific element in coal, 
such as in coal minerals and in catalysts. Compounds at extremely low concentrations 
(- ppm) or compounds in an amorphous state, detected by XRD, can be easily 
analyzed by XAFS. Various elements diluted in coal, such as Na, Mg, S, C1, K, Ca, V, 
Fe, Mo, Sn, Hg, etc., have been investigated [17,20-271. Usually, the XAFS of light 
elements such as Na, Mg, etc. is recorded using the total electron yields method, that 
of elements such as K, Ca, V, etc. is recorded using the fluorescent method and that of 
the heavy atom elements such as Mo, Sn, etc. using the transmission method, 
respectively. 

Minerals in coal 

X A F S  is a powerful tool for analyses of mineral matter dispersed in coal. For 
example, quantitative analyses of all sulfur forms in coal [17], both organic and 
inorganic, have been carried out by a least-square analysis of the XANES spectrum 
into a series of peaks of 1s + np photoelectron transition peaks and resonance 
scattering peaks, and arctangent step functions representing the transition of the 
photoelectron to the continuum (Fig. 11). Because the major sulfur forms in coal 
(pyrite, organic sulfide, thiophene, sulfoxide, sulfone, and sulfate) have characteristic 
s + p  transition energies, the relative peak areas are converted to weight percentages 
of the sulfur form using calibration constants derived from XANES of standard 
compounds. Such sulfur K-edge XAFS analysis is a non-destructive method to 
determine sulfur forms in coal. 

Figure 13 shows XANES spectra of vanadium minerals contained in coal and coal 
liquefaction residues [27]. The spectra of V-silicalite zeolite and vanadium 
compounds are also shown. The most significant difference in the features of these 
various spectra is a pre-edge peak, assigned to absorptions of the 1s + 3d transition, 
appearing at the lower energy region of the edge absorption due to a 1s + 4p 
transition. The 1s + 3d dipole transition is forbidden for a transition metal atom in 
octahedral symmetry but the weaker quadrupole transition is allowed. For tetra- 
hedral complexes, the lack of a center of inversion permits a dipole transition between 
the 1s and 3d character T, orbitals, and gives rise to the strong pre-edge peak. With 
the following compounds, VO (0, symmetry), V,O, (C3), V,O, and V,O, (C,), and 
V,O, (C,), local environments around the central vanadium atom lack a center of 
inversion and the stronger pre-edge peaks are observed. From the intensity and 
position of the pre-edge peak, identification of vanadium samples is possible 
[9,26,28]. V-silicalite zeolite has a spectrum similar to VO(OiPr), indicating the 
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Fig. 13. XANES spectra of vanadium compounds and vanadium species included in coal and coal 
liquefaction residues. 

presence of terminal mono-oxo (V=O)O, tetrahedra with C,, symmetry. A detailed 
analysis by the curve-fitting of EXAFS suggests that this (V=O)O, moiety has 
perturbations from the neighboring surface OH groups in their electronic state [28]. 
For vanadium minerals in coal, it was found that vanadium exists in several environ- 
ments where the vanadium is coordinated to oxygen atoms. There was no evidence for 
vanadium in nitrogen (porphyrin) or sulfide environments. Coal contains a mixture of 
vanadium oxide species, which have coordination geometries similar to those of V,O,, 
V,O, and V-silicalite. It was also found that the vanadium environments in the raw 
coal did not survive unchanged in a liquefaction process. In the liquefaction residue 
and the heavy fraction, vanadium species have a coordination similar to that of V,O,, 
that is, V3+ in octahedral oxygen coordination. 

The XANES spectra of a Ti-oxide catalyst at the Ti K-edge show several well- 
defined pre-edge peaks related to the local structures surrounding the titanium atom 
[27-311. Also, the relative intensities of the pre-edge peaks provide information on 
the coordination number surrounding the titanium atom. Bulk powdered anatase and 
rutile TiO, catalysts exhibit three characteristic small pre-edge peaks attributable to 
the transitions from the 1s core level of titanium to three different molecular orbitals 
(lt,g, a,, and 3eg). On the other hand, tetrahedrally coordinated titanium such as 
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Fig. 14. Plots of normalized height vs energy position of the pre-edge peak in Ti K-edge XANES spectra 
showing the values observed with titanium compounds and titanium species in coal. 

Ti(OPr'), was found to exhibit an intense single pre-edge peak because a regular 
tetrahedron structure lacks an inversion center. From the intensities of pre-edge 
peaks and their peak positions observed in Ti K-edge XANES spectra (Fig. 14), 
titanium minerals in coal consist of a mixture of oxides having octahedral and 
tetrahedral coordination geometry, respectively [27-311. 

Catalysts for coal conversion 

The chemical form and coordination geometry of catalysts for gasification, pyrolysis 
and liquefaction of coal have been investigated using XAFS, especially for potassium 
[32], sodium [23], calcium [24] and iron [20-22,251. Of the catalysts, iron is an active 
and cheap catalyst for gasification and liquefaction of coal. To make use of its maxi- 
mum activity, it is important to know the relationship of the iron catalyst structure to 
its catalytic activity. The combined use of XAFS and Mossbauer spectroscopy 
indicates that the structure of iron catalysts, during devolatilization and steam gasifi- 
cation of brown coal impregnated with Fe(NO,),, depended on catalyst loading, 
heat-treatment temperature, and extents of char conversion [20-221. During devolati- 
lization, the chemical form of the iron species changed stepwise with increasing 
heat-treatment temperature to include atomically dispersed iron species, ultrafine 
particles of FeOOH, y-Fe and crystalline species such as a-Fe, Fe,C, FeO and Fe,O,. 
Ultrafine particles are too small to be detected by X-ray diffraction, but large enough 
to exhibit Fe-Fe coordination in the Fourier transforms of EXAFS spectra 
(FT-EXAFS). At lower iron loadings, the temperature of the above transformation 
increases. Figure 15 shows the FT-EXAFS of Fe K-edge spectra of iron catalysts 
during steam gasification of iron-loaded brown coal. In the initial stages of steam 
gasification, atomically dispersed iron species such as ultrafine FeOOH and y-Fe, 
transform to ultrafine FeOOH; other crystalline species transform to Fe,O,. The 
proportion of the ultrafine FeOOH was higher at low char conversion in the coal with 
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Fig. 15. Fourier transforms of EXAFS spectra with iron catalysts during steam gasification of iron-loaded 
coal char and the coordination geometry of FeOOH clusters. 

a low loading. Ultrafine FeOOH is most likely to be the active component in stream 
gasification because the reactivity of the system closely follows the contents of ultra- 
fine FeOOH. It was also found that interactions between the elements and oxygen- 
containing surface-functional groups on carbon are important to keep elements 
present in a high state of dispersion [20-251. 

It is established that calcium is an active catalyst for gasification of carbon by 
carbon dioxide. Changes in the chemical nature of calcium species during the 
devolatilization of calcium-loaded coal in nitrogen and the initial stages of gasifica- 
tion by carbon dioxide have been determined by XAFS [24]. Relationships between 
the chemical form of the calcium species and the precursor salt, coal type, calcium- 
loading method, and heat treatment temperature are clarified (Fig. 16). In the 
calcium-loaded coal, calcium species exist in two chemical forms, as atomically 
dispersed calcium or as an amorphous calcium salt. The content of the former is high 
when impregnation or iron-exchange methods are used. The content of the latter 
species is high when large amounts of calcium are loaded or a high-rank coal is used. 
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Fig. 16. XANES and Fourier transforms of EXAFS spectra with calcium catalysts after the devolatilization 
of calcium-loaded brown coal. 

The local structure around a highly dispersed calcium atom was partly maintained 
even at high heat-treatment temperature, but with some calcium atoms having 
aggregated to form CaO. The amorphous salt aggregated and changed to CaCO, at 
relatively low heat-treatment temperatures. During gasification by carbon dioxide at 
650"C, highly dispersed calcium species and CaCO, were detected; the former is 
probably the active species during gasification because catalytic activity closely 
correlates with content of atomic calcium. 

3.2.2 Catalyst Supported on Carbon 

The use of carbon as a catalyst support has several advantages such as stability in 
different reaction media and a high versatility of chemical and physical properties. 
Especially Pt/carbon and PtSn/carbon catalysts are widely used for various reactions. 
As catalysts for fuel cells, researchers have focused on studies of these metal- 
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supported carbon catalysts. The influence of support surface chemistry and metal 
precursor species on the properties of Pt/carbon and PtSn/carbon catalysts has been 
analyzed by XAFS measurements 133,341. The effects of oxidation on the carbon 
support surface and preparation procedures on interactions of platinum with the 
support and/or with tin atoms have been clarified. In dried samples, when the carbon 
surface is pre-oxidized, then interactions of the platinum species with the support are 
stronger. The two-step impregnation approach, compared with the co-impregnation 
method, improves platinum-support interactions. The strength of these interactions 
determines the distribution of the active phase on the carbon support. The structure 
of the metallic phase after reduction is quite different for systems prepared with 
oxidized and non-oxidized carbon supports, and is also dependent on preparation 
procedures. The presence of bimetallic Pt/Sn alloy phases, pure Pt clusters and 
Pt-OSn species was established by XAFS analyses. The relative proportions of these 
structures in the catalysts and their distribution on the supports, which depend 
critically on the surface chemistry of the carbon supports, determine catalytic activity. 

3.2.3 Metal Fullerenes 

The coordination geometry of the metal ions (Ce, Rb, etc.) contained in carbon 
nanotubes and fullerenes (C,,, C,,), such as MC, has been investigated by XAFS [35]. 
The distance between the metal atom (Rb) and the neighboring carbon atoms, 
determined by XPLFS, shows that the metal atom is inside the C, cage and is located 
off -center. 

4 XAFS in the Future 

Synchrotron radiation and laboratory XAFS equipment is more widely available now 
and XAFS (EXAFSKANES) experimentation has become one of the most powerful 
of analytical tools. Various new measuring techniques such as time resolved XAFS 
measurement have been developed and improved, and in-situ measurements have 
provided a new insight into chemical compositions. For the development of new 
functional materials, new molecular systems must be designed specifically. 
Expectations of XAFS analysis are high. 
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Chapter 13 

X-Ray Photoelectron Spectroscopy and its Application 
to Carbon 

Noboru Suzuki 

Utsunomja University, Utsunomiya 321 -8585, Japan 

Abstract: X-ray photoelectron spectroscopy (XPS) is a modern technique used for surface 
analysis of solid materials such as organic compounds, polymers and inorganic carbon 
materials as well as carbon alloys. In this chapter, the principles and features of XPS are 
summarized and applications to carbon-containing materials including carbon alloys are 
described. 

Keywords: X-ray photoelectron spectroscopy (XPS), Chemical shift, Surface functionalities, 
Heteroatoms, Valence band spectrum. 

1 Introduction and X P S  

X-ray photoelectron spectroscopy (XPS) is a technique for surface analyses. XPS is 
interchangeably called electron spectroscopy for chemical analysis (ESCA). The 
applications of XPS are extensive because almost all solid materials are stable in the 
ultra-high vacuum chamber. Thus, the technique is applicable to metals, semi- 
conductors, inorganic materials and organic materials and to the fields of material 
science, catalysis, electronics, tribology, corrosion, painting, cosmetics, food, etc. In 
this article, the principles and features of XPS and applications to carbon materials 
are discussed. 

The physics of XPS is a photoemission process, as illustrated schematically in Fig. 
1. When the atoms in the surface region are irradiated with photons from an X-ray 
source, the core level electrons are emitted from atoms by the photoelectric effect, 
and then travel to and escape from the surface. Thus, the basics of this process are 
described by Einstein’s equation: 

Eki, = hv - E ,  (1) 

where Ekin is the kinetic energy of the photoelectron, hv the X-ray photon energy 
irradiated to the sample surface (Mg Ka = 1253.6 eV or Al K a  = 1486.6 eV are 



212 Chapter 13 

Photoelectron, E,,, Auger electron, KL,,L,, 
X-ray, iiv 

L2,3 

a r\ L1 

++-J2. 2s 

Is K 0 Binding Energy, E,  

Nucleus 

(a) (b) 

Fig. 1. (a) Photoemission process; electrons are bound to the atom by the positively chargednucleus. (b) The 
relaxation process after the photoemission (Auger process). 

usually used) and E,, the electron binding energy. When hv is known and Eki, is 
measured by the spectrometer, values of E, are easily determined. As each element 
has its own series of electron binding energies, one can identify the elements in the 
surface region and determine their concentrations. As shown in Fig. 1, an electron 
from an outer level falls into the vacancy created by the photoemission process, and 
then another electron is emitted (Auger process). The Auger peaks also appear in the 
XPS spectra and are useful to confirm the identity of an element. The binding 
energies of photoelectrons vary slightly with the chemical nature of the element, i.e. 
with the valence state or electron structure. This change in binding energy is called 
chemical shift, which is the advantage of XPS analyses. Furthermore, the sophisti- 
cated measurements and analyses of XPS spectra give considerable information, as 
shown in Table 1. Some matters that require attention are listed in Table 2. The 
principles, apparatus, sample preparation and handling and analytical techniques are 
described in several books [l-31. 

2 Cls  Binding Energy 

The most important factor for carbon materials is the binding energy of respective 
chemical states. Table 3 shows a list of Cls binding energies of organic and inorganic 
materials and functionalities (functional groups). Note that these values are approxi- 
mate and that different researchers report slightly different values. Information from 
other analytical techniques, such as IR, UV, temperature programmed desorption 
(TPD), elemental analysis, etc. is used for a rigorous analysis of the XPS spectrum. 

3 Application to Carbon Materials 

3.1 Chemical Shi8 of Cls  by Sugace Functionalities 

XPS is widely used for surface analysis of carbon materials including carbon alloys. 
The surface functionalities of carbon materials are the most important of surface 
characteristics. Viswanathan et al. [22] used XPS for studies of oxidized carbon fiber 
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Table 1 

Information from XPS analysis 

Common information 
Qualitative identification of elements (except for H and He) in the surface region. The minimum 
concentration for that is -0.1%. 
Quantitative analysis of elements. 

Surface concentration of respective element using reference materials. 
Surface elemental composition or atomic concentration using sensitivity factors of respective 
peaks. 
The uncertainty will vary with the absolute concentration and the measuring conditions. 

These quantitative analyses will give correct values in case the surface is homogeneous up to the 
thickness of 10-20 nm and give approximate values for an inhomogeneous surface. 
Identification of the chemical nature (chemical state) of an element by the chemical shift. Note that 
the shift is not sufficient or has no linearity with the oxidation state for some elements (see some 
handbooks and databases). A two-dimensional plot, with the kinetic energy of the Auger electron on 
the ordinate and the binding energy of the photoelectron on the abscissa, of various chemical states 
of an element is very useful for some elements, such as Cu, Zn, Ag, Sn, etc. 
The information of surface structure of single crystals by X-ray photoelectron diffraction based on 
the scattering by the neighboring atoms [4]. 

For inhomogeneous surfaces 
Nondestructive determination of layered structure by angular resolved XPS (ARXPS) [5-71. 
Nondestructive determination of in-depth atomic profile (distribution) using the quantitative 
analysis of peak intensity and peak shape including the inelastic peak (Tougaard method) [8,9]. 
Destructive determination of depth distribution of elements by argon ion etching into up to depths 
of 100 nm or more from the surface. 
Two-dimensional imaging with the resolution of 52 pm by parallel imaging method and 510 pm by 
scanning X-ray method. 

Table 2 

Attentions necessary when making XPS measurements and analyses 

(a) Surface contamination (accidental contamination) will occur not only during exposure of a sample 
to the ambient atmosphere but may also take place during measurement even in ultra high vacuum 
chamber by adsorption. 

(b) Some materials, especially the organic ones, may be surface damaged (degradation, desorption or 
change in chemical state) during XPS measurement [lo-131. 

(c) Differential charging in plane and/or in depth caused by the photoelectron emission may produce an 
artificial peak or induce peak deformation in the case of insulator or the materials containing it [14]. 

(d) Argon ion etching generally causes an increase in the peak width [15] and may cause a change in 
surface morphology or roughening [16,17]. Also one must be careful for the preferential etching. 

(e) Surface roughness should be taken into account in the analvsis. 

surfaces and identified the functionalities (shown in Table 3) by the fitting of the Cls 
spectrum. They showed that, besides graphitic carbon, bridged structures and 
P-carbon atoms attached to oxidized carbon atoms, as shown in Fig. 2, are the main 
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Table 3 

Cls binding energies [l-3, 18-22]. Some values are corrected so that the Cls binding energy of 
adventitious hydrocarbon (accidental hydrocarbon, contaminated hydrocarbon or contaminant) is set at 
284.8 eV. This value was determined by the measurement of Cls on Au or Cu surface exposed to the 
laboratory environment [3] 

Organic compounds 

Benzene 
Parafine 
(-CH&HOH-), 

(-CH,CH,O-),, 
(CH,CH,),O 
-CH,CHCI-),, 
CH&N 
(-CH,CH,CO-),, 
CH3C00Na 
CH,COOH 
CF,COOC,H, 

(-CF,CF,-),, 
CF,COOC& 
n-n* shake-up 

284.7 
284.8 (expected) 
286.1 
286.1 
286.5 
286.5 
287.2 
287.4 
288.2 
289.3 
290.4 
292.2-292.4 
292.9 
289-293 

Carbides 
Tic  
Mo2C 
Sic 
wc 
Fe,C 

K,Fe(CN), 

Graphite 

BaC03 
CaC0, 

Inorganic Compounds 

280.8-283.9 
281.3-281.6 
282.7 
282.7 
282.8 
283.9 
284.3-284.6 
283.9 
289.4 
289.5-289.6 

Functionalities (functional groups) of organic 
materials carbon materials 

Surface functionalities (surface groups) on 

C-H, C-C 
C-N 
C-0-H, C-0-C 
c-c1 
C-F 
c=o 
N-C=O 
0-c = 0 
CO, (Carbonate) 
-CF3 

284.8 
285.8 
286.3 
286.3 
287.6 
287.8 
288.0 
288.8 
290.1 
293-295 

P-Carbon (see text) 
C-0-H 
c-0-c 
C=N 
Bridged structure 
c=o 
COOH 
COOR 
n-n* shake-up 

285.3 
286.1 
286.1 
286.1 
286.6-286.9 
287.7-288.2 
288.8-289.1 
288.8-289.1 
290-292 

Fig. 2. (a) Bridged structure and (b) P-carbon (after Viswanathan et al. [22]). 
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Overall Carbon 13 Oxygen Is 
Band 

850 250 290 284 536 530 30 0 

Binding Energy (eV) 

Fig. 3. XPS data for a high modulus pitch based carbon fiber before and after electrochemical treatment for 
20minin 1 Mnitricacid.(a)Untreated;(b)immersed;(c) l.OV(SCE);(d) 1.5V(SCE); (e)2.0V(SCE);(f) 

2.5 V (SCE); (8) 3.0 V (SCE). (Reproduced from Shenvood [23] by permission of Elsevier Science.) 

components of the Cls spectrum. A monochromatic X-ray source is used to identify 
the functionalities because the energy resolution is better. Curve fitting results for Cls 
and 01s  peaks and valence band spectra are published by Shenvood [23]. Figure 3 
contains results for electrochemically treated carbon fiber, showing that the intensity 
of higher energy side peaks attributed to oxygen-containing functionalities increases 
with the voltage. 

3.2 Substi&tion Reaction (Labeling) of Surface Functionalities 

The surface functionalities are sometimes difficult to identify because of small 
differences between binding energies. For the identification and quantification, it is 
useful to change to other functionalities containing other atoms absent from the 
original surface. This method is called tagging, derivatization or labeling [24]. Some 
such reactions are listed in Table 4 with many substitution reactions used for the XPS 
analysis being summarized [24,25]. Reactants containing fluorine or metal atoms 
have been used because their photo-ionization cross-sections (or sensitivity factors) 
are high. One must be careful, however, for the reaction stoichiometry, the possibility 
of cross-reactions with other functionalities, the stability of the products, parts of the 
reactant which remain, etc. [26]. 
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Table 4 

Chemical reactions of surface functionalities 

Surface functionality Reagent 
~~~ ~~ ~ ~~ 

.~ 

C-OH (CF,CO),O 
COOH CF,CH,OH 

c=o C,F,NHNH, 
-NH, C,F,CHO 

TIOC,H, 

Product 
~ _ _ _ _ _ _ _ _ _ _  

C-OCOCF, 
COOCH,CF3 
coom 
CNNHC,F5 
-NCHC,F, 

~ ~~ 

280 285 290 295 
E,  (ev) 

Fig. 4. Cls spectra of ultra-thin carbon film after the pyrolysis and heat-treatment of polyimide thin film 
prepared by the Langmuir-Blodgett method. 

3.3 Peak Shift and FWHM Change of Cls  Peak 

Figure 4 shows the Cls spectra of an ultra-thin carbon film heat-treated to various 
temperatures. As temperature increases, so the Cls peak shifts to slightly lower 
binding energies although this may also be caused by a decrease in amounts of 
adsorbed contaminants coming from the atmosphere. Also, the full width at half 
maximum (FWHM) decreases with temperature due to a decrease in the types of 
component carbon. Kakiuchi et al. [27] reported that the Cls peak of diamond-like 
carbon (DLC) shifted toward the position of graphitic Cls peak after ion implanta- 
tion of B, C, N and P, indicating an increase in the fraction of sp2 carbon atom 
following ion implantation. 

3.4 XPS of Other Elements in Carbon Alloys 

Curve fitting of the 01s peak is very difficult for carbon materials due to the small 
chemical shift (except for many metal oxides), the overlapping of spectra [23] and the 
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possibility of adsorbed oxygen. However, the area of the 01s peak and/or the peak 
components is sometimes useful for the relative quantification of oxygen atoms, such 
as the ratio of Ols/Cls [21]. 

Boron-doped carbonaceous materials are widely studied for their electronic 
properties (e.g., anode performance of Li-ion batteries), the promotion of 
graphitization and for oxidation protection [28]. Konno et al. [28,29] studied nitrogen 
incorporation into a boron-doped graphite and the formation of B-N bonding. As 
shown in Fig. 5, boron-doped graphite showed a Nls peak with the peak intensity 
increasing with boron content, although no trace of Nls  peak was observed in the XPS 
spectra of the undoped sample. The binding energies of the Bls and Nls  peaks in 
high-resolution spectra were at 190.2-190.5 eV and 398.5-399.0 eV, respectively, 
indicating the formation of boron nitride. 

Kim et al. [30] measured XPS spectra of Bls and Nls of boron-doped samples 
prepared by mixing petroleum cokes with 3 wt% of B,C and then heat-treating at 
2800°C in argon. They observed three peaks in the Bls spectra at 185.6, 187.7 and 

I I I I I I I  

0 500 
Binding Energy 1 eV 

Fig. 5. XPS wide scan spectra of undoped and boron doped graphite samples. Numbers in the sample code, 
OB to 10B, describe the boron content (mass %) in the initial mix of pitch coke and boron carbide. 

(Reproduced from Inagaki et al. [28,29] by permission of Elsevier Science.) 
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189.8 eV which were assigned to boron in boron carbide (B,C), boron in a boron 
cluster (B) and boron bound to incorporated nitrogen atoms (BN), respectively. In 
the Nls  spectra, a peak corresponding to nitrogen in boron nitride (BN) was observed 
at -398 eV. Kim et al. [30] found that the electrochemical introduction of lithium 
ions took place at a potential -40 mV higher for the boron-doped sample compared 
with the undoped sample. 

Nitrogen is another attractive element in carbon materials. Konno et al. studied 
the state of nitrogen in carbon materials derived from nitrogen-containing polymers 
[31-331. Figure 6 shows the change in the Cls and Nls  spectra of polyimide Kapton 
with carbonization temperature up to 2000°C [31]. They used Au4f,,, peak of gold 
particles (sputter deposited) on the samples as the reference of binding energy (84.0 
eV). The Cls peak at -284-285 eV sharpened with increasing carbonization 
temperature and the binding energy of 284.5 remained at temperatures above 
1000°C. This binding energy of 284.5 eV coincides with that of graphite. The peak at 
288.4 eV for the original is assigned to carbonyl in a Kapton molecule. This peak 
disappears above 600°C with evolution of carbon monoxide and carbon dioxide. On 
the other hand, a broad peak appears at -290 eV above 800°C which is assigned to a 
shake-up satellite peak due to the n-x* transition in graphite. The main Nls  peak of 
original Kapton at 400.5 eV develops a shoulder at the lower binding energy side. 
Increasing the heat treatment temperature develops a new peak at 398.8 eV at 600"C, 
and is assigned to pyridine-type nitrogen. Above this temperature, the binding energy 
of 400.5 eV gradually increases to 401.0 eV. This final peak is assigned to pyrrole-type 
nitrogen, as shown in Fig. 7. 

550°C 

800°C 

2000'C 

1 290 
Binding Energy i eV 

400 410 
Binding Energy I eV 

Fig. 6. Changes of Cls (a) and Nls (b) spectra of polyimide Kapton with carbonization temperature. 
(Reproduced from Konno et al. [31] by permission of Elsevier Science.) 
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Fig. 7. A structure model for pyrrole-type nitrogen in carbon [31,32]. 

For a quantitative analysis, the peak intensity ratios of INlJICls for every component 
of nitrogen (399,401 and 403 eV), the relative intensity of pyridine- and pyrrole-type 
nitrogen and the atomic fraction of nitrogen, [N]/([N] + [C]) ,  are useful [31,34] 

The chemical state of bromine and iodine atoms in coal-tar pitches treated with 
those elements and their effects upon carbonization processes have been studied by 
Miyajima et al. [35]. Figure 8 shows the Br3d and 13d spectra of bromine- and 
iodine-treated pitches, respectively. As shown in Fig. 8a, the Br3d peak consists of two 
peaks at -70.4 (major) and -68 eV (minor), the former being assigned to the 
covalently bonded bromine and the latter to ionic bromine. Also the I3d5/2 peaks are 
divided into I; (-620.6 eV) and I; (-618.6 eV), which are assigned to charge 
transfer complexes. These differences in the states of bromine (covalent bond) and 
iodine (charge transfer complex) are related to the carbonization process. 

h 
U 
v1 
E aJ 
I 
S - 
.- 

76 72 68 64 

Binding enera  / eV 

I Ids12 

h 
U 
in 
E 
aJ 
I 
S - 
.- 

635 630 625 620 615 
Binding energy / eV 

Fig. 8. Br3d (a) and 13d (b) spectra of bromine- and iodine-treated coal-tar pitches. (Reproduced from 
Miyajima et al. [35] by permission of The Carbon Society of Japan.) 
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Koh et al. [36] investigated fluorine intercalation into nitrogen-substituted carbon 
C,N and measured X P S  spectra of Cls, Fls and Nls. They assigned Cls peaks at 288.0 
eV and -290.7 eV to semi-ionic and covalent C-F bonds, respectively. Also, the main 
peak at 686.9 eV in Fls spectra were assigned to semi-ionic C-F bonds. 

3.5 Valence Band Spectra 

Ultraviolet photoelectron spectroscopy (UPS), using low energy photons (normally 
He', 21.2 eV, and He", 40.8 eV), is useful to study the valence band structures and 
electronic properties of many materials and to confirm the results of band structure 
calculations. Although UPS has a high energy resolution (e 0.1 eV), the spectrum is 
the convolution of valence (filled) band and conduction (empty) band states, the 
latter of which are due to the photoexcitation of valence electrons into the conduction 
band. On the other hand, XPS reveals true density of states, so that the valence band 
spectra of XPS are easy to understand and have been measured recently in many 
fields even if the energy resolution is not so high. 

As already shown in Fig. 3, the valence band spectra of pitch-based carbon fibers 
have been measured before and after electrochemical oxidation, and compared with 
the calculations of model compounds [23]. By comparison, -C-0-C- and -OH 
functionalities have been identified and this is something which cannot be done from 
the Cls peak. 

The fingerprinting capacity of valence band spectra is also useful to distinguish 
between different polymer materials. Although low density polyethylene, 
polypropylene and polybutene give identical Cls spectra, their valence band spectra 
are different [37]. By using valence band spectra, Endo et al. [38] examined surface 
damages of nitrocellulose and polytetrafluoroethylene samples after X-ray 
irradiation. Comparing the spectra at the beginning and after 120 min of X-ray 
irradiation with molecular orbital (MO) calculations using model molecules, it was 
concluded that NO, groups of the nitrocellulose cleave mainly during the XPS 
measurements. Valence band spectra of many polymers are available in handbooks 
[3,391. 
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Chapter 14 

Transmission Electron Microscopy 

Hiroyasu Saka 

Department of Quantum Engineering, Nagoya University, Nagoya 464-8603, Japan 

Abstract: Material characterization by means of transmission electron microscopy is reviewed. 
A novel technique for specimen preparation, a focused ion beam technique, is described. 
Emphasis is placed on the significance of in-situ heating experiments. The formation of silicon 
carbide by reaction of solid silicon with graphite at temperatures above 1673 K is presented as 
an application. 

Keywords: Transmission electron microscopy, Focused ion beam, In-situ heating experiment, 
Silicon carbide. 

1 Introduction 

Transmission electron microscopy (TEM) is well established and widely used to 
characterize materials [l-51. It provides information on morphology, structure, 
chemistry and even the nature of bonds. A serious problem associated with material 
characterization by TEM, in the past, has been the preparation of thin foil specimens. 
However, a novel specimen-preparation technique, that is a focused ion beam (FIB) 
technique, has recently been developed [&lo]. Furthermore, the technique of in-situ 
electron microscopy makes it possible to observe, in a real-time mode and at high 
resolution, phenomena which are taking place at high temperatures. This approach is 
of special significance for the analyses of carbon alloys. An in-situ observation of 
formation of silicon carbide by reaction of solid silicon and graphite at a temperature 
of 1673 K is described as an example of the application of in-situ heating experiments 
to the study of carbon alloying. 

2 Materials Characterization by Means of TEM 

2.1 Mechankm of Contrast Formation 

Consider an incident electron beam as it enters a single crystalline thin foil specimen 
(Fig. la). Some of the incident electrons pass through the specimen without any 
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(a) 'lk incident electron beam 

t 
(b) The incident electron beam 
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Fig. 1. Ray diagram illustrating the formation of (a) a diffraction pattern and an image; (b) a bright-field 
(BF) image; and (c) a dark-field (DF) image [5]. 



Transmission Electron Microscopy 225 

interaction and reach the exit surface of the specimen. Other electrons are diffracted 
by a set of crystallographic planes, say, (hkl) planes, the angle between the transmitted 
beam and the diffracted beam being 28,, where 8, is the Bragg angle. Transmitted 
and diffracted beams are deflected by the objective lens. The transmitted beam is 
brought to the origin of the back focal plane, and the diffracted beam to a spot 
denoted by g. The transmitted and diffracted beams form an inverted image of the 
specimen in the first image plane. When a film is placed at the position of this back 
focal plane a diffraction pattern is obtained. With a film placed at the position of the 
first image plane, a magnified image of the specimen is obtained. The actual 
procedure is to adjust the focal length of the diffraction lens which is placed under the 
first image plane. 

The objective aperture is inserted at the back-focal plane so that only the trans- 
mitted beam contributes to the electron image and a bright field (BF) image is 
obtained (Fig. lb). If the objective aperture is moved to allow only the diffracted 
beam to pass, a dark field (DF) image is obtained (Fig. IC). Contrast appears only 

“ e  
I 

I i 

Fig. 2. Examples of (a) BF image, and (b) DF image. 
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Fig. 3. Schematic illustration of an edge dislocation [5].  

when the extents to which the Bragg condition are satisfied differ from one position to 
another within a specimen and this is called diffraction contrast. Deviation from an 
exact Bragg condition may be caused by different crystal orientations and/or crystal 
structure and by elastic bending of the crystal lattices around defects. Figures 2a and b 
are examples of BF and DF images of a crystallite which satisfies the Bragg condition 
exactly with the surrounding crystallites deviating substantially from the Bragg 
condition. 

A dislocation can be imaged because the lattice near the core of the dislocation is 
bent elastically. Figure 3 shows schematically an edge dislocation. Extents of bending 
increase with decreasing distance from the dislocation core. Suppose a set of lattice 
planes (hkl), of an undistorted matrix, remote from a dislocation, slightly deviates 
from the Bragg condition, the angle between the incident electron beam and the 
lattice plane 8 being larger than 8, by 68. Then, at a region near to the core of a 
dislocation, where the lattice is bent more strongly, Bragg conditions are satisfied 
locally and this will lead to diffraction contrast of the dislocation. If A8 is large, that 
region where the Bragg condition is satisfied is very narrow and close to the core of 
the dislocation. That is, the image taken under these conditions is sharp and close to 
the real position of the dislocation. Usually the DF imaging mode is employed for 
such imaging. This technique is called the weak-beam (WB) technique [ll]. Figures 
4a and b show a conventional BF image and the WB image of a dislocation. It is 
evident that the WB image is much sharper and details of the dislocation 
configuration can be identified. 

When both the transmitted and diffracted beams pass through a large aperture, 
interference takes place between the transmitted and diffracted beams, leading to 
one-dimensional lattice fringes of the (hkl) plane, which is responsible for the Bragg 
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a 

Fig. 4. A conventional BF image (a) and the WB image (b) of a dislocation. 

diffraction. Figure 5 is an example of one-dimensional lattice fringes [12]. When 
further diffracted beams pass through, then two-dimensional lattice fringes are 
obtained, and under some conditions the observed image corresponds well to the real 
crystal structure. This kind of image is called the structure image. Figure 6 shows an 
example of such a high-resolution image of Si,N,. 

~ ~--- 

Fig. 5. One-dimensional lattice fringes in a shape memory alloy. 
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Fig. 6. HREM image of Si,N,. 

2.2 Difiaction patterns 

When the diffraction lens is focused on the back focal plane of the objective, a 
diffraction pattern is magnified and displayed. When the spacing of an (hkl) plane, 
responsible for the Bragg diffractions, is d and the distance R, on the film is between 
the diffracted beam, i.e., diffraction spot and the transmitted beam, i.e., the direct 
spot, then the following relationship holds: 

Lh = Rd 

where h is the wavelength of the electron beam, and L is a constant called the camera 
length. Using a selected-area aperture, placed at the first image plane, an area can be 
selected from which the diffraction pattern is taken. If the selected area contains 
polycrystalline grains, the diffraction pattern consists of Debye rings (Fig. 7a). If only 
a single grain is included in the selected area aperture, a network of diffraction spots is 
obtained (Fig. 7b). 

The shape of a diffraction spot depends on the outer dimension of the specimen 
such that the half-peak width of the spot is roughly inversely proportional to the 
dimension of the specimen. Thus, diffraction spots from a needle-like specimen are 
elongated perpendicularly to the axis of the needle. 

When a thick specimen is used, Kikuchi lines-a pair of black-white lines-appear 
in addition to, or instead of, diffraction spots (Fig. 8). Each of the Kikuchi lines 
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Fig. 7. (a) Debye rings, and (b) a network of diffraction spots. 

Fig. 8. Kikuchi pattern. 
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Incident electronbeam 

7 
i l ine 

Fig. 9. Geometry of a lattice plane and the Kikuchi lines [5 ] .  

corresponds to the diffraction spot, and can be so indexed. Indeed, the mid-line of a 
Kikuchi pair of (hkl) plane corresponds to the intersection of the extension of the 
(hkl) plane with the film (Fig. 9). A slight tilting of the specimen, and hence of the 
(hkl) plane, results in a shift of the Kikuchi lines. Thus, the crystallographic orienta- 
tion of the specimen and deviations from the exact Bragg condition can be 
determined accurately. 

2.3 Elemental Analysis 

X-Rays are generated when electrons interact with matter. With high energy incident 
electrons, inner shell electrons are ejected with characteristic energies and 
characteristic X-rays are emitted. The energy loss electrons and the characteristic 
X-rays are used to identify the elements which are interacting with the incident 
electrons. 

Figure 10 shows an example of elemental mapping by means of characteristic 
X-rays. A stacking fault (SF) lies end-on in a &-Si alloy, and the line analysis across 
the stacking fault indicates that copper is segregated onto the stacking fault [13]. This 
segregation of solute atoms onto the SF was predicted theoretically by Suzuki in 1956 
and has been called the Suzuki effect. 

Elemental analysis using energy loss of the electrons (EELS) is discussed in detail 
in the following chapter. 
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Fig. 10. Elemental mapping by means of characteristic X-rays. The stacking fault lies end on in a Cu-Si alloy. 

3 Specimen Preparation by FIB 

Preparation of thin foil specimens for TEM is a time-consuming and slow procedure. 
However, the technique of focused ion beam (FIB) milling is receiving attention as a 
new technique to prepare TEM specimens [&lo]. 

Figure 11 shows a schematic diagram of the FIB system. Gallium ions are emitted 
from a liquid gallium source. They are accelerated with a 30 kV high voltage and 
deflected to bombard the surface of the sample from which a thin foil specimen for 
TEM is to be prepared. Gallium ions sputter the sample and reduce thicknesses to 
those of thin foils. At the same time, secondary ions are emitted by the bombardment 
with gallium. The final shape of the specimen is shown in Fig. 12. Two trenches are 
produced, leaving behind a very thin wall which is electron transparent when tilted by 
90". 
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Fig. 11. Schematic diagram of the FIB system. 
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Fig. 12. The final shape of the specimen fabricated by a FIB system 
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There are at least two advantages in using FIB to prepare TEM specimens. One is 
that it is possible to prepare a TEM specimen with pin-point accuracy from a 
pre-selected area. The other is that a TEM specimen can be easily prepared from 
coated materials or multilayered structures composed of different substances with 
quite different physical and/or chemical properties. 

3.1 Pin-pointing specimens 

One of the most successful applications of FIB to pin-pointing is the observation of a 
crack by TEM [ 14-17]. To carry out TEM observations of a crack, a thin foil specimen 
must be prepared. It can be extremely difficult to prepare such a specimen from a 
pre-selected region containing a crack tip. 

Figure 13 is an electron micrograph of a crack formed by indentation on the (001) 
surface of silicon. The following features are evident. 

Within the indent the crystal is deformed severely (P) and some dislocations 
(denoted by A) have glided out of the indent. 
Near the indent, cracks piercing the foil are observed. There are two types of 
cracks. One is almost parallel to the foil surface, i.e., (001) plane (L,, L,, L,, L,, 
L5) and has a tendency to lie on the (111) plane. The other type is perpendi- 
cular to the foil surface and lies on the { 110) plane (HJ. 
On both sides of the indent and underneath the indent, fringe contrasts can be 
observed (denoted by H,). The areas with fringe contrast can be considered to 
contain cracks. The fringes can be explained by moire fringes which result 
from the crystal being separated into two regions by the crack. 

L 

Fig. 13. Cross-sectional electron micrograph of a crack formed on a (001) surface of silicon. 
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3.2. Diamond coating on SijV4[18] 

Diamond coating is used as a cutting tool. The performance of such a tool is governed 
mostly by the microstructure of the interface between diamond and the substrate. To 
characterize such an interface a cross-sectional TEM study would be informative. 
However, because diamond is very hard, it is very difficult to prepare a cross-section 
for a TEM examination using the traditional techniques. The FIB technique can be 
used to prepare such a cross-section. 

Figure 14 is an example of a cross-sectional TEM micrograph of microstructure 
near to the interface between diamond and Si,N,. The coating Si,N, was made using a 
chemical vapor deposition (CVD) method. The microstructures of diamond, of the 
Si,N, and of the interface between them are clearly seen. 

Fig. 14. Cross-sectional TEM micrograph of microstructure near 
an interface between diamond and Si,N,. 
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4 In-Situ Heating Experiment [19] 

4.1 Heating Holder 

Figure 15 is a schematic diagram of a heating holder developed especially for use with 
a side-entry type goniometer of a transmission electron microscope. The heating 
element used is a fine wire (diameter 20-30 pm) of a refractory metal such as tungs- 
ten. The heating element is bridged across a gap of the holder and heated by direct 
current from dry batteries. The use of a dry battery as a power source is essential, 
because it provides a very stable current without any fluctuations which would affect 
the temperature of the sample and, consequently, the quality of a TEM image. 

The temperature of the heating element is calibrated either using an optical 
pyrometer outside the microscope or observing the melting of a pure metal such as 
gold or aluminum inside the microscope. Figure 16 gives an example of a calibration 
curve. Temperatures as high as 1800 K can be achieved with a current as small as 250 
mA as the thermal mass of the heating element is small. Because of this small thermal 
mass, the drift of a specimen due to instability of temperature during heating is also 
small. This permits the recording of an image in the high-resolution electron micro- 
scope (HREM) on an ordinary film even when the specimen is at a high temperature. 

Fig. 15. Schematic diagram of the heating holder. Samples are directlymounted onto the heating element. 

1,000 - 1  
Heating current (mA) 

Fig. 16. Temperature versus heating current curve. 
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After mounting a mixture of fine particles of reactants, in this case graphite and Si, 
directly onto the heating element, excess reactant was blown away so that only 
attached particles were transferred into the electron microscope. 

4.2 Results and Discussion 

Figure 17a shows a low magnification micrograph, taken at room temperature, of a 
silicon particle attached to a particle of graphite itself attached to the heating element 
(not shown in the figure). Figure 17b was taken 5 min after the temperature had 
reached 1673 K. It can be seen that particle S, which was originally a single crystal of 
silicon, has now fragmented into many small particles. At the same time, the area 
denoted by SC in Fig. 17b, which is the same area denoted by C in Fig. 3a, became 
darker. 

Figures 18a and b are diffraction patterns taken at room temperature and at 1673 
K, respectively. Before heating (Fig. Ha), a typical diffraction pattern from a single 
crystal of silicon and typical Debye rings from graphite were observed. At 1673 K (Fig. 
18b), extra Debye rings are seen in addition to those of the graphite. The lattice 
spacing of the extra Debye rings corresponded to cubic p-Sic. 

These changes in diffraction patterns during the in-situ heating experiment show 
definitely that at 1675 K silicon atoms diffuse into graphite and react with carbon to 
form Sic. Furthermore, examination of the Debye rings of Figs. 18a and b shows that 
the spacing of the c-planes of graphite did not change during the reaction. 

Figure 19 reproduces a sequence of HREM images showing the process of 
formation of Sic. In Fig. 19a a silicon particle is in the left bottom corner of the 
micrograph and has partially reacted with graphite to form Sic  (indicated by arrow). 
However, most of the graphite remained unchanged. In Fig. 19c, which was taken 2 
min after Fig. 19a, almost the whole region, of what had been graphite, had reacted 
with silicon to form Sic crystals. Figure 19b, taken 1 min after Fig. 19a, is an example 
of the stage between these two extremes showing a decrease in the contrast of lattice 
fringes of graphite. 

before heating 1400°C for 5 rnin (b) 

graphite 

Fig. 17. (a) TEM image of a single crystalline silicon particle (denoted by S) sitting on graphite (denoted by 
C) before heating. (b) The same location as (a) but heated for 5 min at 1673 K. 
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Fig. 18. Diffraction patterns taken (a) before heating, and (b) at 1673 K. 

Fig. 19. A sequence of reactions between solid silicon and graphite observed at near-atomic resolutions. 
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Chapter 15 

Electron Energy-Loss Spectroscopy and its 
Applications to Characterization of Carbon Materials 

Hisako Hirai 

Institute of Geoscience, University of Tsukuba, Tsukuba, Ibaraki 305-8571, Japan 

Abstract: Electron energy-loss spectroscopy (EELS) is an analysis of the distribution of electron 
energy emergent from a thin specimen due to inelastic interactions. An EELS spectrum 
contains a great deal of information about the specimen atoms not only what they are 
chemically but also their electronic structures, their bonding states, nearest neighbor distri- 
butions, coordination numbers, dielectric constants, and band gaps. These characteristics are 
observed in different energy regions depending on the energy lost. The fundamental principles 
of EELS and instrumentation are briefly described, and procedures to obtain atomic and 
electronic properties from the EELS spectrum are explained. An EELS analysis was used to 
characterize a new form of amorphous diamond, its sp3 fraction, band gap, inter-band 
transition, and density of state. This analysis showed that the amorphous diamond consists of 
almost 100% sp'-bonded carbon close to crystalline diamond, as compared with other highly 
spj-bonded amorphous carbons. 

Keywords: EELS, Amorphous carbon, Amorphous diamond, Band gap, sp7 fraction, Dielectric 
function. 

1 Introduction 

Electron energy-loss spectroscopy (EELS) is the analysis of the energy distribution of 
electrons that have interacted inelastically with the atoms of the specimen. These 
inelastic interactions provide a wealth of information about the electronic structure of 
the specimen atoms, their bonding and nearest neighbor distributions, and their 
dielectric response. Carbons exhibit a wide variety of forms involving crystalline and 
noncrystalline forms because of its various bonding states. In the noncrystalline 
forms, especially, not only is there pure sp', sp' and sp3 bonding, but also there is 
modified bonding (deformed from a pure bonding state) or combined bonding (i.e. 
more than two bonding states are included in a material). These exist because there is 
less constraint compared with a structure with long-range order. Studies of relation- 
ships between the topology of coordination and resultant physical properties are 
currently of major interest. An EELS analysis, therefore, is a powerful technique to 
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v) Plasmon losses 
(AE-15-30 eV) 

describe carbons in terms of their bonding states, atomic configurations, and physical 
properties, The principles and backgrounds of EELS analyses are described in detail 
by Egerton [l] with concepts and analytical procedures being described by Williams 

In this chapter, the principle of EELS analysis and the information obtained from 
the spectra are first briefly reported, after which the applications of EELS analysis to 
characterize an amorphous carbon material are described. 

~ 3 1 .  

2 Basic Principles of EELS and Instrumentation 

Fast electrons incident in thin specimens lose energy by several processes. The four 
most common energy loss processes, in order of increasing energy loss, are phonon 
excitation, inter- and intra-band transitions, plasmon excitation, and inner-shell 
ionization (Fig. 1). The two major parameters of any inelastic scattering are the 
energy loss E and the scattering semiangle 8; typical values are summarized in Table 
1. The probability of a specific scattering event occurring is expressed by the 

i) Incident beam 
(-100 keV) R 

Fig. 1. Relative intensities of several scattering processes as a function of scattering angle 8: (i) incident 
beam, (ii) elastic scatter, (iii) photon scatter, (iv) inner-shell ionization losses, (v) plasmon losses. After 

Williams (1984) [3]. 
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Table 1 

Characteristics of the principal energy-loss processes. After Williams and Carter (1996) 121. 

Process Energy loss (eV) 8, (m rads) 

Phonon excitation -0.02 5-15 
Interhntra-band transitions 5-25 5-10 
Plasmon excitation -5-25 <-0.1 
Inner-shell ionization -30-1000 1-5 

__ ~~ 

scattering cross-section. When the energy loss is E,  and the change of wave number 
vector is q = k-k,,, the elastic scattering cross-section is given by 

6’o/6E6Q = ( 1/Tc2u,?e2) ( l/q2) Im[-l/~(q,E)] (1) 
where a,, is Bohr radius, o is total scattering cross section, and Q is solid angle [1,2]. 
This is the most fundamental equation of EELS, showing that several optical 
constants can be derived from an EELS spectrum. For instance, the term in Eq. (l),  
Im[-l/~(q,E)], is called a loss function and is the relationship between the dielectric 
response of electrons and the EELS spectrum. The term is expressed by a real and 
ideal part of the dielectric function E = + ie,. 

I~[-I /E(~,E)]  = E,/(&,, + E;) 

EELS equipment is an electron spectrometer unit and detection unit. Currently, two 
types of commercial spectrometers are manufactured: one is the magnetic prism 
spectrometer (Gatan), and the other is the omega filter (Zeiss (now LEO)). The 
magnetic prism is designed with energy spectrometry as its primary function, and the 
omega filter is used mainly for energy-filtered imaging although spectra can be 
obtained. The recently designed Gatan Imaging Filter (GIF) combines both spectral 
and imaging capabilities. The magnetic prism is a simple but highly sensitive device 
with resolving power of approximately 1 eV even when the energy of the incident 
electron beam is as high as 400 keV. A schematic diagram of the spectrometer optics 
is shown in Fig. 2. Electrons are selected using a variable entrance aperture. The 
electrons travel down a “drift tube” through the spectrometer and are deflected 
through 290” by the surrounding magnetic field. Electrons with greater energy loss 
(dashed line) are deflected further than those suffering zero loss (solid line). A 
spectrum is thus formed in the dispersion plane, which consists of a distribution of 
electron counts ( I )  versus energy loss (E) .  As shown in Fig. 2, electrons suffering the 
same energy loss but traveling in both on-axis and off-axis directions are also brought 
back to a focus in the dispersion plane of the spectrometer, which thus acts as a 
magnetic lens. The object plane of the spectrometer is usually set at the back focal of 
the projector lens. 

There are two ways for acquiring the spectrum, serial-acquisition EELS (SEELS) 
and parallel-acquisition EELS (PEELS). PEELS gathers the whole energy spectrum 



242 Chapter 15 

projector lens 
crqssover 

entrance aperture 

a 

dispersion 
plane 

b 
on axis electrons L- projector 

lens 
crossover off axis electrons 

Fig. 2. Ray paths through a magnetic prism spectrometer: (a) dispersion and focusing of the electrons; (b) 
the lens-focusing action in the plane normal to the spectrometer. After Williams and Carter (1996) 121. 

simultaneously and is more efficient than SEELS. PEELS comprises a YAG 
scintillator coupled via fiber optics to a semiconductor photodiode array in the 
dispersion plane of the spectrometer, as shown in Fig. 3a. The spectrum accumulates 
across the whole energy range simultaneously. After integration, the whole spectrum 
is read out via an amplifier through an A/D converter and into a multi-channel 
analyzer system. Spectra with sufficient intensity can be acquired in a fraction of a 
second, making PEELS imaging a practical reality. For the energy-filtered imaging, as 
described later, the detection system is composed of a two-dimensional slow scan 
CCD array detector rather than a single line of diodes (Fig. 3b). 

3 The Energy-Loss Spectrum 

An energy-loss spectrum contains three distinct groupings of spectral peaks, the first 
being the zero-loss peak, the second the low energy-loss (predominantly plasmon) 
peaks and the third the high energy-loss (ionization loss) peaks. Figure 4 shows a 
schematic EELS spectrum and the various processes of electron excitation in each 
energy region. 

3.1 The Zero Loss Peak 

The predominant peak of the spectrum is the zero-loss peak. As the name implies, 
this peak consists mainly of electrons that have retained the incident beam energy& 
Such electrons may be forward scattered in a relatively narrow cone within a few 
milliradians of the optic axis and constitute the 000 spot in the diffraction pattern, i.e. 
the direct beam. Strictly speaking, the peak is not just “zero-loss” electrons but 
contains electrons which have suffered very low energy-loss processes such as 
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Fig. 3. (a) Arepresentative EELS acquisition mode, parallel collection. (b) Gatan Imaging Filer using CCD 
detector. Courtesy of Gatan Inc. 

excitation of phonons. The zero-loss peak contains no useful micro-analytical 
information, but the FWHM (full width at half maximum) of the zero-loss peak is 
commonly used as a definition of the resolution of the EELS system. The combina- 
tion of the inherent resolution of the spectrometer and the energy resolution of the 
beam produces a finite width of zero-loss peak. In a well-aligned magnetic prism 
spectrometer, the best resolution is -0.3 eV, but is -1 eV in conventional use. 
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zero-loss inner-shell loss 
of atom B 

inner-shell loss 

atomA atomB 

Fig. 4 An energy-loss spectrum and the related energy levels of electrons surrounding adjacent atom A and 
atom B. The zero-loss peak is above the Fermi energy E,, the plasmon peak is at the energy level of the 
conduction/valence bands, and the critical ionization energy required to eject specific inner-shell electrons 

are shown. 

3.2 Low-Loss Spectrum 

3.2.1 Plasmon 

The term “low-loss’’ is used to describe the energy-loss of electrons in the range up to 
about 50 eV. In this part of the spectrum, electrons, which have plasmon oscillations 
or have generated inter- or intra-band transitions, are observed. Plasmon is made up 
of longitudinal wave-like oscillations of weakly bonded electrons. The oscillations are 
rapidly damped, typically having a lifetime of about seconds and so are quite 
localized to e 10 nm. The plasmon peak is the second most dominate feature of the 
energy-loss spectrum after the zero-loss peak. The energy E, lost by the beam electron 
when it generates a plasmon of frequency cop is given by 

where h is Plank‘s constant, e and m are the electron charge and mass, respectively, E,, 

is the dielectric constant of free space, and n is the free-electron density. Typical 
values of E,  are in the range 5-25 eV. Spectra from unknown specimens are compared 
with stored library standards. A collection of low-loss spectra for all elements has 
been compiled in an EELS Atlas [4] and helps identify unknown specimen atoms. 
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Fig. 5. The fraction of sp’ bonding as a function of the bulk plasmon energy, modified from Fallon and Brown 
(1993) [5]. The sp3 fraction was measured from the carbon k-edge 1s to IC’ transition. 

As seen in Eq. (3),E, is affected by n, the free-electron density. Interestingly, n may 
change with the chemistry or bonding state of the specimen. So, in principle, measure- 
ment of the plasmon energy loss can give indirect semi-quantitative (microanalytical) 
information. The principle of plasmon-loss semi-quantitative analysis is based on 
empirical observations of shifts in the plasmon peak position (E,) with composition C, 
giving an expression of the form: 

E, = E,(O) 2 C(dEddC) (4) 

where E,(O) is the plasmon energy loss for the pure component. By creating a series of 
binary systems of known composition, a working curve can be developed to be used to 
calibrate kither E, or C. This analysis can estimate sp2/sp3 ratios within amorphous 
carbons [5-8]. Similarly, using the relative intensity of 1s to 71:* transition, observed 
close to the K-shell ionization peak (described below) the sp2 fraction of amorphous 
carbon is estimated [5,7,9]. Figure 5 shows an empirically obtained relationship 
between the plasmon energy and fractions of sp3 bonding that were measured from 
the Is to 71:* transition [5],  showing a close relationship between the two. 

3.2.2 Inter- and intra-band transitions 

An electron in the beam may transfer sufficient energy to a core electron to cause it to 
change its orbital state, for example, to a Bohr orbital of higher quantum number. 
These events are called “a single electron interaction” and they result in energy losses 
of up to -25 eV. Interactions with molecular orbitals such as 71: orbitals produce 
characteristic peaks in this low-energy region of the spectrum. It is possible to use the 
intensity variation in this part of the spectrum to identify a particular electronic state 
of the specimen. However, details of the spectrum intensity variations due to single 
electron interactions are not well understood. 
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3.2.3 Dielectric-constant defemination and band gap 

The energy-loss process can be considered as the dielectric response of electrons of 
the specimen to the passage of a fast electron. As a result, the energy-loss spectrum 
contains information about the dielectric constant (E). The single-scattering spectrum 
intensity Z(Z) is related to E by the expression: 

Z(1)  = Z,(f/k) Im(-l/E) ln[l + (p/Q2] ( 5 )  

where Z, is the intensity in the zero-loss peak, t is the specimen thickness, and k is a 
constant incorporating the electron momentum and Bohr radius [l]. In order to 
extract the real part of the dielectric constant from the imaginary part (Im) in Eq. (5),  
a Kramers-Kronig analysis is used. In this analysis, because a single-scattering 
spectrum is necessary, a deconvolution has to be carried out. 

The advantage of EELS for this kind of work is the improvement in spatial 
resolution over that of the electromagnetic radiation technique. Also, the frequency 
range which is available is more extended. The low-energy plasmon part of the 
energy-loss spectrum to about 20 eV is of most interest and corresponds to an optical 
analysis of the dielectric response from the visible to the ultraviolet. 

In the region of the spectrum immediately after the zero-loss peak, and before the 
rise in intensity preceding the plasmon peak, a region of low intensity is observed. If 
this intensity approaches the dark noise of the detector, then there are no electron- 
electron energy transfers occurring. This effect implies that there is a forbidden 
transition region, which is simply the band gap between the valence and conduction 
bands in materials. This technique and concept have been adopted to measure band 
gap and dielectric constants of semiconductors such as silicon and insulators such as 
A1203’ Recently, the authors estimated band gap and dielectric properties of an 
amorphous diamond using this technique [lo]. 

3.3 High-loss Spectrum 

3.3. I Inner-shell ionization 

The high-Ioss part of the spectrum above 50 eV contains information from inelastic 
interactions with the inner or core shells. 

When an electron beam transfers sufficient energy to a K, L, M, N, or 0 shell 
electron to move it outside the attractive field of the nucleus, then the atom is ionized. 
The decay of the ionized atom back to its ground state may produce a characteristic 
X-ray, or an Auger electron. So the processes of inner-shell ionization loss, that is 
EELS and X-ray energy-dispersive spectroscopy (XEDS), are different aspects of the 
same phenomenon. The process of ionization loss is characteristic of the atom 
involved and so the signal is a direct source of elemental information, as are the 
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characteristic X-rays. The ionization-loss signal is called an “edge” in EELS analysis. 
Detection of the beam electron that ionized the atom is independent of whether the 
atom emits an X-ray or an Auger electron. EELS is not affected by the fluorescence- 
yield limitation that restricts light-element X-ray analysis. 

Inner-shell ionization is generally a high-energy process (Fig. 4). For example, the 
lightest solid element, Li, requires an input of 255 eV to eject a K-shell electron, and 
so the loss electrons are usually found in the “high-loss” region of the spectrum, above 
-50 eV. In a case dealing with high-Z atoms, K-shell electrons require much more 
energy, so other lower-energy ionizations, such as the L and M edges, are searched 
for. Compared with plasmon excitation, which requires much less energy, the ioniza- 
tion cross-sections are relatively small and the mean-free paths relatively large. As a 
result, the ionization edge intensity in the spectrum is much smaller than the plasmon 
peak, and becomes even smaller as the energy loss increases. In Fig. 4 the intensities 
of the inner-shell loss are exaggerated. 

3.3.2 ELNES and EXELFS 

The energy resolution of the magnetic prism spectrometer is very high, which means 
that the energy-loss spectrum contains a great deal of information in addition to basic 
elemental chemistry. Most of this chemical information is contained in the fine- 
detailed intensity variations at the ionization edges in the core-loss spectra and is 
termed energy-loss near-edge structure (ELNES) and extended energy-loss fine 
structure (EXELFS) (Fig. 4). From this fine structure can be obtained information on 
the bonding of ionized atoms, the coordination of the atom, and the density of states. 
Furthermore, the distribution of other atoms around the ionized atom can be studied, 
i.e. the radial distribution function (RDF). Figure 6a shows a representative high-loss 
spectrum. The ionization edges are superimposed on a rapidly decreasing back- 
ground intensity from electrons that have undergone random, plural inelastic scatter- 
ing events (Fig. 6b). The edge shape may also contain fine structure (ELNES) 
immediately after the edge (Fig. 6c), which is due to bonding effects. More than 50 eV 
after the edge, small intensity oscillations (EXELFS) may be detectable (Fig. 6d), 
which is due to diffraction effects from the atoms which are neighbors to the ionized 
atom. EXELFS is analogous to extended X-ray absorption fine structure (EXAFS) in 
X-ray spectra. 

3.3.3 Enetgy filtered and spectrum imaging 

Intensities in any part of an EELS spectrum can be selected and used to form an 
image. A variety of images, not just elemental images, but dielectric-constant images, 
valence-state images and thickness images are formed by using selected energies and 
have several advantages over conventional TEM and STEM images. Figure 7 shows a 
bright field TEM image and a series of energy-filtered images revealing the Si, C, and 
0 elemental distribution (Figs. 7b-d) and also the “bonding-state maps” of carbon 
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Fig. 6. The characteristic features of an inner-shell ionization edge: (a) idealized saw-tooth edge; (b) the 
edge superimposed on the background arising from plural inelastic scattering; (c) ELNES; (d) EXELFS; (e) 
in a thick specimen plural scattering, such as the combination of ionization and plasmon losses, distorts the 

post-edge structure. After Williams and Carter (1996) [2]. 

(Figs. 7e,f) for a diamond-like carbon film deposited on a silicon substrate. In the 
oxygen-rich interface layer carbon atoms exhibit a double layer of 71: bonds, while the 
carbon film itself is predominantly CY bonded, indicating a high degree of 
diamond-like character [2]. 

The strong forward-scattered EELS signal, combined with a detection efficiency 
close to loo%, shows that EELS imaging has considerable advantages over thin-film 
X-ray mapping. This make EELS imaging an extremely attractive technique, by 
integrating enormous number of signals available in the EELS spectrum. 
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Fig. 7. TEM bright field image (a) and a series of the energy-filtered images (b) to ( f )  for a diamond-like 
carbon film on a Si substrate. After Williams and Carter (1996) [2]. 

4 Applications to Characterizing Carbon Materials 

4.1 Estimation of Band Gap of an Amorphous Diamond 

A series of characterizations of a unique carbon material in terms of its band gap, 
fraction of sp3, and density of state (DOS), as well as the plasmon and the inner-shell 
ionization, is described below. The sample material used in the study was a new form 
of transparent amorphous diamond, which was synthesized from C,, fullerenes by a 
shock-compression and rapid-quenching technique [11,12,13]. X-ray and electron 
diffractometry revealed that the material was amorphous in long-range order, and 
plasmon spectra of EELS showed it to be identical to diamond (Figs. 8 and 9) [ll]. In 
addition, the structure in short-range order, determined by RDF analysis, demon- 
strated the characteristic configuration of carbon atoms [14]. The tetrahedra of 
carbon atoms were arranged in the same manner as those of crystalline diamond 
within a region of unit-cell size; in other words, this material consisted of randomly 
arranged unit-cell-sized diamond. 
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Fig. 8. Electron diffraction patterns, plasmon loss, and inner-shell excitation spectra for the amorphous 
diamond (left) and nanocrystalline diamond (right). 

Fig. 9. Lattice images for the amorphous diamond (left) and nanocrystalline diamond (right). 

An optical absorption method directly gives the imaginary part of the dielectric 
function, E,, associated with a single electron excitation of an interband transition. An 
EELS spectrum does not directly give E,. However, an EELS spectrum is related to 
the dielectric function by Eq. ( 5 )  [l], so that the real and the imaginary parts of the 
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dielectric function, E, and E,, can be obtained by a Kramers-Kronig analysis of the loss 
function (Im[-l/~]) obtained from the EELS spectrum. For this analysis, a high- 
energy-resolution EELS spectrum is required, so a specified spectrometer based on a 
TEM was used [15]. The energy-resolution of that measurement was 0.2 eV. To 
confirm the applicability of the technique to carbon materials, a natural crystalline 
diamond was examined. 

Representative high-resolution EELS spectra for C,, fullerene, amorphous 
diamond, and natural crystalline diamond in the plasmon region (0-50 eV) and in the 
inner-shell excitation region (280-298 eV) are shown in Fig. 10a(top) and Fig. 
10b(top), respectively. For the C,, fullerene, the peaks around 6.5 eV and 285 eV 

30.9 eV 

73% sp3 ta-c 

85%s# ta-c,’ 
-.--I’ 

10 20 30 40 50 
Energy Loss (eV) 

180 285 290 295 300 305 310 
I I I I I I 

Energy Loss (eV) 

Fig. 10 High-resolution EELS spectra of (a) plasmon region and (b) inner shell excitation region, k-edge of 
carbon, for C,  fullerene, the present amorphous diamond, crystalline diamond. For comparison, plasmon 
spectra for 73% sp3 [7] and for 85% sp3 [8], and k-edge spectra for 87% sp3 [9] and 73% sp3 [7] are shown 
(each bottom). A sharp peak observed in the k-edge spectrum for the crystalline diamond IS assigned to 

exciton. 
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Fig. 11. Loss function (i), the real part (ii) and imaginary part (iii) of the dielectric function for natural 
crystalline diamond (a) and for amorphous diamond (b). For the amorphous diamond, the magnitude of 4.0 

eV is approximately middle value among the sample fragments measured. 

were attributed to n+n* transition [ 151 and 1s+n* transition, respectively. These 
peaks were completely absent for the amorphous diamond. The o-plasmon peak for 
the amorphous diamond was 31.5 eV. Figure 11 shows the loss function (Im[-l/&]), 
the real part (E,), and the imaginary part (E,) of the dielectric function calculated from 
Fig. 10a for the crystalline and the amorphous diamond. The loss function was 
obtained by removing contributions from multiple scattering using the Fourier-log 
deconvolution method and by using the refractive index, n = 2.42, of crystalline 
diamond. The dielectric function was derived from the loss function using 
Kramers-Kronig analysis. For the crystalline diamond, the onset energy of the 
spectrum (the band gap energy) was 5.5 eV (Fig. lla(iii)), in excellent agreement with 
the established band gap of diamond (5.5 eV). Two peaks appeared at 8.2 and 12.7 eV 
in the E, spectrum and were assigned to interband transitions at the r point and at the 
X and L points, respectively [16]. For the amorphous diamond, the intensity increase 
at the onset was broader than that of the crystalline diamond (Fig. llb(iii)), indicating 
a broader DOS. The onset energy varied from 3.5 to 4.5 eV with the sample 
fragments. A prominent peak was observed at 7.2 eV, which may correspond to the 
r-point transition (Fig. llb(iii)). Very little of the structure corresponding to the X 
and L points transition was seen. This characteristic phenomenon can be reasonably 
explained by the short-range structure mentioned above. Inner-shell excitation 
spectrum and E, spectrum reflect the distribution of the electron density. Assuming 
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DOS,,l for 92% sp3 bonding 

energy ( e y -  

Fig. 12. Schematic illustration of hypothetical DOS for the amorphous diamond and for crystalline diamond 
(top). A theoretically calculated DOS for 92% $-bonded material by Robertson (1997) [17] is shown for 

comparison (bottom). 

the inner-shell spectrum to be measured as the distribution of electrons in the 
conduction band, a hypothetical DOS was drawn for the amorphous diamond and 
crystalline diamond (Fig. 12). 

4.2 Comparison with Other sp3 Amorphous Materials 

In investigations of diamond-like carbon, one aim is to fabricate highly sp3-bonded 
amorphous carbon with properties comparable to those of crystalline diamond. Thus, 
several highly $-bonded materials, having more than 80% sp3, were obtained with, 
for instance, 92% sp3 material [18], 87% sp3 [9], 85% sp3 [19] and 83% sp3 [20]. For 
87% sp3 [9] and 73% sp3 [7] materials, the 1s+z* transition peak was clearly observed 
(Fig. lOb(bottom)), while the present amorphous diamond does not exhibit this peak. 
Further, in the plasmon region, the peaks of 85% sp3 [19] and 73% sp3 [7] material are 
30.2 and 30.9 eV, respectively (Fig. lOa(bottom)), while the peak of the amorphous 
diamond is 31.5 eV. 

Figure 13a shows a summary of the optical (band) gaps of amorphous carbon 
materials as reported above. The magnitude of the band gap of the present material 
was 3.5 to 4.5 eV. The variation was probably due to temperature distribution in the 
sample. In any case, the band gap measured was larger than any other sp3 material 
reported before (Fig. 13a) [7,20-221. An sp3 fraction is usually estimated from the 
plasmon peak energy [5-71. The plasmon peak energy of the present material, 31.5 
eV, is the highest of the sp3 materials. Figure 13b shows the variation of density with 
sp3 fraction for some carbons [6,9,18,22,23]. The density of the amorphous diamond 
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Fig. 13. (a) Variation of optical (band) gap versus the sp3 fraction for amorphous carbon materials. Solid 
rhombus: the present amorphous diamond; open circle: Merkulov (1998) [7]; solid square: Lee (1998) [21]; 
double circles; Chhowalla (1997) [20]; open triangle: Weiler (1996) [22]. (b) The variation of density versus 
the sp3 fraction for ta-C materials. solid rhombus: the present amorphous diamond; cross-hatched circle: 
Ravi (1996) [9]; Open square: Pharr (1996) [6]; open triangle: Weiler (1996) [22]; solid triangle: Fallon 

(1993) [23]; solid circle and asterisk: Mckenzie (1991) [18]. 

measured by a floating method was higher than 3.3 g ~ m - ~ .  Comparing the plasmon 
peak energies, which depend on electron density, for the amorphous diamond (31.5 
eV) and the crystalline diamond (34.0 eV), the true density may be in the range 3.3 to 
3.5 g cm”. The value of 3.3 g cm”, in spite of being the smallest estimation, is higher 
than those of other sp3 materials (Fig. 13b). The largest band gap, up to 4.5 eV, the 
highest plasmon energy, 31.4 eV, and a density higher than 3.3 g is associated 
with almost 100% sp3 bonding within the amorphous diamond. These properties were 
confirmed by the short-range structure analysis using RDF. 

5. Conclusions: The Future of EELS 

Both the experimental techniques and the theoretical treatment of EELS are still 
developing. However, EELS analysis provides indispensable information to under- 
standing carbons. Furthermore, the developed energy-filtering technique and 
imaging technique exhibit many advantages over conventional TEM and STEM 
images, because they display not just elemental images, but electronic-state images. 
Therefore, these techniques, as well as fine structure analysis (ELNEL, EXELFS), 
will find wider applications to carbons. 
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Abstract: Recent studies on atomic-scale structures and reactivity of metal carbide surfaces by 
scanning tunneling microscopy (STM) are reviewed. The structure of an a-Mo2C(0001) surface 
varies depending on surface coverage by carbon atoms which can be regulated by annealing 
temperature and reaction time. By careful control of the preparation procedures, well-ordered 
C-terminated surfaces with ( A x  &)R30°-honeycomb structure and c(2x4)-zigzag row 
structure were successfully prepared and imaged by STM. Each carbon atom inside the 
structures was visualized as a shallow sombrero protrusion at low tunneling resistances of less 
than 1 MQ. A novel selective etching reaction of the surface carbon atoms by oxygen gas 
occurred even at room temperature. On a C-terminated Mo,C(0001) surface with both ( 
& x &)R3O0-honeycomb and c(2~4)-zigzag row structures, the etching reaction selectively 
occurred on the c(2x4)-zigzag structure, leading to exposure of an underlying (1 x 1) molyb- 
denum layer. 

Keywords: Scanning tunneling microscopy, Electronic density of states, Tunneling resistance, 
Molybdenum carbide, Layered metal carbon alloy, Surface carbon atoms. 

1 Introduction 

Since the findings of Boudart et al. [l] that early transition metal carbides behave like 
noble metals rather than the native transition metals in surface catalysis, this class of 
material has been of considerable interest as potential substitutes for precious noble 
metals in catalyst applications [2]. The materials show high activities for hydro- 
desulfurization and hydro-denitrogenation of hydrocarbons [3]. These reactions are 
relevant in environmental catalysis. Also, transition metal carbides have attracted 
attention in both basic and applied research laboratories [4]. The transition metal 
carbides of Groups 4-6 have unique properties combining those of both metal and 
ceramics; they are good electrical and thermal conductors typical of metals, and they 
possess ultra-hardness, very high melting points, and stable sub-stoichiometry typical 
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of ceramics. The bonding mode is thought to be a combination of covalent, ionic and 
metallic bonds. Practically, they have been used as hard coating materials, as field 
electron emitters and have been proposed for first-wall materials for nuclear fusion 
reactors [5]. Studies with model carbide surfaces prepared by modification of metal 
single crystals have been undertaken [6]. However, little has been published about the 
composition of the single crystal surfaces of the chemically active transition metal 
carbides at an atomic scale resolution which is necessary to understand these unique 
catalytic abilities. 

A few examples have been reported describing the surface structures of transition 
metal carbides by scanning tunneling microscopy (STM). The (110) surface tends to 
be faceted and such faceted structures have been observed on TaC(110) [7,8] and 
NbC,,,,,(llO) [9]. In the latter case, atoms at the ridge were resolved. On NbC,,,(lOO) 
[9], the coexistence of a square lattice region and a hexagonal lattice region was 
detected, showing the complexity of the surface structure of these materials. Most of 
the (1 11) faces of transition metal carbides in Groups 4 or 5 are terminated by a metal 
layer [4], but co-existence with a C-terminated (&x &)R3Oo structure was proposed 
from a STM study on VC,,.,( 11 1) [lo]. 

Molybdenum carbides are representative of metal carbides with good catalytic 
performances. a-Mo,C is a stable crystalline form which has an orthorhombic crystal 
structure [ll]. Hexagonal notation is used here, because the arrangement of molyb- 
denum atoms is a slightly distorted hcp (hexagonal closest packed structure). Carbon 
atoms occupy half of the lattice octahedral voids. The (0001) surface in the hexagonal 
system is equivalent to the (100) surface in the orthorhombic system. The bulk- 
truncated structure of a-Mo2C(0001) is shown in Fig. 1. Mo-terminated structure and 
C-terminated structures are possible. However, a recent study of the surface by low 
energy electron diffraction (LEED) and STM revealed that neither of the bulk- 
truncated structures is exposed but the surface is always reconstructed depending on 
the stoichiometry at the surface [12]. It is reported that the activity and selectivity of 
molybdenum carbide catalysts are very sensitive to their surface composition [ 131. By 
careful control of the preparation procedure, well-ordered C-terminated surfaces can 
be prepared on Mo,C(0001) [12], in contrast to other transition metal carbides 
[4,9,141. 

This chapter reviews recent STM studies on Mo2C(0001) with atomic-scale resolu- 
tion [12,15,16]. Well-ordered C-terminated surfaces of the ( A x  &)R30" surface and 
the ~ ( 2 x 4 )  surface were observed on Mo,C(0001) and each carbon atom inside the 
structures was successfully visualized at low tunneling resistances. A novel selective 
etching reaction by oxygen of carbon atoms on the surface of Mo,C(OOOl) was found 
to occur at room temperature (RT). This process was visualized by STM which 
discriminates between each surface carbon atom. On a well-defined C-terminated 
surface composed of (& x &)R30°-honeycomb and c(2 x 4)-zigzag row structures, 
the etching reaction selectively occurred on the latter structure, leading to exposure 
of an underlying (1 X 1) molybdenum layer. This may be the first step to understand, 
on an atomic scale, the unique and high catalytic specificity of molybdenum carbide. 
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a 

Fig. 1. Model of a bulk-truncated structure of an a-Mo2C(0001) surface. Larger and smaller spheres 
represent Mo and C atoms, respectively. Both of a Mo-terminated structure (right half) and a C-terminated 

structure (left half) are shown; (a) top view and (b) side view. 

2 Principle of Scanning Tunneling Microscopy (STM) 

After the initial observation of metal-vacuum-metal tunneling by Young et al. [ 17,181, 
Binnig et al. [19,20] demonstrated in 1981 the first successful combination of vacuum 
tunneling with a piezoelectric drive system attached to an STM. A conducting sample 
and a sharp metal tip, which acts as a local probe, were brought within nanometer 
distances of each other, to result in significant overlap of the electronic wave- 
functions. With an applied bias voltage (K, typically between 10 mV and 4 V), a 
tunneling current (It, typically between 10 pA and 10 nA) flows from the occupied 
electronic states near the Fermi level of one electrode into unoccupied states of the 
other electrode. By using a piezoelectric XYZ-drive system for the tip and a feedback 
loop, a map of the surface topography can be obtained. Under favorable conditions, a 
vertical resolution of tens of nanometers and a lateral resolution of picometers can be 
obtained. As a result, STM provides real-space images of surfaces of conducting 
material with atomic resolutions. In contrast to other electron microscopes and 
surface analytical techniques using electrons, STM can be operated in air, liquid, 
vacuum, and in situ reaction conditions because no free electrons are involved. 

3 Preparation of Mo,C Surfaces 

An a-Mo,C single crystal was grown by the floating zone method [21], then cut and 
polished to expose a (0001) surface. The polished surface, Mo,C(0001), was cleaned 
by Ar+ sputtering (at 2-3 keV for 10-20 min) and annealed to elevated temperatures 
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for 30-60 min while keeping the pressure in the 10" Pa range. X-ray photoelectron 
spectroscopy (XPS) measurements of the Mo,C(0001) surface indicated that the 
concentration of carbon at the surface increases with high-temperature annealing 
[22]. At least three phases were observed by LEED after annealing at temperatures 
above 840 K for 60 min after Ar' sputtering [12]. Surface structures of Mo,C(0001) 
surfaces varied depending on the annealing processes and these determine carbon 
concentrations at the surfaces [12]. 

4 Visualization of the Atomic-scale Structure and Reactivity of Molybdenum 
Carbide Surfaces by STM 

4.1 
Mo,C(OOOl) Sur$aces 

Atomic-scale Visualization of Surface Structures of Carbon-terminated 

Annealing a sputtered Mo,C(0001) surface between 840 and 960 K, a (&x&)R30" 
structure brings about a well-ordered structure. Figure 2 is an STM image of the 
(&x&)R30" structure with a corresponding LEED pattern, after annealing at 950 K 
for 1 h [15]. Relatively large terraces have developed on the surface. The height 
differences between the terraces were multiples of 0.232 f 0.006 nm, in agreement 
with the thickness of a single Mo-C bilayer of Mo,C crystal parallel to the (0001) face 
(0.236 nm) [ll].  Further examination of the structure of the terraces indicates 
ordered dark depressions with honeycomb structures for tunneling conditions typical 
for metallic surfaces [12] but without bright spots. The distance between two neigh- 
boring depressions on the terrace was 0.522 & 0.002 nm close to 0.520 nm, i.e. & 
times the (1 x 1) unit cell constant. Hence, the depressions of the honeycomb 

Fig. 2. STM topograph of a Mo2C(0001)-(&x &)R30" honeycomb structure which was measured after 
annealing an Ar+ sputtered surface at 950 Kfor 1 h. V, = -100 mV, I, = 0.5 nA, 19.4 x 19.4 nm2. Two types of 
domain boundaries are indicated by A and B with arrows. Inset is the corresponding LEED pattern 

recorded with a primary electron energy of 60 eV. 
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structure make the lattice of the (&x&)R30" structure. The terraces have hexa- 
gonal shapes surrounded by straight steps which are parallel to the direction of close 
packing in a molybdenum layer. One unit cell vector of the ( A x  &)R30" structure is 
always rotated from the step direction by 30". In each terrace, there are several 
domains which are separated by two types of domain boundaries; a zigzag row of 
depressions (A type) and an array of elliptical depressions (B type). These boundaries 
are indicated by arrows in Fig. 2. Hammer et al. [lo] also found a (&x&)R30"- 
honeycomb structure on VCo,8(ll 1) and considered that a carbon atom was missing at 
the dark depression and that there was one carbon atom in each corner of the 
honeycomb skeleton. Each dark depression in the honeycomb structure corresponds 
to a carbon atom in the Mo2C(0001)-(&x&)R30" structure, as explained below. 

Each surface carbon atom located at the honeycomb hole is imaged by decreasing 
the tunneling resistance by shortening the separation distances from tip to surface 
[15]. Figure 3a is a high resolution STM topograph of the (&x&)R300 structure 

b 

Fig. 3. (a) High resolution STM topograph (4.4X4.3 nm') of the Mo,C(0001)-(& x &)R30" honeycomb 
structure which was imaged with a small tunneling resistance of 0.86 M a  (V, = +3 mV/I, = 3.5 nA). Each 
carbon atom adsorbed on the (1 x 1) Mo layer is visualized as shallow sombrero protrusions. This image 
includes two domains which are separated with two types of domain boundaries (A type and B type). (b) A 
schematic model of the (a x &)R30" structure corresponding to (A). Large empty circles and shaded 
circles represent Mo atoms and C atoms, respectively. A bulk-truncated Mo-terminated surface is 
postulated as the substrate (top right areawith the (1 x 1) unit cell), but the layers under the Mo layer are not 

shown here to simplify the model. 
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with a tunneling resistance of 0.86 MSL (V, = +3 mV/Zt = 3.5 nA), which is much 
smaller than that in Fig. 2 (200 MS2 (V, = -100 mV/Zt = 0.5 nA)). This image has two 
(&xfi)R3Oo domains separated by A-type and B-type domain boundaries seen in 
Fig. 2 as a zigzag row of depressions and an array of elliptic depressions, respectively. 
The corrugations of the atoms in the honeycomb structure and in the domain 
boundaries are 0.010 nm and 0.021 nm, respectively. The image contrast with positive 
bias voltages was slightly sharper than that of negative bias voltages. At an inter- 
mediate tunneling resistance of 6.67 MSL (5 = + 10 mV/Zt = 1.5 nA), carbon atoms in 
dark depressions were imaged only at the domain boundaries. The STM image in Fig. 
3a and the corresponding model in Fig. 3b show that carbon atoms at the boundaries 
occupy sites e uivalent to those in either domain. Figure 3b shows a proposed model 
of the (fix 7 3)R30° structure based on the assumption that each carbon atom 
occupies a three-fold hollow site of the (1 X 1)-hexagonal layer of molybdenum. This is 
supported from STM images taken near to a step edge of the (fixfi)R30" surface, 
where the bright protrusions coincide with a unit cell of a (1x1) lattice of the 
bulk-truncated molybdenum layer[ 151. Each bright protrusion could correspond to 
an exposed molybdenum atom in the outermost bilayer of the substrate without the 
(fix&)R30°-C layer. A STM observation of the (&x&)R30° surface, after 
exposure to carbon monoxide, indicated that carbon monoxide adsorbs preferentially 
on a step edge which has exposed molybdenum atoms. If the 1 x 1) unit mesh of the 
exposed molybdenum atoms is extended to the ( f ix  i 3)R3Oo domain, dark 
depressions of the honeycomb correspond to three-fold hollow sites. Thus, the carbon 
atoms are considered to occupy a three-fold hollow site of the (1 x 1) molybdenum 
layer. The carbon atoms appear as dark depressions at high tunneling resistances and 
as shallow 'sombrero' bumps at low tunneling resistances. The coverage of carbon on 
the (&x&)R30"-honeycomb structure is 0.33. It seems that carbon atoms float 
upon a calm sea of electronic states near the Fermi level. 

The coverage of carbon on the surface increased by further annealing. The 
( A x  &jR3O0-honeycomb structure changed to being a c(2 x4)-zigzag row as shown 
in Fig. 4a. The model in Fig. 4b locates carbon atoms at the folding points of a zigzag 
row having the same dimension as the A-type domain boundary in Fig. 3a. The 
coverage of carbon on the c(2x4)-zigzag row structure is 0.5. The ~ ( 2 x 4 )  structure 
does not cover the entire surface because the ( f i x  &)R30°-honeycomb structure is 
always present. 

4.2 
C-terminated Mo2C(OO01) SuMaces by Oxygm 

Ksulization of a Novel Selective Etching Reaction of Surjkce Carbon Atoms of 

When studying, by STM, the oxidation of C-terminated Mo,C(0001) surfaces by 
oxygen at room temperature a selective etching of surface carbon atoms occurred 
[16]. The oxygen was admitted to the microscope chamber through a variable leak 
valve to a pressure of 3.3 x 10-4 Pa. Figure 5a shows an STM image before exposure to 
oxygen, where the ( A x  &)R3O0-honeycomb structure and the c(2 x 4)-zigzag row 
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Fig. 4. (a) High resolution STM topograph (2.3X2.3 nm') of a c(2~4)-zigzag row structure on Mo,C(0001) 
(V<: +10 mV, I,: 2.0 nA). Coverage of surface C atoms is 0.5 ML. (b) A schematic model of the ~ ( 2 x 4 )  
structure corresponding to (a). Large empty circles and shading circles represent Mo atoms and C atoms, 

respectively. A bulk-truncated Mo-terminated surface is postulated as the substrate. 

structure co-exist and each carbon atom is imaged. Figure 5b, after reaction, shows 
several areas with higher concentrations of atoms, ordered in a hexagonal symmetry 
and with a separation distance of 0.30 nm to form the (1x1) lattice of the molyb- 
denum substrate. Following further reaction with oxygen, these (1 x 1) regions spread 
to eventually coalesce (Figs. 5c and d). Figure 5d shows that most of the honeycomb 
structures remained, the areas of the zigzag row structures being selectively reduced. 
The position of newly formed atomic protrusions is imaged in Fig. 5e, derived from 
Fi . 5c. With a (1x1) mesh over the (1x1) region, all of the carbon atoms in the (J 3 x&)R30"-honeycomb and c(2x4)-zigzag row structures are in the centers of the 
triangles, i.e. in the three-fold hollow sites of the (1 X 1) molybdenum layer as 
mentioned above. Thus, the (1 x 1) region results from exposure of the (1 X 1) molyb- 
denum layer or by adsorbed species placed on top of the (1 x 1) molybdenum layer. It 
is unlikely that the (1 x 1) region is formed by adsorbed oxygen atoms or by a mixture 
of oxygen and carbon atoms adsorbed on top sites because previous structural studies 
of atomic adsorbates on metal surfaces suggest that they occupy sites with a higher 
coordination [23]. If atomic adsorbates form the (1x1) region, they should have 
preferred three-fold hollow sites to top sites. Therefore, it was concluded that the 
carbon atoms were etched by oxygen causing the molybdenum layer to appear. The 
reaction products, carbon monoxide and carbon dioxide, were not detected by mass 
spectrometry because of resolution limits. The surface in Fig. 5e is modeled in Fig. 5f. 
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Fig. 5. Selective etching reaction of surface C atoms by exposing to 0, gas (1.3 x 10“ Pa) at RT in the same 
areavisualized by STM; (a) 0 L (before exposure, I,: 2.0 nA, V,: 10 mV); (b) 2.5 L (I,: 3.0 nA, V,: 20 mV), (c) 
5.0 L (I,: 3.0 nA, V,: 20 mV), (d) 10.0 L (Z,: 2.0 nA, V,: 20 mV). 7.3 x 7.3 nm2. The STM tip was retracted 
during exposure to oxygen gas. Each image was measured under UHV without oxygen ambient. (e) A 
magnified image of the square region in (c) with lines of the (1 x 1) lattice. 3.6 x 3.6 nm2. ( f )  Model structure 

of (e). Empty circles and shaded circles represent Mo and C atoms, respectively. 

Figure 5d indicates that 100 carbon atoms were etched by -2.3 x lo3 molecules of 
oxygen impinging on the area. 

Etching of the surface carbon atoms by oxygen at room temperature is unexpected 
because both carbon and oxygen atoms are strong adsorbates on molybdenum metal 
surfaces. The carbon and oxygen atoms could not be removed from the molybdenum 
surfaces below 1200 K, when adsorbed as a single element [24,25]. If carbon and 
oxygen atoms co-exist on molybdenum metals, they desorb as carbon monoxide at 
temperatures of -1000 K [24,25]. An air-exposed Mo,C catalyst desorbs carbon 
monoxide and carbon dioxide at temperatures above 800 K [26]. Thus, stable 
adsorbed oxygen atoms cannot etch carbon atoms on a Mo,C(0001) surface. On the 
other hand, a dissociative adsorption of 0, on Al( 11 1) [27] or Pt( 11 1) [28] produces 
‘hot’ oxygen atoms with translational energies parallel to the surface. Thermo- 
induced or photo-induced ‘hot’ oxygen atoms on Pt(ll1) react with adsorbed carbon 
monoxide to form carbon dioxide at temperatures below 150 K [29]. Such energetic- 
ally excited oxygen atoms formed on the surface should be responsible for the etching 
reactions reported above. 

The STM tip does not contribute to the etching reaction. The tip was retracted 
from the tunneling region during exposure to oxygen gas. Each frame of Fig. 5 is a 
sequential STM image measured under ultra-high-vacuum (UHV) conditions. The 
etched area was unchanged in the sequential images. 
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The etching reaction does not occur homogeneously but starts from specific points 
and expands the (1 X 1) areas. Energetic oxygen atoms migrate and react with the 
carbon atoms at the edges of the ordered domains. The reaction rates (collision 
efficiency) are lower for carbon atoms at the edges of the (&x&)R3O0-honeycomb 
domains and at the c(2 x4)-zigzag row domains. Thus, preferential etching is probably 
due to different adsorption energies of carbon atoms in the two structures, i.e. the 
adsorption energy of carbon atoms in the ( A x  &)R3O0-honeycomb domain is higher 
than that of carbon atoms in the c(2x4)-zigzag row domains. 

Certain atomic protrusions were found in the ( A x  &)R30°-honeycomb region 
after exposure to oxygen. Consecutive STM imaging showed that they occupied 
three-fold hollow sites at the center of the triangles formed by three carbon atoms, 
and movement (hopping) between equivalent sites, frame by frame, was observed, 
assigned to oxygen atoms. On the other hand, such oxygen atoms were not found on 
the (1x1) and the c(2x4)-zigzag row regions, suggesting high mobility of oxygen 
atoms in those regions rendering them invisible to STM. This contrasts with immobile 
oxygen atoms on molybdenum metal surfaces. The high mobility of oxygen atoms 
explains the high etching rate of carbon atoms on the surface. 

A mild oxygen treatment of Mo,C or WC catalysts improves their catalytic 
activities [1,13,30,31], probably because of the formation of oxycarbide phases. Other 
oxide phases formed by more extensive oxidation inhibit catalysis. 

5 Conclusions and Future Prospects 

STM is a powerful tool to image atomic arrangements of metal carbide surfaces. Each 
surface carbon atom of C-terminated Mo,C(OOOl) surfaces can be identified as a 
shallow sombrero protrusion using a low tunneling resistance less than 1 MR. Imag- 
ing of surface carbon atoms by STM elucidates chemical reactions on metal carbide 
surfaces. The etching by oxygen of surface carbon atoms of C-terminated Mo,C(0001) 
surfaces was observed. This etching reaction selectively occurs on the c(2 x 4)-zigzag 
row structure even at room temperature, leading to exposure of the underlying (1 x 1) 
molybdenum layer. This reaction may be an important intermediate in the under- 
standing of improvements to catalytic activity of Mo,C or WC catalysts by mild 
oxidation treatments. 

STM images indicate the local electronic density of states near to the Fermi level of 
a surface and relate to applied bias voltages between the tip and the surface. Local 
mapping of the electronic states of metal carbide surfaces is essential to the under- 
standing of their physical properties and chemical reactivities. STM images indicate 
that molybdenum atoms in the (&x~)R3O0-honeycomb structure and the ~ ( 2 x 4 ) -  
zigzag row structure have continuous electronic states near to the Fermi level and that 
the (1 x 1) molybdenum atoms without carbon atoms have localized electronic states. 
Combinations of high resolution STM mapping with scanning tunneling spectroscopy 
(STS) should clarify the causes of high activities of Mo,C compared with noble metal 
catalysts. 
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Infra-Red Spectra, Electron Paramagnetic Resonance, 
and Proton Magnetic Thermal Analysis 
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Abstract: This chapter describes the characterization of carbon alloys using infra-red 
spectroscopy (IR spectra), electron paramagnetic resonance (EPR) and proton magnetic 
resonance thermal analysis (PMRTA). The broad absorption bands of IR spectra observed 
using diffuse reflectance methods provide information about the ring size of aromatic 
molecules within a sample and the extent to which these are ordered. The sharp C-H stretching 
peaks are quantitatively compared with peaks using solid-state NMR. Two magnetic resonance 
methods employed pulse techniques where relative hydrogen contents are evaluated as ratios 
to carbon contents. PMRTA, which measures the temperature dependence of signal intensities 
and relaxation times of proton magnetic resonance, provides information about molecular 
motion in heat-treated carbons and in coals. These spectroscopic techniques give information 
about the composition of carbon precursors prepared at temperatures below 500400°C. 

Keywords: IR, UV, Vis, Near-IR, NMR, EPR, PMRTA. 

1 Infra-Red (IR) Spectra 

I .I D i m e  Rejkctance Absorption (DR4) Spectroscopy. 

IR spectra of carbons from the KBr pellet transmittance method contain a broad 
background (from scattering ofthe monitoring light) that needs to be subtracted from 
the spectrum. With decreasing particle size these broad backgrounds are reduced and 
must be subtracted to obtain reliable IR spectra. An example is shown in Fig. l a  for a 
bituminous coal [l]. For IR spectra from the diffuse reflectance absorption (DRA) 
method, the absorption intensities, represented as a Kuberka-Munk function (f(R,) 
or F(R,)) show weak broad bands in the higherwave-number region (Fig. lb). By the 
DRA method, high rank coals, heat-treated organic materials and coal-tar pitches 
(CTP) also show broad absorptions attributable to the absorption tail of electronic 
transitions extending from the W N i s  regions [2]. Such broad bands are observed by 
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Wavenumber (om-') 

Fig. 1. IR spectra of a bituminous coal (sample/KBr = 1/150): (a) transmittance KBr pellet method; (b) 
diffise reflectance absorption method [l]. 

DRA and increase with decreasing particle size of the sample [2]. Thus, it is not 
necessary to subtract these broad absorptions in the entire region measured by the 
DRA method. 

FT-IR spectra observed by DRA for various coals are shown in Fig. 2 [2]. The 
baseline of a low rank coal (Monvell coal: C = 67.4 wt%) is flat in the region of 
4000-6000 cm-'. For bituminous coal (Oyubari coal: C = 85.4 wt%), small absorp- 
tions were observed at 4000-6000 cm-' with a decrease in the IR-band intensities of 
hydrogen bonds at 3000-3500 cm-' and carbonyl groups at 1700 cm-'. With a further 
increase in coal rank, Moura (C = 85.6 wt%) and Hongei (C = 93.7 wt%), the 
absorption tails extend to lower wave-numbers with a decrease in intensity of alkyl 
group band at 2940 cm-'. For active carbon, only the broad band was observed, the 
absorption edge extending to wave-numbers less than 1000 cm-', indicating a narrow 
band gap in the active carbon. Absorptions in the near-IR region are used as a 
measure of coal rank [2]. 

For a bituminous coal (Shin-Yubari: C = 86.9 wt%), the intensity of the broad 
band increases with increasing heat treatment temperature (HTT) to 400°C 
accompanied by a decrease in the intensities of the alkyl bands. At an HTT of 6OO0C, 
the steep rise of the near-IR absorption ceases when it then resembles the absorption 
spectrum of activated carbon as in Fig. 2. These changes in absorption spectra in the 
near-IR region are used to study effects of HTT on organic materials. 

On heat-treating decacyclene to 5OO0C, the broad band in the near-IR region 
appeared after 1 h increasing in intensity after 2 h, but decreased after 3 h. At an HTT 
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Fig. 2. IR/near-IR spectra of several coal samples [2] 

of 550°C, the absorption spectrum in the near-IR region is flat showing decreases in 
the intensities of the C-H bands. These changes in the near-IR region relate to 
absorption bands in the Vis regions (see below). 

1.2 Relutionship of IR spectra with UVlEslNear-IR Spectra 

On heat-treatment of aromatic hydrocarbons, polycondensation reactions occur 
resulting in formation of mesophase which is the precursor of graphitizable carbon 
fibers and carbons. Changes in the molecular structures and molecular arrangements 
during this process are monitored as electronic transitions in the Vis and near-IR 
region. 
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Fig. 3. Correlation of observed p-band wave-number with calculated energy gap (A&) between LUMO and 
HOMO in p-unit for several hydrocarbons [3]. 

The absorption spectra of solid carbon precursors are measured using the KBr-CsI 
pellet transmittance method. At an HTT of 5OO0C, decacyclene first forms mesophase 
spheres which coalesce into anisotropic flow textures. The absorption band of parent 
decacyclene is only slightly broader than when in solution, because of intermolecular 
interactions in a concentrated solution and the solid state. With heat-treatment, the 
absorption bands at wavelengths longer than 500 nm increase in intensity. Inter- 
mediates of the carbonization reactions of decacyclene are zethrene derivatives, with 
absorption bands beyond 550 nm. The relationship between the energy gap from the 
highest occupied molecular orbital (HOMO) to the lowest unoccupied molecular 
orbital (LUMO) and the absorption maximum at longest wavelength of the aromatic 
hydrocarbons is shown in Fig. 3. By comparing the observed absorption bands with 
Fig. 3, it is seen that a zethrene dimer is a main component in pyrolyzed decacyclene 
[3]. For coal-tar pitch, the diffusion reflectance method gives more reliable absorp- 
tion spectra in Vidnear-IR region compared with the transmittance method. 

At 500"C, coal-tar pitch forms mesophase spheres [4], a process described by the 
absorption spectra in Vis/near-IR/IR region as measured by the DRA (Fig. 4). Here, 
the absorption intensities of the Vis region increase with heat-treatment time (1 h). 
The absorption intensity in the 300-500 nm region reaches a maximum at -3 h and 
then decreases. The initial increase in absorption intensity is attributed to the aroma- 
tization of the coal-tar pitch, the later decrease in intensities being due to the 
broadening of absorption bands because of inter-aromatic interactions. The 
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wavenumber x1~3cm-1 

Fig. 4. Separation of the observed spectra into intensities due to lamella (L-part) and to isolated aromatic 
hydrocarbons (A-part). Inset: Shaded parts are plots of Eq. (1) [4]. 

absorption band of the lamellar aromatic hydrocarbons is described by the following 
equation, which has been applied to amorphous semiconductors [5]: 

where AE is the band gap energy and B to a proportional factor increasing with 
extents of ordering of the lamellar aromatic hydrocarbons. The straight line of the 
inset in Fig. 4 shows values as calculated from Eq. (1). The hatched area in Fig. 4 
results from absorption by lamella (L-part), the remaining white area being due to 
absorption by single aromatic molecules (A-part). After heat treatment for 0.5 h, the 
L-part increases, but the A-part decreases, indicating increased interactions between 
aromatic molecules due to the improved alignment and ordering of the aromatic 
molecules. 

1.3 Relationship with Solid-state NMR 

13C-NMR spectra of solid carbon samples are measured using magic-angle NMR. 
However, the NMR signals for carbons and coals samples that are rich in quaternary 
carbon atoms surrounded by other carbon atoms exhibit ‘side-bands’. In the 
13C-NMR signals from coronene, the main signal is at 125 ppm, but with side-bands in 
the wings of the 125 ppm signal (Fig. 5a) [l]. The positions and relative intensities of 
the side-bands change with the rotation speed of the sample probe. NMR spectra of 
coals observed under the same conditions are composed of signals and side-bands 
(Fig. 5b), the principal signal, 100-150 ppm, being assigned to aromatic carbon atoms. 
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Fig. 5. ''C-CP/MAS NMR spectra measured with 300 MHz spectrometer: (a) coronene; (b) original 
spectrum of a bituminous coal (the same coal as that in Fig. 1); (c) spectrum obtained by the correction of the 

aromatic side-bands [1]. 

Signals with higher chemical shifts (150-200 and 200-250 ppm) are attributed to 
side-bands, with almost all of the signal at 50-100 ppm also being attributed to 
side-bands. However, the signal in the region 0-50 pprn is stronger than the side band, 
but is expected to be of intensity equal to the side-band at 50-100 ppm. Thus, 
assuming that the distribution of side-band intensities for the coal is the same as for 
coronene, the side-band component of the 0-50 ppm signal can be subtracted from 
the observed signal at 0-50 ppm. The subtracted signals are shown in Fig. 5c. The 
aliphatic carbon is assigned to 0-50 ppm, and aromatic carbon is directly assigned to 
the 100-150 ppm signal (Fig. 5b). 

To distinguish further aromatic carbon atoms and carbon atoms in alkyl groups, 
the technique of dipolar dephasing is used. Thus, from a spectrum observed at Tdd = 
0, in which the signal has not decayed, signals are obtained (Fig. 6), in which 
side-bands have already been subtracted. At Tdd = 40 ps, that is the decay time of 
components with shorter relaxation times, carbon atoms with long relaxation times 
such as quaternary C, CH,, mobile CH,, and polar carbon atoms, remain. The 
difference between the total signal and the signal with long relaxation times is 
assigned to signals of short Tdd such as aromatic CH, aliphatic CH and rigid CH,. 

In order to determine the absorption coefficients of the FT-IR bands corres- 
ponding to these isolated NMR signals, the IR bands need to be curve-resolved. For 
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Fig. 6. NMR spectra of a bituminous coal. Top: original spectrum (Tdd = 0 ps) ;  middle: dipolar dephasing 
spectrum (Tdd = 40ps) extrapolated to 0 s; bottom: subtracted spectrum (top -middle). Numbers are the 

fraction of carbon per total carbon [l]. 

the same coal, the FT-IR spectra are shown in Fig. 1 [l]. Figure lb, observed by the 
DRA method, shows the aromatic C-H band at 3030 cm-' and aliphatic groups in the 
2800-3000 cm-' region. The aromatic C-H band at 3030 cm-' is hidden in the broad 
scattering bands of the IR spectra obtained by the KBr transmittance method (Fig. 
la). The shadowed signals in the region of 2700-3500 cm-' in Fig. l b  are curve- 
resolved as shown in Fig. 7. The aromatic C-H has two peaks at wave-numbers higher 
than 3000 cm-'. The CH, group also has two peaks at 2850 cm-' and 2930 cm-'. The 
CH, group has two peaks at 2880 and 2960 cm-'. The alkyl C-H has one band at 2870 
cm-'. The sum of the band areas of each group is plotted against the corresponding 
NMR signal areas. The same plots are made for several coals and model compounds. 
Then, linear relationships between the NMR signal intensity and the IR peak area 
were obtained. By using the gradients of these plots, IR intensities obtained by the 
DRA method are converted directly to a weight percentage of different carbon atoms 
in coals [l]. 

For the coal-tar pitch, it is more difficult to separate the solid NMR signals from 
the side-bands in the alkyl C-H region because of strong side-bands and weak alkyl 
C-H signals. It is also not easy to evaluate alkyl C-H bands from the IR spectra, 
because of quite weak alkyl C-H bands relative to the strong aromatic C-H bands. 
Coal-tar pitches require different treatments. 
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Fig. 7. Curve-resolution of the C-H stretching region of the IR spectrum of a bituminous coal [l]. 

2 EPR 

2.1 CW-EPR 

Amorphous carbons usually give single symmetric signals when using continuous 
wave (CW)-EPR. Spin concentrations are evaluated by comparing the signal intensity 
with that of a standard sample. The magnetic field position of the signal corresponds 
to the ‘g-value’ of the paramagnetic species which derives from the free electron value 
of 2.00023 as a result of increases in spin-orbit interactions. Because heteroatoms 
induce strong spin-orbit interactions, g-values measure the presence of heteroatoms 
included in the radical content of carbon. The line-width (AHpp) of an EPR signal is 
related to the spin relaxation times (T,  and T2),  which are strongly influenced by the 
presence of adsorbed oxygen. The relative relaxation time (TJ is evaluated, quanti- 
tatively, from the dependence of signal intensity upon incident microwave power (P). 
Measurements of these EPR parameters for a coal-tar pitch are given in Fig. 8 [6]. 
The plot of the peak-peak signal height (hpp) against log P is normally a parabolic 
curve. The microwave power at the maximum signal intensity (P,,,=) and that at half 
the maximum signal intensity (P,J are known. The P,, and P,n parameters closely 
relate to spin relaxation times. 
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Fig. 8. (a) Dependence of EPR signal intensity on microwave power (P) for a coal-tar pitch at room 
temperature; EPR signals are depicted with changing central magnetic field. (b) Plot of signal intensity (hpp) 

against log P; P,, and P,, are shown by arrow [7]. 

EPR parameters obtained by in-situ measurements of coals and a coal-tar pitch 
change with heat-treatment temperature [7]. On cooling immediately after heating to 
500"C, the log (1/Pma) values return to almost the same values as observed before 
heating the sample, indicating that the mobility of the molecules in the coal-tar pitch 
does not change appreciably after heat-treatment at 500°C for a short time. On the 
other hand, when the coal-tar pitch is kept at 500°C for 2 h, UP,,,, changes drastically, 
indicating a significant change in the mobilities of the constituent molecules. For 
AHpp, irreversible changes were observed for a sample maintained at 500°C for 2 h, 
indicating that chemical changes took during the heat-treatment. The observed 
increase in the signal intensity with increasing temperature suggests that chemical 
reactions, producing free radicals, took place at relatively low temperatures. P,, and 
P,,* differ for coals of different rank and maceral contents [6]. 
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2.2 Pulsed-EPR 

Many microwave pulse sequences are developed for pulsed EPR, by which new EPR 
and electron nuclear double resonance (ENDOR) spectra are measured. This section 
introduces two examples of pulsed EPR applications to carbonaceous solids. The 
nutation spectrum for a coal sample is shown in Fig. 9a, which uses a pulse sequence 
due to two-pulse echo detection (Fig. 9b) [8,9]. The nutation is a rotational motion of 
a magnetization vector caused by the interaction with microwave pulse (B,) in a 
rotation axis system. For the weak limit of B, compared with zero-field splitting due to 
interactions between spins, the nutation frequency (v,), for EPR allowed transitions, 
is analytically written as follows: 

v, =y,B,.JS(S+l)-M,(M, -1) 

Here, ye is the magnetogyric ratio for electron spin; v, depends on the spin multiplicity 
(S)  and the spin sublevels (M,) resonating with the applied microwave. Therefore, this 

I , , , , , , , , - , , , , 
\ , , , > I44 - '  

2.6 6 . 0  7.5 l b . 0  17 6 16 0 T . 5  
Nutation Frequency f, I MHz 

Fig. 9. (a) Field swept nutation spectrum of a bituminous coal. Time width for nutation pulse was varied 
from 0 to 4080 ns. Arrows indicate the nutation frequency for doublet and triplet state species (f, = 7.08 and 
10.01 MHz, respectively) estimated from a comparison with DPPH (doublet species) and (b) pulse 
sequences for 2D-nutation in which microwave power (= 1 kW) was adequately attenuated to create 90" 

pulses [SI. 
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nutation spectrum is useful to distinguish between signals from doublet (free radical) 
species and triplet species. As indicated by arrows in Fig. 9a, the signal detected for 
the coal sample is almost entirely due to the doublet species. There is little evidence 
for triplet species in this coal. Similar spectra, lacking in triplet states, are also observ- 
ed for the coal-tar pitch. 

Another pulsed EPR method is hyperfine sublevel correlation spectroscopy 
(HYSCORE) which is two-dimensional electron spin echo envelope modulation 
(ESEEM) that allows the detection of a broad hyperfine spectrum from disordered 
carbons. Figure 10a illustrates an electron spin (e )  and a nuclear spin (n) in an 
external magnetic field (Bo). The e-spin is almost quantized along Bo, but the n-spin 
orients to the effective field (Be,,) composed of Bo and the magnetic dipole field (Bhf) 
due to the e-spin. B,, reverses its direction, leading to a sudden change inB,,, when the 
resonance with the e-spin takes place due to a strong microwave pulse (Fig. lob). As a 
consequence, the n-spin starts to precess along the new Befp This periodic motion of 
the n-spin induces an oscillating local field (B,,,,,(t)) that modulates the intensity of 
electron spin echo (ESE). This coherent interaction between the electron and nuclear 
spins is a basic mechanism for ESEEM and is called a nuclear modulation effect. 
Hence, the spectrum in the frequency domain obtained by Fourier transformation of 

I \  

._*' 

Y 
Bhf 

Fig. 10. Vector model of the electron-e and nuclear-n spins: (a) in thermal equilibrium; and (b) after 
applying microwave (MW) pulse. 



280 Chapter 17 

H-hyperfine 
A/ spectrum 

I , . .  

0.0 5.0 10.0 15.0 20.0 ' 

ENDOR frequency v, / MHz 

Mixing Wac 
(b) 

ESE 

Fig. 11. (a) HYSCORE spectra of 'H and "C for a coal-tar pitch; 7 = 128 ns and measurement temperature 
of 298 K, (b) pulse sequences for HYSCORE [lo]. 

ESEEM is attributed to an alternative of ENDOR that enhances spectral resolution 
substantially. 

The spectra of CTP observed by HYSCORE are shown in Fig. l l a  [lo] and were 
measured using the four pulses shown in Fig. l lb .  The nuclear Zeeman frequencies 
(v, and v,) of 'H and I3C are 14.7 and 3.7 MHz, respectively, at the external magnetic 
filed for the usual pulsed EPR experiment. The ENDOR frequencies of v, and v, in 
Fig. l l a  indicate the energy separation among the nuclear spin sublevels, which 
include Zeeman and hyperfine interactions. The broad ridge-type signals crossing at 
the diagonal point of (v,, v,) run perpendicular to the diagonal v, = v2. Such broad 
ridge-type signals are identified as the hyperfine spectrum due to 'H. The other broad 
ridge around (v,, v,) is assigned to 13C-hyperfine spectrum. The signals on the v, = v, 
axis are mainly due to noise. From a comparison with various model radicals, the 
intensity ratio of the I3C/'H of HYSCORE spectrum affords a good measure of the 
molecular size of the radical. The intensity ratio of I3C/'H of CTP is larger than that of 
the cation radical of coronene [SI. This indicates that the average size of molecules 
included in coal-tar pitch is larger than that of coronene. The I3C/'H ratio of CTP 
increases on heat treatment, indicating that the radical size increases on heating. On 
heating a coal-tar pitch with iodine, the 13C/*H ratio in the HYSCORE spectrum also 
increases, indicating an acceleration of dehydrogenation at relatively low tempera- 
tures from the charge transfer complexes formed between iodine and aromatic 
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hydrocarbons. The “C-hyperfine spectral width of a coal-tar pitch also becomes 
narrow with time of iodine treatment. This narrowing may relate to aromatization of 
the charge-transfer complexes. Although the HYSCORE spectrum is distorted by a 
blind-spot effect depending on the 7-value (Fig. llb), this advanced spectroscopy is 
useful to investigate the chemical shift of paramagnetic species. This is because the 
signals due to the composite atoms in the radicals, acting as intermediates in solid 
state reactions, can be detected separately. 

3 Proton Magnetic Resonance Thermal Analysis (PMRTA) 

The monitoring of in-situ amounts and locations of hydrogen atoms in carbons during 
heat-treatment (carbonization) experiments provides useful information about the 
carbonization processes. PMRTA was developed to monitor the changes in physical 
structures that occur on heating coals and related materials, particularly the degree 
and extent to which they fuse [HI. A typical solid-echo signal observed after the pulse 
sequence of 9Oox-7-9O0, is shown in Fig. 12. Usually, the ‘H-NMR signal at each 
temperature shows a rapid decay (within about 50 ps) followed by a slow decay. The 
rapid decay component corresponds to hydrogen included in the rigid (solid-like) 
component of materials and the slow decay component to hydrogen included in the 
mobile (fluid-like) component of materials. The initial intensity of the signal indicates 
the total hydrogen. The rapid decay and slow decay components can be separated 
using the following equation: 

Signal intensity ( t )  = I,f[exp(-l/Tl t)] + Z,”[exp (-UT,” t)”] (3) 

where I,’ and I,” are the initial intensities of hydrogen included in the fluid-like and 
solid-like carbonaceous materials, respectively; and T2f and T; are the relaxation 

r- 
e v 

Time, msec 

Fig. 12. Solid-spin echo signal of ‘H-NMR of a brown coal; isothermal PMRTA [ll]. 
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Fig. 13. Three-dimensional expression of in-situ 'H-solid spin echo signals of a brown coal with increasing 
H1T, non-isothermal PMRTA [ 111. 

times of fluid-like and solid-like hydrogens, respectively. The solid-like component, 
theoretically, takes a Gaussian form (n = 2), but in practice, for inhomogeneous 
solids such as coals and coal-tar pitches, n takes values around 1.7 [ll].  The resolved 
curves of a solid-echo signal of a brown coal are shown in Fig. 12. 

With carbonization (pyrolysis) temperature (Hl'T), the time-profile of the solid- 
echo signals for a brown coal changes as shown in Fig. 13 [ll],  which is a typical 
non-isothermal PMRTA method. At room temperature, the decay time is short, 
because the coal is solid-like at this temperature. At 400 K, a long-lived component 
appears, arising from the melting components in the coal, and this increases in 
intensity with increasing HTT. By 517 K, most of the signals decay slowly, indicating 
that most of the coal is molten. The amount of fluid component then increases, 
reaching about 60% of the total coal. With further rises in temperature, the T, begins 
to decrease again and the initial signal intensity decreases, indicating that some 
carbonization reactions occur with the loss of total hydrogens, which can be separated 
into mobile and rigid hydrogen using Eq. (3). The plots of total hydrogen for the 
coal-tar pitch and petroleum pitches show that a coal-tar pitch is more stable than 
petroleum pitch in the HTT range of 400-500°C. The amounts of mobile hydrogen 
and rigid hydrogen, which are plotted against HTT, also give a useful insight into the 
processes of pyrolysis of pitches [12,13]. 

Kinetic studies of decomposition of a brown coal were studied by isothermal 
PMRTA at constant HTT between 400 and 450"C, when the coal in the NMR probe 
decomposed in a few minutes [12]. The quantitative measurements of PMRTA also 
provide insights into the interactions between mixtures of materials on heating. This 
technique shows, for the first time, how coals can co-interact on heat treatment, 
resulting in increased fluidities [14]. It was also found that components of coals bind 
materials such as pitches and aromatic hydrocarbons [SI. 
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Chapter 18 

Raman Spectroscopy as a Characterization Tool for 
Carbon Materials 

Masato Kakihana and Minoru Osada 

Materials and Structures Laboratory, Tokyo Institute of Technology, 226-8503, Japan 

Abstract: The application of Raman spectroscopy to the characterization of carbon materials is 
reviewed. General characteristics of Raman spectroscopy are compared with other spectro- 
scopies. These include (1) the coherence length of periodicity for light scattering is relatively 
short, typically -10 nm and (2) the Raman microprobe is capable of a high spatial resolution, 
typically 1 pm. Representative Raman spectra are presented for allotropic forms of carbon, 
including diamond, graphite, disordered carbons such as glassy carbon and diamond-like 
carbon, C,, and carbon nanotubes. Raman spectroscopy studies photo-induced structural 
changes in C,,, the one-dimensional properties of carbon nanotubes in conjunction with their 
resonant behavior, the detection of sp3-bonded carbons using high energy ultra-violet (UV) 
excitation, electron-phonon coupling in the superconducting K,C,,,, and the Raman imaging of 
diamond in a CVD-diamond film. 

Keywords: Raman spectroscopy, Resonance effects, Raman imaging, Amorphous carbons, 
Fullerenes, Nanotubes. 

1 Introduction 

This chapter describes how Raman spectroscopy can be applied to the characteri- 
zation and study of the physical properties of carbon materials. 

1.1 Raman Parameters 

The versatility of Raman spectroscopy as a tool in investigating carbon materials is 
well documented [l-51. The parameters of Raman spectra and factors determining 
Raman parameters are represented as the generic diagram of Fig. 1, which explains 
how Raman spectroscopy provides insight into the physics of carbons. Experimental 
parameters include: (i) the number of vibrational modes, (ii) mode frequency, (iii) 
line width and (iv) intensity. These parameters are directly linked to “symmetry”, 
“spring constant”, “life time” and “Raman efficiency”, respectively. The latter three 
parameters relate to such factors as “bonding character”, “phonon density”, “Bose 
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Fig. 1. Relationship between Raman parameters experimentally observed, the factors determining the 
Raman parameters, and the subjects studied with Raman spectroscopy and their contribution to each 

factor. 

function” and “resonant effects”. The arrows of Fig. 1 show the relationships between 
Raman parameters and indicate how each factor influences the fundamental Raman 
parameters. 

Figure 1 also lists those structural properties of materials which are studied by 
Raman spectroscopy and how these relate to their physical properties. Raman 
spectroscopy is used to study crystal structure, the orientations and phase characteri- 
zation of materials. One unique use of Raman spectroscopy is the study of disordering 
or defects in crystals, these giving rise to additional disorder-induced Raman modes 
because of non-adherence to the strict selection rules. Phase transitions or changes in 
structures caused by temperature, pressure or stress changes are extensively studied 
by Raman spectroscopy. Raman spectra are influenced by particle size and carrier 
concentration because they influence phonon density and Raman efficiency, respect- 
ively. Electronic structures of materials are studied by Raman spectroscopy through 
observance of resonant Raman effects which influence intensities of Raman spectra. 

I .2 Coherence Length of Periodicity 

Figure 2 shows the range of coherence length of periodicity covered by the several 
spectroscopic techniques available as experimental tools. Extended X-ray absorption 
fine structure (EXAFS) selectively examines the radial distribution around a specific 
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Fig. 2. Coherence lengths for different experimental techniques. 

element, and can be applied to disordered systems with no long-range order. 
Consequently, short-range order within a domain even less than 1 nm can be studied 
by EXAFS. In contrast, the typical coherence length of periodicity for X-ray 
diffraction is in the order of 100 nm. Raman spectroscopy and IR spectroscopy have 
coherence lengths of periodicity of -10 nm. The coherence length of periodicity for 
Raman scattering light can be reduced, in some favorable cases, to 1-10 nm through a 
‘Resonant Raman Effect’. Hence, Raman spectra provide information of bonding in 
materials which are too disordered for X-ray diffraction studies. 

1.3 Spatial Resolution 

Figure 3 is a diagram of spatial resolutions of different Raman spectroscopies, varying 
from 100 pm for conventional macro Raman spectroscopy to -1 pm for micro- 
Raman spectroscopy. The spatial resolutions of micro-IR spectroscopy are - 10 pm, 
this 10-fold increase being attributed to the fact that spatial resolution is determined 
by the wavelength of the light used. Ultraviolet (UV) lasers rather than visible lasers 
facilitate improvements in spatial resolution in the submicron regions [6]. The 
development of scanning near-field optical microscopy has led to the approximate 
10-fold increase in spatial resolution [7]. 

Surface-enhanced-Raman-spectroscopy (SERS) is not a methodology that directly 
improves spatial resolution as can be done by methods described above. It is 
independent of the optical design of a Raman microprobe so enabling a laser beam to 
be focused onto a diffraction spot of dimension close to the wavelength of the laser 
light. SERS is important in the field of ultrasensitive instrumentation because the 
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Fig. 3. Spatial resolution for various Raman scattering techniques. 

Raman cross-section of a material adsorbed on a metal surface is increased by a factor 
of - 10’. By combining SERS enhancement with resonant Raman enhancement, 
Raman cross-sections have been further increased by a factor of l O I 4  to loi5, making it 
possible to observe a single Raman scattering molecule [SI. For carbon materials, 
SERS has been used to study C,, or C,, placed on noble-metal surfaces to examine 
silent modes and charge transfer processes between the C,, or C,, molecules and the 
metal surface [9-111. The observation of the Raman peak from a thin diamond film 
(-20 nm) has been reported [12]. 

2 Raman Spectra of Carbon Materials 

Raman spectroscopy has been successful in studies of diamond, diamond-like carbon 
(DLC), graphite, disordered carbons, fullerenes and carbon nanotubes. Distinctive 
Raman bands are observed for each of these individual forms of carbon, making it 
possible to distinguish one form of carbon from another. 

The upper two traces of Fig. 4 correspond to Raman spectra of diamond (consist- 
ing of sp3-carbon) and highly oriented pyrolytic graphite (HOPG) consisting of 
sp*-carbon atoms with well-defined single peaks at 1333 and 1580 cm-I, respectively. 
HOPG is a synthetic carbon representative of a large ‘single-crystal’ graphite. The 
crystal structure of graphite shows up as the 1580 cm-’ peak, i.e. the G (graphite) 
peak. A second peak at 1357 cm-I, called the D (disorder) peak shows up in the 
Raman spectrum of polycrystalline graphite (Po1ycryst.G) (see the trace in the middle 
of Fig. 4). Its intensity relative to that of the G peak is high in the Raman spectrum of 
disordered glassy carbon (GC) (see the second trace from the bottom of Fig. 4). The 
introduction of lattice disorder or reduction in crystalline size causes a breakdown in 
the selection rules so creating the disorder-induced lines. The D peak, -1360 cm-’, in 
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Fig. 4. Raman spectra of diamond, HOPG (highly oriented pyrolytic graphite), Po1ycryst.G (polycrystalline 
graphite), GC (glassy carbon), and DLC (diamond-like carbon, a-CH). 

the Raman spectra of disordered carbons is related to this disorder-induced process. 
The ratio of the integrated intensity of the D peak to the G peak, Z(D)/I(G), is 
extensively used to measure degrees of disorder in a carbon or particle sizes of 
disordered carbons [2]. Some caution is required, however, as the characterizations of 
disorder or the estimations of particle sizes, from the D-peak positions andI(D)/Z(G), 
both vary with the photon energy of the laser light used for excitation [12,13]. 

The lower trace of Fig. 4 is a typical Raman spectrum of a-C:H (hydrogenated 
amorphous carbon) film obtained using the conventional Ar-green line (514.5 nm). 
Hard a-CH films, the diamond-like carbon (DLC), is an 'alloy' of sp2- and sp3-bonded 
carbon atoms. The Raman cross-section of the sp?-bonded carbon atom is more than 
50 times larger than that of the sp3-bonded carbon atom when excited with the 514.5 
nm line of an Ar-laser [14]. The resultant visible-light (514.5 nm) excitation Raman 
spectrum of the DLC film in Fig. 4 is, therefore, significantly dominated by scattering 
from sp2-bonded carbon atoms. Hence, visible Raman spectroscopy is an excellent 
tool allowing a sensitive detection of small fractions of sp*-bonded carbon atoms in a 
diamond film. The use of lasers, with photon energy above 4 eV (A < 310 nm), is 
effective in observing scattering from $-bonded carbon atoms [ 15-18]. The resonant 
enhancement of the Raman cross-section of the sp2-bonded carbons is greatly 
suppressed by high energy excitation. 

Figure 5 compares Raman spectra of diamond and HOPG with those of C,,, and a 
single-wall carbon nanotube. Because each carbon atom in both C,,, and a single-wall 
carbon nanotube is bonded to three neighbors, as are sp2-bonded carbon atoms in 
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Fig. 5 .  Raman spectra of diamond, graphite (HOPG), C,, and a single-wall nanotube. 

graphite, there are similarities between these Raman spectra. The intense mode at 
1591 cm-’, in the Raman spectrum of a nanotube, is closely related to the graphite (G) 
E, mode at 1580 cm-’, and is referred to the tangential C-C stretching mode. The 
strongest of the high frequency $-modes, at 1468 cm-’, in the Raman spectrum of C,, 
corresponds to an in-plane tangential displacement of the five carbon atoms 
surrounding each of the twelve pentagons. It is therefore often called the “pentagonal 
pinch” mode. Raman spectra of C, and related fullerene-based carbons are discussed 
and reviewed by Dresselhaus et al. [3] and MenCndez and Page [4]. 

3 Remarks about Raman Measurements 

There are, however, three disadvantages to Raman spectroscopy which include 
intrinsically weak Raman scattering, the heating of a carbon in a focused laser beam 
(or photo-decomposition induced by the laser illumination) and sample fluorescence. 
Below, two factors are described that require attention in Raman measurements; one 
is related to the phenomena of phototransformation/photo-decomposition specifi- 
cally in c,, and the other to a fluorescence that interferes with observations of the 
intrinsic Raman scattering from a carbon. 

3.1 Phototransformation and Photo-&composition in C, 

Raman spectroscopy of photo- or heat-sensitive materials requires special care. 
Intrinsically weak Raman scattering needs to be processed and laser illumination of 
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Fig. 6. Effect of phototransformation on the Raman spectrum for Cup The top spectrum (a) shows the 
Raman spectrum for pristine C ,  measured with an incident power level of 1 W cm-*. Phototransformation 
was induced by 2 h irradiation with power level of P = 20 W cm-’ (b). As the laser power level was further 

increased to 200 W cm-*the structure decomposed (c). 

low intensity has to be used. The phototransformation of C,,, is an example [19,20]; the 
effect on the Raman spectrum of C, is shown in Fig. 6. Phototransformation of C,,, is 
induced by 2 h of irradiation using the 514.5 nm line of an Ar-laser with an optical flux 
of 20 W.cm-2 (Fig. 6b). The Ag-“pentagonal pinch” mode at 1469 cm-’ in pristine C,, 
undergoes a down-shift to 1458 cm-’ on phototransformation. Here, several addi- 
tional modes appear due to the lowering of symmetry resulting from formation of 
covalent bonds between adjacent C,, molecules. The use of a higher optical flux of 200 
Wcm” causes photo-decomposition in C,,, and this is evident from the changes in the 
Raman spectra from Fig. 6a to Fig. 6c, the latter Raman spectrum being that of an 
amorphous carbon. A similar transformation from C, to amorphous carbon occurred 
under pressures higher than 22 GPa [21]. 

3.2 Fluorescence Rejection 

Although Raman spectroscopy is useful for “finger-printing” the allotropic forms of 
carbon, relevant, weak, scattered Raman signals are often swamped by strong 
fluorescences from the target carbon or from its surroundings, so making inter- 
pretations obscure. Thus, it is important to avoid these fluorescence problems so that 
Raman spectroscopy will have a broader applicability to synthesized carbons. One 
effective way to do this is to use either near-infrared (IR) low energy or near- to 
deep-ultraviolet (IN) high energy excitations instead of the more widely used visible 
excitations. This is because fluorescence emissions occur in the visible-light energy 
region. 
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Fig. 7. Raman spectra of polysulfone measured with 363,515,633, and 752 nm laser excitations. The spectra 

are plotted as a function of wavelength. 

Figure 7 shows Raman spectra of polysulfone (an industrial polymer) obtained 
with four laserwavelengths in the range from near-UV (363 nm) to near-IR (752 nm). 
The spectra are plotted as a function of wavelength rather than Raman shift. The 
large broad bump corresponds to unwanted fluorescence. The Raman spectra excited 
at either 752 nm or 363 nm indicate an almost complete elimination of broad-band 
fluorescence observed with visible 515/633 nm light. The use of near-UV excitation at 
363 nm minimizes spectral overlap between the fluorescence and Raman emissions. 
The use of near-IR excitation at 752 nm prevents a carbon from being excited to the 
first electronic state from which fluorescence occurs. 

4 Recent Raman Studies of Carbon Materials 

4.1 Resonance Raman Scattering of a Single- Wall Carbon Nanotube 

Resonant Raman spectroscopy is without doubt a powerful tool with which to 
characterize the one-dimensional (1D) properties of carbon nanotubes [22-251. 
Figure 8a shows the high-frequency Raman bands of the tangential C-C stretching 
modes of a single-wall nanotube, using five laser excitation wavelengths in the energy 
range 1.65 eV I E 5 2.71 eV (Le. 752.5 nm 2 h 2 457.9 nm). The striking feature of Fig. 
8a is the anomalous resonant behavior of the individual tangential C-C stretching 
modes; that is, a strong broad feature shows up around -1540 cm-' at 2.18 eV (h = 
568.2 nm), its intensity increasing further at 1.92 eV (h = 647.1 nm), but vanishing 
almost completely at 1.65 eV (h = 752.5 nm). 

Figure 8b is a line shape analysis of the Raman band from the tangential modes for 
E = 1.92 eV (h = 647.1 nm), indicating that this specific Raman band fitted four 
Lorentzian peaks at 1520,1540,1560 and 1590 cm-'. The diameter distribution within 
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Fig. 8. (a) Raman spectra of a single-wall nanotube obtained with several different laser lines. (b) A fit of the 
Raman band associated with the tangential modes for h = 647.1 nm. (c) The intensity ratio of the Raman 

peaks at 1540 cm-' and 1590 cm-' as a function of laser energy. 

the single-wall carbon nanotube is responsible for the multi-line spectral features 
near to 1550 cm-'. Resonant enhancements of the Raman scattering intensities from 
carbon nanotubes occur when the laser excitation energy corresponds to electronic 
transitions between the first singularities in the 1D electronic density of states (DOS) 
in the valence (v) and conduction (C) bands v, + C,. Because the energy gaps for the 
transitions depend strongly on nanotube diameter, the laser energy at which the 
Raman resonance maxima are observed differ for each individual Raman band (Fig. 
8b), as seen in Fig. 8. With an approximately constant intensity of the highest 
frequency band at 1590 cm-' within the excitation range, a relatively sharp resonance 
maximum was observed for the 1540 cm-l band at 1.92 eV (A = 647.1 nm) as shown in 
Fig. 8c. This is a plot of the ratio of the intensities of the two peaks at 1540 cm-' and 
1590 cm-I, 1(1540)/1(1590), as a function of E. Single-wall carbon nanotubes exhibit 
either metallic or semiconducting properties depending upon the nanotube diameter 
and the tube symmetry. Scanning tunneling microscopy and spectroscopy (STM and 
STS) studies [26-281 show that metallic nanotubes exhibit an energy gap of 1.7-2.0 eV 
for the v, -+ C, transition, whereas for semiconducting nanotubes the gap is in the 
range of energy 0.5-0.65 eV. 

These considerations permit the conclusion that the Raman mode at 1540 cm-' 
with a strong resonance at 1.92 eV is associated with a metallic nanotube and the 
non-resonant Raman mode at 1590 cm-I is associated with a semiconducting 
nanotube. 
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4.2 Raman Characterization of Diamond-like Carbon 

Diamond-like carbon (DLC) is an amorphous carbon containing up to 80% of 
sp3-bonded carbon atoms, as determined by Raman spectroscopy. However, because 
sp2-bonded carbon atoms have an energy gap of -2 eV in the region of visible light 
and the sp3-bonded carbons have a much higher energy gap of -5.5 eV, the con- 
ventional visible Raman spectra of DLC are dominated by scattering from sp2-bonded 
carbons due to the resonant enhancement effect. Because of large differences 
between the Raman cross-sections for the sp2- and sp3-bonded carbons in the visible 
region, then the as-obtained visible Raman spectrum of DLC (a-C:H) $-bonded 
carbon atoms cannot be unambiguously separated from sp3-bonded carbons. The 
relative contribution of the sp2-bonded carbons to Raman spectra is then minimized 
by using ultra-violet (UV) excitations outside the resonance range of the sp2-bonded 
carbons. 

Figure 9 shows Raman spectra of an amorphous carbon obtained at several 
excitation wavelengths. The intensity of the D (disorder) peak is decreased as the 
excitation wavelength is decreased. For the UV excitation at 244 nm (5.1 eV), the 
D-peak intensity is sufficiently depressed. It has been reported that the UV Raman 
spectra of DLC containing a large fraction of sp3-bonded carbon atoms, obtained with 
244 nm-excitation, exhibit a new broad peak at -1100 cm-', associated with the 
vibrational modes of an sp3-bonded carbon cluster [15-181. The fact that the 
UV-Raman spectrum of the amorphous carbon exhibits no significant peak at -1100 
cm-' (the upper trace of Fig. 9) suggests that this carbon contains no sp3-bonded 
carbon atoms. 
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Fig. 9. Raman spectra of an amorphous carbon obtained with several different laser lines. 
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4.3 Raman Spectra of Doped Fullerenes 

Raman spectroscopy has been extensively used as a probe to elucidate the unique 
properties of fullerene molecules and related materials [3]. In particular, Raman 
studies of fullerene-derived solids, including the superconducting K3C, and Rb,C,, 
compounds, have played a major role in elucidating whether or not the superconduct- 
ing pairing interaction is mediated by vibrational modes [3]. 

Figure 10 shows a typical Raman spectrum of the undoped pristine C,, as well as 
those of the doped-superconducting K3C,, and non-superconducting GC,,. Two 
major perturbations of the Raman spectrum of C,, following addition of potassium 
atoms, include (i) the softening of the “pentagonal pinch” mode at 1468 cm-’ and (ii) 
the broadening of several Raman lines derived from the Hg modes in the super- 
conducting K,C,,. The softening of the “pentagonal pinch” mode, following doping by 
potassium, is due to the elongation of the C-C bonds induced by a transfer of 
electrons to the p-electron orbitals on the surface of C, [3]. The softening by -6 
cm-’/potassium atom has been used as a convenient method to estimate the 
stoichiometry x of KC,,, compounds. The remarkable large broadening of Hg modes 
of K3Cho has been interpreted in terms of strong electron-phonon coupling [3] which 
is absent in the nonsuperconducting C,, and %C,,. 

4.4 Raman Imaging of Diamond in CKD-Diamond Film 

Raman imaging of a significant area of a solid sample in conjunction with the use of an 
advanced confocal line scanning technique makes a valuable contribution to the 
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Fig. 10. Raman spectra of C,, and its potassium doped salts. 
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Fig. 11. Raman imaging analysis of a synthetic diamond film. (a) Optical micrograph of a diamond film 
prepared by a CVD method. (b) The development of a Raman spectrum during a surface scan between a 
large grain (A) and the grain boundary (B). The analysis was carried out using an R64000-COE 
microspectrometer equipped with an automated X-Y stage. The spot size of the He-Ne laser (A = 632.8 
nm) focused on to the surface is -1 pm. (c) Raman-band intensity map of a first order peak for cubic 
diamond at 1332.5 cm-'. Decreasing brightness (from white to black) indicates a decrease in the Raman 
band intensity. The bright area corresponds to diamond and the black area corresponds to non-diamond 

carbon. 

understanding of structure in carbons. The Raman imaging technique is particularly 
useful for the characterization of CVD diamond films. This is because the various 
non-diamond carbon structures are deposited as part of the CVD-diamond film. 

Figure 11 is a Raman imaging analysis of a synthetic diamond film prepared by the 
CVD method. First, the 632.8 nm line of a He-Ne laser was focused by a 1 0 0 ~  
objective at positions A and B on the film surface to a spot size of -1 pm (Fig. l la) .  
The Raman spectrum at position A within a large grain is characteristic of pure 
diamond. That obtained at position B, corresponding to a grain boundary, indicates 
the presence of non-diamond carbon atoms (Fig. l lb).  The result of the Raman 
imaging of diamond is shown in Fig. l l c  where decreasing brightness (from white to 
black) means a decrease in the fraction of diamond. 
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Chapter 19 

Basics of Nuclear Magnetic Resonance and its 
Application to Carbon Alloys 

Takashi Nishizawa 

Chemical and Environmental Tech. Lab,, Kobe Steel, Ltd., Kobe, Hyogo 651-2271, Japan 

Abstract: In this chapter applications of Nuclear Magnetic Resonance (NMR) spectroscopy to 
carbonkarbon alloys are presented. The principles of NMR and explanations of such technical 
terms as FID, relaxation time and spin locking are set out. A brief account is given of the 
preparations necessary for pitch samples and methods of determination of aromaticity from 
'H-NMR spectra. A detailed description is given of I3C-NMR spectrometry, which is the most 
suitable method to characterize pitches. Preparation of both solid-state and fused-state 
samples as well as solution/liquid state samples, assignments of spectral peaks in terms of 
functional groups in constituent molecules of pitches, and an interpretation on a spectrum of a 
mesophase pitch in the liquid crystalline phase are all discussed. Finally, chemical shifts of 
'Li-NMR from systems of carbons and graphites containing lithium are listed and probable 
assignments made. 

Keywords: 'H-NMR, "C-NMR, 'Li-NMR, Pitch, Carbonaceous mesophase, Graphite 
intercalation compound. 

1 Introduction 

The nuclear magnetic resonance (NMR) technique cannot be used for carbon/ 
graphite materials as such but is a powerful tool to analyze pitches which are the 
parent materials of carbons, as well as lithium contained within carbons and 
graphites. This chapter describes: (1) the basics of 'H- and "C-NMR spectroscopy 
(i.e. spin 1/2); (2) the characterization of pitches; and (3) the characterization of the 
several chemical states of lithium in Li-carbon and Li-graphite compounds by 
'Li-NMR. This work has relevance to the lithium battery. 

2 Apparatus 

An NMR spectrometer consists of a magnet, a probe, an oscillator, a spectrometer 
and a computer. Figure 1 is an illustration of the magnet and probe for liquid/solution 
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Fig. 1. Illustration of a magnet and a probe. 

samples. Generally, the NMR approach to many materials, using high magnetic 
fields, is able to obtain high-resolution spectra, But for pitch, high resolution is 
impossible, even with the highest of magnetic fields, because pitch has too many 
constituent compounds to make possible a resolution of individual signals. A merit of 
the use of high magnetic fields is the ability to obtain a spectrum with a high signal to 
noise ratio (S/N): 

where v, and Bo are the resonance frequency and the static magnetic field, 
respectively. However, a disadvantage associated with the use of NMR for solid 
samples with high magnetic fields is that large spinning side bands appear when using 
MAS (magic angle spinning). So, a 3-400 MHz (7-9.4 T) NMR spectrometer is 
suitable as a general purpose instrument to analyze pitch-like materials and also the 
states of lithium within carbons and graphites. 

3 Basics of NMR for Spin 1/2 Nucleus 

When a spin 1/2 nucleus is in a magnetic field, Bo, conventionally along the Z-axis, the 
spin energy splits into two levels, such as an electron spin (Zeeman splitting), where 
the spin absorbs electromagnetic waves(radio frequency waves (r.f.)) of the Zeeman 
energy. To represent classically a magnetization of nucleus n, in a magnetic field, Bo, 
aligns with respect to Bo and precesses at an angle 0 (the Larmor precession). The 
Larmor frequency of the spin, v,, is given by 

where y, is the nuclear magnetogyric ratio of spin N. Consider a small magnetic field 
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B ,  whose frequency is v, rotating around the Z-axis (the v, is equal to the frequency 
of electromagnetic wave corresponding to the Zeeman energy). When B, is applied 
to the nucleus, the angle 9 becomes large accompanied with energy absorption. 
Basically, NMR spectroscopy observes this absorption making it possible to analyze 
chemical structures of a sample from the position of the signal in the spectrum. This is 
because the nuclei under investigation absorb at different radio frequencies (with a 
fixed field) depending on the chemical environment of the nuclei. 

3.1 NMR Locking and Chemical Shift Standard 

Usually, a magnetic field is not sufficiently stable to obtain a high-resolution spectrum 
of 'H. To overcome this, an NMR signal of a different nuclear species (i.e. other than 
the nucleus under investigation) is monitored and the magnetic field is corrected to 
give the monitored signal a constant resonance frequency (field/frequency locking, 
NMR locking). A high-resolution spectrum, in general, requires a sample to be in a 
solvent. A deuterized compound is commonly used as the solvent and the D 
(deuterium) signal is used as the locking signal. Notwithstanding this, it is possible to 
obtain a high-resolution spectrum when making I3C measurements within a short 
time period. 

It is essential with NMR spectroscopy to use a reference signal in order to obtain 
chemical shifts, because the strength of a magnetic field cannot be determined 
precisely enough for the requirements of spectral analysis. For 'H-NMR and 
"C-NMR, tetramethylsilane (TMS) is generally used as a reference compound, and 
its spectrum recorded with this signal taken as zero. Even when a signal other than 
that of TMS is used as a reference, the spectrum is usually expressed with respect to 
TMS as zero. For "C-NMR, it is possible to measure a reference compound just 
before the measurement of a sample and chemical shifts of the sample are deter- 
mined by the signal position of the reference compound (sample exchange method). 
This technique is useful to measure a sample without using a locking signal. The 
experimental error for this method is ca. 0.01 ppm (enough for "C-NMR). Spectra 
are normally plotted with the magnetic field increasing (decreasing frequency) from 
left to right. 

3.2 Pulse 

It is possible to reverse the magnetization of nuclear spins in a static field by a pulse of 
near Larmor frequency. A pulse whose flip angle is 90" is called a 90" pulse, and a 
pulse reversing the magnetization vector is a 180" pulse. A pulse width of 180" is twice 
as long as a 90" pulse, and a flip angle of a half-width pulse is equal to that of a 
half-power pulse, i.e. a flip angle is proportional to pulse energy. Figure 2 suggests the 
relationship between a pulse shape and frequencies in the pulse. As the number of 
components becomes larger, the pulse shape approaches a rectangle. In other words, 
a pulse of steeper slope as well as a narrower width includes more frequencies, Le. a 
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pulse with a wide frequency range. It is necessary to satisfy the following equation 
which relates the spectrum range, Sw (Hz), to the pulse width, t ,  (s): 

t ,  << 1/(4Sw) (3) 

However, as far as 'H- and I3C-NMR are concerned, all commercially based 
spectrometers satisfy this condition. 

3.3 FID and FT-NMR Spectroscopy 

After a resonance pulse has activated a spin system, transverse magnetization of the 
spins is observed and this decays exponentially with a time constant T,. This decay is 
called HD (free induction decay), and Fourier transformation of the FID gives the 
NMR spectrum. FT-NMR is a method to obtain spectra through this process and 
peak positions on a spectrum correspond to a frequency component of FID. For 
example, when a spin is subjected to a pulse whose frequency differs by 100 Hz from 
the precise resonance frequency, then an oscillation of 100 Hz is superimposed on the 
free induction decay. This relationship is illustrated in Fig. 3. For many signals 
existing in a spectrum, the FID is equal to the sum of the FID of individual signals and 
the frequencies in the FID are disclosed by FT (i.e. a spectrum is obtained). 

3.4 Rehxdion 

There are two relaxation mechanisms in a nuclear spin system. One is longitudinal 
relaxation (the time constant is expressed by T, )  corresponding to spin-lattice 
relaxation (an energy effect) and the second is transverse (T,) corresponding to 
spin-spin relaxation (an entropy effect). 
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Fig. 3. Relationship between a FID and the spectrum: (a) FID, (b) spectrum. 

3.4.1 Longitudinal Relaxation (TI) 

After the reversal of the magnetization (Mz)  of a spin system by a 180" pulse, the 
magnetization gradually returns to a thermal equilibrium by transferring energy from 
the nuclear spin system to its surroundings (called lattice). The rate of return of the 
magnetization (T,)  is described by: 

where Tl is the longitudinal relaxation time. This relaxation occurs through the inter- 
action of the nuclear spin with fluctuating local magnetic fields (Le. magnetic noise), 
which are generated by the motion of molecules. When the locally induced magnetic 
fields include the components of the resonance frequency of the spins, they can then 
interact with the spin energy to bring about relaxation, i.e. the energy transfer from 
the spin system to the lattice. The more abundant the component, the quicker the 
relaxation occurs. In general, the fluctuation of magnetic fields is induced by the 
dipole of 'H nuclei. Because the magnitude of the local field, induced by a dipole, is 
proportional to 1/3, only the nearest 'H is affected. Thus, 13C-NMR spectroscopy, for 
quaternary carbon (i.e. having no C-H bond, the nearest proton being absent) shows 
a long TI (more than 60 s). With increasing temperature, the average frequency of the 
magnetic noise becomes higher and with decreasing temperature it becomes lower 
and amounts of noise decrease. So the Tl has a minimum value near to the 
meltindsoftening point of the sample (Fig. 4). 
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Fig. 4. Effect of molecular correlation time (7,) on T, and T,. 

As for pulse repetition times, periods of more than five times TI are required to 
guarantee the quantifying of signals when 90" pulses are employed. 

3.4.2 Transverse Relaxation (TJ 

The transverse magnetization of spins, caused by B,, relaxes exponentially with a time 
constant T2. This relaxation is the process of losing the coherency of the magneti- 
zation of the spin system and is caused by spin-spin interactions. The line width at half 
height of the NMR spectrum, w, is related to the spin-spin relaxation time T2 (w = 
2/nT2 Hz). When molecules move vigorously, TI and T2 have the same value (see Fig. 
4) and decrease as the molecular motion decreases to a temperature near to the 
melting point of the sample. As temperatures decrease further, TI then increases but 
T2 continues to decrease. This means that in a solid phase, TI is long (requires a long 
time for pulse repetition) and T2 is short (the signal quickly vanishes) and so it is often 
very difficult to obtain a NMR spectrum from a solid-state sample. 

3.5 Spin Locking 

When a static magnetic field B, is applied to a sample, the nuclear spin has a Larmor 
frequency v, (= y$,J27~) around the Z-axis. This frequency can be changed to the 
X-Y plane as follows: first, irradiate a 90" pulse to the spin system and then rotate the 
longitudinal magnetization on to the X-Y plane. Thus, the magnetization rotates on 
the X-Y plane at the frequency of v,. Immediately after this pulse is irradiated, a 
rotational magnetic field B,  around the Z-axis, whose frequency is v,, is applied to the 
spin system. Because the magnetic field (B,) and the nuclear spins rotate at the same 
rate around the same Z-axis, the spins behave as if being subject to a static magnetic 
field B, on the X-Y plane. Thus, the spin system is quantized by the rotational 
magnetic field B,. In this case, the new Larmor frequency v, (note that the rotational 
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axis of the B, rotates at the frequency of vN on theX-Y plane) is determined by B ,  (v, 
= yN x B,/21c). This technique is called spin locking. 

Using this technique, nuclear spin energy can be transferred to other nuclear 
species. For example, initially the spin system of 'H is subject to a 90" pulse, and then 
the nuclear spin is locked by a rotational magnetic field B,. Next, another rotational 
magnetic field (Bc), which also rotates around the Z-axis, is applied and satisfies the 
following equation: 

yc x B, = y, x B, (Hartmann-Hahn condition) ( 5 )  

This means that 'H and I3C have the same Zeeman energy on theX-Yplane. Thus, it 
is possible to transfer the energy from 'H to I3C. At the same time, the large magneti- 
zation of 'H transfers to 13C so that the sensitivity of "C-NMR increases to (1 + 'yH/yC:) 
G 3. Moreover, the relaxation of "C is governed by TI of 'H, which is much shorter 
than that of '.'C. The pulse repetition time is thus shortened considerably. This is 
called cross-polarization (CP) and is employed generally in solid state NMR 
measurements. 

3.6 Nuchar Overhauser Eflect 

In the case of cross-polarization, the I3C spins in the exited states return to their 
thermal equilibrium via dipole-dipole interactions between I3C and 'H. Generally, 
when relaxation of I3C occurs via 'H-'.'C dipole-dipole interactions, magnetization of 
'H transfers to "C. Proton decoupling (see later section) is the case when the sample 
is a liquid or in solution, because here the relaxation of a I3C nucleus mainly occurs via 
dipole-dipole interactions to the 'H which is chemically bonded to the nucleus. This 
phenomenon is known as the nuclear Overhauser effect (NOE) and the ratio of the 
signal enhancement is (1 + yH/yc), being the same as for cross-polarization. The NOE 
is small or zero on quaternary carbon atoms or in a sample including a relaxation 
reagent (see following section). In both cases, the 'H-I'C dipole-dipole interaction is 
a minor factor in the total relaxation mechanism of the "C spin. 

3.7 Relaxation Reagent 

Because the magnetogyric ratio of an electron is 657 times that of a nucleus, small 
paramagnetic contamination in a sample greatly reduces the TI of the sample. Some 
paramagnetic compounds such as tris-acethylacetonatechromium (Cr(acac),) reduce 
somewhat the TI of quaternary carbon atoms as well as 2'' values of other carbon 
atoms, but this does not lead to severe line broadening nor to changes in the signal 
position of the sample. Additions of such paramagnetic compounds to a sample 
shorten the pulse repetition-time, so they are called relaxation reagents. Such an 
addition has the further merit of improving a quantitative interpretation of the 
spectrum. 
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3.8 Dipole-dipole Interaction 

The direct dipole-dipole interaction energy E p  is represented by 

where Y is the distance of the first dipole from the second and 0 is the angle between 
the axis of the first dipole and the line joining their centers. This direct dipole-dipole 
interaction, due to the term ?, is very local and the average of E, is equal to zero due 
to the term (3cos28 - 1). Molecules in a solvent are not affected by this direct 
dipole-dipole interaction because their rapid molecular motion averages the energy. 
On the contrary, in the solid state, such averaging does not occur and very broad lines 
result. In the case of ',C and 'H which is bonded to the carbon, the maximum energy 
of the dipolar interaction is about 25 kHz, corresponding to 250 pprn for 9.4 T 
(resonance frequency of "C: 100 MHz) and 340 pprn for 7 T (75 MHz). 

On the other hand, the spin coupling constant J,  which is observed in a liquid/ 
solution sample, is an indirect dipole-dipole interaction via bonding electrons and is 
affected by the nature of the chemical bonding. The units of J are Hz, so J is not 
altered by the intensity of a static magnetic field. Some JC-H values are listed in 
Table 1. 

3.9 Chemical Shij2 

Chemical shifts are due to the shielding of the external magnetic field by electron 
clouds associated with the chemical structure of the molecule. Consequently, a 
resonance frequency of a nucleus in a molecule basically depends on the angle 
between the molecule and a magnetic field (chemical shift anisotropy). For aromatic 
carbon atoms, the chemical shift anisotropy covers over 200 ppm. For example, 
benzene in the solid state (polycrystalline or powder) shows a broad signal from 10 to 
220 ppm on a 13C-NMR spectrum (powder pattern), this being the sum of individual 
signals from whole directions in space (Fig. 5). On the other hand, benzene in a 
solvent shows a sharp single peak at 127 pprn (as referred to TMS) and the peak 
position is called "the chemical shift" of benzene. The 127 pprn is the average position 
of the powder pattern and the averaging results from rapid and random molecular 
motion. 

Table 1 

J,-,values of some compounds 

Compounds JC-H (Hz) Compounds JC-" (Hz) Compounds Jc-.H (Hz) 
CZH, 125 CH,OH 141 CHC1, 209 

(CH,), 123 (CH,),Si 118 H e C H  249 

C6H6 129 (CH,)CO(CH,) 127 HCOOH 222 
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Fig. 5. 13C-NMR spectra of benzene (powder and solution). 

The unit of chemical shift is ppm and the anisotropy of aromatic carbon (ca. 200 
ppm) corresponds to 20 kHz at 9.4 T (resonance frequency 100 MHz) and 15 kHz at 7 
T (75 MHz). As “the chemical shift” is a function of chemical structure, NMR spectra 
have extensive applications in determinations of chemical structures of molecules. 

3.10 Magic Angle Spinning 

In samples in solution, rapid and random molecular motion averages the chemical 
shift anisotropy to “the chemical shift” and the direct dipole-dipole interaction is 
averaged to zero. Such averaging does not occur in the solid state and very broad lines 
are observed. As a result, not only does the S/N ratio of the spectrum decrease 
considerably but also it is impossible to analyze the spectrum because of overlapping 
of the broadened signals. But, it is still possible to obtain motion, equivalent to 
random fluctuations, by mechanical rotation about an axis. This axis has the same 
angle with respect to the X-, Y-, and Z-axes. This is 54”44‘ with respect to the static 
magnetic field (Z-axis). The mechanical rotation around this axis averages the X-, Y- 
and 2-component; it is equal to the averaging over the whole space, though it requires 
rotational speed more than signal width. That is, to extinguish the direct dipole- 
dipole interaction of 25 kHz it needs the rotation speed of the sample to be ca. 25 kHz. 
To average the chemical shift anisotropy of 200 ppm, it is ca. 20 kHz for the 9.4 T 
magnet (resonance frequency 100 MHz) and 15 kHz for the 7 T magnet (75 MHz). 
When a rotational speed is less than this speed, then spinning side bands (SSB) are 
observed whose interval is equal to the rotational frequency and the center is “the 
chemical shift”. It is noticeable that the center signal does not always show the 
maximum intensity because the envelope of the side bands is the same as the signal 
without spinning (Le. powder pattern). Though some magic angle spinning (MAS) 
equipment can rotate a sample to speeds of 20 kHz, so enabling the averaging of the 
dipole-dipole interactions and the chemical shift anisotropy completely, there are 
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some limitations, e.g., only a small amount of a sample can be used. Generally, 
rotational frequencies of 4-9 kHz are used as a MAS speed, so the SSB cannot be 
removed completely. With regard to the direct dipole-dipole coupling, it is possible to 
remove by high-power decoupling (see the next section), the rest of the SSB is 
ascribed by chemical shift anisotropy. Thus, analyses of spectra with SSB are possible. 

3.11 Decoupling 

A severe problem associated with the use of high-resolution solid-state I3C-NMR is 
the direct dipole-dipole interaction between "C and 'H which is bonded to the 
carbon. Though it can be removed using high-speed MAS, a more convenient method 
is to use a strong r.f. at the Larmor frequency of 'H. The use of the r.f. causes nuclear 
spin of 'H to inverse at high speed. As a result, the local field around the I3C is 
averaged to zero. This technique is called decoupling. For a sample dissolved in a 
solvent, indirect dipole-dipole interaction is about M O O  of that of direct coupling. 
The power required for decoupling is in the same ratio. 

The decoupling for direct dipole-dipole coupling is called high-power decoupling 
in order to distinguish it from the decoupling of the indirect case which is normally 
used in NMR spectroscopy. High-power decoupling is severe for the instrument and 
an extended decoupling period (for example 2 s) may destroy the irradiation coil. 

3.12 Gated Decoupling 

To obtain a "C-NMR spectrum from a solution, generally 'H decoupling is employed 
because indirect coupling complicates the spectrum. But, the decoupled spectrum 
cannot be quantified because of NOE. One method to quantify the spectrum, as 
shown above, is to add a relaxation reagent in the solution. Another method is to 
employ a gated-decoupling technique. NOE is established on the time scale of the 
appropriate spin-lattice relaxation time. The associated decoupling effect, 
effectively, is established instantaneously. Thus, a decoupled I3C-NMR spectrum 
without NOE can be obtained when the decoupler is switched off during the period of 
the pulse to the l3C nuclei and it is switched on during data acquisition. 

4 Characterization of Pitch 

Pitch is an important material in studies of carbon alloys and is a necessary raw 
material in the manufacture of graphitizable and graphitized carbons. A general 
method for material characterization is to elucidate the molecular structure of the 
material, but it is impossible for pitch because it is made up of so many compounds. 
Pitch is an intermediate material in the conversion of dominantly polycyclic aromatic 
compounds to carbon materials by the processes of pyrolysis and carbonization, in an 
inert atmosphere. Thus, it is useful to introduce the concept of average molecular 
structure where pitch is treated statistically. 
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4.1 Characterization by 'H-NMR 

The best way to prepare a pitch for 'H-NMR measurement is to dissolve it in a 
solvent, just like other organic compounds. To remove large signals generated by the 
solvent, a deuterated chemical (normally CDC1,) is employed and the D signal of the 
solvent is used as a locking signal. 

It is important to note that saturated solutions are not needed because a pitch 
often re-precipitates in the sample tube on standing. Also, it is noted that 'H-NMR 
has enough sensitivity to provide a spectrum from dilute solutions. Further, not all of 
a pitch will be soluble in the selected solvent. 

The most useful characterization of a pitch from a 'H-NMR spectrum is the 
aromaticity, as determined by the Brown-Ladner equation [l]: 

where C, is the quantity of aromatic carbon atoms; C is the quantity of total carbon 
atoms; [C/W is the atomic number ratio of carbon and hydrogen determined by 
ultimate analysis; Ha/H is the ratio of Ha to total hydrogen determined by 'H-NMR; 
H,,/H is [Hp + Hy] ratio by 'H-NMR. The definitions of Ha, Hp and Hy are listed in 
Table 2, and H is defined as [Ha + Ha + Hp +HJ. A 'H-NMR spectrum of a coal-tar 
pitch is shown in Fig. 6, as an example. 

Table 2 
Assignment of 'H-NMR spectra for pitch-like materials 

Region (ppm) Symbol Assignment 

6-9 H;, Aromatic hydrogen 
2 4  Ha Aliphatic hydrogen Bonding to axarbon* 
1-2 HB Aliphatic hydrogen Bonding to P-carbon* 
0.5-1 HY Aliphatic hydrogen Bonding to +carbon* 

*a-Carbon: an aliphatic carbon bonding to an aromatic carbon. P-Carbon: an aliphatic carbon next to an 
a-carbon. 

8 6 4 2 0 
Chemical shift (pprn) 

Fig. 6.  'H-NMR spectrum of a coal-tar pitch. 
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4.2 Characterization by "C-NMR 

A skeletal structure of molecules in pitch is mainly composed of carbon atoms. Thus, 
a pitch can be directly characterized by 13C-NMR. Because pitch materials have been 
subject to considerable thermal polymerization and cracking only stable functional 
groups exist in the material. As a result, the types of functional groups found in 
pitches are limited in number and "C-NMR is able to identify all of them (Table 3 
PI). 
4.2.1 Measurement of LiquidlSolution Sample 

It is conventional to measure a pitch in a solvent, though large solvent signals are 
always observed. In general, a solvent is selected not to overlap with sample signals 
from such solvents as CHCl, or CS, whose chemical shifts are 77.2 and 192.5 ppm, 
respectively. CDCl, (77.0 ppm) is the most frequently used solvent because it has 
signals for locking. Because the quantitative nature of spectra is important for the 
characterization of the pitch, it is necessary to employ the following procedures: 

A relaxation reagent is added to the sample at a concentration of 5-10 mmol 
1-'. Acethylacetonatechromium(II1) (Cr(acac),) is generally used as a relax- 
ation reagent. 
Flip angle of 30-45" and a pulse delay time of 2 s are employed. 
Inverse gated decoupling is used. 
Though 4096 (4 k) data points are acceptable for the FID sampling, 16 k or 32 
k points are preferred considering the speeds of modern computers and the 
inexpensive nature of hard disks. 

As an example, a spectrum of a coal-tar pitch is shown in Fig. 7 [3], which is measured 
by means of the fused state method (described later). 

1. 

2. 
3. 
4. 

160 120 80 40 0 
Chemical shift (ppm) 

Fig. 7. "CC-NMR spectrum of a coal-tar pitch. 
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Table 3 

Assignment of "CC-NMR spectra for pitch-like materials 

Chemical shift (ppm) Assignment 
14-15 (Ar)-*CH3 Methyl groups suffering two steric hindrances(') 
18.5-20 
20.5-22 
22.5-24 -*CH,- Naphthenes of p positiod4) 
2%32 Naphthenes of a positiodS) 
35-38 
118-129 *Ar (a) Tertiary aromatic carbons(') 
121-125 
129-1 34 
134-1 46 

*: Concerned carbon. A: Hydrogen atoms causing steric hindrance. 

Methyl groups suffering a steric hindranced2) 
Methyl groups suffering no steric hindrance#) 

Bridge methylenes between two aromatic rings(") 

(b) Inner quaternary aromatic carbond8) 
(c) Outer quaternary aromatic carbond') 
(d) Aromatic carbons bonding to an aliphatic carbon('") 
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4.2.2 Measurement of Solid-state Sample 

A solid sample is usually measured by MAS combined with the CP (CP/MAS 
method). It is important to note that CP effects differ according to distances from 'H 
atoms. The intensity profile of the spectrum varies greatly according to the operating 
time of CP (contact time). Though 2 ms is generally used as a contact time for the 
measurement of pitch-like materials, a quantitative analysis of the spectrum is not 
guaranteed. So careful attention is required when comparing samples and it is 
recommended to do so only between closely related pitches and their derivatives, e.g. 
samples prepared by different heat treatments of the same parent pitch. 
As mentioned above, excessive decoupling time will burn out the decoupling coil. 

So the number of data points for FID has to be controlled when measuring a solid 
sample, because it is in proportion to the acquisition time, i.e. the decoupling period. 

Solidified pitch-like material is in a glass state, not in a crystalline state, and as a 
result, the environments of individual molecules differ little from each other. This 
environment affects the chemical shift by about 6 pprn and this portion is not 
averaged by MAS. Thus, it is intrinsically impossible to obtain well-resolved spectra 
from solid pitch-like materials by the CP/MAS method (see Fig. 8 [3]). 

4.2.3 Measurement of Fused State Sample and Application to Carbonaceous 
Mesophase 

When a sample has a softening or melting point, it is possible to get a high-resolution 
spectrum by measuring the sample in a fused or molten state. For pitch-like materials, 
the best temperature for measurement is the softening point plus 100°C. A spectrum 
of an isotropic pitch is shown in Fig. 7. This method also allows a mesophase pitch to 
be studied in the liquid crystalline phase (Fig. 9 [4]). The mesophase pitch used has an 
anisotropic content of 100%. The mesophase pitch is mixed with a small amount of 
hexamethylbenzene (HMB) which has only one type of aromatic carbon having a 
signal at 130 ppm when in the liquid/solution phase. The sharp signal at 130 pprn is 
assigned to the carbon. The other signals between 100 and 140 pprn are attributed to 
aromatic carbon of the isotropic pitch, although these signals are not observed for the 
original mesophase pitch. The broad signal from 150 to 190 ppm is assigned to the 

160 120 80 40 0 
Chemical shift (ppm) 

Fig. 8. CP/MAS spectrum of a coal-tar pitch. 
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HMB 

l ~ l ' l ~ l ' l '  
200 180 160 140 120 

Chemical shift (pprn) 

Fig. 9. "C-NMR spectrum of a HMB-including mesophase pitch in the liquid crystalline phase (HMB: 
Hexamethylbenzene). 

mesophase pitch in the liquid crystalline phase whose constituent molecules are 
oriented to the magnetic field of the NMR equipment. The remaining signal at 145 
ppm has to be attributed to aromatic carbon of the HMB. This means that HMB is 
trapped in the mesophase pitch and adopts the ordering of the mesophase pitch. 
Interpretations of this spectrum are as follows: 

1. 
2. 

HMB dissolves a part of mesophase pitch and changes it to an isotropic pitch. 
Some of HMB is trapped in a mesophase pitch and becomes ordered. 

5 Solid-state 'Li-NMR 

Basically, the principle of 7Li-NMR is the same as for the 'H- and "C-NMR. Distinc- 
tions arise from the spin quantum number, that is, 7Li has a spin number of 312, or 
quadrupolar moment. Here, the resonance line generally splits into three lines by the 
local electrical field gradient (EFG) at the nuclear site as shown in the following 
equation: 

V,",,,"_,) = v,, + 1/2v,(3cos2$ - l ) (m - 112) (8) 

where m is 312,112 or -1/2, vu is the quadrupolar coupling and $ is the angle between 
the EFG and an external magnetic fieldB,,. The centra1 peak due to the transition (1/2 
+ -1/2) is not perturbed by this first order effect as seen in this equation, So investi- 
gations by 'Li-NMR usually analyze this peak. 

5.1 Measurement of Solid-state 'Li-NMR 

Chemical shifts of lithiated organic compounds are one of the smallest (ca. 10 ppm) as 
predicted from the periodic table. Nevertheless, Li-carbon/graphite compounds have 
a large range of chemical shifts due to Pauli paramagnetism, called Knight shift. Care 
should be taken with pulse widths to ensure that the whole spectrum is covered when 
studying Li-carbodgraphite compounds (see Eq. (3)). 
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Fig. 10. Sequence of pulse-NMR measurement. t,: pulse width, tdc: dead time, t,,q: acquisition time. 

Care should also be taken with "dead time". An irradiation pulse is not ideal, so 
acquisition of FID must start after the dead time to avoid the pulse influence (Fig. 10). 
Spin relaxation of the quadrupolar nucleus rapidly occurs through the local electrical 
field gradient by the quadrupolar electrical moment (self-relaxation). Too long a 
dead time may cut off large parts of the FID signals. Moreover, when the spectrum 
includes sharp signals and broad signals, then long dead times alter the relative 
intensity in the spectrum. The solid-state 'Li-NMR spectra of Li-carbodgraphite 
compounds illustrate these aspects. 

Li-carbodgraphite compounds are frequently measured without MAS because 
comparatively sharp signals are available and no spinning band is observed. This is 
acceptable in discussions of approximate chemical shifts. But, to require more detail- 
ed information then MAS should be used for the following reasons: 

Li-carbodgraphite compounds are composed of hybrid orbitals of Li(2s) and 
C(2p) and this makes for anisotropy of shielding for the lithium nucleus, 
though it is not so large. 
In some carbons and graphites, the lithium atom is surrounded by an aniso- 
tropic matrix. This matrix may possibly be oriented to the magnetic field in a 
NMR probe, then the orientation may shift the resonance frequency of the 
lithium nucleus somewhat. 

To determine a pulse repetition period, a T,  value of Li-carbodgraphite compound is 
required. Observed values for various Li-carbodgraphite compounds are listed in 
Table 4 [5].  

1. 

2. 

Table 4 

T ,  of 'Li in various carbon materials at 77.8 MHz[5] 

Sample Lithiation state T ,  at 25°C (s) T ,  at -150°C (s) 

Natural graphite LiC, 2.0 
LiC,, 6.9 

Carbon fiber (a) Fully lithiated 0.19 
Carbon fiber (b) Fully lithiated 0.08 
Li metal 0.14 

3.9 

4.4 
0.71 
0.30 

Carbon fiber (a): mesophase pitch-based fiber ( H m  1200°C). 
Carbon fiber (b): isotropic pitch-based fiber (HTT: 1200°C). 
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5.2 Characterization of Li-carbonlGraphite Compounds 

5.2.1 Defined Intercalation Compounds of Graphite 

The first stage of Li-graphite intercalation shows a peak at 38-45 ppm (as referred to 
LiC1); the peaks at 6-13 and 38-45 pprn are observed in the second stage. On the 
other hand, a signal at 2-13 ppm is observed in the third or higher stages. The peaks at 
3845  pprn and 2-13 pprn are attributed to the lithium atom at the site of LiC,, and 
LiC,, respectively (see Fig. 11) [6,7]. The existence of two peaks in the second stage 
indicates that the lithium atom, at the site of 38-45 ppm, does not exchange for a 
lithium atom site of 2-13 ppm at room temperature. The Lorentzian shape of the two 
peaks suggests that lithium atoms move rapidly at room temperature. Thus, lithium 
atoms move only in the domains of each site. Though the rapid motion of the lithium 
atoms is in agreement with the behavior of the Li-ion battery, it seems curious that 
lithium atoms in LiC,s and LiC,, have sites in which they cannot exchange with each 
other despite the rapid motion of the lithium atoms (Fig. 11). 

5.2.2 Graphitized Soft Carbons 

A graphitizable (soft) carbon, heat treated at 2000"C, absorbs Li-ions which exhibit an 
NMR peak at 27 ppm. On the other hand Li-ion in the carbon heat treated at above 
2400°C shows peaks at 27 and 45 ppm simultaneously. The peak at 45 ppm is assigned 
to a LiC,, site, the lithium of other peaks being trapped at sites which overlap the 
carbon-rings of two graphene layers stacked without regularity (Fig. 12) [8]. Again, it 

WLiC6s type ( W C g s  type 

Fig. 11. Structure of Li site in Li-graphite intercalation compound [7]. (0) Li atom. 
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Fig. 12. Structure model for Li ion between two graphene layers stacked without regularity [7]. 
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is worthy of note that it is impossible to transfer Li-ions between the 27 and 45 ppm 
sites although the ions move rapidly. Another question is why is the signal of Li-ion in 
Fig. 12 is observed between LiC,, and LiC,, positions. Considering the concentration 
of Li-ion in the graphene layers, the order of LiC,, + LiC,, + Li in Fig. 12 seems 
reasonable for the 7Li-NMR chemical shifts. 

5.2.3 Hard Carbons 

Hard carbons (isotropic, non-graphitizable) heat treated at 1000-1400°C also absorb 
Li-ions. The Li-ion in these carbons shows a broad NMR peak at 90-120 ppm (at 
room temperature). This peak is shifted with decreasing measurement temperature 
and divides into two peaks below -30°C and the chemical shifts reach 20 and 190 ppm 
below -100°C. Both peaks are different from the Li signals in soft carbons and 
graphite; the former is assigned to the lithium intercalated in the carbon though the 
details are not clarified, while the 190 ppm one is assigned to small clusters of lithium 
atoms [9]. In this case, Li-ions exchange rapidly between the two sites at room 
temperature. 

5.2.4 Carbons Heat-treated at Low Temperature 

A carbon prepared at 700°C from carbonaceous mesophase is able to store more than 
650 Ah kg-I, though irreversible capacity and electrical resistance are very large 
[10,11]. Lithium in these carbons shows the NMR signal at ca. 7 ppm and is consi- 
dered that it makes a type of Li-C complex compound 

In this chapter, chemical shift data of 7Li NMR data for Liarbodgraphite 
compounds are listed and current ‘best possible’ explanations are put forward. The 
chemical shift data of ’Li-NMR treated in this chapter are summarized in Table 5. 

Symbols Used 

B(; Static magnetic field (T) 
B,: Rotational magnetic field for spin locking (Hz) 
B,: Rotational magnetic field for ‘cross polarization’ (Hz) 
B,: Rotational magnetic field for proton spin-locking’(Hz) 
CJC: Ratio of aromatic carbons to the total carbons (dimensionless) 
[C/Hl: Atomic number ratio of carbon to hydrogen determined by ultimate analysis 

(dimensionless) 
E,: Energy of direct dipole-dipole interaction (Hz) 
fa : Coefficient to evaluate the growth of aromatic rings named aromaticity 

(dimensionless) 
H: [Ha + H, + Hp + H,] (dimensionless) 
HJH [Hp + H,] ratio to total hydrogen determined by a ‘H-NMR spectrum 

(dimensionless) 
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Table 5 

Chemical shift of 'Li NMR of Li-graphitekarbon alloys [7] 

Sample Chemical shift Possible assignment Note 

Natural graphite 6-13 LiCgS(') 2nd stage. Non-exchangeable for ca. 
HOPG 40 pprn peak 

38-45 LiC6s(1) 1st & 2nd stage. Non-exchangeable 

Graphitized soft 27 Non-exchangeable for 45 ppm peak 
carbon(*) 45 A kind of LiC6J1) Non-exchangeable for 27 ppm peak 
Carbod3) 50-120 (r.t.) - Average of 20 and 190 ppm peaks 

(PPm) 

for ca. 10 pprn peak 

20 (I-110°C) Between Exchangeable for 190 pprn peak at r.t. 
190 (Cll0"C) Li cluster Exchangeable for 20 pprn peak at r.t. 

Low HT T ca. 7 A kind of complex 
carbod4) compound 
Li metal 261-262 
L~cI(') 0 

(1) See Fig. 11. (2) H l T  I2000"C. (3) 1000°C I HTT I 1400°C. (4) HTT: ca. 700°C. (5) Chemical shift 
standard. 

Ha: 

Ha/H Ratio of H, to total hydrogen determined by a 'H-NMR spectrum 

Hydrogen bonding to an aliphatic carbon of a position from an aromatic 
carbon (dimensionless) 

Hp: 

Hy : 

M" : 
m: 

Mz: 

r: 
sw : 
Tl : 
T, : 
tp : 
W :  

YC: 

YN: 
0: 

YH: 

(dimensionless) 
Hydrogen bonding to an aliphatic carbon p position from an aromatic 
carbon (dimensionless) 
Hydrogen bonding to an aliphatic carbon more than b position from an 
aromatic carbon (dimensionless) 
Eigenvalue of a nuclear spin (dimensionless) 
Equilibrium macroscopic magnetization of a spin system in (T) 
Z component of macroscopic magnetization of a spin system in the presence 

Distance between two magnetic dipoles (m) 
Spectrum width (Hz) 
Longitudinal relaxation time (s) 
Transverse relaxation time (s) 
Pulse width (s) 
Line width at half height of a NMR spectrum (Hz) 
Nuclear magnetogyric ratio of carbon nucleus (Hz) 
Nuclear magnetogyric ratio of proton (Hz) 
Nuclear magnetogyric ratio of spin N (Hz) 
Angle of Larmor precession (dimensionless) 

O f B "  (T) 
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pa: 
v,: 

v,: 
vfrn+-,): Transition energy between spin states m and rn - 1 (Hz) 
v,: 
vQ: Quadrupolar coupling energy (Hz) 
$: 

Dipole moment of spin a (A m2) 
Unperturbed transition energy between spin states in a static magnetic field 

Larmor frequency in a rotational magnetic field B,  (Hz) 

Larmor frequency of spin N in a static magnetic field B,, (Hz) 

Angle between a local electrical field gradient and an external static 
magnetic field B, (dimensionless) 

Bo (Hz) 
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Chapter 20 

Gas Adsorption 

Yohko Hanzawa and Katsumi Kaneko 

Departnaent of Chemimy, Faculty of Science, Chiba University, Chiba 263-8522, Japan 

Abstract: The IUPAC classification of pores such as micropores, mesopores, and macropores 
has particular relevance to carbon materials. Definitions of porosity are given. Volumetric and 
gravimetric methods of determination of adsorption isotherms are compared and recom- 
mended experimental procedures are described. The relationship between the adsorption 
isotherm and the pore structure of carbon materials is interpreted with direct relevance to 
adsorption mechanisms. Experimental adsorption isotherms of an activated carbon, a carbon 
aerogel, and a carbon black are used as examples. 

Keywords: Adsorption isotherm, Porosity, Micropore filling, Adsorption hysteresis, 
Supercritical gas. 

1 Adsorption, Absorption, Occlusion and Storage 

Recent research into the storage of, for example, methane and hydrogen [1,2] by 
carbons uses terminologies which may cause confusion in terms of the nature of 
gas-solid interactions. Traditionally, it is believed that the concept of “absorption” 
includes the concept of “adsorption”. The terms “storage” and ‘‘occlusion’’ have been 
used to describe the strong interactions of gases with solids such as in the H,-Pd 
system. On the other hand, the term “storage” has been widely used in practical 
applications to describe extents (amounts) of gases (usually) taken up by a solid. In 
this chapter, the use of only four terminologies (definitions) namely (i) physical 
adsorption, (ii) chemisorption, (iii) absorption, and (iv) occlusion are recommended 
[3]. The term “storage” may be used within a wider concept which includes these four 
terminologies. The criteria for the four terminologies are based on structural changes 
to an adsorbate and/or an adsorbent upon an interaction. There are two possible 
structural changes for an adsorbate molecule and two for the adsorbent solid, the 
total number of possible structural changes therefore being four. When a molecule 
interacts weakly with the solid surface through dispersion interactions, as in physical 
adsorption, then structures of the molecule and solid do not change. On the other 
hand, when the interaction of an admolecule with a solid surface involves charge 
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transfer or electron transfer, then the structure of the surface molecules changes. 
Thus, the adsorbate molecule changes its structure upon “chemisorption” and the 
bulk structure of the adsorbent solid remains unchanged. When the solid structure 
changes during the interaction with a gas, and the gas remains unchanged, this is 
called “absorption”. For the case of “occlusion”, both the structure of a molecule and 
a solid vary upon their interaction. As a result, these four types of the gas-solid inter- 
actions describe nicely these concepts of physical adsorption, chemisorption, absorp- 
tion, and occlusion. If the term “storage” is used as a wider concept which can include 
these four terminologies, then there is no confusion about the nature of the gas-solid 
interactions. This chapter describes only physical adsorption processes on carbons, 
but not overlooking that chemisorption and occlusion processes are important to 
carbon materials. 

2 Classification of Pores and Porosity 

Carbon materials are classified into non-porous and porous carbons. Carbon black, 
glassy carbon, and graphite are representatives of non-porous carbon. In particular, 
the basal plane of graphite has a uniform structure and as a result the graphite surface 
is used as an ideal (perfect) flat surface for considerations of molecular adsorption 
processes. Activated carbon is a representative porous carbon. The surface structure 
of carbons is a key factor for interfacial characterizations. As an extreme case, flat 
surfaces can be regarded as the wall of a pore that is infinitely wide compared with the 
sizes of molecules, other pores being classified according to the IUPAC recom- 
mendations [4]. Here, pores are classified according to the pore width w (the shortest 
distance parameter of three-dimensional geometry). The pores are classified into 
three categories: macropores (w > 50 nm), mesopores (2 nm < w < 50 nm), and 
micropores (w < 2 nm). Consequently, a flat surface can be seen as a pore of infinite 
width. The term “nanopore” which is also used is not recommended by IUPAC [4]. 
However, if a nanopore is defined as a pore whose width is in the range of 1.5 to 5 nm, 
then it is convenient to use this definition because of the existence of some inherent 
special adsorption phenomena as revealed in recent progress in adsorption 
technology and science. The three classifications of micropores, mesopores, and 
macropores can be further understood from the way they adsorb nitrogen at 77 K. 
Nitrogen molecules are adsorbed by different mechanisms, namely by multilayer 
adsorption, capillary condensation, and micropore filling for the macropores, meso- 
pores, and micropores, respectively. Thus, these three categories describe 
mechanisms of adsorption of nitrogen at 77 K. The critical widths of 50 nm and 2 nm 
are chosen for both empirical and physical reasons. The pore width of 50 nm corres- 
ponds to the relative pressure PIP,, of 0.96 of the nitrogen adsorption isotherm at 77 K, 
for the Kelvin equation, as given by Eq. (3). Experimental studies of the adsorption 
isotherm at values of PIP,, above 0.96 are difficult because 50 nm is the upper limit of 
pore width which can be evaluated from the nitrogen isotherm. The critical width of 2 
nm corresponds to Pip,, = 0.39, for the Kelvin equation, where unstable behavior of 
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the adsorbed layer of nitrogen is observed [5]. For pores having widths smaller than 2 
nm capillary condensation theory cannot be applied. Accordingly, the mesopores are 
those pores to which the Kelvin equation can be realistically applied. Micropores have 
two subgroups, namely supermicropores (0.7 nm < w c 2 nm), and ultramicropores 
(w < 0.7 nm). The statistical thickness of an adsorbed layer of nitrogen on a solid 
surface is 0.354 nm. The maximum size of ultramicropores corresponds to a layer of 
adsorbed nitrogen two molecules thick. Although the ultramicropores are very 
important in molecular sieving effects, evaluation of their ultramicroporosity is very 
difficult due to blocking processes which occur near to the pore entrance. 

Pores which open up to the external surface are termed open pores and are 
accessible to molecules or ions in the surroundings, as described above. Pore struct- 
ure in a carbon depends on many factors including the structure of the parent 
materials, the conditions of the carbonization and activation processes when in- 
sufficient carbonization and activation leave closed pores that cannot communicate 
with the surroundings. Also, excessive heat-treatment often causes collapse of open 
pores to produce closed pores. The closed pore is not associated with adsorption or 
permeability of molecules, but does influence the mechanical properties of carbons. 
As to a classification of pores based on considerations of accessibility to surroundings, 
the use of open and closed porosity is not enough to describe porosity in carbon. An 
open pore whose width is smaller in size than that of a probe molecular size is 
regarded as a closed pore. Nitrogen molecules are used as a molecular probe. Closed 
porosity and chemically closed pores are termed “latent” pores. Ruike et al. [6] 
proposed for the characterization of porosity the following methods: (i) density, (ii) 
nitrogen adsorption, (iii) water adsorption, and (iv) SAXS measurements, these 
methods determining volumes of microporosity and the size and volume of the latent 
pores. 

The concept of porosity is directly associated with pores. The porosity is defined as 
the ratio of the pore volume to the total solid volume. A density value is a function of 
the method used to measure the density. Three density values are useful: (i) true 
density p,, (ii) apparent density pap, and (iii) the He-replacement density pHe. These 
are used to determine the open pore porosity E,,~ = (1 - padpH,) and closed pore 
porosity E , ~  = (pa,, (UpHe - Upt)). Nevertheless, determination of such densities is not 
easy, experimentally. Although a true density value is given by the unit cell structure 
from X-ray diffraction studies for well-crystalline materials, the true density of 
less-crystalline carbon materials such as activated carbon cannot be determined by 
such X-ray diffraction methods. Murata and Kaneko [7] proposed an accurate 
method for the determination of pHc of activated carbon based on high-pressure 
helium buoyancy measurements. 

3 Selection of an Adsorbate Molecule 

Molecular adsorption in pores depends on the equilibrium established between the 
interaction of a molecule with the pore wall and intermolecular interactions. The 
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selection of the probe molecule and adsorption conditions is important to elucidate 
the structure of porosity. The probe molecule must be of sufficiently small size, 
adequate stability, facilitate convenient adsorption measurements, and have applica- 
bility to an established adsorption theory. The adsorption of nitrogen at 77 K, with 
typical physical adsorption processes, is the most current method for the characteri- 
zation of porosity. This is because, experimentally, it is very convenient to carry out 
and analytical theories are available. The effective size of the nitrogen molecule on a 
solid surface is 0.354 nm, and hence nitrogen adsorption describes the sub-nano- 
structure of solid surfaces without destruction of that surface. However, the nitrogen 
molecule is a diatomic molecule and its shape is not that of a sphere. The nitrogen 
molecule has a quadrupole moment which determines molecular orientation on the 
wall of the pore. As a result, nitrogen molecules are strongly adsorbed at the pore 
mouth so blocking further adsorption. Hence, nitrogen adsorption at 77 K is not 
appropriate for the characterization of ultramicropores. Recently, it has been shown 
that nitrogen adsorption at ambient temperatures is very effective to determine pore 
widths at the pore mouth for molecular sieve carbons [SI. 

Other probe molecules used in the analyses of carbon surfaces include H,O, Ar, 
CO, and He. The molecular shape of the argon molecule is spherical and its quadru- 
pole moment is zero. Also, its adsorption isotherm can be measured at 77 K, the 
temperature of liquid nitrogen. Of course, the measurement of the argon adsorption 
isotherm at its boiling point (87 K) is possible, but is much less convenient to do. 
Argon is used for characterization of micropores of activated carbons. As the quadru- 
pole moment of carbon dioxide is greater than that of nitrogen, carbon dioxide is 
adsorbed in micropores at room temperature, and has been used extensively to 
characterize activated carbon. Rodriguez-Reinoso et al. [9] demonstrated the suita- 
bility of adsorption of carbon dioxide. H20 is adsorbed only in micropores of carbon. 
Hanzawa and Kaneko [lo] examined H20 adsorption on an activated carbon aerogel 
possessing both micro- and meso-porosities. Extents of adsorbed H,O correspond to 
micropore volumes of pores with widths of 0.7 nm. H,O vapor is not adsorbed below 
PIP,, = 0.3 and extents of adsorption rapidly increase above PIP, = 0.5. However, the 
mechanism of adsorption of water in carbon micropores may be quite different from 
that of nitrogen. Muller et al. [ll] and McCallum et al. 121 used the GCMC approach 
to elucidate the mechanism, and Kaneko et al. [13,14] used in situ X-ray diffraction 
and in situ SAXS [15] as well as heat of adsorption measurements [16]. These 
approaches confirmed the cluster-promoted adsorption mechanism as originally 
proposed by Dubinin et al. [17]. As an H,O molecule can be effectively adsorbed in 
small ultramicropores, the adsorption of H,O is applied to characterizations of 
molecular sieve carbons [SI. Extents of adsorption of &O below PIP, = 0.1 are 
sensitive to concentrations of functional groups on surfaces, and hence this provides 
information on hydrophobicity of surfaces. For example, H,O vapor is not adsorbed 
on fluorinated ACF even close to PIP, = 1 [IS]. Extents of irreversible H,O adsorp- 
tion correlate with extents of nitrogen adsorption controlled by the chemical vapor 
deposition of pyridine [19]. Thus, H 2 0  adsorption can determine the concentration 
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Table 1 

Probe molecules and adsorption conditions 

Molecular area (nm') 0.117 0.125 0.162 0.138 0.1424.244 

Adsorption temperature (IC) 4.2 roomtemp. 77 87 room temp. 
Molecular diameter (nm) 0.26 0.27 0.37 0.34 0.39-0.45 

and state of hydrophilic sites on activated carbons. Kuwabara et al. [20] and Setoyama 
et al. [21] developed a new porosimeter using helium at 4.2 K. Adsorption of helium at 
4.2 K is effective to evaluate ultramicroporosity in activated carbons. A comparative 
study of adsorption of helium at 4.2 K and of adsorption of nitrogen at 77 K provides a 
detailed description of micropore structures. However, a comprehensive analytical 
theory for adsorption of helium still awaits development. Table 1 summarizes 
properties of these probe molecules and adsorption conditions. 

Organic molecules are also used to study surface structures of non-porous carbon 
materials as well as pore-wall structures of activated carbon. A surface fractal analysis 
using different organic vapor molecules leads to the quantitative evaluation of surface 
roughness [22,23]. The surface fractal dimension Ds is given by Eq. (1) [22]. 

n, = k <Ds'2 (1) 

Here n, is the monolayer capacity, B the cross-sectional area of an adsorbate mole- 
cule, and k is a constant. Values of B for non-porous carbons are determined by the 
BET method. The BET method cannot be applied to activated carbon, but the SPE 
method is available, as described later. In order to have the fractal dimension Ds, 
adsorption isotherms of adsorbates, having different values of B, need to be measur- 
ed. Sat0 et al. [23,24] showed that the fractal dimension of the micropore walls of an 
activated carbon fiber (ACF) is close to 3. This decreases to about 2 following high 
temperature treatment in argon for 1 h, as shown in Table 2. For activated carbons, 
values of Ds can be obtained from a single adsorption isotherm using the Avnir and 
Jaroniec equation (Eq. (2)) [25] through the DubininStoeckli relationship: 

@ = k'[ln(P,,/P)]Ds-3 2 < Ds < 3 ( 2 )  

Here @ is the fractional filling at a relative pressure of PIP, and k' is a constant. 
However, the appropriate fractional filling range must be used to determine Ds [26]. 

Table 2 

Change in surface fractal dimension Ds of ACF with high temperature treatment 

Treatment temperature (K) None 1472 1673 

Ds 2.7 2.6 2.3 
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A comparative study using several organic vapor molecules can determine the pore 
size distribution, as shown by Carrot et al. [27]. 

4 Surface Structure and the Adsorption Isotherm 

4.1 Determination of the Adsorption Zsotherm 

An adsorption isotherm describes amounts adsorbed as a function of equilibrium gas 
pressure, at constant temperature. The amount of adsorption can be determined 
either gravimetrically or volumetrically after initially degassing the carbon at temp- 
eratures above 373 K. The degassing temperature is changed according to the pore 
structure of carbon. A degassing temperature above 523 K is necessary for carbons 
having ultramicropores. When using commercial adsorption equipment, degassing at 
373 K is not enough due to slow evacuation rates, although a lower degassing 
temperature is preferable to preserve pore structure. The equilibration time must be 
measured in advance. Commercial adsorption equipment is based on the volumetric 
method, this having several advantages such as high sensitivity with high performance 
at low cost. New volumetric equipment uses highly sensitive pressure gauges to 
measure pressures from as low as P/Po = lo", these being necessary for analyses of 
microporosity. However, dead volume corrections, the maintenance of constant 
levels of liquid nitrogen in the bath and high vacuums are essential to obtain reliable 
data. The gravimetric method must incorporate a balance of high sensitivity such as a 
quartz spring, an electronic balance, or a magnetic suspension balance in association 
with high sensitive pressure gauges. The gravimetric method can determine, inde- 
pendently, both the amounts adsorbed and equilibrium adsorbate pressures. Weight 
changes must be corrected for buoyancy effects. A further difficulty is that of making 
sure that the temperature of the adsorbent is that of the liquid nitrogen. The fact that 
the carbon sample is in a vacuum associated with low thermal conductivity in the very 
low pressure range means that the temperature of the sample may not coincide with 
the bath temperature. The adsorption temperature must be checked prior to any 
adsorption measurement. 

The amount of adsorption W, depends on the gas equilibrium pressure P, the 
adsorption temperature T, the adsorptive (gas) selected, and the amount of the 
adsorbent in the system. Parameters other than P are pre-determined when 
measuring an adsorption isotherm in which W, is expressed as a function of P. Physical 
adsorption is the dominant process for a gas (namely vapor), of saturated vapor 
pressure Po, below its critical temperature. The pressure of the adsorbate is usually 
expressed as the relative pressure Pip,. Amounts adsorbed, W,, may be expressed by 
the mass of gas (usually mg) or the volume reduced to STP (usually cm3(STP)) per 
unit mass of the adsorbent (usually g). The W, vs. P or W, vs. P/Po is called the 
adsorption isotherm. IUPAC recommended the following six types of the adsorption 
isotherms [4] instead of the BDDT five groups, as shown in Fig. 1. 
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Fig. 1. The IUPAC classification of adsorption isotherms. 

4.2 Type I Adsorption Isotherm 

The type I isotherm corresponds to the so-called Langmuir isotherm. In physical 
adsorption, the type I isotherm indicates the presence of micropores where adsorbate 
molecules are adsorbed by micropore filling. Activated carbons have this type of 
adsorption isotherm of nitrogen at 77 K. Figure 2 shows high-resolution adsorption 
isotherms of nitrogen at 77 K for pitch-based activated carbon fibers (ACFs) as a 
function of average pore widths, as evaluated by the SPE-method [28,29]. Here, the 
abscissa of Fig. 2a is expressed by PIP,,, whereas that of Fig. 2b is expressed by the 
logarithm of PIP,. The smaller the pore width of ACF the larger is the ratio of 
amounts adsorbed (below PlP, = to the total adsorption amounts. Although the 
W, vs. PIP, graph shows no obvious differences at low values of PIP,, adsorption 
isotherms expressed using log (PIP,) show clear differences in adsorption behavior. 
Atkinson et al. [28] introduced the a,-plot idea to analyze adsorption isotherms, 
proposing a two-stage mechanism of primary and cooperative (or secondary) filling. 
However, they did not analyze, in sufficient detail, adsorption isotherms below a, = 
0.5, which is dominantly important where micropore filling is concerned. No clear 
physical model for the two-stage mechanism was given. Setoyama et al. [29] and 
Kaneko et al. [30] introduced the concept of the high resolution as-plot over wide a, 
ranges from 0.01 to 2.4 using adsorption isotherms in the region PIP,, = 10-s-10-6. 
They showed the presence of two upward deviations from the linear a,-plot below a, 
= 1.0. The upward deviations from the linearity below and above a, = 0.5 are called 
filling and cooperative swings, respectively. The filling swing is ascribed to an 
enhanced monolayer adsorption on micropore walls and the cooperative swing comes 
from filling the residual space between the monolayer on both micropore walls. This 
mechanism was supported by GCMC simulation studies [31]. 

Kuwabara et al. [20] and Setoyama et al. [21] studied micropore filling by He, SO, 
[32], and H,O [33] with high-resolution adsorption, heat of adsorption, in situ X-ray 
diffraction [13], and in situ small angle X-ray scattering [IS]. On the other hand, 
Seaton et al. [34], Nicholson [35], Bojan and Steele [36], Neimark et al. [37], and 
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Fig. 2. The adsorption isotherms of N, on pitch-based activated carbon fibers having different pore widths at 
77 K. Average pore width 20.1 nm: (0) 0.7, (A) 0.9, (m) 1.1. 

Gubbins et al. [38,39] studied micropore filling with sophisticated molecular 
simulations in order to model mechanisms of adsorption. 

4.3 Type 11 and 111 Adsorption Isotherms 

The type I1 isotherm is the most familiar of experimental isotherms. The multi-layer 
adsorption theory of Brunauer, Emmett, and Teller [40] was originally developed to 
explain the type-I1 isotherm. Hence, this isotherm is indicative of the multi-layer 
adsorption process, suggesting the presence of non-porous or macroporous surfaces. 
Non-porous carbon black has a nitrogen adsorption isotherm representative of type I1 
isotherms, and this is used as the “standard adsorption isotherm” for comparison 
plots. Although the adsorption isotherm near P/Po = 1 has important information 
about macropores, such an analysis is not practical for accurate measurements. 
Figure 3 shows the nitrogen adsorption isotherm of the non-porous carbon black, and 
is type 11. The type 111 isotherm originates with non-porous or macroporous surfaces 
which interact very weakly with adsorbate molecules. The adsorption isotherm of 
sulfur dioxide on non-porous carbon black is of type 111 [41]. 

4.4 Type Wddsorption Isotherm 

Classical type IV isotherms contain information about the mesopore structure of 
carbons making use of its hysteresis loop where there is non-overlapping of the 
adsorption and desorption branches of the isotherm. The adsorbate is adsorbed on 
the mesopore wall by a multilayer adsorption process in the low-pressure range and, 
later, vapor is condensed into the mesopore space at saturated vapor pressures just 
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Fig. 3. The adsorption isotherms of N, on nonporous carbon black. 

less than Po. This is so-called capillary condensation. Capillary condensation is 
explained by the Kelvin equation given by Eq. (3): 

ln(P/Po) = - (2 y V, cose)/(r,RT) (3) 

Here, the mean radius r, of curvature of the meniscus of the condensate in pores is 
associated with the vapor pressure P of the condensate, y and V, are the surface 
tension and molar volume of the condensate, respectively, and 8 is the contact angle 
(believed to be nearly zero). As P is smaller than Po, vapors condense in mesopores 
below Po. The Kelvin equation determines the condensation (P,) and evaporation (P,) 
pressures which are governed by r,. When P, and P, are different from each other due 
to the different r,,, values for the meniscus on condensation and evaporation, adsorp- 
tion and desorption branches do not overlap so giving to the hysteresis loop. This 
classical capillary condensation theory predicts that an isotherm of nitrogen adsorp- 
tion in cylindrical mesopores, open at both ends, will have a distinct adsorption 
hysteresis described as the IUPAC H1 [4]. Recently, mesoporous silica, having 
regular cylindrical pores, was synthesized by two research groups using different 
experimental methods [42,43]. Many physical adsorption studies on the regular meso- 
porous silica of MCM41 and FSM have been undertaken [44-521, showing the 
dependence of the hysteresis loop on pore width and the adsorbate molecule used. 
Although the Kelvin equation takes into account molecule-surface interactions with 
the macroscopic concept of the contact angle, a more microscopic introduction of a 
molecule with the mesopore wall should be included for the nanopores including 
larger micropores and small mesopores [51,52]. The evaluation of the pore size 
distribution in the nanopore range should be further improved for activated carbons. 

Carbon aerogels made from the agglomerates of uniform carbon spheres have a 
significant content of uniform mesopores and have nitrogen adsorption isotherms of 



328 Chapter 20 

2500 

2000 

\ 

1500 -e P z 
g 1000 
8 
h ' 500 

0 
0 0.2 0.4 0.6 0.8 1 

PIP0 

Fig. 4. The adsorption isotherms of N, on carbon aerogel samples at 77 K. (e, 0): carbon aerogel; (+,o ) 
activated carbon aerogel. Solid and open symbols denote absorption and desorption branches, respectively. 

type IV-H1, as shown in Fig. 4. The adsorption and desorption branches of the 
adsorption hysteresis are very steep. When a carbon aerogel is activated, the 
adsorption isotherm has a rectangular increase near PIP, = 0 due to the presence of 
micropores. The H1 type adsorption hysteresis is explained by the agglomerate 
structure of uniform spheres using classical Kelvin theory. 

4.5 Type VAdsorption Isotherm 

The type V isotherm is close to the type IV isotherm but is associated with weak 
molecule-solid surface interactions. Hence, almost no initial uptake is observed. The 
H,O adsorption isotherm on activated carbon, with few surface functional groups, 
belongs to this type. Figure 5 shows H,O adsorption isotherms of pitch-based ACFs of 
w = 1.1 nm at 303 K. The adsorption uptake at the low PIP, region is zero, indicating 
that surface functional groups are few and basically this ACF shows a hydrophobic 
nature. The adsorption isotherm has a steep rise at a medium PIP, and a clear 
adsorption hysteresis. The adsorption hysteresis depends on the pore width; the 
larger the pore width, the more marked the adsorption hysteresis loop. With 
increasing PlP,, for an ACF, treated at 1273 K in hydrogen to remove surface 
functional groups according to a previous XPS study, adsorption shifts to higher 
values, but still with a noticeable hysteresis. The detailed adsorption mechanism of 
water on activated carbon is not elucidated sufficiently. There still remains a question 
of how water molecules are adsorbed into hydrophobic carbon micropores. It is well 
established that water molecules form dimers or clusters even in the gas phase. In 
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Fig. 5. The adsorption isotherms of H2) on pitch-based activated carbon fiber of average pore width = 1 . 1  2 
0.1 nm at 303 K. Open and solid symbols denote adsorption and desorption branches, respectively. 

micropores of activated carbon, high concentrations of water clusters such as the 
pentamer (H20)s or hexamer (H20)6 whose size is about 0.5-0.6 nm, must be formed 
due to the compressed conditions [53]. Water molecules are hydrogen-bonded with 
each other in the cluster and thereby the electrostatic charge of the water molecule 
should be more compensated, inducing a strong van der Waals attractive interaction 
with the graphitic micropore-walls. For a single water molecule, the interaction is very 
weak, but the clusters in which point charges are used for the hydrogen bonding 
formation, have a deeper potential well through the dispersion interactions. Cluster 
filling for the micropore geometry has a deeper potential well. This mechanism needs 
further study. The adsorption hysteresis of the water adsorption isotherm is not 
caused by ordinary capillary condensation [lo]. Water molecules are not adsorbed in 
mesopores, but in micropores. Iiyama et al. [15] confirmed the existence of different 
physical processes for the adsorption and desorption branches of the adsorption 
hysteresis loop with in situ SAXS, so supporting the above model. 

The type VI isotherm is a stepped adsorption isotherm which comes from phase 
transitions of the adsorbed molecular layer or adsorption on the different faces of 
crystalline solids. 

4.6 Adsorption Isotherm for a Supercritical Gas 

The above-mentioned adsorption isotherms are obtained for vapors. If a supercritical 
gas is used as an adsorbate then the saturated vapor pressure P, is not defined and the 
relative pressure PIP,, is not used for the adsorption isotherm. Many adsorption 
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Fig. 6. Adsorption isotherm of supercritical N, on molecular sieve carbon at 303 K. 

isotherms of supercritical gases on activated carbon belong to the Henry’s Law or 
Langmuir type. For example, the nitrogen adsorption isotherm for a molecular sieve 
carbon, at 303 K, is of the Henry’s Law type, as shown in Fig. 6. The amount of 
adsorption increases almost linearly with increasing nitrogen pressure. Although 
molecular sieve carbons have ultramicropores of w = 0.6 nm, the interaction potential 
of a nitrogen molecule with the pore is not strong enough to give a type I isotherm at 
303 K. As supercritical gas adsorption begins with the narrowest of the micropores of 
activated carbon, the supercritical gas adsorption isotherm is helpful to determine the 
pore-mouth structure of micropores and this has relevance to the nitrogen adsorption 
isotherm at 77 K [8,54,55]. 

When there is a need to measure significant amounts of a supercritical gas, a 
special adsorption apparatus is needed capable of working at high pressures of up to 
10-15 MPa. As the density of the bulk gas phase becomes comparable to the adsorbed 
density, then amounts of surface excess adsorption become smaller. Many 
fundamental issues still remain to be studied in the high-pressure adsorption of 
supercritical gases, although many researchers are now working in this area [56-601. 

Adsorption isotherms must be analyzed using an appropriate theory. As to the 
analysis of micropores, there are progressive studies using molecular simulation and 
density functional theories. A need still exists to choose carefully the appropriate 
analytical theory for each system [37,38,61-631. Although the Dubinin-Radushkevich 
analysis has been widely applied to analyses of pore structures of carbons, the recent 
grand canonical Monte Carlo simulation shows the limitation of the application. 
Therefore, the absolute pore size distribution for micropores still remains to be 
determined when using the gas adsorption technique. 
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Electrochemical Characterization of Carbons and 
Carbon Alloys 

Tsuyoshi Nakajima 

Department of Applied Chemistiy, Aichi Institute of Technology, Toyota-shi, 470-0392, Japan 

Abstract: Fundamental techniques of electrochemistry, i.e. cyclic voltammetry and 
galvanostatic methods for characterizing carbon materials are described. Examples of cyclic 
voltammograms and charge/discharge curves are shown for carbon, graphite and the carbon 
alloys BC, and C,N. The capacities are increased by boron and nitrogen substitution in 
graphene layers. The increase in the capacities of BC, and C,N result from formation of low 
SOMO and LUMO levels in graphene layers which enhance the chemical interaction of lithium 
with BC, and C,N. 

Keywords: Cyclic voltammetly, Galvanostatic method, Carbon alloy, C,N, BC,, Graphite 
intercalation compound. 

1 Introduction 

One of the important uses of carbon materials is the application to battery materials, 
i.e. primary and secondary batteries, fuel cells, etc. Various types of powdery, fibrous 
or sintered carbon materials, which are prepared from natural and synthetic graph- 
ites, and graphitizable and non-graphitizable carbons, are currently employed in 
batteries as electrode and electroconductive materials. Among many applications of 
carbon materials to batteries, graphite intercalation compounds occupy a very 
important place in primary and secondary batteries. A typical example is the 
lithium/graphite fluoride (Li/(CF),) battery which was developed at the beginning of 
1970s by Matsushita Ind. Co., Ltd. in Japan [l-31. This battery was the first to use 
metallic lithium as anode and to use organic solvents. After the development of 
Li/(CF), battery, the Li/MnO, battery was commercialized in the mid-1970s. These 
batteries are not rechargeable, i.e., they are primary lithium batteries, as used for 
watches, cameras and many kinds of electronic instruments. After these primary 
lithium batteries were in commercial production, research efforts were devoted to the 
development of secondary batteries using the metallic lithium anode. The use of 
metallic lithium as anodes was unsuccessful due to the formation of lithium dendrites 
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following repeated charge/discharge cycling. To avoid this dendrite formation, 
several types of metallic alloys were applied to anode materials. However, this 
attempt was also unsuccessful. After these efforts to develop new lithium anodes, the 
graphite intercalation compound of lithium was found to be an excellent material as 
anodes for secondary batteries. The Sony Company in Japan commercialized 
Lithium-ion secondary batteries using non-graphitizable carbon as anodes and 
LiCoO, as cathodes [4]. Lithium ions were intercalated into carbon in the charge 
process and de-intercalated from carbon in the discharge process. Lithium is safely 
accommodated in carbon without dendrite formation. Today, graphite is mainly used 
as an anode host for lithium in commercial lithium-ion secondary batteries. Consider- 
ing the importance in applications of carbon materials to batteries, their electro- 
chemical properties need to be correlated with their structural parameters. 
Electrochemical behavior of carbon materials is governed by surface area, 
crystallinity, surface functional groups such as oxygen, hydrogen or nitrogen and by 
heteroatom content of such elements as boron and nitrogen atoms substituted into 
the graphene layers. Several electrochemical methods are usually employed for 
characterizing carbon materials. Typical ones are cyclic voltammetry and the 
galvanostatic method. In this chapter, fundamental aspects of these electrochemical 
techniques and some examples of analytical results on carbon materials are 
presented. 

2 Characterization Techniques 

2.1 Cyclic Voltammetry 

Cyclic voltammetry is a convenient method to study redox reactions which occur in a 
specified range of potential. Three types of electrode cell consisting of working, 
counter and reference electrodes are normally used, as shown in Fig. 1. The working 
electrode is a carbon material. When the carbon material is in sheet or block form, it is 
easy to use as an electrode. For powder carbons, it is bound onto a foamed nickel 
surface using a binder such as polyvinylidene fluoride (PVDF) [SI or pressed onto 
nickel mesh. In order to characterize a carbon for use as an anode of the lithium ion 
secondary battery, metallic lithium is employed as the counter and reference 
electrodes in organic solvents. They are prepared by pressing metallic lithium onto a 
nickel mesh. When highly crystalline graphite is used as an electrode material, a 
mixture of ethylene carbonate (EC) with either diethyl carbonate (DEC) or dimethyl 
carbonate (DMC) (1:l in volume) containing 1 mol dm” LiCIO, or LiPF,should be 
employed. Of these, EC is an essential component in the solvents because EC 
decomposes electrochemically to form a thin protective film on the graphite surface 
so preventing degradation of the graphite during charge/discharge cycling 161. On the 
other hand, when a non-graphitic carbon is used, propylene carbonate (PC) 
containing solvents is preferable for the formation of this surface film. In commercial 
batteries, LiPF, is used as an electrolyte to avoid explosions. However, LiCIO, is used 
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Fig. 1. Schematic illustration of an electrochemical cell. 

in laboratory experiments because of its relatively high solubility in organic solvents. 
The electrochemical cell is placed in a glove box filled with dry argon gas. The glove 
box is thermostatted to about 25°C. 

The electrode potential of the working electrode is measured relative to that of a 
lithium reference electrode, vs Li/Li+, through a Luggin capillary used to reduce 
errors (usually several tens mV) caused by an IR drop in solution. If the error is not 
important, then the Luggin capillary is not used. Three electrodes are connected to a 
potentiostat/galvanostat. In cyclic voltammetry experiments, the electrode potential 
is scanned in a negative direction from the rest potential (= 3 V for a carbon material) 
and reversed at 0 V vs Li/Li+ by a function generator and potentiostat/galvanostat. 
After the potential reverse, the potential is scanned in a positive direction and again 
reversed at a desired positive potential. Potential scans are usually repeated between 
0 and 1-3 V vs Li/Li+ depending on the kind of experiment or carbon material used. 
The scan speed is changed in the range of 0.1 mV s-'-100 V s-'. Slow scan speeds of 
0.1-1 mV s-l are close to a steady-state method. Current flow during a potential scan 
is recorded on a chart of an X-Y recorder as a function of the potential of the working 
electrode. In cyclic voltammetry experiments, a cyclic voltammogram, as shown in 
Fig. 2, is obtained. The horizontal and vertical axes show the potential of the working 
electrode and current flow during a potential scan, respectively. Two cathodic peaks 
and the corresponding anodic peaks are usually observed. Peak current, i,, increases 
as the reaction rate increases. When the rate of charge transfer is much faster than 
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Fig. 2. A cyclic voltammogram. 

rates of diffusion of a reactant or a product, then the peak current i, is proportional to 
v”’ (v: scan speed). When the rate of charge transfer is comparable to or slower than 
rates of diffusion, the rate of charge transfer becomes faster as the scan speed 
decreases. When the scan speed is sufficiently high, the rate of charge transfer, 
relatively, is much slower than rates of diffusion. In this case, values of i, are also 
proportional to v”’, but are not proportional to v ” ~  in an intermediate condition. It is 
also found that the potential difference between anodic and cathodic peaks, AEp (= 
E, -E,) decreases as the rate of charge transfer increases. When several reactions 
occur at different potentials, the same number of corresponding peaks is usually 
observed. Figure 3 shows an example of a cyclic voltammogram for graphite powder 
(average particle diameter 7 pm) obtained at 0°C in 1 mol dm” of LiClO,-EC/DEC. 
On the first scan in the cathodic direction, a small peak is observed at 0.6-0.7 V, 
indicating the electrochemical reduction of EC. Further reduction of graphite yields 
two peaks at ca. 0.15 V and nearly 0.0 V, which are regarded as the formation of stage 
2 and 1 lithium-intercalated graphite, respectively [7]. With anodic oxidation, two 
peaks corresponding to those observed on the cathodic side appear at ca. 0.12 and 
0.28 V. The two cathodic and anodic peaks show the reversible intercalation and 
de-intercalation of lithium. From the second cycle, only anodic and cathodic currents 
for lithium intercalatiodde-intercalation are observed. 

Recently, a new compact apparatus for cyclic voltammetly experimentation was 
developed. The three parts of the experimental system are accommodated in one 
apparatus which is conveniently operated by a computer system. It is now 
commercially available. 

Fig. 3. Cyclicvoltammogram for a graphite powder (=7pm) obtained in 1 mol dm” LiCIO,EC/DEC at 0°C. 
Dashed line: 1st cycle; solid line: 6th cycle. 
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2.2 Galvanostatic Method 

Electrochemical characteristics of carbon materials are examined by the galvanostatic 
method, Le., a constant current method. In this constant current method, the 
electrode potential is monitored and recorded as a function of time, i.e., capacity 
(mAh g-' or Ah kg-I). The galvanostatic method is a more standard technique than 
cyclic voltammetry because potential is the only variable. In cyclic voltammetry, both 
the current and potential are changed. The same cell with its three electrodes, as 
shown in Fig. 1, is used in galvanostatic experiments. The cell is placed in a thermo- 
statted glove box with dry argon. A constant current of 10-300 mA g-' (usually 30-60 
mA g-' less than 100 mA g-I) is supplied to the electrochemical cell from an electric 
source. Currently, an apparatus for the experiment of charge/discharge cycling is 
commercially available. The potential range in which charge/discharge cycling is done 
is set between 0 and 1-3 V vs Li/Li+. An example of charge/discharge potential curves 
for natural graphite powder (average particle diameter 7pm) is shown in Fig. 4 [5,8]. 
The potential of a carbon material is initially about 3 V vs Li/Li+, which is reduced in 
the direction of negative potential by application of a constant current to the cell. For 
graphite electrodes, the electrode potential sharply decreases and approaches 0.0 V. 
Lithium ion is electrochemically intercalated into graphite in this process. A small 
plateau indicating the electrochemical decomposition of EC with thin film formation 
usually appears at 0.6-0.7 V vs Li/Li+, and this is observed only in the first reduction 
process. From the second cycle, a smooth potential curve is obtained. When the 
electrode potential reaches 0.0 V, the electric current is automatically changed to the 
opposite direction, that is, lithium ion is de-intercalated from graphite accompanied 
by a slight increase in the electrode potential. The potential, however, sharply 
increases at the final stage of lithium ion de-intercalation from graphite. When the 
electrode potential reaches a pre-fixed value (usually 1-3 V vs LiLi'), the current 
flow is again changed to the opposite direction so that lithium ions may again be 
intercalated into the graphite. This operation is usually repeated ten to one hundred 
times in a fixed potential range. For commercial lithium-ion secondary batteries, a 
carbon material is used as anode. Lithium ion intercalation into carbon material is 
then the charge process and de-intercalation of lithium ion is the discharge process. 
However, in a test cell in which metallic lithium is used as a counter electrode, a 

Fig.4. Charge/dischargecurvesfor naturalgraphitepowder (=7prn). lst, Sthand 10th cyclesat 3OmAg-' [5]. 
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Fig. 5.  Charge/discharge curves for carbon prepared at 1000°C without nickel [9]. (1): 1st cycle, (2): 10th 
cycle, current density: 60 mA g-'. 

carbonaceous electrode is the cathode, Le., the positive electrode. Therefore, lithium 
ion intercalation is the discharge process and de-intercalation of lithium ion is the 
charge process. 

Profiles of potential curves for charge/discharge reactions differ depending on the 
kind of carbon material used. When highly crystalline graphite is used, flat and low 
potentials are obtained in both charge and discharge processes, and the electrode 
potential sharply increases at the end of lithium ion de-intercalation reactions. How- 
ever, the electrode potential has a slope for non-graphitic carbon materials, as shown 
in Fig. 5 [9]. The theoretical capacity of graphite is 372 mAh g-', calculated on the 
basis that the stage 1 of lithium-intercalated graphite is LiC,. The capacity of a 
non-graphitic carbon is sometimes larger than 372 mAh 8'. But often they have larger 
irreversible capacities and lower cycleabilities than graphite. The first coulombic 
efficiency of graphite is usually 80-90% while that of non-graphitic carbon is often 
less. 

To evaluate electrochemical properties of carbons as anodes in lithium secondary 
batteries, such properties as discharge capacity, first coulombic efficiency and cycle- 
ability are examined. High values are of course desirable for discharge capacity and 
coulombic efficiency. Low first coulombic efficiencies mean that some of the inter- 
calated lithium is not released from the anode during the first discharge or that some 
of the organic solvent is electrochemically decomposed at the surface of anode. If 
degradation of carbon materials by charge/discharge cycling is quite small, a high 
capacity may be kept for many cycles. Another important property for secondary 
batteries is whether or not a large current can be taken out. Lithium ion batteries 
using carbon materials as anodes are usually operated at low current densities. 

3 Electrochemical Characterization of Carbon Alloys 

3.1 
Substitution 

Modification of Electronic Structures of Carbon Materials by Boron and Nitrogen 

As understood from the periodic table of elements, those similar to carbon are 
neighboring boron and nitrogen in terms of their sizes, although boron has one 
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Fig. 6. The cluster models representing carbon, C,N and BC,. (a) Coronene; (b) N-substituted coronene 
(center-N); (c) N-substituted coronene (edge-N); (d) N-substituted coronene (valley-N); (e) B-substituted 
coronene (center-B); (0 B-substituted coronene (edge-B); (8) B-substituted coronene (valley-B); (h) 
Ovalene; (i) N-substituted ovalene (center-N); (j) N-substituted ovalene (edge-N); (k) N-substituted 
ovalene (valley-N); (I) B-substituted ovalene (center-B); (m) B-substituted ovalene (edge-B); (n) 

B-substituted ovalene (valley-B). 

electron less and nitrogen has one electron more than carbon. Boron or nitrogen 
atoms can be partially substituted for carbon atoms in the graphene layers by chemical 
vapor deposition (CVD), by ion implantation and by heat-treatment with a boron 
compound such as B,C, etc. Because boron or nitrogen substitution modifies the 
electronic structure of graphite, electron acceptance or donation properties are 
changed on introduction of heteroatoms into the graphene layers. 

Boron is easily incorporated into graphene layers because of planar BC, bonds (see 
Figs. 6e and 1). BC, is prepared by CVD using BCl,, a hydrocarbon such as benzene or 
cyclohexane, and hydrogen gas at 800-1100°C [lo-121. The composition of BC, is in 
the range of BC,-BC,, [ll] in which boron contents decrease with increasing reaction 
temperature. Because the boron-carbon bond length is slightly longer than 
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carbon-carbon bond length in graphene layer, boron, at higher temperatures, is 
removed from the graphene layer in order to reduce the structural strain. Only 3 at% 
of boron is contained in graphite heat-treated at 3000°C [7,13]. X-ray photoelectron 
spectra of BC, show the existence of C,B-BC, and BC, bonds in graphene layers with 
B-0 bonds also present [ll]. The use of nickel catalyst enables the formation of 
crystallized BC, filaments [ll]. Boron-substituted graphite is prepared by heat- 
treatment of a carbon material with ca. 4 wt% of B,C at 3000°C [7,13]. 

Nitrogen substituted carbons are prepared by thermal decomposition of such 
nitrogen-containing organic compounds as acetonitrile, pyridine or acrylonitrile at 
800-1100°C [5,10,14,15]. Compositions of C,N are in the range of C,,N-C,N, the 
highest nitrogen content (C,,N-C,,N) being obtained between 900 and 1000°C. The 
crystallinity of C,N is improved by the use of nickel or cobalt catalysts [5,15]. Nitrogen 
atoms, substituted in graphene layers, exist mainly in two forms: a nitrogen atom 
bonded to three carbon atoms (trigonal nitrogen: Figs. 6b, d, i and k) and a nitrogen 
atom bonded to two carbon atoms situated at the edge of a graphene layer (edge-N: 
Figs. 6c and j) [5,15,16]. Trigonal nitrogen is classified into two types: nitrogen 
substitutionally incorporated inside of a graphene layer (center-N Figs. 6b and i) and 
that existing at the edge of a graphene layer (valley-N Figs. 6d and k). Nitrogen atoms 
bonded to two carbon atoms are of the pyridinic type (edge-N Figs, 6c and j). 

Semi-empirical molecular orbital calculations using MOPAC ver. 6.00, AM1 were 
made to elucidate changes in electronic structures following boron or nitrogen 
incorporation into graphene layers [16]. Figure 6 shows BC, and C$J cluster models 
used for the calculation in which different types of boron or nitrogen atoms are 
incorporated in graphene layers [16]. Coronene, C,,H,, and ovalene, C,,H,, are 
adopted as host carbon clusters. Figure 7 also indicates BC, and C,N cluster models in 
which one to four heteroatoms are substitutionally incorporated into ovalene [16]. 
The calculated results are given in Tables 1 and 2. In boron-substituted carbon 
clusters, edge-B (Figs. 6f and m) has a higher charge than center-B (Figs. 6e and 1) and 
valley-B (Figs. 6g and n) bonded to three carbon atoms. HOMO levels of boron- 
substituted carbon clusters are lower than those of original carbon clusters for 
center-B and valley-B, but higher for edge-B. On the other hand, LUMO energy 
levels are higher than those of wronene and ovalene except coronene with edge-B. 
These differences in HOMO and LUMO energy levels by boron incorporation are 
rather small. An interesting point is that low SOMO (Singly Occupied Molecular 
Orbital) levels are created in the carbon clusters with center-B and valley-B, as given 
in Table 1. These SOMO levels are significantly lower than LUMO levels. When one 
to four boron atoms are substituted for carbon atoms in ovalene as shown in Fig. 7, 
low SOMO levels appear for ovalenes with odd numbers of boron atoms as given in 
Table 2. LUMO levels also decrease in ovalenes with two to four boron atoms 
(center-2B, center-3B and center-4B: Figs. 7f, g and h, respectively). For nitrogen- 
substituted carbon clusters, the charges of the trigonal nitrogen atoms (center-N and 
valley-N) are higher than those of pyridine-type nitrogen (edge-N). Electrons are 
localized at edge-N positions. HOMO energy levels of nitrogen-substituted carbon 
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Table 1 

HOMO, SOMO and LUMO energies and charges of boron and nitrogen atoms in the C,N and the BC, 
cluster models calculated by AM1 

Model HOMO (eV) SOMO (eV) LUMO (eV) Charge 

Coronene 
Coronene (center-N) 
Coronene (edge-N) 
Coronene (valley-N) 
Coronene (center-B) 
Coronene (edge-B) 
Coronene (valley-B) 

Ovalene 
Ovalene (center-N) 
Ovalene (edge-N) 
Ovalene (valley-N) 
Ovalene (center-B) 
Ovalene (edge-B) 
Ovalene (valley-B) 

-8.187 
-8.362 
-8.317 
-8.331 
-8.208 
-7.636 
-8.314 

-7.629 
-7.834 
-7.923 
-7.755 
-8.302 
-7.088 
-7.778 

- 

-3.541 
- 

-3.640 
-5.216 
- 

-5.067 

- 

-3.926 
- 

-3.775 
-5.008 
- 

-5.154 

-0.980 
-0.957 
-1.159 
-0.904 
-0.799 
-1.007 
-0.793 

-1.556 
-1.022 
-1.726 
-1.333 
-1.263 
-1.124 
-1.373 

- 

-0.035 
-0.129 
-0.086 
0.233 
0.412 
0.249 

-0.028 
-0.129 
-0.002 

0.233 
0.475 
0.219 

Table 2 

HOMO, SOMO and LUMO energy levels of the C,N and the BC, cluster models calculated by AM1 

HOMO (eV) SOMO (eV) LUMO (eV) 

Center-1 N 
Center-2N 
Center-3N 
Center-4N 

Center-1B 
Center-2B 
Center-3B 
Center4B 

-7.834 
-6.223 
-6.400 
-6.262 

-8.302 
-7.458 
-7.916 
-7.349 

-3.926 
- 

-3.930 
- 

-5.008 
- 

4.694 
- 

-1.022 
-1.213 
-0.987 
-1.054 

-1.263 
-2.887 
-2.725 
-2.726 

clusters are slightly lower than those of coronene and ovalene while LUMO levels 
become higher except for both coronene and ovalene with edge-N. Low SOMO levels 
are also observed in the carbon clusters with center-N and valley-N (Table l), and 
center-1N (Fig. 7a) and center3N (Fig. 7c) (Table 2). An electron would be delocaliz- 
ed in such carbon clusters having SOMO. The delocalized charges contribute to the 
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Fig. 7. The cluster models representing carbon, C,N and BC, (x = 1-4). (a) N-substituted ovalene 
(center-1N); (b) N-substituted ovalene (center-2N); (c) N-substituted ovalene (center-3N); (d) 
N-substituted ovalene (center-4N); (e) B-substituted ovalene (center-1B); ( f )  B-substituted ovalene 

(center-2B); (g) B-substituted ovalene (center-3B); (h) B-substituted ovalene (center4B). 

low SOMO energy levels in the clusters. Boron- and nitrogen-substituted carbons 
with such low SOMO and LUMO levels are better electron acceptors than non- 
substituted carbon materials, Le., they may be electrochemically reduced at higher 
potentials. 

3.2 Electrochemical Behavior of Boron and Nitrogen Substituted Carbon Materials 

Boron-substituted graphite is prepared by heat-treatment of a carbon with 4 wt% of 
B,C at 3000°C for 1 h [7,13]. Electrochemical intercalation and de-intercalation of 
lithium were examined using boron-substituted graphite by cyclic voltammetry [7,13]. 
Figure 8 shows cyclic voltammograms for graphitized carbon and boron-substituted 
graphite, obtained at 25°C in 1 mol dm” LiClO,-ethylene carbonate (EC)/dimethyl 
carbonate (DMC) (1:l by volume). The voltammograms were obtained at a scan 
speed of 5 pV s-’ between 0 and 0.3 Vvs Li/Li+. For graphitized carbon without boron, 
two cathodic peaks indicating the formation of stages 2 and 1 lithium-intercalated 
phases are observed at 100 and 80 mV vs Li/Li+. On the anodic scan, three peaks 
appear at 90,140 and 190 mV corresponding to the decomposition of first, second and 
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Fig. 8. Cyclic voltammograms for pristine and B-doped graphites [7,13]. Thick line: pristine graphite; thin 
line: B-doped graphite. 

higher stage phases. For boron-substituted graphite, the potential indicating the 
intercalation of lithium into boron-substituted graphite shifts to a higher potential by 
20 mV as shown in Fig. 8. The potential for de-intercalation of lithium from boron- 
substituted graphite also shifts to a higher potential by 40 mV. These potential shifts 
to higher values indicate an increase in the interaction of lithium with boron- 
substituted graphite. Galvanostatic charge/discharge experiments for boron- 
substituted graphite revealed that capacity increased by 40 rnAh g-' and reached 340 
mAh g-' as shown in Fig. 9 [7,13]. Coulombic efficiencies are also increased by boron 
substitution. The increases in the capacity and coulombic efficiency observed for 
boron-substituted graphite are due to the improvement of crystallinity and formation 
of low LUMO and SOMO levels by boron substitution. Formation of new acceptor 
levels enhances the chemical interaction of lithium with graphite. 
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Fig. 9. Charge/discharge curves for pristine and B-doped graphites [7,13]. (a) pristine graphite, (b) B-doped 
graphite. 
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Fig. 10. Charge/discharge curves for BC,, prepared by 2 h deposition at 900°C with nickel catalyst [ 171. 

Boron-substituted carbon is prepared by CVD using BCI,, a hydrocarbon and 
hydrogen at 800-1100°C [10-12]. BG, prepared at 900"C, without a catalyst, shows a 
low capacity with a high irreversible capacity. However, BC,,8 prepared with a nickel 
catalyst for graphitization at 900°C shows a higher capacity with a lower irreversible 
capacity, and better cycleability, as shown in Fig. 10, because of its higher crystallinity 
than that of BC,, prepared without a catalyst [ 171. The electrochemical character- 
istics of BC, prepared at 800-1100°C are significantly influenced not only by the 
electronic structure but also by crystallinity and surface chemical species such as 
oxygen and hydrogen. This is because the crystallinity of BC, is lower than that of 
graphite and oxygen is easily introduced into BC, because of a strong B-0 bond. As 
shown in Fig. 10, electrode potentials linearly increase in lithium de-intercalation 
processes. This may be due to the interaction of lithium ion with oxygen. For 
boron-substituted graphite, the crystallinity is high and effects of oxygen may be much 
smaller because oxygen is almost totally removed in the graphitization process. 

Nitrogen-substituted carbon is prepared by thermal decomposition of a nitrogen- 
containing organic compound such as acetonitrile, pyridine or acrylonitrile at 
800-1100°C [5,10,14,15]. The composition of C,N is in the range of C,,N to C,,N. The 
optimum temperature range to prepare C,,N-C,,N is between 900 and 1000°C. 
Nitrogen substitution for carbon atoms in the graphene layer is more difficult than 
boron substitution because NC3 bonds (see Figs. 6b and i) are not planar while BC, 
bonds (see Figs. 6e and 1) have a planar structure. Nitrogen substitution becomes 
difficult above 1100°C. Substituted nitrogen atoms are eliminated from graphene 
layers by heat-treatment at high temperatures in order to reduce structural strain. 
Nitrogen-substituted graphite is therefore difficult to prepare. However, the 
crystallinity of C,N can be increased by use of nickel or cobalt catalysts [5,15]. The 
crystallinity of carbon prepared from benzene is also improved by the catalytic action 
of nickel. Figures 11, 12 and 13 show charge/discharge curves obtained for carbon 
prepared from benzene at 900°C and C,N samples prepared at 900 and 1000°C in the 
presence of nickel catalyst [5]. The graphitization effect of nickel is distinct when the 
potential curves in Fig. 11 are compared with those for carbon prepared without a 
catalyst, shown in Fig. 5. The carbon prepared with nickel catalyst has low and flat 
potentials, and higher capacity. Cycleability is also much better. The use of a nickel 
catalyst not only improves the crystallinity of a carbon material but also increases the 
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Fig. 1 1 .  Charge/discharge curves for benzene-derived carbon prepared at 900°C in the presence of nickel 151; 
lst, 5th and 10th cycles at 30 mA g'. 

Fig. 12. Charge/discharge cutves for C,,N prepared from acetonitrile at 900°C with nickel catalyst [5]; Ist, 
5th and 10th cycles at 30 mA g-'. 

trigonal nitrogen NC, in CxN layers [5,15], The effect of nitrogen substitution in 
graphene layers can be understood from the comparison of potential curves for CxN 
shown in Figs. 12 and 13 with those for carbon in Fig. 11. During the lithium ion 
de-intercalation process, the potentials gradually increase until ca. 150 mAh g-' in 
both C,N and carbon samples. However, the potential increase differs among three 
samples after 150-200 mAh 6'. The potential of the carbon quickly increases and 
shows a charge capacity of 306 mAh g-' between 0 and 3 V. On the other hand, the 
C,N, samples prepared at 900 and 1000°C, show a slower increase in potential and 
exhibit the higher capacities of 390-362 and 408-391 mAh g-', respectively. The 
higher charge capacities obtained on C,N samples are due to the interaction of 
lithium with SOMO created in graphene layers by nitrogen substitution. Slow 
increases of electrode potential at the end of the lithium de-intercalation process are 
desirable because this larger capacity is available for commercial batteries. 

A new type of composite electrode was developed by a CVD treatment using 
natural graphite powder as a substrate [9,17]. BC, or CxN layers were coated onto 
natural graphite powder by CVD at 1OOO"C. The concept of a composite electrode 
takes advantage of both the graphite and the boron- or nitrogen-substituted carbon. 
Graphite shows a low and flat potential, but the potential quickly increases at the end 
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Fig. 13. Charge/discharge curves for C,,N prepared from acetonitrile at 1ooo"C with nickel catalyst [5]; lst, 
5th and 10th cycles at 30 mA g-'. 

of the lithium de-intercalation reaction. This phenomenon limits the use of the full 
capacity of graphite. On the other hand, boron- or nitrogen-substituted carbons show 
gradual increases in potential during the latter half of the lithium de-intercalation 
reaction. The CVD technique combines these two different behaviors. Until the last 
stage of lithium ion de-intercalation is reached, the new composite electrode keeps a 
low and flat potential to be followed by a gradually increasing potential. Figure 14 
shows the charge/discharge curves of CxN-coated graphite and CxN itself prepared 
without a nickel catalyst [9]. The CxN-coated graphite exhibits a higher charge 
capacity than graphite and has good cycleability. The charge capacities of Cp-coated 

Fig. 14. Charge/discharge cuives for C,,N and C,N-coated graphite prepared at 1000°C [9]. (a) C,,N @) 
C,N-coated graphite prepared by 2 h deposition. (1): 1st cycle, (2): 10th cycle, current density: 60 mA g-'. 
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graphite are also higher than those of carbon-coated graphite [9]. With deposition of 
CJ onto graphite powder, the chemical interaction between the substrate graphite 
powder and deposited C,N layers could be improved. For this purpose, C,N layers are 
deposited onto graphite powder which is oxidized in advance using 94% HNO,. This 
procedure is expected to cause carbon-carbon bond breakage with release of oxygen 
as CO andlor CO, at high temperatures. New carbon-carbon bonds could be formed 
between graphite powder and deposited C,N layers during CVD. In fact, C,N-coated 
graphite prepared by this procedure has a better cycleability than that prepared 
without pre-treatment by the 94% HNO,. 

4 Conclusions 

The electrochemical behavior of carbon materials is essentially governed by their 
crystallinity, surface area, and surface functional groups. In addition, carbon alloys 
such as boron- and nitrogen-substituted carbons have modified electronic structures. 
Boron substitution creates low LUMO and SOMO in graphene layers, and nitrogen 
substitution also yields low SOMO. The formation of new acceptor levels enhances 
the electron accepting ability of boron- and nitrogen-substituted carbons. This gives 
rise to an increase in the charge capacities of BC, and C,N. The redox reactions of BC, 
and C,N occur at potentials more positive than those of non-substituted carbon 
materials, i.e., lithium intercalation and de-intercalation reactions take place at 
higher potentials. 
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Chapter 22 

Mechanical Probe for Micro-/Nano-characterization 
Mototsugu Sakai 

Department of Materials Science, Toyohashi University of Technology, Toyohashi 441-8580, 
Japan 

Abstract: Theoretical considerations and experimental examinations are made of pyramidal 
indentation as an efficient mechanical test for micro-/nano-characterization of engineering 
materials. Mathematically formulated are the constitutive relations for elastoplastic indenta- 
tion in time-independent regime, as well as for viscoelastic indentation in time-dependent 
regime. A critical review for indentation test systems and the details for designing test 
apparatuses are also given. The application of indentation tests to carbon-related materials is 
demonstrated where elastic/plastic parameters as well as viscoelastic functions are examined in 
terms of their microscopic characteristics. 

Keywords: Pyramidal indentation, Elasticity, Plasticity, Viscoelastic deformation, Mechanical 
probe. 

1 Introduction 

The relationship of indentation load (P) with depth (h)  (that is the curve (P-h curve)) 
during loadinglunloading cycles gives all the information on the microscopic pro- 
cesses and mechanisms of surface deformation and failure [1,2]. In brittle ceramics, 
the loading curve yields elastic/plastic deformation parameters, and the unloading 
curve has been utilized for estimating elastic parameters [3-181. The total area of the 
hysteresis loop enclosed by a P-h curve for an indentation loadinglunloading cycle, 
that is the external work consumed to create an indentation impression, has also been 
used to provide energy-derived elastic/plastic parameters [1,6,10,12-14,171. 

The relationship between the load P and the size d (chordal diameter) of a 
remaining impression, for spherical indenters, has been expressed by several 
empirical relationships. The first, referred to as Meyer’s law, states P = kd”, where k 
and n are constants for the material under examination [19]. The value of n generally 
lies between 2.0 and 2.5. For fully work-hardened metals, it is close to 2.0, and has a 
value near 2.5 for fully annealed metals. Meyer found, for an extensive series of 
spherical indenters with various diameters D that the index n was almost independent 
of D, but that k decreases with increasing D. He finally derived a simple empirical 
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Fig. 1. In-surface profile and geometrical parameters for conical indentation at the load of P. 

relation of P/d2 = f(d/D), wheref(d/D) is a characteristic material function, and then 
concluded that P/d2 must be constant for “geometrically similar” impressions with a 
constant of d/D (the principle of geometrical similarity). This principle, then, leads to 
a universal expression that the Meyer hardness HM (the “apparent” mean contact 
pressure defined by the ratio of the load P to the projected area Apr,(=d2/4) of 
residual “impression”, i.e., HM = P/Apro = 4 P / d 2 )  is a constant for geometrically 
similar impressions, being independent of indentation loads applied [ 191. 

Because of the geometrical similitude of an indenter, the apparent mean pressure 
(Le. the Meyer hardness) expressed in terms of the in-surface diameter d of the 
conical “impression”, HM = 4P/d2 ,  will also be a constant, independent of indenta- 
tion loads. The contact depth h,(P) and the diameter d,(P) of the contact circle of the 
indenter (see Fig. 1) at the load P is related to d, = 2, cotp using the inclined face 
angle p of the conical indenter. This consideration on the depth/diameter relationship 
combined with the principle of geometrical similarity suggests the quadratic P-h 
relation of P = (mot2p/f)hz. (p), where the “true” mean pressure (p) is defined by (p) 
= 4P/nd:. The geometrical factor y for surface deformation is defined by h = yh,, as 
shown in Fig. 1 [5,12]. 

The diamond pyramidal indenters with geometrical similitude include Vickers-, 
Berkovich-, and Knoop-indenters. Because of the geometrical similitude, the 
projected area Apr,,(h,) at the contact depth h, of the respective indenters is easily 
related to h, byA,,(h,) = gh?, where g is the geometrical factor of the indenter, 
details of which are in Section 3.1. Accordingly, the P-h relationship for geometrically 
similar indentations is formulated in terms of the true mean pressure (p)(= P/’pro(hc)), 
as P = (p)(g/f)h2. The conical indenter addressed above, by way of example, has a 
g-factor of ncot2P. 

The preceding considerations of the P-h curve suggest a simple quadratic relation 
between P and h, i.e. P = h2, provided that Meyer’s principle for geometrical similarity 
universally dictates the indented surface deformation. In other words, whenever the 
true mean pressure (p) is independent of h, there exists a quadratic P-h relationship 
during indentation loading. The well-known quadratic P-h relation of the Sneddon 
theory [20] for conical indentation on a perfectly elastic body encourages the applica- 
tion of the quadratic P-h relationship to materials ranging from being perfectly elastic 
to being perfectly plastic. Loubet et al. [6] first reviewed the experimental studies of 
P-h curves of elastic/plastic materials, and concluded that the quadratic experimental 
relation of P = h2, during loading for point indenters, applied to various metallic 
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materials. Stilwell and Tabor [3] experimentally and theoretically examined the (load 
P vs. elastic recovery h,)-relationships of metals during unloading for conical 
indenters with the semi-apical angles of 68" and 45" (i.e., the inclined face angle p of 
22" and 45", respectively, in Fig. 1). Sakai [12] also found the quadratic proportionality 
of P = h:, and successfully applied it to the Vickers indentation unloading curves of 
various types of brittle to ductile materials. 

The time-dependent indentation tests have exclusively been conducted using a 
constant indentation load, referred to as the "indentation creep test". Douglas et al. 
[21] conducted indentation creep tests of viscous materials (molten inorganic glasses) 
using of a spherical indenter. They used the linear relation between the time t and the 
indentation depth h2'3 to estimate the shear viscosity of the glasses indented. General 
theories for the viscoelastic constitutive equation of a spherical indenter are 
accredited to Radok et al. [22] and Lee and Radok [23]. They used the fact that the 
Laplace transform of a linear viscoelastic constitutive equation results in an elastic 
formula, and then made the Laplace transform inversion of the elastic Hertz solution 
for spherical indentation to gain a viscoelastic solution. 

This chapter systematically addresses the elastic, plastic, elastoplastic, and 
viscoelastic surface deformations for pyramidal indenters. The contact mechanics for 
pyramidal indentation provides a sound basis of efficient mechanical probes for 
micro-/nano-characterization, in particular, of extremely small-size test materials and 
thin films coated onto a substrate. Applications of the contact mechanics to carbon- 
related materials will also be demonstrated. 

2 Theoretical Considerations 

2. I Representative Stress and Strain 

A conical/pyramidal rigid contact is accommodated over the contact in elastic, plastic, 
elastoplastic, viscous, and/or viscoelastic manner(s) to avert a stress singularity. The 
contact stresses are highly concentrated close to the contact, and decrease rapidly in 
intensity with distance from the contact region. In spite of such a complicated 
stress/strain field around the impression, Meyer's principle of geometrical similarity 
suggests the presence of the representative stress 0 and the strain E which express 
properly the mechanical field at the representative region of indented subsurface, 
meaning that geometrically similar indentations produce similar stresshtrain 
distributions around the impression. The mean contact pressure, which is defined by 
the ratio of indentation load P to the projected areaA,,,(h,) at the contact depth h,, 
has been utilized as the representative stress 0: 

The representative strain in its infinitesimal formula for conical/pyramid indentation 
may be defined by: 
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in terms of the infinitesimal penetration depth dh. In Eq. (2), the front factor c is a 
constant dependent on the geometry of the indenter. 

Consider a cone/pyramid indentation on a surface of ideally elastic body with the 
Hookean constitutive equation of 

(3) s=EIg 

where E’ is the elastic modulus defined by E/(1 - v2) using Young’s modulus E and 
Poisson’s ratio v. Substituting Eqs. (1) and (2) into Eq. (3) leads to a simple and 
straightforward derivation of Sneddon’s elastic solution [20] for a conical indenter 
with the inclined face angle p (see Fig. 1): 

E‘ g 2  

2 Y e  

P = - tanp h (4) 

In Eq. (4), use has been made of the relation of c = tan p for the frontal factor c of Eq. 
(2) to conform the present derived relation to Sneddon’s solution. The geometrical 
factor for “elastic” surface deformation y, (the y-factor defined ash = yh, in Fig. 1) is 
z/2 (Love’s solution) [2]. 

In contrast to elastic indentation, a perfectly plastic contact in conical/pyramidal 
indentation defines the “true” indentation hardness H as a size- and geometry- 
invariant material parameter for plasticity [12,16,17]; 

(5)  5 = H  

being similar to the yield stress Y for uniaxial loading of a perfectly plastic material. 
Accordingly, Eq. (1) combined with Eq. (5)  results in the following quadratic P-h 
relation for a perfectly plastic body [12,16,17]; 

gH 2 P=-h 
y; 

where the geometrical factor yfor ideally plastic surface deformation is denoted by y,. 

2.2 Time-Independent Regime 

2.2.1 Elastic, Plastic, and Elastoplastic Indentations 

According to the preceding arguments, the P-h relationships of elastic and plastic 
contacts are, respectively, recast into the following quadratic formulae: 

P, = k&: 
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for elastic contact with the relation of 

and 

Pp = kJih,’ 

for the plastic contact with the relation of 

In Eqs. (7a) and (sa), P, and h,, and Pp and h, are the indentation load and its adjoint 
depth for elastic or plastic contact, respectively. 

Consider a simple model for an elastoplastic body in which a purely elastic 
component is connected to a purely plastic component in series in a sense of the 
Maxwell combination [12,16,17]. The elastic component is characterized by the 
elastic modulus E‘ and the plastic component by the “true hardness” H .  The nominal 
indentation load P and the depth h of this elastoplastic model material then are 
expressed by P = P, = Pp and h = h, + h, due to the Maxwell combination of the 
elastic and plastic components. The resultant constitutive relationship for a 
conical/pyramidal indentation along the loading path is again given by the following 
quadratic expression: 

P = k,h2 (9) 

with the frontal factor k, in terms of the elastic measure of E’ and the plastic measure 
of H, being as follows: 

where the subscript “1” of k, indicates “loading”. In Eq. (lo), use has been made of 
the compatibility relation of ye = y, = 1.0 between the elastic and plastic geometrical 
factors ye and y,, for both the elastic and the plastic model components combine in a 
serial manner to produce a “single” elastoplastic surface profile of impression. 

2.2.2 Meyer Hardness 

The Meyer hardnessH, may be considered to be an efficient and practical parameter 
for mechanical characterization of engineering materials including polymers, metals 
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and ceramics. Hardness measurements quickly yield quantitative information on the 
elastic, plastic, viscous, and fracture properties of isotropic/anisotropic materials. 
However, because of the multitude of relationships between the Meyer hardness and 
these mechanical properties, some of which result from completely independent 
physical processes and mechanisms, hardness testing has been considered among the 
most maligned of physical measurements. Besides the simple definition of Meyer 
hardness as a “mean contact pressure”, it has no sound physical basis. 

The Meyer principle of geometrical similarity combined with the definition of the 
Meyer hardness HM provides the following formula which expresses the Meyer 
hardness in terms of the loading parameter k, of Eq. (9) [16]; 

The geometrical factor for indentation surface deformation y, as depicted in Fig. 1, is 
defined by h = y,h,, where the subscript 1 specifies “loading”. The empirical correla- 
tion between the observedH, and k, in our previous work resulted in y, = 0.89 f 0.08 
averaged over several brittle materials and three different types of the indenter’s 
geometry (Vickers, Berkovich and Knoop) [16]. A similar result of yl = 0.91 -+ 0.08 
was reported in the literature [5]. Combining Eq. (10) with Eq. (11) enables the 
Meyer hardness to be expressed in terms of E’, H, and the inclined face angle p of 
indenter: 

where an approximation of y, = 1.0 is used for simplicity. This approximation does not 
cause difficulties in the following considerations of the physical insight into the Meyer 
hardness. As seen in Eq. (12), the Meyer hardness, even for the present simple model, 
exhibits somewhat complicated dependence on the plastic parameter H,  elastic 
parameter E, and the indenter’s geometry p, meaning that HM is by no means a 
geometry-invariant material characteristic parameter. 

2.2.3 Energy-derived Hardness Parameters 

A schematic for the hysteresis loops associated with an indentation loadinghnloading 
cycle is shown in Fig. 2 for (a) purely elastic, (b) purely plastic, and (c) elastoplastic 
materials. The total energy Ut required for indenting a material to the peak load P,,,,,, 
i.e., the externally applied work to create an indentation impression at P,,, is given by 
the integral of the indentation load P with respect to the adjoint penetration depth h 
along the loading path, i.e., U, = Pdh, and then [17]: 

1 Ut = - k , h i ,  
3 
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a (a) Purely elastic (b) Purely plastic (c) Elastoplastic 

hr hmax 

Penetration depth, h 

Fig. 2. Conical or pyramidal indentation load P vs. penetration depth h hystereses during a loading and 
unloading cycle for (a) purely elastic, (b) purely plastic, and (c) elastoplastic materials. 

The elastic energy U, (see Fig. 2c) released during unloading is expressed by the 
integral of P with respect to h along the unloading path, i.e., U, = jh: Pdh, resulting 
in 

(14) 
1 
3 max 

U ,  = - k  h3  (l-E,,)3 

where h, stands for the residual depth of penetration after complete unloading (see 
Fig. 2c). The empirical expression of P = k2(h - h,)* is apn'ori assumed in Eq. (14). The 
relative residual depth E,, is defined by E,, = hjh,,. Accordingly, the hysteresis loop 
energy Up (see Figs. 2b and 2c) defined as the area enclosed with the loading/ 
unloading paths is given by 

(15) 
1 
3 

Up (G Ut - U,) = - k,hmm3 . E , ,  

where use has been made of the compatibility relation of E,, = 1 - Jk,/k,. This loop 
energy Up is consumed as an energy dissipation for creating a residual impression. 
These energy-based considerations lead to several important physical insights into 
the indentation hardness parameters [12,13,17], as demonstrated below. 

A. Indentation ductility index, D 

The present author has defined the indentation ductility index D in terms of Up and 
Ut, as follows: 

namely, as the ratio of the consumed energy for creating the residual impression to 
the total work at P,,,. It has been confirmed experimentally that D is independent of 
P,, and h,,, [13]. D must be 1.0 for a purely plastic (purely ductile) body without 
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elastic recovery during unloading (see Fig. 2b), and 0.0 for a purely elastic body 
exhibiting a complete unloading recovery in an elastic manner along its preceding 
“loading path” (see Fig. 2a). The author has successfully used the indexD combined 
with the energy fracture toughness, K,:/E’ (ICrc: fracture toughness in mode I failure), 
in order to examine the machinability and the machining induced damage of 
engineering materials [13]. 

Combining Eqs. (13) and (15) results in a simple relation of D = l,,, namely D 
simply expresses the relative residual depth g,. Detailed considerations of the 
dependence of D on E’, H, and the geometry of the indenter were made in the 
literature [17]. 

B. Work-of-indentation, W, 

The ‘work-of-indentation’, W,, is defined by the present author as the work required 
to create a unit volume of residual impression [12,13,17]: 

UP w, =- 
vr 

where V, is the total volume of residual impression after complete unloading, and is 
approximated by 

In the derivation of Eq. (18), the surfaces and edges of pyramidal impressions are 
assumed to be straight, and the elastic recovery of the in-surface chordal dimensions 
is ignored [3,5,12]. It is worthy of note that the unit of W, [J m”] is equivalent to the 
unit of Meyer hardness [N m-’1, implying an intimate relation between W, and& and 
actually resulting in 

w, ”H, 
Accordingly, it can be concluded that the Meyer hardness is the elasticlpasfic work for 
creating a unit volume of residual indentation impression. 

C. True hardness, H 

Upon rewriting Eq. (15) in terms of Pmm instead of h , ,  the relation between the 
hysteresis loop energy Up and P,, is as follows: 
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for the present elastoplastic model material. Equation (20) was first derived by the 
present author to estimate the true hardness H from the loop energy Up by the use of 
an observed linear relationship between Up and Pmm3’ [12]. 

The true hardness H is a characteristic material property, used as a measure of 
plasticity, and defined as the consumed energy to create a unit volume of purely 
“plastic” impression. As a matter of fact, in the extreme of plastic (ductile) 
indentation, Le., the extreme of HIE’ to 0 or the indentation ductility D to 1.0, the 
work-of-indentation affords the true hardness: 

lim W, (or lim W, ) = H 
H I E  4 1  D+I 

2.3 Time-Dependent Regime - V?scoeZastic indentation [18] 

Consider now the case where a given strain E(t) as a function of time t is applied to a 
linear viscoelastic material. Good use can be made of the relaxation modulus E(t) for 
this viscoelastic material instead of using the Young’s modulus E for elastic material, 
if the applied strain E(t) is a succession of infinitesimal steps dE(t). Consider one such 
step at time t‘ indicated as dS(f). The stress increment is, thus, obtained by using 
the relaxation modulus with the time duration (t-t‘): 

diJ(t) = - E ( t - f ) d E ( f )  (22) 1-v2 

Substituting the representative stress (Eq. (1)) and the representative strain (Eq. (2) 
with c = tanp) into Eq. (22), and integrating the resultant equation with respect to t’ in 
hereditary manner from t‘ = 0 to t‘ = t, the induced indentation load P(t) at time t for 
an arbitrary applied indentation depth history h(t’) is given as [18] 

There is an a priori assumption in Eqs. (22) and (23) that the Poisson ratio v of this 
viscoelastic material is independent of time t‘. Equation (23) is also straightforwardly 
derived by simply replacingE withE(t - f) in the elastic solution (Eq. (4)), and making 
a hereditary integral. The complementary expression for Eq. (23) is given in terms of 
the creep compliance function D(t), as follows [18]: 

Upon using Eq. (23), the indentation made with a constant rate of penetration v~,, i.e., 
h(t’) = v,, t‘, results in the following viscoelastic constitutive equation [18]: 
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P(t) = -j- gc - vi @(t-f)t'dt' 
y 1-v2 

The indentation load P(t) is proportional to the square of the penetration rate vo. A 
very important corollary of Eq. (W), enabling the determination of the relaxation 
modulus E(t)  from the observed P(t), is derived by differentiating Eq. (25) two times 
with respect to c 1181: 

y2 1-v2 d2P(t) E(t) = - __ ~ 

gc v i  d t2  

Accordingly, the indentation with a constant rate of penetration will provide an 
efficient rheological microprobe to the study of viscoelastic surface deformation, as 
actually seen in the following sections. 

The indentation creep test with a constant load of indentation Po, i.e., the loading 
history of P(t') = PJY(t') (H(t'): Heaviside step function) applied to Eq. (24) leads to 
the following creep formula [18]: 

Po 
2y2(1-v2) h2 (t) = 

gc 

The experimental measurement of the indentation depth h2(t) as a function of time, 
therefore, easily provides the creep function D(t), that is, the complement of the 
relaxation modulus E(t)  in linear viscoelastic regime. Instead of applying a constant 
load to a conical/pyramidal indenter, the application of a fixed indentation depth h,,, 
i.e., h(t') = h,P(f') to Eq. (23) results in the following load relaxation [18]: 

gc h,: P(t)  = - - 
2y2 1-v2 

leading to an easy estimate of the relaxation modulus E(t) in terms of the load 
relaxation P(t) observed in a fmed depth indentation test. 

3 Experimental Details 

3.1 Pyramidal Indenters [16] 

3.1.1 vickers Indenter 

The Vickers indenter with its geometrical parameters is depicted in Fig. 3(a). The 
apex (the diagonal face-to-face angle, 2%) was designed to be 136" because this is the 
angle subtended by the tangents of a Brinell sphere when dlD = 0.375, the most 
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(a) Vickers (b) Berkovich (c) Knoop 

Fig. 3. Geometrical parameters for (a) Vickers, (b) Berkovich, and (c) Knoop indenters. 

recommended ratio for Brinell hardness testing [l]. The inclined face angle p,(z(lSO. 
- 2aV)/2) (see Fig. 3a), therefore, is 22.0". The diagonal edge-to-edge angle 2vv, 
which is related to p, through tanp, = ficotv,, is 148.1'. The semi-diagonal length a 
is given by (&/tanpv)h, and the projected area A,,,(h) is expressed by A,,,(h) = 
(4/tan2j3,)h2. Accordingly, from the definition of the geometrical factor g made in 
Section 1, g = 4/tan2p, = 24.5 for the Vickers indenter. 

3.1.2 Berkovich Indenter 

The geometry of this indenter is illustrated in Fig. 3b. The Berkovich geometry is 
easier to fabricate with a sharp tip than that for the Vickers indenter. This is the main 
reason why the Berkovich indenter is more widely utilized in depth-sensing 
"nano"-indentation systems than is the Vickers indenter. The Berkovich indenter was 
designed to provide the same area to depth relationship, Le., the same g-factor as has 
the Vickers indenter. Subsequently, the following relationships appear: the inclined 
face angle PB = 24.7" (see Fig. 
length a = (2/tanp,)h, andg = 

vB = 77.1", the projected edge 

3.1.3 h o o p  Indenter 

This indenter, as shown in Fig. 3c, has the apical angles 2wi,(= 172.5') and 2v,,(= 
130") subtended by the longer and shorter edges 2a and 2b, respectively. The impres- 
sion has the shape of a lozenge, in which the longer diagonal (2a( = 2tanva . h) )  is 
about seven times ( a b  = 7.11) as large as the shorter diagonal (B(= 2tanvh . h) ) ,  
while the Vickers and Berkovich indenters form regular pyramidal impressions, 
where all the lateral edges are of equal length. The angle 6 = 8.00", inclined face angle 
OK = 2 5 2 ,  and the g-factor is given by g = 2tantyi, . tany,(= 2[(1 + tan26) / 
tan6](l/tan2pK)) = 65.4. Thisg-value, about 2.7 times larger than those of Vickers and 
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Berkovich, means that the Knoop indenter is more blunt than the other indenters. 
Hence, the h o o p  indenter not only gives a shallower impression for the same load, 
but also induces minor indentation surface cracks, a characteristic of importance in 
the microhardness testing of brittle materials and thin films. 

3.2 Instrumented Test System 

3.2.1 Elastic Compliance of Test System 

The depth of indentation h,,, at the peak indentation load P,,, ordinarily ranges from 
5 to 100 pm for micro-indentation systems, while the h,,,-values for nano-indentation 
testing are ordinarily from 10 to 1000 nm. The elastic recovery of the depth at the tip 
of impression during unloading is, roughly speaking, about a half of h,,, for brittle 
ceramics [ 10,12-161. The displacement gauge for sensing the indentation depth, 
therefore, must be operated with extremely high resolution within 0.1 pm for the 
former and 1 nm for the latter. 

In such indentation tests, which require the displacement detection on a micro- or 
nano-scale, the displacement and deformation of elastic surroundings, such as the 
load frame, load train, load cell, test specimen holderhtage, etc., in addition to 
irreversible contact clearances at mechanical joints of the load frame and those 
between the test specimen and its holderhtage, even if these undesirable 
deformations and clearances are extremely small, all lead to crucial difficulties in 
determining reliable indentation depth and then to unacceptable uncertainties in the 
measurements. 

Figures 4a and 4b typify the indentation test systems with different depth-sensing 
configurations: (a) the displacement gauge is mounted on the test frame, and senses 
the motion of the load train attached to the diamond indenter (see Fig. 4a). Systems 
of this type include most of the commercially available indentation test systems 
[Nano-indenter (Nano Instruments Inc., Knoxville, TN, USA), UMIS-2000 (CSIRO, 

(a) Compliant system (b) Stiff system 

Sample holderktage 

Fig. 4. Schematics of instrumented indentation test setup for (a) a compliant, and (b) a stiff system. 
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Lindfield, Australia), DUH-200, DUH-50 (Shimazu Inc., Kyoto, Japan), MHA-400 
(NEC Inc., Tokyo, Japan), Nan0 Test 200 (Micro Materials, Clywd, UK)]. (b) The 
displacement gauge is mounted on the holdedstage of test specimen and senses the 
“relative” displacement of load train immediately above the indenter tip (see Fig. 4b). 
The present author has developed indentation systems of this type [12-181. 

The observed indentation depth, hobs, in the former system (Fig. 4a), and referred 
to as a “compliant system”, inevitably and significantly includes undesirable contri- 
butions from elastic compliance of the surroundings as well as contact clearances. 
However, this system has the advantage of easily monitoring indentation behavior at 
elevated temperatures, in hostile environments, etc. The observed depth hobs is 
related to the penetration depth h by hobs = h + Ah, where Ah is the elastic and/or 
irreversible depth (displacement) which mainly stems from undesirable load frame 
compliance and mechanical contact clearances. A precise calibration for Ah must be 
made prior to indentation testing. 

In contrast, the latter system given in Fig. 4b, referred to as the “stiff system“ 
minimizes or eliminates the contribution of Ah. Note that the displacement measured 
by this system includes only the depth of penetration and the elastic deformation of 
diamond indentedits mount, provided that the contact clearance between the 
specimen and its holder is carefully negated. 

3.2.2 Indentation Test (12-181 

Two different types of indentation tests are recommended: (1) indentation loading/ 
unloading tests with constant rate of penetration both in time-dependent and time- 
independent regimes, and (2) indentation creep tests with constant indentation load 
for time-dependent indentation. In the former test system as shown in Fig. 5a, a 
constant rate of penetration is applied on an indenter through a very stiff load train by 
the use of a conventional displacement-controlled test machine. The load of 

bath 

1 

Bala 

(a) Constant rate of penetration (b) Constant load of indentation 

Fig. 5. Instrumented indentation test systems for (a) constant rate of penetration, and (b) constant load of 
indentation. 
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indentation was monitored by a load cell, and the adjoint penetration depth by a gap 
detector. The latter test system of constant loading (indentation creep) is depicted in 
Fig. 5b. Aconstant external load was applied to the indenter by an appropriate weight 
via a mechanical lever. The apparatus must be furnished with an air bearing which 
controls the applied load with the accuracy of -+ 0.01 N. A load cell connected in series 
to the load train is utilized to confirm that the applied load is kept constant during a 
creep test. 

The temperature control system used both for the constant penetration rate and 
for the constant load tests comprises a water bath, circulator, and a temperature- 
controlling unit. The temperature of circulating water is controlled within f 0.05“C. 
This temperature controlling system is very essential in the “time-dependent’’ regime 
of indentation. In the “time-independent” regime, however, due to the indentation 
behavior that is insensitive to temperature, indentation tests can always be conducted 
at ambient temperatures without a temperature controlling system. 

4 Application to Carbon-related Materials 

4.1 Elastophstic DeformcStion of Heat- Treated Carbons (241 

The form of the stress vs. strain curves (S-S curves) of various types of carbon 
materials has been studied in tensile, compressive, and flexural fields. Most of these 
S-S curves are nonlinear (inelastic), and have a permanent residual strain after 
complete unloading [25]. The apparent elastic moduli defined by the tangent of 
loading S-S curves at respective strain values are always greater at small strains than 
those at large strains, demonstrating “work-hardening”. However, the unloading S-S 
relationship is rather linear, resulting in a hysteresis loop during a loadinghnloading 
cycle. In addition, the subsequent reloading curve does not coincide with the fore- 
going unloading curve, yielding another hysteresis loop. It has also been noted that 
pre-stressing alters the apparent elastic modulus at small strains; pre-stressing in 
compression reduces the elastic modulus [25 3. Increased heat-treatment tempera- 
tures of carbon materials, in general, enhance these complicated nonlinear and 
inelastic behaviors [24]. 

In this section, a pyramidal (tetragonal Vickers) indentation technique is applied 
to examine the elastoplastic surface deformation of carbon materials heat-treated at 
various temperatures ranging from 880 to 2600°C. The elasticity and the plasticity of 
carbon materials will, then, be related to the degree of graphitization in a quantitative 
manner. 

4.1.1 Test Materials 

The degree of graphitization is controlled by the heat-treatment temperature (HTT) 
of an isotropic carbon. This starting carbon material was treated at 880°C by baking a 
molded green body (about 100 mm in diameter and 100 mm in thickness) made by 
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Table 1 

Structural parameters of heat-treated carbons 

Heat-treated carbon H7T Bulk density d,, Lc(002) L,(110) PI  
(“C) (g/cm3) (nm) (nm) (nm) 

S-880 880 1.67 0.3497 3.3 - - 
s-1000 1000 1.69 0.3493 3.4 - - 

S-1550 1550 1.75 0.3446 7.7 - - 
S-1800 1800 1.75 0.3431 18.2 - 0.10 

S-2300 2300 1.77 0.3376 41.9 55.1 0.45 
S-2600 2600 1.78 0.3371 49.5 67.4 0.53 

cold-isostatic pressing fine-grained coal-tar cokes (average grain size of about 5 pm) 
with coal-tar pitch binder. A carbon rod (about 30 mm in diameter and 100 mm in 
length) was machined out of 15 mm thickness. Each carbon diskwas then heat-treated 
in an electric furnace with argon gas at temperatures of 1000, 1550, 1800,2300, and 
2600°C; heated to the required temperature during 1.0 h, held at the final tempera- 
ture for 1.0 h, and then cooled to room temperature. These carbon specimens are 
named S-880, S-1000, S-1550, S-1800, S-2300, and S-2600. Some of the structural 
parameters of these heat-treated carbons are listed in Table 1. The graphitic inter- 
layer spacing d,, was determined from the 002 and 004 X-ray diffraction lines. The 
mean thickness Lc(002) and the diameter L,(110) of graphitic crystallites are, 
respectively, estimated from the 002 and 110 diffraction lines. The Warren’s 
probability PI for finding the AB-stacking of graphitic layers was determined from the 
Fourier analysis of the asymmetric 10 and 11 diffraction lines. 

One flat face of each disk specimen was finished to a mirror surface using alumina 
abrasives (mean grain size of about 1 pm) prior to indentation tests. 

4.1.2. Indentation Test 

The test setup of instrumented indentation apparatus is depicted in Fig. 5a without 
using the water bath. Indentation loads were monitored with a precision of & 0.01 N 
by a load cell (TCLZ-100KA, Tokyo Sokki Co., Ltd.) mounted in a very stiff load 
train. The relative displacement between the Vickers indenter and the specimen 
surface was measured with the precision of k O . 1  pm by an eddy-current extensometer 
(VS-011, Ono Sokki, Co., Ltd.) mounted on the test specimen holder. The extenso- 
meter monitors the relative displacement of a thin stainless steel disk attached to the 
stiff load train immediately above the indenter. This instrumental setup, to detect the 
depth of indentation penetration via measuring the “relative” displacement, is 
mandatory to eliminate undesirable deformations/clearances of surrounding fixtures 
and the load frame of the test system. Details of the reproducibility and the reliability 
of the instrumented indentation apparatus used in this study are reported in the 
literature [16]. 
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All of the indentation loading/unloading tests were conducted using a conven- 
tional displacement-controlled test machine (Sanwa Kiki Co., Ltd) with a constant 
crosshead speed of 0.01 mm min-’. The applied peak load of indentation was 19.6 N 
(20.0 kgf) for all the test specimens. Five separate indentation loading/unloading tests 
were performed for each specimen at different locations of the polished surface to 
ensure the reproducibility/reliability of measurement and consistent indentation 
behavior. The outputs from the load cell and the extensometer were recorded in a 
digital data logger (Memory Hi-Corder 8851, Hioki Co., Ltd.), as well as an analogue 
X-Y recorder (WX4000, Graphtec Co. Ltd.) connected in parallel to the digital 
logger. 

4.1.3 Test Results and Discussion [24] 

A. Cystallographic structures of the heat-treated carbons 

None of the characteristic diffraction peaks or the extremely weak and diffused peaks 
of 004 and 110 were observed for the carbons of low H’IT (S-880, S-1000, and S-1550) 
typifying the X-ray diffraction spectra of disordered carbons. The L,(002)-, P,-values 
(see Table 1) and the existence of a 101 diffraction peak for carbons with HTT 
exceeding 1800°C (S-1800, S-2300, and S-2600) confirms the presence of a transition 
at temperatures between 1550 and 1800°C from the disordered turbostratic to graphi- 
tic stacking of carbon layers. In contrast to these crystallographic characteristics, the 
bulk density and the interlayer spacing dW2 vary rather monotonously with HlT, 
followed by saturation at temperatures above 2300°C. 

B. Indentation P-h relationship 

Examples of the Vickers indentation P-h hysteresis loops during loading to P,,,,, = 
19.6 N and subsequent unloading are shown in Fig. 6 for the carbon materials (S-880, 
S-1550, and S-2600) heat-treated at 880, 1550 and 2600”C, respectively. The maxi- 
mum penetration depth h,, at PmaX( = 19.6 N) progressively increases with increase in 
the heat-treatment temperature (HIT), indicating easier penetration, i.e., enhanced 
“softening” caused by an increase in HlT. The area Up of hysteresis loop (the area 
enclosed with the loading and unloading P-h curves; refer to Fig. 2c), that is the 
external work required for the elastoplastic indentation process in a loadinghnload- 
ing cycle, also progressively increases with increasing HlT. 

A significant elastic recovery of impression was observed during unloading for all 
the carbon materials. The residual depth h,(defined in Fig. 2) was well recognized for 
the test materials heat-treated at temperatures below 1550°C. However, the residual 
depth of impression of tested materials with H’IT exceeding 1800°C was so small that 
the residual impression after unloading is hardly visible on the indented surface, 
meaning a nearly complete elastic recovery of indented surface. The elastic energy U, 
released along the un1oadingP-h curve, i.e., the area enclosed with the unloading P-h 
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Fig. 6. Loadvs. depth hystereses of Vickers indentation on carbons; S-880, S-1550, and S-2600 heat-treated, 
respectively, at 880°C, 1550"C, and 2600°C. 

Table 2 

Indentation parameters at P,,, = 19.6 N 

S-880 33.3 10.4 0.135 0.092 14.2 19.1 0.31 0.43 0.57 
S-1000 40.5 15.1 0.167 0.122 13.5 25.0 0.37 0.33 0.67 
S-1550 49.2 10.7 0.187 0.146 16.5 32.7 0.22 0.34 0.66 
S-1800 52.9 4.3 0.171 0.192 17.5 35.4 0.082 0.33 0.67 
S-2300 61.6 5.2 0.248 0.175 18.4 43.2 0.085 0.30 0.70 
S-2600 75.4 8.9 0.322 0.172 19.4 56.0 0.12 0.26 0.74 

Vickers indentation. 

line and the abscissa (Le., h-axis) of P-h diagram (see Fig. 6, and refer to Fig. 2c) is 
also strongly dependent on HTT. The indentation parameters, h,,, h,, cr(= hJhmaX), 
Up, and Ue in Vickers indentation tests conducted at P,,, = 19.6 N are listed in Table 2. 

In most of the brittle ceramics, their loading as well as unloading behaviors for 
pyramidal indentations (Vickers, Berkovich, and Knoop indentations) are character- 
ized by the quadratic P-h relations; P = k,h2 for loading and P = k,(h-h,)' for 
unloading, as addressed in Sec. 2.2 [12-181. The loading parameter k,,  as defined in 
Eq. (lo), is related to the elastic modulus E' and the true hardness h. In contrast, the 
unloading parameter k, that reflects the elastic recovery associated with unloading 
process is, therefore, exclusively dominated by the elastic modulus E' [ 171. 

The P-h loading curves of all the carbon materials of different HTT conform to P 
vs. h2 linear or f ivs .  h linear relationships, as illustrated in Fig. 7. In order to confirm 
the reproducibility of observations, Fig. 7 plots the superposition of test results in 
several separate indentation tests for each carbon material. The slope of the @vs. h 
linear line affords Jk,. The loading parameter k,, thus determined from the slope of 
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Fig. 7. fi vs h linear relations of Vickers indentation loading for the heat-treated carbons; S-880, S-1000 
S-1550, S-1800, S-2300, and S-2600. The slope of the respective linear lines gives the loading parameter 6 

(see Eq. (9)). 

Table 3 

Elastic moduli and hardness parameters (Vickers indenter) 

Young’s modulus Poisson’s ratio v Loading Meyer hardness True hardness H 
E (GPa) (-1 parameter k ,  HM (GPa) (GP4  

@Pa) 

S-880 19.2 0.17 17.8 0.73 2.21 
S-1000 19.1 0.24 11.1 0.45 1.02 
S-1550 13.5 0.25 8.01 0.33 0.74 
S-1800 12.0 0.29 7.03 0.29 0.64 
S-2300 11.5 0.23 5.28 0.22 0.44 
S-2600 10.8 0.16 3.65 0.15 0.27 

the linear plot in Fig. 7, is listed in Table 3 along with Young’s modulus E and 
Poisson’s ratio v determined with a conventional ultrasonic method. 

vs. h linear relation 
in Fig. 7, the unloading P-h relations for all the carbon materials are by no means 
subject to the quadratic P = (h-h,)’ relationships, unlike the unloading behavior of 
most brittle ceramics. Partially or fully “reversible” slip of dislocations in graphitic 
layers may lead to such a unique unloading curve, resulting in a sizable deviation from 
the quadratic Pvs (h-hJ’relation, the details of which are given in the literature [24]. 

In comparison to the loading P vs. h2 quadratic relation, or 

C. Hardness Parameters 

The Meyer hardness HM is the mean pressure defined by the ratio of indentation load 
P to the “projected” residual area Apro of indentation impression, i.e., HM = P/Apro. 
The carbon materials examined in this work as well as those in the literature, leave 
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hardly visible impressions after complete unloading, due to the significant elastic 
recovery of penetration depth during unloading, so leading to a difficulty in deter- 
mining the projected areaApm, and then H,. In order to circumvent this difficulty, an 
alternative expression (Eq. (11)) for H,, in terms of the loading parameter k, is 
utilized to estimate H,. The geometrical factor g of the Vickers indenter is 24.5 (= 
4/tan2P with the inclined face angle P = 22.0”). The geometrical 7,-value of the surface 
profile of elastoplastic impression ranges from 0.9 to 1.1, being ordinarily approxi- 
mated to 1.0 without any crucial ambiguities. The Meyer hardness H ,  of the carbon 
materials for Vickers’ indentation, thus estimated in Eq. (ll),  is listed in Table 3. The 
Meyer hardness is not a measure for “plasticity”. It depends not only on plastic 
properties but also on elastic properties, as readily inferred from the E‘- and 
H-dependent ,+parameter (see Eqs. (11) and (12)); the Meyer hardness decreases 
with the decrease in H, as well as the decrease in E’ [17]. Accordingly, H ,  cannot be 
utilized simply as a measure for plasticity. 

The true hardness H ,  the parameter proposed by the present author, is one 
measure to quantitatively characterize the plasticity of materials, and is singled out by 
using Eq. (10) with the k,- and ,??-values determined experimentally. The true 
hardness values, H ,  thus obtained for the present carbon materials, are listed in Table 
3. 

Both the elastic parameter E and the plastic parameter H monotonously decrease 
with the increase in HTT. It must be noted that the decrease in H-values with 
increasing H l T  at 880°C I I€IT 5 1000°C is significant. Values of H at ITIT = 880°C 
decrease by more than a half at HTT = 1000°C. In contrast to the HTTT-dependence 
of H-values at HIT = 900”C, no significant change was observed for the elastic 
modulus E in the same range of HTT. This is then followed by a rather significant 
reduction of E-value in 1000°C < HTT I 1800°C. The E-values are reduced to 3/5 in 
this range of HTT. 

The “indentation softening” induced by decreases both in the E- andH-values with 
increasing HIT directly reflects on the Meyer hardness H,, for it is prescribed by the 
combined deformation in elastic and plastic penetration processes. H ,  experiences a 
sharp decrease from the value of 0.73 GPa to 0.45 GPa in 880°C I HTT I lOOO”C, and 
it then exhibits a linear decrease for HTT > 1000°C with increasing HTT. 

D. Elastic and Plastic Deformations in Indentation Loading 

In the elastoplastic regime, the total penetration depth h is represented by the sum of 
elastic and plastic penetration depths, he and h,, i.e., h = he + h,. Combining this 
additivity with the basic constitutive equations (Eqs. (7) to (lo)), the normalized 
expressions of the relative elastic and plastic depths &(=hJh) and c,(=hJh) are given 
in terms of E’ and H, as follows [2]: 
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Fig. 8. Contribution of the elastic penetration h, and the plastic penetration h, to the total penetration of 
h( = he + hp)  at the indentation load P,,, = 19.6 N on the carbon materials heat-treated at temperatures 

ranging from 880°C to 2600°C. 

and 

(29b) 
1 

5, [G ;]= 1 + J2(H / E t > /  tan p 

The relative depths 5, and E,, are independent of the total depth h, and so of the 
applied indentation load P.  They are described using the characteristic material 
parameters E‘ and H ,  as well as the indenter’s geometry p. These relative depths 
estimated for the carbon materials with different H lTs  are listed in Table 2 where the 
absolute values, he and h,, at an indentation loadP = 19.6 N are also listed. Due to the 
“softening” enhanced by increasing HTT, both he and h, significantly increase with 
increasing H’IT. However, the contribution of the elastic penetration to the total 
depth h (the ratio of he to h, Le., E,,) becomes less important with increasing in H?T, 
and vice versa in the plastic contribution (S,), as clearly seen in Fig. 8. The plastic 
contribution becomes progressively significant with increasing HlT .  The develop- 
ment of graphitic structures with increasing HlT  (see Table 1) makes easier the 
movements (slippages) of dislocations that lie in the graphitic basal planes, and 
resulting in an increased importance of plastic contributions to indentation loading 
processes. 

4.2 Viscoelastic Deformation of Coal-Tar Pitch [26] 

Pitches are typical glass-forming organic materials. No crystalline phases appear even 
when molten pitches are cooled as slowly as possible. They form amorphous (glassy) 
solids below their glass transition temperature Tg. The Brownian motion of consti- 
tuent molecules in pitch is largely depressed below T,. In general, these glass-forming 
materials exhibit viscoelastic deformation and flow at temperatures exceeding Tg. 
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Their viscoelastic parameters, such as the steady-state shear viscosity q,, creep 
compliance function D(t), and the stress relaxation modulus E(t),  are intimately 
related to the molecular weight and its distribution, shape/configuration of consti- 
tuent molecules, etc. An increase in molecular weight results in increases in the glass 
transition temperature, steady-state viscosity, and creep resistance [27]. 

It is recognized, empirically, that rheological behaviors of coal-tar pitches and 
crude oil residues are highly modified by halogenhalide-treatments such as adding 
halides or by exposure to halogen gases, etc. These chemical treatments significantly 
raise the glass transition temperature, softening point, and the shear viscosity of 
pitches, which on carbonization produce various types of hard carbons (non- 
graphitizable) [28]. 

The major objectives in this section are to demonstrate the efficiency of the 
indentation approach to viscoelastic studies of pitches and to examine the effect of 
iodine-treatment on the viscoelastic behavior of a coal-tar pitch through the quanti- 
tative analysis of Vickers indentation load-depth curves measured under various test 
conditions. The indentation test technique is superb as an efficient microprobe for 
mechanical characterizations in a hostile environment as found in the present study 
for iodine-treated materials. Conventional viscoelastic test apparatus face crucial 
difficulties at elevated temperatures in such a corrosive test environment. 

4.2.1 Test Materials 

Some of the properties of the initial coal-tar pitch include softening point (ring and 
ball method) of 101”C, toluene- and quinoline-insoluble components of 14.6 wt% and 
0.6 wt% respectively, and a carbon yield of 53.3 wt% during carbonization. A molded 
coal-tar pitch disk (12 mm in diameter, 5 mm in height, and about 0.5 g in weight) was 
set in the reactor and exposed to saturated iodine vapor at 373 K (100°C). Extents of 
reaction with iodine were controlled by changing the soak time. Thus six different 
iodine-treated pitch samples (CTP-00, CTP-12, CTP-24, CTP-48, CTP-72, and 
CTP-96) were prepared for viscoelastic indentation testing; “CTP” indicates the 
coal-tar pitch used as the starting material, and the two digits after CTP represent the 
soaking time in hours. Accordingly, CTP-00 is the original coal-tar pitch without 
iodine treatment, and CI’P-96 means the pitch sample was iodine-treated for 96 h. 
Amounts of iodine absorbed in the pitch samples were estimated from changes in 
weight before and after the iodine treatment. Iodine contents progressively increased 
with increasing soaking time. An electron probe microanalysis confirmed a uniform 
distribution of iodine within the respective disk-shaped samples. The microstructural 
details of the iodine-treated pitches are reported in the literature 1281. 

4.2.2. Time-dependent Indentation Tests 

These disk-shaped CI’P samples were mounted in an epoxide resin and cured at room 
temperature. The mounted specimen disks were then polished flat for the indentation 
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tests. The test specimen was glued onto a steel-made specimen holder using a ciano- 
acrylate adhesive and the holder fixed on a magnetic chuck in the indentation test 
apparatus. 

Conducted were (1) tests for a constant rate of penetration during indentation 
loadinghnloading, and (2) creep tests with a constant indentation load. A constant 
rate of penetration of 0.83 pm/s was applied on a Vickers indenter through a load 
train using a conventional displacement-controlled test machine, as illustrated in Fig. 
5a. In the creep test, a constant load of 0.98 N was applied on a Vickers indenter via a 
mechanical lever furnished with an air bearing, as depicted in Fig. 5b. 

The viscoelastic indentation tests included temperatures of measurement from 
282.9 K (9.7"C) to 338.3 K (651°C) in constant rate of penetration tests, and from 
312.7 K (39.5"C) to 362.4 K (89.2"C) in constant load indentation creep tests. Details 
of the temperature controlling system are given in Section 3.2. 

4.2.3 Results 

The test results of penetration depth h under a constant indentation load (Po) of 0.98 
N are shown in Fig. 9 for increasing temperature scanning at a rate of 2 K m i d .  The 
indentation load Po was applied to a test specimen at room temperature which is well 
below the glass transition temperatures of the pitches, so creating a time-independent 
elastoplastic impression with the penetration depth hep. This time-independent 
elastoplastic penetration depth he, is offset to zero in Fig. 9 in order to single out the 
time-dependent viscoelastic penetration which appears in the subsequent softening 
process along with scanning using increasing temperatures. Softening of the 
non-treated coal-tar pitch, CTP-00, starts at about 324 K (51°C). The temperature of 
softening increases with increasing in soaking time in the iodine vapor. Another 
important rheological feature in this temperature-scanning diagram is that the iodine 

Vickers indenter CTP-lP CTP-48 

0 I 
50 60 70 80 

Temperature, T ("C) 

Fig. 9. Softeningcurves of as received and iodine-treated pitchesunder a constant indentation load of 0.98 N 
for rising temperature scanning with the rate of q = 2"/min. 
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Fig. 10. Vickers indentation test results at various temperatures of measurement for a constant rate of 
penetration (0.83 pm/s) of the pitch as received (CTP-00). 

non-treated pitch sample (CTP-00) exhibits a sharply increasing depth curve with 
respect to temperature scanning, whereas this increasing behavior tends to become 
progressively sluggish with increasing in soak time. As a matter of fact, a temperature 
scanning of only 5" is enough to cause a viscoelastic penetration depth of 60 pm for 
CTP-00, while CTP-96 requires about 20°C of temperature scanning to attain the 
same penetration depth. 

The time (t)-dependent indentation load P(t) vs. penetration depth h(t)  relations 
of CTP-00 during indentation loading in constant rate of penetration tests (vo = 0.83 
pm/s) are shown in Fig. 10 for the temperatures of measurement. The loading P-h 
curve changes its functional form from quadratic (P(t)  [h(t)]*) in the lower tempera- 
ture regime to linear (P(t) oc h(t)) in the higher temperature regime, indicating the 
transition from more elastic to more viscous behaviors with increasing temperature 

Some examples of the test results in constant load (Po = 0.98 N) indentation creep 
tests are shown in Figs. l l a - c  for CTP-00, CTP-12, and CTP-24, respectively. The 
penetration depth of [h(t)]* is plotted against time t on the basis of the linear 
viscoelastic expression (see Eq. (27)). Accordingly, these penetration depth curves in 
Fig. 11 straightfonvardly express the creep compliance function D(t). In Fig. 11, the 
intercept of the ordinate [the axis of penetration depth h2(t)] represents an instanta- 
neous elastoplastic penetration depth h(0) immediately after the stepwise creep 
loading. It is seen in Fig. 11 that the iodine treatment of coal-tar pitch significantly 
modifies the viscoelastic behavior. However, it has no important influence on the 
instantaneous penetration depth h(0) and hence on the instantaneous compliance 
D(0). This fact means an insignificant effect of iodine treatment on Young's modulus 
E ,  for D(0) as related to E by E = l/D(O). 

[181. 
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Fig. 11. Vickers indentation creeps (Po = 0.98 N) at various temperatures of measurement for (a) CTP-00, 
(b) CTP-12, and (c) CTP-24 pitches. 

4.2.4 Discussion 

A. Time- Temperature Superposition 

The time (t)-temperature (T) superposition procedure for rheological functions such 
as creep compliance function and stress relaxation modulus is well established and 
accepted in simple thermorheologically materials [29,30]. These functions at different 
temperatures of measurement are sufficiently accurate to be superimposed and 
compose a master curve at an arbitrary reference temperature To when shifted 
parallel to the log t axis. Sakai et al. [27] demonstrated in creep tests that coal-tar 
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pitches and petroleum oil residues are thermo-rheologically simple [27]. The time- 
temperature superposition means that time t always appears in these rheological 
functions coupled with a temperature dependent characteristic relaxation (or 
retardation) time, say z(7‘), in the dimensionless form f/z(T). Then the shift factor a7. 
for superposition is defined by T(T)/T(T,J using the relaxation times z(T) and z(T,,) at 
temperature T and the reference temperature T,,. As a familiar example, the tempera- 
ture dependence of ur has been characterized by the WLF-equation in glass-forming 
materials [29,30]. 

In thermo-rheologically simple materials, Eq. (25) allows the following super- 
position rule in a constant rate penetration test [18,26]; 

in which [ . . . I r  and [ . . . I r 8 ,  represent the load P with respect to time t or to penetration 
depth h at temperature T,  and at the reference temperature T,,, respectively. Accord- 
ingly, Eqs. (30) and (30’) conform to the superposition rules of time-temperature and 
also of penetration depth-temperature in double logarithmic plots of log P vs. log t 
and log P vs. log h, respectively. The P-t or P-h curve measured at a temperature Tin 
a constant rate penetration test is superposed on the curve at the reference 
temperature T,, upon shifting the curve by log a, along the log t or the log h axis due to 
the term of t/u,or hlu, as well as adjoint shifting by 210g a,. along the log P axis due to 
the term of P(t)/u: or P(h)/u;. This procedure is, therefore, referred to as “one-two’’ 
superposition [18]. 

An example of “one-two” superposition applied to the P-h curves in Fig. 10 
(CTP-00) is shown in Fig. 12. The respective P-h curves at different temperatures of 
measurement were superposed on the curve at the reference temperature of T,, = 
323.2 K (= 50.0”C). This process composes a single master P-h curve by shifting along 
the log h axis with log u7 and along the log P axis with 210g uT. As seen in Fig. 12, the 
superposition procedure is sufficiently accurate to yield a well-defined master curve. 
The slope of the master curve is 2.0 for the extreme case of small penetration depth, 
which corresponds to a purely elastic deformation, and is 1.0 in the extreme case of 
large penetration depth corresponding to a purely viscous flow. 

The shift factor used for the superposition in Fig. 12 is shown in Fig. 13 (open 
circles) as an Arrhenius plot of log Q,VS. 1/T relation. Because the shift factor uT has 
been defined by T(T)/T(T,) in terms of the characteristic relaxation times at Tand TI, it 
is also alternatively expressed as qs(T)/qs(T,J by use of the steady-state shear viscosity 
q,(T) at Tand qs(T,,) at the reference temperature T(,. Accordingly, the slope of the log 
aT vs. 1/T linear approximation gives the activation energy AH,, for viscous flow of 
CTP-00 (open circles in Fig. 13), resulting in AH,, = 340 kJ mol-’, being similar to the 
reported values which were evaluated at temperatures near to the softening point 
~ 7 1 .  
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Fig. 12. P-h master curve of CTP-00 for the Vickers indentation with a constant rate of penetration (v~, = 
0.83 pm/s). The temperature dependence of shift factor uT used in time-temperature superposition 

procedure (the reference temperature T,, = 323.2 K) is plotted in Fig. 13. 

Temperature, T (K) 
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Fig. 13. Dependence of the shift factoru,on temperature with the reference temperature T,, of 323.2 K. The 
circles mark the data of CTP-00, and the noncircular symbols are for the iodine-treated pitches. 

The time-temperature superposition procedure in creep curves is straightforward, 
and is well established [29]. An example of the superposition applied to the creep 
curves in Fig. l l (a)  for CTP-00 is illustrated in Fig. 14 as the master creep curve at the 
reference temperature To of 323.2 K. The master creep compliance function D(t) in 
Fig. 14 was composed from the observed penetration depths along the log t axis using 
the shift factor uT to superpose on the reference curve at To = 323.2 K. The super- 
position was satisfactorily conducted, as shown in Fig. 14. The shift factor uT of 
CTP-00 used for superposition is given in Fig. 13 (closed circles) as an Arrhenius plot, 
demonstrating an excellent agreement between the shift factors in the indentation 
tests for constant rate of penetration (open circles) and for constant load creep 
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Fig. 14. Creep compliance master curve of CTP-00 composed at To = 323.2 K. The broken line indicates the 
creep curve numerically converted from the stress relaxation modulus E(t )  shown in Fig. 15. 

(closed circles). This excellent agreement confirms the self-consistency in the present 
theoretical as well as experimental analyses for viscoelastic indentations. 

B. Dual Correlation Between E(t) and D(t) 

The stress relaxation modulus E(t) is estimated in constant rate of penetration tests 
from the second derivative of indentation load P(t) with respect to time t (see Eq. 
(26)), or with respect to penetration depth h in the following alternative expression 
[18]: 

y2 (1 -v 2 ,  d [P(h)] 
E(t) = 

gc dh2 

The application of Eq. (26') to the master curve of CTP-00 (Fig. 12) results in the 
relaxation modulus E(t) at 323.2 K, as shown in Fig. 15, where the extrapolated 
relaxation modulus to short times reaches 4.1 GPa, that is, the Young's modulus E of 
CTP-00 at 323.2 K, showing a satisfactory agreement with the E-value determined by 
the conventional ultrasonic method in a separate measurement. The relaxation 
modulus of CTP-00 at 323.2 K (50.0"C) exhibits a sharp fall in the terminal zone in a 
time of lo4 s, this being the time required for a complete relaxation of all possible 
viscoelastic processes and mechanisms, and for the onset of purely viscous steady- 
state flow. 

The application of a Laplace transform to E(t) facilitate the computation of the 
creep compliance function D(t)[ 181. The Laplace-converted D(t) thus estimated from 
E(t) observed is illustrated in Fig. 14 by the broken line. An excellent coincidence of 
the numerically converted D(t) with that observed experimentally again confirms the 
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Fig. 15. Stress relaxation modulus of CTP-00 at 323.2 K. 

self-consistency of the present theoretical/experimental framework for viscoelastic 
indentation. 

C. Effect of Iodine Treatment 

Figures 9 and 11 indicate that the iodine treatment significantly alters the viscoelastic 
behavior of the original coal-tar pitch CTP-00. Softening as well as creeping are 
progressively suppressed by the iodine treatment. 

The master creep curves of the iodine-treated coal-tar pitches, which were super- 
posed at the reference temperature To = 323.2 K (50.0"C), are shown in Fig. 16, the 
shift factors a ,  used in these superposition procedures being plotted in Fig. 13. The 
following specific rheological features are worthy of note: The iodine treatment (1) 
has an insignificant effect on the instantaneous creep compliance D(O), meaning no 
effects on the instantaneous elastic behavior, (2) significantly and progressively 
retards creep deformation and flow, and (3) alters the temperature dependence of the 

Vickers indentation (Po=0.98N) - 
I I I 

m 4 ; ; ; A 
Time, log t/aT (sec) 

Fig. 16. Creep compliance master curves of the pitches as received, and iodine-treated. 
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shift factor uT and thus, varies the temperature dependence of the steady-state 
viscosity q,, once the coal-tar pitch is iodine-treated. However, the soaking time, Le., 
the content of iodine within pitch, has an insignificant effect on this temperature 
dependence, as clearly seen in Fig. 13. The activation energy AH,,, which was 
estimated from the slope of the Arrhenius linear approximation in Fig. 13, was 
reduced from 340 kJ mol-' (open and closed circles) to 172 kJ mol-' (non-circular 
marks) by the iodine treatment. 

Further rheological information on the effect of iodine treatment is given by 
introducing the spectrum of retardation times, L(z). The creep compliance function 
D(t) is written in terms of the retardation time spectrum L(z), as follows [29]: 

~ ( t )  = D(O) + jm 4 L(~)(I -e-"' )d In z + t / [2(1+ v>q, 1 (31) 

where the continuous retardation spectrum is defined as L(z)d In z, the contribution 
to compliance (inverse of rigidity) associated with retardation times whose logarithms 
lie in the range between In z and In z + d In z. The second approximation method of 
Schwarzl and Starverman [29] gives the retardation time spectrum L(z) in terms of 
the time-derivatives of creep compliance function D(t); 

The numerical results of L(z)  for the iodine-treated pitch samples are illustrated in 
Fig. 17, demonstrating a significant effect of iodine treatment on the retardation time 
spectrum. The longest retardation time z, of the iodine non-treated CTP-00 is of the 
order of lo3 s, and that of CTP-96, by way of example, is of lo5 s. At the longest 
retardation time z,, the respective pitches reach a state of steady flow, and henceL(z) 
vanishes. The z,-value as well as the peak value of each spectrum which appears at 
long retardation times are increased with the increase in the soaking time in the 
iodine vapor. It is to be noted, however, that with increasing soaking time the 
contributions to L(z)  from short-time retardation mechanisms change the spectrum 
very little. 

2 

$ 
8 
$& 
c 0 ':I 

F ?  
S I  

b -  

._ 
1 -  m 

al 
U 

0 
0 2 4 6 

Retardation time, log z (sec) 

Fig. 17. Retardation time spectra at 323 K. 
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The magnitude of the retardation time spectrum L(z), at each retardation time z, 
represents the elastic compliance (the inverse of elastic stiffness) for the molecular 
processes and mechanisms with the characteristic retardation time of z. In the region 
of shorter retardation times, the Brownian motions of small-size molecules and ions 
or the very localized small segments within larger molecules and molecular/ionic 
complexes dominate the retardation processes. In contrast, the microscopic 
mechanisms associated with the Brownian motions of large-size molecules and ionic 
complexes as their global and cooperative movements contribute to the longer 
retardation processes. Accordingly, as clearly seen in Fig. 17, the small-size 
components and the localized small segments of coal-tar pitch and iodine-treated 
charge-transfer complexes, which exclusively contribute to short-time retardation 
processes, behave less compliant (more stiff). On the other hand, the large-size pitch 
molecules and charge-transfer complexes that were created by iodine treatment 
behave more compliant (less stiff) in long-time retardation processes. 

The steady-state compliance 0, is a measure of the elastic deformation during 
“steady flow” of viscoelastic liquids [29]. In other words, 0, expresses how compliant 
in an elastic manner the material tested is against a long-time mechanical response, 
that is in contrast to the compliance D(0) for instantaneous mechanical response. The 
steady-state compliance D, is given by the following formula using L(z) [29], 

where instantaneous compliance D(0) is ordinarily negligible in comparison with the 
integral. Accordingly, the area enclosed with each retardation time spectrum curve in 
Fig, 17 approximately yields D, as a measure of the elastic deformation, indicating 
that the iodine treatment progressively makes the coal-tar pitch more compliant. This 
may be reflected from the presence of charge-transfer complexes larger in their sizes 
and bulkier in their configurations. The D,-values of iodine-treated pitches thus 
obtained by applying Eq. (33) to Fig. 17 are plotted in Fig. 18. The steady-state shear 
viscosity q, is approximated by q, = zM/[2(1 -t v)D,], and then calculated using the 
observed D, and T ~ .  The q,-values thus calculated at 323.2 K (5O.O0C) are also shown 
in Fig. 18 along with T,-values. These rheological parameters (qs, D,, and 2,) signifi- 
cantly increase with iodine treatment. 

5 Concluding Remarks 

A pyramidal indenter, as an efficient mechanical probe for micro-/nano-characteri- 
zation, has been applied to engineering materials with time-dependent/-independent 
mechanical responses. The constitutive relationships of (a) purely elastic, (b) purely 
plastic, (c) purely viscous, (d) elastoplastic, and (e) viscoelastic deformations were 
formulated for pyramidal indentations. The present mathematical analyses for 
pyramidal indenters may also be extended to flat-ended and spherical indenters [31]. 
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Fig. 18. Dependence of long-term rheological parameters (steady-state compliance D,, maximum 
retardation time zM, and steady-state shear viscosity q,) on the soaking time in saturated iodine vapor. 

The following conclusions are made from the theoretical considerations. 
1. It is possible to quantitatively separate the plastic (true hardness H) and the 

elastic (Young's modulus E) measurements in the elastoplastic regime. 
2. Meyer hardness HM is the indenter's geometry-dependent elastoplastic para- 

meter, increasing with H,  as well as with E. 
3. The Meyer hardness H,, being defined as a mean pressure against elasto- 

plastic penetration, is recognized as the elastoplastic energy consumed to 
create a unit volume of pyramidal impression. 
Energy-based considerations are efficient to understand the microscopic 
processes and mechanisms associated with the complicated elastoplastic pene- 
tration of indentation. 

4. 
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5. The Boltzmann hereditary integral combined with the concept of representa- 
tive stress/strain easily extends the elastic solutions to viscoelastic ones. 

6. Rheological functions (stress relaxation modulus, creep compliance function, 
etc.) can be estimated directly from the time-dependent indentation load P(t) 
and penetration depth h(t) observed in experimental. 

7. The conventional rule of “time-temperature superposition” is also applicable 
to pyramidal indentation. 

Details for designing test apparatus and a critical review for test systems are 
addressed. Applications of the indentation test technique were made to the elasto- 
plastic behavior of heat-treated carbons, and to the viscoelastic deformation and flow 
of iodine-treated coal-tar pitches. The elastoplastic parameters of carbons and the 
viscoelastic functions of pitches are, respectively, related to their microstructural 
parameters. Through these applications and test results, it is emphasized that 
indentation tests afford an efficient micro-hano-probe for mechanical characteri- 
zation of materials with extremely small dimensions and thin films coated onto 
substrates. 
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Abstract: The magnetism of nano-sized graphite using activated carbon fibers (ACFs) and 
heat-treated nano-diamond particles has been investigated. ACFs are considered to be a 
disordered network of nano-graphites, for which non-bonding n-electron spins of edge origin 
(edge-state) are responsible for the observed magnetism (as suggested theoretically). Near to a 
heat-induced insulator-metal transition, spin-glass-like disordered magnetism appears and is 
related to the random strengths of inter-nano-graphite antiferromagnetic interactions medi- 
ated by nconduction carriers. Fluorination of ACFs generates localized spins of $-defects at 
the expense of edge-state spins. The isolated feature of the former is entirely different from 
that of the latter. Heat-treatment of diamond nano-particles converts the diamond nano- 
particles to carbon nano-particles with complete graphitization taking place around 1600°C. 
The itinerant K-electron system of graphite is gradually developed with heat-treatment and 
completely graphitized samples clearly reveal the presence of edge-state spins. 

Keywords: Nano-graphite, Edge state, Disordered magnetism, Metal-insulator transition, 
Fluorination, Diamond/graphite conversion. 

1 Introduction 

Nano-sized particles are intriguing systems due to their novel electronic features 
depending on their size, topology, etc. Recently, a nano-sized graphene sheet with 
open edges has been studied intensively because of relevance to the fullerenes and 
carbon nanotubes with their closed-shape n-electron systems. For the nano- 
graphene, recent theoretical studies [1,2] predict that edge states, consisting of the 
non-bonding n-orbitals, appear around the Fermi level and give unique features to 
the electronic state. Therefore, it is expected that the interplay between edge-state 
spins and conduction n-electrons produces unconventional magnetism of the nano- 
graphite-based mesoscopic systems. These developments have provided an impetus 
to  investigations of magnetism of nano-graphite using activated carbon fibers (ACFs) 
and heat-treated nano-diamond particles as model materials. 
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The structure of ACFs can be described by a 3D disorder network of nano- 
graphites where each nano-graphite domain consists of stacked 3 4  graphene sheets 
having a mean size of 3 nm [3]. As-prepared ACFs exhibit Coulomb gap variable- 
range hopping conduction [4,5], revealing the essential role of charging effects of the 
nano-graphite domains, where the magnetism is associated with edge-state spins. 
Moreover, heat treatment above 1300°C causes an insulator-metal (I-M) transition 
due to the development of an infinite percolative carrier conduction path network in 
the nano-graphite assembly. The heat treatment also affects the magnetism of the 
ACFs resulting in the disappearance of the localized edge-state spins observed in the 
as-prepared ACFs [5]. Fluorination is an interesting chemical tool to modify the 
electronic structure of a graphitic system because it can easily generate sp3-defects at 
any location in the x-electron network. Therefore, the fluorination effect on nano- 
graphite systems is expected to give a clue in the characterization of the magnetism in 
relation to the edge-state. 

Nano-diamond is another source of nano-graphite obtained by heat-treatment of 
diamond above 1600°C [6]. Diamond-derived graphite nano-particles have a poly- 
hedral shape with an internal hollow. The facets of the polyhedron comprise a 
stacking of 3-7 graphene sheets with an in-plane size of 3 4  nm and an inter-sheet 
distance of 0.353 nm. The larger inter-sheet distance, when compared with bulk- 
graphite (0.3354 nm) and the disordered stacking features, suggests that the graphite 
nano-particles are an assembly of weakly bonded nano-graphene sheets and so are 
good model systems of nano-graphites. The diamond nano-particles are prepared 
under explosion induced conditions leading to the presence of a large number of 
defects in this sp3 carbon dominated system. Following heat-treatment, the sp3 carbon 
dominated diamond is gradually converted to sp2 carbon dominated graphite from the 
surface inwards with the nucleation of graphitization probably taking place at defect 
sites. 

In this chapter, the following issues are discussed relative to the magnetism of 
nano-graphite systems; disordered magnetism in ACFs around the I-M threshold, 
modification of magnetism by fluorine-induced sp3-defects, and change in magnetism 
upon the conversion from diamond to graphite. 

2 Conversion from Diamond to Graphite in Nano-scale Dimension 

The as-prepared nano-diamond particles (-5 nm) were boiled in HCl prior to heat 
treatment so as to remove such magnetic impurities as transition metals. Several 
heat-treatment temperatures (H'ITs), namely, 900,1200,1400 and 1600°C were used 
to investigate the gradual development of a x-electron network during the diamond to 
graphite transition in these nano-sized systems. The susceptibility is described by 
orbital, Curie, Pauli and core terms. In Fig. 1 are plotted the observed localized spin 
density and the orbital susceptibility xorb as a function of H'IT. The same figure also 
provides the g-value and line-widths from the ESR studies. The localized spin density 
is obtained from the Curie contribution at low temperatures. The L~~ is estimated 
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Fig. 1.  The localized spin concentration per carbon atom (a), orbital susceptibility term, xorh (see text for the 
details of calculation of xOr,,) (b), ESR g-values (c), and line widths (d), as a function of H'IT. The solid 
squares are of the 1600°C graphite: (a) is the estimate of the n-electron concentration obtained from the 
Pauli susceptibility using the value k,Tx&;, where xp is the Pauli susceptibility. The dashed line in (c) 

represents the g-value of free electron spin. The solid lines are a guide for the eye. 

from the following equation, xorb = 3x0 - 2xL, where xo is the susceptibility at infinite 
temperature with contributions from the orbital term, xorh, the Pauli paramagnetic 
term xp, and the core diamagnetic term x,,,. It is assumed that xI is equal to the core 
diamagnetism and is calculated from Pascal rules. It is also assumed that the xp makes 
a negligible contribution to the observed susceptibility. This is justified by the fact that 
the xp from the edge n-electrons is at most 10% even in the carbon of HTT 1600°C 
which has the largest n-electron contribution [7]. A comparison of the xorh of 
condensed polycyclic aromatic systems having N benzene rings, with the xorb observed 
for the present samples, as plotted in Fig. 2, may give important clues to under- 
standing the development of n-electronic structures in these materials. The xorh for 
condensed polycyclic aromatic compounds is taken from the literature [SI after doing 
the necessary corrections for the anisotropy, as described above. Diamagnetic sus- 
ceptibilities have been considered of highly symmetrical molecules only (e.g., ovalene, 
10 benzene rings), because they show the maximum diamagnetic susceptibility when 
compared with less symmetrical molecules with the same number of benzene rings. 
This plot also depicts the xorh values of bulk-graphite along with the xorb values of the 
present samples. The number of benzene rings in the present samples is determined 
from the graphene in-plane sizes obtained from Raman experiments [7]. 

The diamond nano-particles are prepared by explosion induced techniques in 
closed containers resulting in the generation of a high pressure over short time 
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periods (-ps) [9]. Due to this non-equilibrium condition in the formation of 
diamond, a large number of defects are produced as evident from the observed large 
spin concentrations (Fig. la). The observed xorh in Fig. l b  is negligible indicating that 
the itinerant n-electron system, giving rise to the orbital diamagnetic susceptibility, is 
not developed in these samples. The observed g-values (Fig. IC) of nano-diamond 
particles are also quite close to the g-values of micro-crystalline diamond where the 
spins are attributed to the paramagnetic centers created by defects in the sp3 bonded 
network [lo]. As the H T I  is increased to 900"C, a lattice distortion, in equilibrium in 
the whole diamond particle, becomes relaxed. This is in addition to the formation of a 
disordered sp2 carbon phase on the surface of the particle at the expense of localized 
defect spins. This explains the large change in the spin concentration (Fig. la) from 
the as-prepared sample to the sample of H I T  900°C. On the other hand, similar xorb 
values and the negligible change in theg-value at 900°C suggest that the extent of the 
itinerant n-electron network is insignificant and that the localized spins are of the 
same origin as those of the as-prepared sample. Increasing the H I T  to 1200°C 
increases the graphite fraction of the sample when the ESR signal can be credited to 
the graphite n-electrons as the g-value is less than that of the free electron spin value 
(go). As shown in Fig. la, the localized spin density in this sample is considerably lower 
than the as-prepared and the 900°C samples so demonstrating that most of the 
localized spins are already part of the extended n-electron network. However, the 
magnitude of the I xorb I is less than expected on the basis of the number of benzene 
rings present, as shown in Fig. 2. This suggests that this sample is still dominated by 
defects (vacancies in the sp2 network or remnant corrugated features from the 
diamond lattice) which effectively lead to a shrinkage in the graphite n-electron 
network. For the more graphitized 1400 and 1600°C samples, the I xorb I is more than 
that expected for polycyclic aromatic molecules with the same number of benzene 
rings. In bulk graphite, the large enhancement of xorb compared to the value in large 
polycyclic aromatic molecules is attributed to inter-band transitions [ll], because the 
n and n* bands in bulk-graphite are degenerate at the Fermi energy whereas the 

-- & - bulk-graphite 
!J 1 0 5  

g 104 
- s 
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- 
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Fig. 2. The orbital susceptibility xorh of polycyclic aromatic molecules (solid circles) compared with xorb of the 
present samples (solid triangles) and the xorh of bulk-graphite (solid squares) plotted on the logarithmic 
scale vs l/number of benzene rings (N). The numbers 1200, 1400 and 1600 denote the heat-treatment 
temperatures. The straight line is a linear regression for the data of aromatic molecules which are taken 

from the literature [8] after appropriate corrections. 
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aromatic molecules are characterized by an energy gap. Thus, the increase in the L,.,, 
value from that expected, on the basis of number of benzene rings, clearly depicts the 
extended nature of the sc-electron network. However, this value is still smaller than 
that of bulk graphite. This can be attributed to finite crystallite sizes and the presence 
of $-like defects for the 1400°C sample. Although the in-plane domain sizes are 
larger than in the 1200°C sample, theg-value remains in the vicinity of go and the ESR 
line widths are small in the 1400°C sample (Figs. IC and d). This is indicative of the 
localized nature of the It-electron network to small regions due to the defects. Hence, 
it is concluded that at the intermediate heat-treatments of 1200 and 14OO0C, the 
itinerant It-electrons from the graphite phase and the sp3 defects from the diamond 
phase are homogeneously distributed, and that there is a possibility that these two 
spin species are strongly interacting with each other. For the completely graphitized 
1600°C sample, the effect of the localized spins due to defects on the itinerant 
n-network is quite insignificant because their absolute number is very low, as shown in 
Fig. la. These localized spins are also associated with very few inhomogeneously 
distributed sp3-like defects, making them quite independent of itinerant n-electrons. 
Hence, at 1600"C, two different ESR signals are observed unlike the 1200 and 1400°C 
samples where there is only one signal. Figure l a  provides the n-electron spin density 
obtained from the Pauli susceptibility [7] in the 1600°C sample using the value of 
k , T ~ ~ / p ~ ,  where k, and p, are the Boltzmann constant and Bohr magneton, 
respectively. Here, it should be noted that xP is governed mainly by the density of 
states of the non-bonding edge states [7]. It is clear from the figure that the localized 
spin density from defect origins is quite small (-10%) compared to the edge state 
sc-electron spin density. This implies that the presence of non-bonding edge states 
plays an important role in determining the electronic properties of the completely 
graphitized 1600°C sample. More clearly, for the 1600°C carbon, it is concluded that 
the edge spins are due to the zig-zag edge sites as predicted from theoretical studies. 
The Fermi energy obtained from the susceptibility studies is -0.1 eV for this carbon 
[7]. Theg-value observed in the 1600°C carbon is less thang,), while in bulk-graphite, it 
is higher thang,. However, it is established that theg-value in bulk graphite is critically 
controlled by the location of the Fermi level and also by the ratio of holes and 
electrons present in the vicinity of the contact point of x and x* bands. It is also 
reported that, for boronated pyrocarbons, a drastic drop in g-value is observed, 
depending on the boron admixture in the pyrocarbons which makes the Fermi level 
shift deeper into the valence band [12]. Thus, the presence of the Fermi level away 
from the contact point in the 1600°C sample explains the g-value deviation, even 
though getting a quantitative estimation of the deviation will be quite difficult. 

3 Nano-graphite Network 

Pitch-based ACFs having specific surface areas of 1500 m2 g-' were used as samples. 
These were heat-treated progressively to 1500"C, where the samples had a soak time 
at the required heat treatment temperature (H'IT) for 15 min [13]. Moreover, heat 
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Fig. 3. (a) X-T plots for the ACFs heat-treated to 1500°C. The inset shows the detailed behavior. (b) 
Field-cooling effects on x for H'IT 800 and 1100 samples, where the open and solid symbols correspond to 

the data on zero-field and field (lr) cooling runs, respectively. 

treatment at 1500°C for 1 h (1500 (1 h)) was carried out as the most intensive 
condition. The susceptibility vs. temperature (x-T) plots under 1T is given in Fig. 3a. 
As shown in Fig. 3a, the present samples form two groups. The susceptibility of ACFs 
heat-treated below 1100°C (low HIIT ACFs) obeys the Curie-Weiss law in the whole 
temperature range investigated. The susceptibility of ACFs heated above 1200°C 
(high H'lT ACFs) deviates from the Curie-Weiss law below 20 K and shows a cusp 
around 4-7 K. In addition, only the high H I T  ACFs exhibit the field cooling effects as 
shown in Fig. 3b, where the samples are prepared independently of those in Fig. 3a. 
The measurements were carried out under H = 1T in heating runs after cooling 
processes from room temperature to 2 K with fields of H = 0 and 1T. The 800°C 
sample, where x obeys the Curie-Weiss law, shows no field cooling effect, while the 
1100°C sample, having a cusp, shows a difference below 15 K between the zero field 
and the field cooling runs, i.e., the field cooling enhances the cusp. Figure 4 shows the 
Weiss temperature 8 and the number of localized spins per nano-graphite n for the 
samples in Fig. 3a. 8 is around -3 K irrespective of HTI', proving the presence of 
antiferromagnetic interactions. The spin density exhibits a considerable reduction 
caused by the heat treatment [13]. However, n shows a more moderate decrease, 
because of the growth of the nano-graphite size. Namely, each nano-graphite has 



Magnetism of Nano-graphite 391 

01  ' * ' ' I . I . I 1  

E 0.6 
0.4 
0.2 

800 1000 1200 1400 1600 
HTT/  O C  

Fig. 4. HTT dependence of the Weiss temperature 8 and the number of localized spins per nano-graphite n 
in ACFs. The data for the carbon of HTT 1500°C (1 h) is positioned at H l T  = 1600°C for clarity. 

about one spin irrespective of the nano-graphite size, suggesting an important role of 
nano-graphene edges in the origin of the spins. In general, the localized spins of 
disordered carbons have been considered to originate from o-dangling bonds [14]. 
The origin of the spins, however, remains unverified because the o-dangling bonds of 
carbon atoms are too chemically active to be stabilized in the atmosphere. In addition, 
the nano-graphite in the ACFs is composed of well-characterized condensed 
aromatic rings with few sp3 bonds forming nano-graphite bridges [3]. Moreover, in 
relation to the novel magnetism in a nano-graphene, theoretical studies predict the 
presence of non-bonding n-electron edge states. These are localized on peripheral 
carbon atoms composing zig-zag edges even if these carbon atoms are terminated by 
foreign atoms [2]. These predictions have been reinforced by recent experiments 
confirming that the novel magnetism is due to edge states [6]. Eventually, judging 
from the theoretical and experimental studies, the spins observed in the present work 
are considered to originate from the non-bonding edge states of n-electron. 

Heat treatment above 1300°C causes the development of percolative carrier 
conduction paths in the nano-graphite network, leading to the I-M transition [5]. The 
threshold between the low HTT and high €€IT samples is in good agreement with 
HTT dominating the I-M transition, suggesting the essential correlation between 
transport and magnetic properties. Taking into account the presence of an infinite 
conduction-electron path network and the number of spins per nano-graphite domain 
being ca. 1, the itinerant n-electrons are considered to connect antiferromagnetic 
interactions between the localized edge-state spins, similar to the s-d interaction in 
transition metal magnets. The appearance of a cuspy peak in x in the vicinity of the 
I-M transition is suggestive of a cooperative phenomenon of the spin system, in which 
field-cooling effects observed are characteristic features of a spin glass state. In 
addition to the field-cooling effects, the magnetization curves suggest the presence of 
a large randomness in the strengths of the exchange interactions [13], being favorable 
for disordered magnetism. The observed field-cooling effects, however, deviate from 
those of typical spin glass behavior [15]. In the present case, it is considered that a 
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competition between antiferromagnetic ordering and disordered magnetism inter- 
feres with the formation of a prototypical spin-glass transition. In addition, taking 
into account that the exchange interaction between the spins is brought about by the 
percolating conduction n-electron, the dimensionality of the present spin system 
becomes considerably lowered in the vicinity of the I-M threshold [16], at which point 
the novel magnetism appears. Eventually, the low-dimensionality of the exchange 
interaction path network might remove a true spin glass feature from the present spin 
system. 

4 Fluorinated Nano-graphite 

Fluorine is the most chemically active element, so that the reaction of fluorine with 
carbons breaks the strong graphite n-bonds resulting in the formation of sp3 bonds 
that corrugate the graphene planes. The reaction with a nano-graphite, having a large 
contribution of edge carbon atoms is expected to be different from bulk graphite. 
Below, fluorine-induced changes in the magnetism of nano-graphites using a phenol- 
based ACF (Kurare FR20) having specific surface areas of 2000 m2 g-' are discussed. 

Figure 5 shows the spin concentration of the fluorine-treated ACFs as a function of 
fluorine concentration. The samples, whose fluorine concentrations are lower than 
FIC - 0.5, were prepared by a thermal defluorination of the fluorinated samples 
having FIC - 0.5. This is because it is difficult to prepare carbons with low fluorine 
concentrations. Carbons with FIC > 0.5 were obtained by direct fluorination of ACFs. 
The present treatment of the samples with the low fluorine concentrations is verified 
to be effective because the fluorine atoms so attached to the samples are easily 
removed with no change in the graphite moiety [17]. The spin concentration, which is 
2X 1019 g-' in the non-fluorine-treated ACFs, decreases monotonically as the fluorine 
concentration increases to about FIC = 0.4. Above F/C - 0.4, it shows an increase 
with a maximum around FIC = 0.8, and then approaches zero around FIC = 1.2. In 
bulk graphite, fluorination is completed at FIC = 1 because each carbon atom accepts 

0 0.4 0.8 1.2 
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Fig. 5. The localized spin concentration N ,  for fluorinated ACFs with FIC = 0-1.2. Closed circles placed at 
fluorine concentrations A, B, C, and D represent samples prepared by defluorination of weakly fluorinated 
samples (F/C = 0.49) at 200, 400, 500, 600°C, respectively. Open circles at the same concentrations are 

non-fluorinated samples heat-treated to the same temperatures. Solid lines are a guide for the eye. 
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one fluorine atom for the formation of an sp3 bond. In contrast, in nano-graphites that 
have a large contribution of edge carbon atoms, these interact with fluorine atoms 
differently from non-edge carbon atoms. The number of the edge carbon atoms is 
estimated at about 20% of that of internal carbon atoms for the nano-graphite 
domains with a size of 3 nm, which make up the structure of the ACFs. The decrease 
in spin concentration, at low fluorine concentrations below FIC - 0.4, is explained by 
the reaction of fluorine atoms mainly with edge carbon atoms, so reducing the 
concentration of spins after formation of fluorine-induced sp3 bonds. Edge carbon 
atoms are more reactive than internal (in-plane) carbon atoms. The concentration at 
which this decreasing trend ends is consistent with the concentration ratio of edge 
carbon atoms to the total carbon atoms in a nano-graphite, taking into account that 
some of the interior carbon atoms also react with the fluorine. A different mechanism 
causes the increase in the spin concentration above FIC - 0.4 when all the edge 
carbon atoms are bonded to fluorine atoms. The reaction of a fluorine atom with an 
interior carbon atom converts a graphite sp2 bond into an sp3 bond at the expense of a 
n-bond. This results in the generation of a dangling bond having a localized magnetic 
moment at the carbon site which is adjacent to the site attacked by the fluorine atom. 
The maximum in the spin concentration emerging at around FIC - 0.8 is explained by 
the fact that about half of the interior carbon atoms have reacted with fluorine atoms 
resulting in the formation of a maximum number of dangling bond spins. The 
disappearance of spins around FIC - 1.2 is caused by the completion of the reaction 
with all the carbon atoms in nano-graphites. The ESR line width of the fluorine- 
treated ACFs above F/C - 0.4 increases steeply as the fluorine concentration is 
raised. Actually, the line width reaches about 12 mT at FIC - 1.2, which is more than 
two times larger than that for the non-fluorinated ACFs. This suggests a line width 
broadening mechanism associated with the large hyperfine interaction of fluorine 
atoms. From the analysis of the hyperfine broadening, the electronic state of the 
dangling bond is found to extend to the surrounding fluorine atoms, consistent with a 
recent calculation by Saito et al. [18]. 
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Chapter 24 

Magnetoresistance and its Application to Carbon and 
Carbon Alloys 

Yoshihiro Hishiyama 

Musashi Institute of Technology, Tokyo 158-8557, Japan 

Abstract: The measurement of magnetoresistance on carbon materials yields useful informa- 
tion about the structure and microtexture of carbon materials. The magnetoresistance is 
positive for graphite materials, while it is negative for carbon materials with turbostratic 
structures. Initially, the background of the measurement of magnetoresistance of carbon 
materials is described. As an application of this technique, the graphitization behavior of a 
PPT-derived carbon film, which is very graphitizable, is shown. Finally, the negative magneto- 
resistance observed in boron-doped graphite materials is given as a recent example of negative 
magnetoresistance. 

Keywords: Magnetoresistance, Microtexture, X-ray diffraction, Graphite film, Boron-doped 
graphite 

1 Introduction 

The measurement of magnetoresistance on carbon materials gives useful information 
about the structure and microtexture of carbon materials [l], although subsidiary to 
X-ray diffraction and electron microscopy. Magnetoresistance values are sensitive to 
imperfections within a graphite structure and are valuable with which to characterize 
structures within a carbon. The dependence of the magnetoresistance on the 
direction of the magnetic field of the equipment describes preferred orientation of 
hexagonal carbon (graphene) layers. Values of magnetoresistance are used as indices 
of extents of graphitization within a carbon. 

2 Background for the Magnetoresistance Measurement 

A magnetoresistance measurement describes the change in the electrical resistivity of 
a conductor when a magnetic field is applied. The magnetoresistance Aplp, is defined 
by 

A P h ,  = {P(B) - P(O)I/P(O) (1) 
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where p(B) and p(0) are the resistivities in a magnetic field B and in a zero magnetic 
field, respectively. Unlike most materials, the magnetoresistance of carbons and 
graphites is sensitive to their structure and microtexture. Experimentally, magneto- 
resistance is measured for both rod-shaped and bridge-shaped specimens. For such 
carbons as porous cokes, the magnetoresistance is measured with high reproducibility 
with specimens cut directly from a coke piece. Turbostratic carbons (non-graphitic), 
where only holes exist, have a negative magnetoresistance, i.e. the magnetoresistance 
decreases in a magnetic field. Graphitic carbons possess a positive magneto- 
resistance. To understand magnetoresistance phenomena in carbons and graphites, it 
is assumed that carbons consist of hexagonal carbon (graphene) layers stacked 
parallel to each other, irrespective of stacking order. In this chapter, positive 
magnetoresistance is discussed assuming that a transport system exists consisting of 
two types of carriers, namely co-existing electrons and holes, there being no magneto- 
resistance in a single hole. 

2.1 Positive Magnetoresistance in a Simple Two-carner System 

With graphites, carriers move principally within the hexagonal carbon (graphene) 
layers. These layer planes are two-dimensionally homogeneous electrons and holes 
flowing freely in each plane with the majority of carriers being electrons and holes. 
Their densities and mobilities describe such transport properties as electrical 
resistivity, Hall coefficient and magnetoresistance. The densities of electrons and 
holes in a perfect graphite crystal are equal, being smaller than those in, e.g. alkali 
metals and noble metals. Mobilities only differ slightly between electrons and holes 
and are much larger than the mobilities of carriers in metals. The simple two-band 
(STB) model approximates the transport properties of graphite. 

Consider a band of electrons and one of the holes with carrier densities It, and nh, 
and mobilities p, and p,,, respectively. For such a system, when a magnetic field B is 
applied perpendicular to the carbon layer planes and an electrical current flows along 
the x-axis defined parallel to the layer planes, then the transverse magnetoresistance 
Ap/po is given by 

where p,(B) is the in-plane magnetoresistivity written as 

In Eq. (3) o,(B) and o,(B), the in-plane magnetoconductivity tensor components, 
are expressed using It,, Ith, pe and ph as 
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where e is the proton charge. The transverse magnetoresistance can be obtained thus 

Using the notations b =p.,/ph and j i 2  = py,, Eq. (5 )  is written as 

For the case of perfect graphite, Eq. (6) reduces to: 

because of n, = n,, = n, where suffix “ G  indicates a perfect graphite crystal. 
Apart from good single crystals, all other graphite materials are defective, the 

crystal defects disturbing the scattering centers and electron traps (they depress the 
Fermi level) which are the transport carriers. When the energy band structure of a 
single crystal is retained for defective graphitic carbons, then the dependence of n, 
and nh on the densityxof trapped electrons in the material can be written as 

where n is the density of electrons or holes in perfect single crystals. Using Eq. (8), 
then Eq. (6) can be rewritten as: 

(1 -(x / n)2 )(1+ q2 
(1 -x / 12 +(1+ x / n)bj2 + 4(X /n)2b(pp3)2 

C(X / n) = 
(9) 

The function C(X/n) is zero whenX = n. The function C(X/n) is a decreasing function 
of X/n in any applied field, as shown in Fig. 1 which also shows that C(X/n) is a 
function of b for the two fixed values of (p)* of 0.05 and 1.0, respectively, as 
examples. Values of b obtained by Soule [2] for a single crystal of graphite at various 
temperatures, decrease from 1.1 to 0.79 with decreasing temperature from room 
temperature to that of liquid helium temperature. The term (p)* is the square of the 
mean cyclotron frequency multiplied by the mean relaxation time of the carriers. It 
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Fig. 1. Function C(X/n) with a parameter of b for a fixed value of (@I)' of 0.05 (a) and 1.0 (b), respectively. 
Numbers are the values of b. 

approximates to the value of the transverse magnetoresistance in the field of 1 T. The 
transverse magnetoresistance ratio of polycrystalline graphite materials to the perfect 
single-crystal graphite, MRR, is written as: 
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where F decreases with increasing defect density and cooperates with the function 
C(X/n) to decrease Ap/po. In other words, i.i is a function of effects caused by the 
scattering centers and C(X/n) relates to the depression of the Fermi level. Hence, 
values of transverse magnetoresistance Ap/po of the perfect crystal of graphite 
decrease with increasing density of defects in a constant field. Values of Aplp, change 
inversely as the degree of crystallinity (degree of graphitization) increases within a 
carbon material. Because of this, values of Ap/p, are used as parameters to character- 
ize graphite materials. For graphitic carbons, as values of X/n are smaller than 0.1, 
then C(X/n) - 1 and values of Ap/p,,B2 approximate to F 2 .  

The above considerations relate to carbons when a magnetic field is applied 
transverse to the current. However, when a magnetic field is applied parallel to the 
current, i.e. along the carbon (graphene) layers, work done by the magnetic force on 
electrons and holes is zero, i.e. the longitudinal magnetoresistance is zero. 

2.2 Magnetoresistance of Single-hole System 

For the single-hole system, in the scheme of STB model, the upper band is completely 
vacant with the lower band of the Fermi level being located near the top of the lower 
band. For a band of holes with carrier density nh and mobility p,,, with an electrical 
current flowing inx direction and the applied magnetic field B being transverse to the 
current, then the magnetoresistivity tensor components are written as: 

It can be shown that for the single-hole system Ap/po = 0. 

2.3 Negative Magnetoresistance of Turbostratic Carbon 

Because a positive Hall coefficient is observed with turbostratic carbons, then the 
conduction carriers must be holes. However, turbostratic carbons do have negative 
values of magnetoresistance and these can be measured at room temperature [3]. For 
pyrolytic carbons, the absolute value of negative magnetoresistance, as a function of 
the magnetic field direction in a constant magnetic field, is the maximum value when 
the magnetic field is perpendicular to the carbon layers, i.e. the magnetic field is 
transverse to the current. The negative magnetoresistance becomes significant when 
measured at temperatures below that of liquid nitrogen. At such a temperature, the 
absolute value of the negative magnetoresistance in a given magnetic field increases 
with increasing degree of graphitization (increasing crystallite sizes) [4]. Several 
theoretical studies have been published explaining negative magnetoresistance [2-61. 
Of these, the theories proposed by Bright [5 ]  and by Bayot et al. [6] discuss observed 
magnetoresistance behavior. 

The Bright theory [5] considers increases in carrier density with magnetic field 
from the point-of-view of the unusual Landau level structure of two-dimensional 



400 Chapter 24 

carbon layer planes. Increasing carrier density leads to a decrease in electric 
resistance, i.e. negative magnetoresistance. Bayot et al. [6] paid special attention to a 
weak localization effect in order to explain negative magnetoresistance. This is, 
generally, a low-temperature effect occurring in disorganized materials when the 
probability of elastic scattering of carriers by static defects is much larger than 
temperature-dependent inelastic scattering due to carrier-phonon and carrier- 
carrier interactions. The constructive interference of the elastically scattered partial 
electron waves occurs in the backward direction so leading to an enhanced back- 
scattering probability. This effect gives rise to a slight increase in the electrical 
resistivity with decreasing temperature, which is the prominent feature of weak 
localization phenomena. Because the magnetic field tends to suppress the phase 
coherence of back-scattered waves, it destroys the localization effect. The observed 
magnetoresistance for the turbostratic carbons is negative and its absolute value 
increases as the temperature of measurement decreases. 

3 Measurement of Magnetoresistance 

A successful scheme of the classification of the microtextures of various carbon 
materials has been proposed by Inagaki [7,8] as shown in Fig. 2. This classification is 
based on the preferred orientation of carbon layers, referring to a plane, an axis and a 
point. 

PLANAR OR IENTAT I ON 
reference 
plane \ $ 

Co-axial 

I S  \ A X I A L  ORIENTATIOE] 

Radial 

Concentric 

Degree of orientation 

t Degree o f  graPhitizotlon 

c Heat treatment temcerature 

Fig. 2. Scheme of classification of microtexture for various carbon materials proposed by Inagaki [7]. 
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The first scheme is the orientation of the layers along a reference plane. The 
extreme case of this orientation scheme is single crystal graphite. Highly oriented 
pyrolytic graphite (HOPG), together with highly oriented graphite films prepared 
from aromatic polyimides, and Grafoil have microtextures in this scheme. 

The second scheme is the axial orientation of the layers where the orientations of 
the layers along and normal to the fiber axis (reference axis), are considered. The 
extreme case of co-axial orientation is the graphite whisker. The vapor-grown carbon 
whiskers (fibers) have microtextures of an extreme nature. The extreme of the perfect 
orientation, radial to the reference axis, is not known in other carbons. Such radial 
orientations, with an open crack, are also seen in mesophase pitch-based carbon 
fibers. With increasing heat treatment temperature (€TIT) graphene layers grow with 
improved orientation, the opening of the wedge-shaped crack being widened. In 
PAN-based carbon fibers, the carbon layers are oriented along the fiber axis, but in 
their cross-sections the layers are arranged randomly or have radial and co-axial 
schemes. 

The third scheme of Inagaki [7,8] is orientation around a reference point as found 
in spherical particles. There are two cases to consider: concentric and radial but 
without perfect orientation. Concentric orientations can be found in Gilsonite coke 
and carbon black particles, and the radial arrangement in the spheres are formed 
from a mixture of polyethylene and polyvinyl chloride by carbonization under 
pressure. 

Random orientation of the layers is common to the three schemes. As an example 
of this microtexture, glass-like carbons prepared from the various starting materials 
can be mentioned. 

Because in carbon materials an electrical current flows mainly along the carbon 
layers, the magnetoresistance depends strongly on the preferred orientation of 
carbon layers. In other words, the magnetoresistance anisotropy on a specimen gives 
information regarding the preferred orientation of the carbon layers along the main 
current direction. Therefore, magnetoresistance measurements, in one experiment, 
provide information about crystallinity and preferred orientation in carbon materials. 

For polycrystalline graphite, the maximum magnetoresistance is almost an 
averaged transverse magnetoresistance of the graphene layers with the current per- 
pendicular and the magnetic field parallel to the c-axis. As a consequence of strong 
anisotropy of the electrical resistivity and the influence of the magnetic field, this 
graphene layer magnetoresistance can be detected even when the magnetic field is 
parallel to the current direction if the layer planes are orientated. The situation is the 
same for turbostratic carbons, though the sign of the magnetoresistance is negativc. 

For carbon materials, the magnetoresistance must be measured for the three 
principal directions of the magnetic field vector B as shown in Fig. 3. The T,,, is the 
direction of B in which the largest absolute value of the magnetoresistance is 
observed. The other two directions correspond to the highest and lowest magneto- 
resistance values (absolute values) when the magnetic field is rotated in the plane 
perpendicular to the T,,, direction. The direction making the smallest angle with the 



402 Chapter 24 

Fig. 3. Three principal directions of the magnetic field vector B and magnetic field rotation schemes 
(reprinted with the permission of Marcel Dekker Inc. from Ref. [l]). 

current direction I is denoted by TLmin and the other Tmi,, the direction TLmin being 
coincident with the current direction. These three directions are mutually perpendi- 
cular. The T,,, direction is recorded against the flat surface of the sample mount for 
each measurement. The values of the magnetoresistances along the three principal 
directions are denoted by ( A ~ / P ~ ) , ~ , ,  (Ap/pO)TLmin and (Ap/po)Tmin, respectively. These 
values are determined by measurements on the magnetic field rotation schemes, 
TL(@) and T(8),  as shown in Fig. 3 [9]. The average crystallite layer plane transverse 
magnetoresistance (Ap/pJcr is defined by the sum of these three components. 

This value of ( A P / ~ , , ) ~ ~  corresponds to the transverse magnetoresistance of graphite 
with parallel stacking of layers and is used as a structural parameter for characterizing 
carbon materials. 

Anisotropy ratios, rTL and r p  corresponding to the layer planer orientation texture 
of the specimen can be defined as follows: 

and 

where rTL is a measure of the degree of orientation and rT an indicator of the orienta- 
tion mode. The values of rTL and rT for three limiting extreme cases of microtexture in 
carbon materials are as follows: 

1. for perfect planar orientation, (Ap/ po)TLmin = (Ap/ P ~ ) ~ ~ ~ ~  =O, (AP/P~),~, f 0 
andr, = rT = 0. 
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2. for perfect axial orientation, (Ap/p&,,in = 0, (Ap/p,,),, = (Ap/pJrnrx = 
(Ap/p& 12, and r,, = 0, r, = 1. 

3. for point and random orientation, (Ap/po)TLmin = (Ap/p,),mi, = (Ap/p(Jmax = 
(Ap/po)cr/3, and r,, = r, = 1. 

In a carbon sample, the lower is the value of r,,, then the closer is the degree of 
orientation of carbon (graphene) layers to a perfect orientation of carbon. Values of 
r, indicate how perfect are the orientations of the graphene layers. It is impossible to 
clarify from the anisotropy ratiosr,, and r, if the orientation is the point orientation or 
is random Orientation or if the co-axial or radial arrangements are in the axial 
orientation. 

To make magnetoresistance measurements, the carbon sample is fixed onto a 
sample mount. Four gold wires, two for current and two for voltage, are cemented to 
the specimen with gold paint. The diameter of the gold wire depends on the size of the 
specimen. For 10pm graphite films or carbon fibers, the diameter of the wire must be 
about 25 pm. When negative magnetoresistance is measured, its value is so small that 
the current must be stabilized within an accuracy below 10 ppm, and to measure the 
voltages associated with the magnetoresistance a precise detector must fitted. 

Magnetic field rotation by the rotation schemes TL($) and T(8) can be made by 
rotation of a pair of the electromagnet poles or by sample rotation. A super-conduct- 
ing solenoid is convenient to generate a very high field but, if used, special care must 
be taken with the location of the sample holder, because the field is generated along 
the axis of the solenoid. 

4 Application of Magnetoresistance Technique for Synthesis of High-Quality 
Graphite Film from Aromatic Polyimide Film 

As explained above, magnetoresistance measurements are useful in the characteri- 
zation of carbon materials [l]. This section, as an example, discusses the application 
of magnetoresistance to the graphitization of a carbonized aromatic polyimide film 
from pyromellitic dianhydride/p-phenilenediamine (PMDAPPD) [ 101 (see Fig. 4) 
and preparation of the graphite film from its carbonized films [ll]. 

The aromatic polyimide film carbonizes in an inert gas atmosphere without dev- 
elopment of cracks and pores. There are three reasons why these various polyimide- 
based carbon films exhibit graphitizability: (1) the parent organic molecules are 
planar, (2) there is a high degree of orientation, and (3) during carbonization 
non-carbon-containing molecules are lost as volatile compounds. Of these aromatic 

0 

0 0 
Fig. 4. Molecular structure of P M D M P D .  
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polyimide molecules, PMDAPPD is the most flat, as shown in Fig. 4. This molecule 
does not contain ether oxygen but its film is very brittle. A PMDA/PPD film, named 
PPT, was prepared at the Research LaboratoIy of Toho Rayon Co. Ltd. with a small 
amount of additive to keep the film flexible (Fig. 4). 

Rectangular specimens, approximately 26 mm long and 10 mm wide, were cut from 
a 45 pm thick PPT film, sandwiched between polished artificial graphite plates and 
heated by infrared radiation to 900°C at a rate of 2°C mind in a flow of nitrogen for 1 
h. These carbonized films were then stepwise heat-treated, 1800-3200°C in flowing 
argon. The residence times at final temperatures were 30 min between 1800 and 
3000°C, and 10 min at 3200°C. 

Figure 5 shows changes in the X-ray 006 diffraction profiles (using Cu K a  
radiation) of the specimen films with increasing HTI'. For each film specimen, in the 

/Ayc 18WC 

I I I I I I I I 

82 83 84 85 86 87 88 89 

J 2500'C 
J I I t L 
85 86 87 88 89 

2W) 

Fig. 5. '006' Diffraction profiles of PFT-derived carbon films heat-treated at various temperatures 
(reprinted with the permission of Elsevier Science from Ref. [lo]). 
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Fig. 6 .  d,,,,, for PPT-derived carbon films heat-treated at temperatures between 1800 and 3000°C (reprinted 
with the permission of Elsevier Science from Ref. [lo]). 

' 1800 2dOO 22bO 24bO B O O  28100 3d0( 

HTT("C) 

Fig. 7. Mosaic spread for PPT-derived carbon films heat-treated at temperatures between 1800 and 3000°C 
(reprinted with the permission of Elsevier Science from Ref. [lo]). 
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Fig. 8. ( A ~ / P ) ~ ~ ~  measured in a field of 1 T for PPT-derived carbon films heat-treated at temperatures 
between 1800 and 3000°C (reprinted with the permission of Elsevier Science from Ref. [lo]). 

The values of (AP/P"),,,~~ for the 2200°C specimen, at 77 K, are positive at all 
magnetic fields up to 1 T, but are slightly negative for ( A ~ / P ~ ) ~ , , , ~ ~  and (Ap/po)rLmin, 
-0.01% and -0.009%, respectively. This dependence of magnetic field orientation at 1 
T results from the superposition of two magnetoresistance components, one compo- 
nent with positive magnetoresistance and the other with negative magnetoresistance. 
Because the negative magnetoresistance relates to the turbostratic structures and the 
positive to graphite, the 2200°C specimen consists, electrically, of two phases. But no 
direct evidence for such a composite structure has been found in X-ray diffraction 
studies. The negative magnetoresistance decreases its absolute value more rapidly 
with increasing temperature of measurement than the positive magnetoresistance 
[12]. Hence, the value of ( A ~ / P ~ ) , , , ~  of the 2200°C specimen, when measured at room 
temperature, should be larger than that at 77 K. Results in a field of 1 T confirm this as 
being 1.03% at room temperature and 0.400% at 77 K, as indicated by open circles in 
Fig. 8a. Also, the 2250°C specimen gives nearly the same values, 1.33 and 1.37%, 
respectively. Further increases of HTT up to 2300 and 2400°C cause reversal of the 
relative magnitudes as indicated by changes to arrows from solid to open circles in 
Fig. 8a. With a decreasing contribution of the negative component, the net magneto- 
resistance is reduced with increasing temperature. This is the case for the specimen of 
HTT 2400°C (Fig. 8a), and less markedly for the specimens of HTT 2250 and 2300°C. 
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Fig. 9. r for PPT-derived carbon films heat-treated at temperatures between 1800 and 3000°C (reprinted 
with the permission of Elsevier Science from Ref. [lo]). 

Figure 8b shows the dependence of ( A ~ / P ~ ) , , , ~ ~  on H'IT between 2250 and 3000°C. 
(Ap/p,Jrnax exceeds 900% for the specimen of HlT 3000°C and reaches 1206% for the 
specimen of H'IT 3200°C (held for 10 min). It must be noted that values of ( A P / ~ ~ ) , , , ~ ~ ,  
observed in regular quality HOPG, are in the range of 1100-1300% [SI. 

The textures of the carbon films are similar to that of ideal graphite but are less 
perfect. The values of rT and rTL of each heat-treated film are close to zero, but are not 
identical with each other, because of a small inhomogeneity (heterogeneity) in 
texture. Therefore, the mean value of rT and rTL, r = (rT + rTL)/2, was used as a 
parameter for the degree of orientation. In Fig. 9, r is plotted as a function of HTT. 
The trend in Fig. 9 can be interpreted as follows. 

The orientation of the specimen of HTT 1800°C is turbostratic and with a relatively 
high degree of orientation of the graphene layers along the film surface. The degree 
of orientation was improved by successive heat treatment up to 2000°C even though 
the transformation from turbostratic structure to graphite was initiated. A further 
increase in HTT caused slight deformation of the film, probably due to the growth of 
the graphite crystallites. At higher values of Hl'T, the crystallites continue to grow 
and, as a consequence, r increased gradually. It seems that at a certain H l T  an 
annealing effect of lattice imperfections takes place in addition to the crystal growth. 
A critical HTT appears at -2600°C when the maximum value of r was obtained. 
However, the annealing effect might granulate graphite crystallites, so that r begins to 
level off changing little on heating to 2900°C. The r value at 3200°C is 0.0333 (not 
shown in Fig. 9). The resistivity ratio pRT/p4.2K of this carbon specimen is 3.45, pRT and 
p4,2K being the resistivities at room and liquid helium temperatures with the 
crystallinity corresponding to that of an HOPG. 

Kaburagi et al. [ll] obtained highly graphitic films from PPT-derived carbon films 
by heat treatment at 3200°C. Rectangular strips of film, 3 mm wide and 20 mm in 
length, were cut from the PPT film and carbonized by infrared heating. The 
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Fig. 10. (Ap/pJmar at liquid helium temperature for PPT3200-2, together with those KG4.65, KG11.9, 
HOPG3600 and PPT3200-1 (reprinted with the permission of Material Research Society from Ref. [ll]). 

carbonized film-strips were then heat treated using two different procedures. Each of 
the carbonized films was sandwiched between two polished artificial graphite plates. 
One, called PPT3200-1, was heated up 3200°C in a graphite resistance furnace in a 
flow of argon (soak time 10 min). The second strip, called PPT3200-2, was heated to 
3100°C (soak time 40 min) and then at 3200°C (soak time 23 min). The d,,, values for 
these specimens were identical, i.e. 0.3354 nm. 

The resistivity ratio pRT/p4,2Kwas 3.45 for PPT3200-1 and 4.90 for PPT3200-2, while 
( A P / ~ , ) , , , ~  in a field of 1 T at 77 K was 1206% for PPT3200-1 and 1621 % for 
PPT3200-2, indicating higher crystallinity of PP3200-2. This is supported by a 
measurement of the Shubnikov-de Haas oscillation observed of ( A P / ~ ~ ) , , , ~ ~  at 4.2 K for 
PPT3200-2, as shown in Fig. 10. Here, the results for KG4.65, KG11.9, HOPG3600 
and PPT3200-1 are shown for comparison (KG is kish graphite) followed by its 
resistivity ratio pRT/p4,2K, the number after HOPG is the annealing temperature. The r 
values for PPT3200-1 and PPT-3200-2 are 0.0170 and 0.0051, and that of HOPG3600 
is 0.0051. These results indicate the extensive graphitization of PPT3200-2. 
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5 Negative Magnetoresistance in Boron-doped Graphites 

Boron substitutes carbon atoms in graphene layers, the maximum solid solubility 
being 2.35 at% at 2350°C [13]. Hishiyama et al. [14-16] and Sugihara et al. [17] found 
a weak negative transverse magnetoresistance for three kinds of boron-doped graph- 
ites with the field perpendicular to the specimen surface, and characterized by a field 
dependence proportional to B1" at temperatures below 4.2 K. The boron-doped 
natural graphite compacts, boron-doped Grafoil materials and boron-doped graphite 
films were studied, the boron-doped graphite films being Kapton-derived highly 
graphitic graphite films (HOGF). All of the boron-doped carbons have interlayer 
spacing, doOz, lower than for single crystal graphite, 0.3345 nm, and electrical 
resistivities which exhibit weak temperature dependence but which, at substantially 
lower temperatures, increase with decreasing temperature expressed as TI". This type 
of negative magnetoresistance is not due to increases in carrier density, as for turbo- 
stratic carbons [4], nor to two-dimensional weak localization which was used by Bayot 
et al. to explain the negative magnetoresistance of turbostratic carbons, because of 
the different type of field dependence of the negative magnetoresistance and the 
different type of dependence of the resistivity on temperature [6]. It is probably 
explained by a three-dimensional weak localization in graphites as proposed by 
Hishiyama et al. [16,17]. Hishiyama et al. [16] related the negative magnetoresistance 
of boron-doped graphite to a disordered structure created by the substitution by 
boron atoms. An X-ray study of the boron-doped HOGFs (B-HOGFs) was carried 
out as well as a cross-sectional study by scanning electron microscopy (SEM) and 
Raman scattering. 

Hishiyama et al. [16] used HOGF, about 11 pm in thickness, for boron doping. The 
high level of orientation of the graphene layers is slightly disturbed by boron doping. 
The disturbance is seen in cross-sectional SEM micrographs of HOGF and B-HOGF. 
The lattice constant c,, was determined from the 002, 004 and 006 diffraction lines 
measured in the reflection mode with a,) being measured from the 100 and 110 
diffraction lines in the transmission mode. The atomic fraction of dissolved boron x, 
for B-HOGFs was estimated from X-ray diffraction measurements from relationships 
of the lattice constants a,, and c,) vsx, given by Lowel [13]. The values of a,, and c,,,x, 
and the full width at half maximum of the peak intensity of the 002 diffraction (PI!? for 
the samples are listed in Table 1. 

The X-ray diffraction results for the B-HOGF indicated well-crystallized 
materials, but appear to be rather disordered as indicated by the Raman spectra. 
Figure 11 shows the first and second order Raman spectra of HOPG, HOGF, 
B-HOGFs and glass-like carbon heat-treated at 1600°C (GC-1600). The Raman 
spectra of HOPG and HOGF are those of well-crystallized graphite materials and 
show a G band at 1585 cm-I, an overtone band at 2441 cm-', a doublet at 2680 cm-' (GI' 
band) and 2725 cm-' ( G i  band) and an overtone band at 3249 cm-I. The spectra of 
B-HOGF-0.4 and B-HOGF-2.2 are similar to those of carbons with small crystallites 
[18,19]. The spectra show the relatively strongD band (1367 cm-I), the D'band (1623 
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Table 1 

The lattice constants a. and co, atomic fraction of boron dissolved into latticexB, the full width at the 
half-maximum of the peak intensity recording of the 002 diffraction I$,,2, room temperature resistivity 
p300K, resistivity ratio p300K/p3K and transverse magnetoresistance measured at 3 Kin a field of 1 T 
(Ap/po)3K,IT for HOGF and B-HOGFs [16] 

Sample code a. co XB QlIZ P3WK lo7 P3lMK/P3K APIP0)3K,1T 
(nm) (nm) (at%) ("1 ( W  (%I 

HOGF 0.24612 0.67076 0 4.04 6.33 1.13 901 
B-HOGF-0.4 0.24623 0.67054 0.4 4.62 13.0 1.0391 0.137 
B-HOGF-0.5 - 0.67046 0.5 - 14.2 0.9911 0.003 
B-HOGF-0.9 - 0.67022 0.9 - 19.5 0.9735 -0.183 
B-HOGF-1.4 - 0.66992 1.4 - 24.8 0.9645 -0.179 
B-HOGF-2.2 0.24682 0.66944 2.2 10.23 26.4 0.9785 -0.169 

1000 1500 2000 2500 3000 3500 

Raman sh i f t (cm-'1 

Fig. 11. Raman spectra of HOPG, HOGF, B-HOGF-0.4, B-HOGF-2.2, and GC-1600 with 514.5-nm 
excitation [16]. 
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cm-') at the high frequency side of the G band (1584 cm-'), the weak 2441 cm-' band, 
and the single unsymmetrical G' band (2720 cm-') which is a merged band of G' and 
G bands observed in HOPG and HOGF, the D" band (2962 cm-I), and the band at 
3246 cm-I. The occurrence of D, D' and D" bands is a characteristic of a disordered 
graphite structure and is related to the substituted boron atoms in the graphene 
layers. With increasingx,, the relative intensities of the D andD' bands to the G band 
increase and that of the G' band to the G band decreases. The Raman spectrum of 
GC-1600 is similar to that of B-HOGF-2.2, showing a higher disorder. 

The room temperature electrical resistivity, p300K, the resistivity ratio p300K/p3K, 
where p3K is the resistivity at 3.0 K and transverse magnetoresistance at 3.0 K in a 
magnetic field of 1 T ( A P / & ~ , ' ~  for HOGF and B-HOGFs are listed in Table 1. 
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Fig. 12. Relative resistivity p7/p300K for B-HOGFs plotted as a function of TI'' [16]. 
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Fig. 13. Transverse magnetoresistance Ap/pn measured at 3.0 K for B-HOGFs, plotted as a function of B'" 
1161. 

HOGF is characterized by a large value of (Ap/p0)3K,IT, while each of the B-HOGFs is 
differentiated by a small positive or a small negative value of The 
dependence of the resistivity pT on temperature for HOGF is weakened at the lowest 
x, value, while keeping the weak dependence for all of the B-HOGF carbons. This 
fact indicates that scattering from the substituted boron atoms dominates over the 
lattice scattering [20]. Values of p7/p30nK for B-HOGF carbons are plotted as a 
function of T112 in Fig. 12 where the number represents thevalue ofx,. With increasing 
TI", starting from the lowest temperature, the resistivity decreases gradually and 
linearly with to about 20 K, then decreases a little gradually to pass through a 
shallow minimum and then finally increases. The temperature of minimum resistivity 
increases with increasing xB, exceeding 300 K for B-HOGF-1.4 and -2.2. Because the 
temperature dependence of the resistivity for B-HOGF-1.4 and -2.2 is very weak, the 
linear TIi2 dependence at low temperature is related to an additional resistivity 
superimposed onto the Boltzmann contribution. The additional resistivity could be 
attributed to the quantum correction of the resistivity due to the 3-D weak localiza- 
tion 6p which is obtained by extending the Kawabata's theory to the SWMcC band 
[ 16,171. 

Figure 13 shows the transverse magnetoresistance Ap/pn measured at 3.0 K for 
B-HOGF-1.4 and -2.2 plotted as a function ofB112 and indicating that Ap/pO is negative 
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and decreases with increasing B’”. For B-HOGF-0.9, Ap/po is negative in low fields, 
decreases linearly with B’” in fields below 0.41 T, passes through a minimum and then 
increases with a change in sign with a further increase of B. Similarities among the 
curves of the field dependence of Ap/po for B-HOGF-0.4,0.5, and 0.9, and the linear 
B’” dependence of Aplp,, in low fields for these samples is qualitatively explained by 
Hishiyama et al. [16] and Sugihara et al. [17]. For B-HOGF-1.4 and -2.2, Ap/p,, 
decreases linearly with B’” in fields above about 0.8 T. 
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Chapter 25 

Applications of Advanced Carbon Materials to the 
Lithium Ion Secondary Battery 

Morinobu Endo and Yoong Ahm Kim 

Faculty of Engineering, Shimhu Univemiy, Nagano-shi 380-8553, Japan 

Abstract: Lithium ion secondary batteries are currently the best portable energy storage device 
for the consumer electronics market. Recent developments of the lithium ion secondary 
batteries have been achieved by the use of selected carbon and graphite materials as anodes. 
The performance of lithium ion secondary batteries depends significantly on the micro- 
structure of the anode materials made from carbon and graphite. Due to the contribution of the 
carbon materials used in the anode for last ten years, the capacity of the typical Li-ion battery 
has been improved almost double. However, active investigations continue to identify the key 
parameters of carbons that provide improved anode properties. Carbon and graphite materials 
have a wide variety of microstructure, texture, crystallinity and morphology, depending on their 
preparation processes and precursor materials, as well as various forms such as powders, fibers 
and spherules. This chapter describes correlations between microstructural parameters and 
electrochemical properties of conventional and novel types of carbon materials for Li-ion 
batteries. Anode carbons include graphitizable carbons such as milled mesophase pitch-based 
carbon fibers, non-graphitizable carbon such as polyparaphenylene-based carbon heat-treated 
at low temperatures. Market demand and the trends in lithium-ion secondary batteries are 
commented upon. 

Kevw0rd.c Carbon, Microstructure, Anode material, Lithium ion battery. 

1 Introduction 

This chapter discusses recent achievements of carbon anode materials and their 
structural design for better performances of Li-ion secondary batteries. Metallic 
lithium is very promising as an electrode material of batteries that can bring the 
lightest weight with high voltage and high energy density. Because lithium possesses 
the lowest electronegativity of the standard cell potential -3.045 V in existing metals, 
it is the anode material which gives electrons most easily to form positive ions [l]. 
However, the negative electrode of lithium metal has serious problems in secondary 
battery use, because its cyclic life is too short and there are safety factors caused by 
dendrite formation on surfaces of lithium metal electrode during charge/discharge 
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cycles [2-51. To solve these problems a locking-chair concept was established in which 
intercalation phenomena were used for the anode reaction of lithium ion secondary 
batteries [6-lo]. The intercalation of lithium into graphite through vapor transport 
was first synthesized as a graphite intercalation compound (GIC) with stage structure 
[ 111. Since then, extensive studies have investigated both staging and charge transfer 
phenomena of the Li-GICs, of composition Li& with 0 I x  5 1, andx = 3 under high 
pressure, in carbon materials having a wide range of structures [12-151. 

In the rechargeable Li-ion batteries, based on the rocking chair or shuttle cock 
concept, lithium ions shift back and forth easily between the intercalation hosts of 
cathode and anode. Thus, lithium ion secondary batteries consist of a carbonaceous 
anode and a lithium transition metal oxide such as LiCoO,, LiNiO, and LiMn,O, as 
the cathode, as shown in Fig. la. The anode on Cu foil and cathode on Al foil are 
formed into spiral or plate-folded shapes which give a US18650 cylindrical type (18 

Insulator --- 

Fig. 1. (a) Charging/discharging mechanism of Li-ion secondary battery; (b) cylindrical cell. 
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Fig. 2. SEM photographs of the carbon anode sheets formed on both sides of a Cu foil lead. 

mm diameter and 650 mm height, Fig. lb), and prismatic cells. Between these two 
electrodes, a porous polymer separator of polyolefin with about 25 pm thickness, 
made by polyethylene (PE) and polypropylene (PP) is placed (Fig. lb) [16,17]. Figure 
2 shows SEM photographs of anodes in which carbon sheets are formed on both sides 
of a copper-foil lead. The electrolyte is an organic liquid such as PC, EC+DEC or a 
recently developed gel type polymer stable under high voltages. A lithium salt such as 
LiClO,, LiBF, and LiPF, is dissolved in the electrolyte. 

A theoretical lithium storage capacity of a graphite anode for a Li ion secondary 
battery could be 372 mAh g-' and corresponding to the 1st stage GIC LiC,. The 
charge/discharge total reactions and anode reaction based on Li+ intercalation and 
de-intercalation are as follows [MI: 

Charge 
Li,-,CoO, + Li,C, 

Charge 
yc+xLi+xe- < Discharge ' Li,C, 

On the other hand, disordered carbons with lithium storage capacities exceeding the 
theoretical capacity have been reported. This phenomenon is still difficult to explain 
by the GIC formation mechanism mentioned above, and new explanations are 
required. 

Several carbon types from highly ordered graphite to disordered carbons have 
been investigated experimentally and theoretically for applications as anode 
materials with an emphasis on specific capacity, cyclic efficiency and cyclic lifetime. 
As anodes in lithium-ion batteries, carbon microstructure and morphology must be 
controlled. It is already established that the performance of lithium-ion batteries 
depends strongly on the thermal history and morphology of carbon and graphite 
materials used [19]. As carbon and graphite materials vary widely in their 
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microstructure, texture, crystallinity and morphology, it has been important to choose 
an anode material to give the best battery performance [20-221. Two types of carbon 
material have been used, that is highly ordered graphites heat-treated to 3000°C and 
non-graphitizable carbon heat-treated only to 1100°C. Precursor materials include 
cokes, polymers and fibers. The insertion behavior and mechanism of lithium ions 
into carbon and graphite hosts have been extensively studied [23-281. In particular, 
lithium insertion and resultant electrochemical properties of low temperature 
carbons are not yet fully understood. Low temperature carbons are promising for the 
Li-ion battery because of their superior capacity. Also, low temperature forms of 
carbons could save production energy because graphites need to be heated to 
-3000°C with a production level of - 200 ton month-'. 

2 Characteristics of Li-ion Secondary Battery 

The basic features of Li-ion secondary batteries are summarized as follows [16]: 
1. High energy density: 135 Wh kg-' and 300 Wh L-I. 
2. High operating output voltage: the operating output voltage is 3.6 V, three 

times higher than that of Ni-Cd or Ni-MH cells. 
3. High charging characteristics: there is no memory effect as may occur with 

Ni-Cd batteries with repeated weak discharges. 
4. Long cycle life: superb recharging properties allow more than 500 repeated 

charge/discharged cycles. 
5. Minimal self-discharge: self-discharge is less than 10% per month. 
6. Remaining capacity display: use of a discharge curve easily shows remaining 

capacity. 
Therefore, Li-ion secondary batteries, currently, are the best of available energy 
storage devices for portable consumer electronics. They were first developed and 
commercialized in 1992 and are used in computer notebooks, cellular phones, digital 
video cameras, personal computers with color liquid crystal device (LCD) and high 
speed CPU [22,29,30]. As shown in Fig. 3, Iithium-ion secondary batteries are 
superior to Ni-Cd batteries (1.2 V). They have the advantages of 1.5 times in volume 
and 1.5-2 times in energy density (on a weight basis), and have -3 times the voltage 
(-3.6V) [29]. There exists a strong consumer demand from the electronics market for 
further improvements in energy density, out-put current, safety and cost. High 
performance batteries in personal computers and cellular phones may eliminate 
battery charging. Li-ion polymer type batteries, described later, may be the next 
challenge in this market. 

3 Carbon and Graphite Host Materials 

Carbon materials exhibit many relevant and diverse characteristics including their 
crystallinity, morphology and texture. Structure is the most important characteristic 
in terms of electrochemical performance. Structure in a carbon is a function of the 
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Fig. 3. Energy density of various kinds of secondary batteries; present (shaded area) and future 
(cross-hatched area) based on electrodes. 

chemical composition of the parent material and of its preparation history (pyrolysis 
and carbonization) [22]. Carbons are classified into two types, i.e., graphitizable (soft 
carbons) and non-graphitizable (hard carbons) according to the parent material and 
heat treatment temperature ( H n ) .  Graphitizable carbons have an HTT > 2300°C. 
Non-graphitizable carbons do not graphitize even at temperature > 2800°C. Non- 
graphitizable carbons are mostly prepared by solid-phase pyrolysis of organic polymer 
precursors. 

Anisotropic single crystal graphite is hexagonal, with the graphene layers stacked 
in an AI3 sequence or is the less common rhombohedral structure with an AI3C 
sequence. The anisotropy relates directly to strong intralayer interactions and very 
weak Van der Waals interplanar interactions. In addition, non-graphitic carbons 
contain defective carbon layers characterized by misfits and misorientation angles 
(turbostratic disorder) leading to higher average layer plane spacing [31-341. 

4 Lithium/Graphite Intercalation Compounds 

Lithium graphite intercalation compounds (Li-GICs) were synthesized by vapor 
transport and exhibit a “staged” structure [lo]. At 0.1 MPa a maximum lithium uptake 
of LiC, was obtained in highly crystalline graphite. Intercalation proceeded via the 
edges, arm-chair and zigzag faces of the graphite because of the low concentration of 
defects in the graphene layer surfaces [35]. Figure 4 shows the several stage structures 
of Li-graphite intercalation compounds (Li-GICs). However, lithium-ion secondary 
batteries using graphitic carbons as anode, did not provide the capacity (372 mAh g-’) 
of the first stage of Li-GIC. Lithium inserted electrochemically between the graphene 
layers exists as ions and shielding effects of electrons in the graphene layers may 
prohibit entry of further lithium ions. Also, it is thought that stacking faults in the 
graphite layers may contribute. 
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Fig. 4. The various stage structures of Li-graphite intercalation compounds (Li-GICs). 
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Fig. 5.  (a) Voltammogram of graphitizated MCMBs (mesocarbon microbeads); (b) X-ray diffraction 
patterns of the intermediate compounds obtained by charging to the potentials of (A) 0.01, (B) 0.11, (C) 

0.14, and @) 0.20 V [36]. 

Figure 5 shows (a) a voltammogram of graphitized MCMBs (mesocarbon micro- 
beads) and (b) X-ray diffraction patterns of the intermediate compounds obtained at 
potentials of (A) 0.01, (B) 0.11, (C) 0.14 and (D) 0.20 V. Interlayer spacings, do,, of 
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Table 1 

Structural parameters of intermediate compounds of MCMBs formed at potentials between reversible 
peaks [40] 

Inter- Ic(theoret.)lA Assign- 
mediate ment 
comoounds Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6 Stage 7 

A 3.69k0.001 3.70 3.54 Stage 1 
B 3.53k0.001 3.70 3.54 3.48 Stage 3 
C 3.49k0.001 3.54 3.48 3.46 Stage 3 
D 3.43 kO.OO1 3.44 3.43 3.42 Stage 5-7 
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Fig. 6. The relationship linking the charge capacity of MCMBs during the first cycle and the volume ratio of 
the structures: (a) the charge capacity in the potential range 04.25 Vvs. P, plots; (b) the charge capacity in 

the potential range 0.25-1.3 Vvs. (1-PI) plots, from Tatsumi et al. [40]. 
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Fig. 7. In-situ Raman spectra of HOPG [40]. 

each compound, from X-ray diffraction data are in Table 1 [36] and show the different 
stages of Li-GICs. The Li+ de-intercalation capacity was 282 mAh g-' in the 
voltammogram equivalent to a decomposed lithium content LE,,,. The capacity of B 
compound is equivalent to LiC,,. Those values are close to theoretical values of LiC, 
and LiC,, suggesting that A and B compounds are first and second stages. Well- 
defined voltammogram peaks were not found for non-graphitic (non-graphitizable) 
carbons. 

Factors to explain capacities of less than 372 mAh g-' include effects of a-b axis 
crystallite size [37], stacking defects [25,38] and defects within graphene layers [39]. 
Tatsumi et al. [38] divided the discharge curve of graphitized MCMB at the threshold 
potential of 0.25 V, and evaluated the corresponding charge capacity as functions of 
graphitization and turbostratic components, as shown in Fig. 6. The capacity below 
0.25 V related well to amounts of the graphitic component PI  with the 0.25-1.3 V 
capacity, 1-PI, being dependent upon the turbostratic component. 

Lithium insertion processes into anodes have been studied by in-situ Raman 
spectroscopy. In Figure 7, for an HOPG, the peak at 1580 cm-' divides into two peaks 
at about 0.193 V on discharging. The 1580 cm-' peak is attributable to a bonding layer 
mode surrounding a lithium ion [40] indicating that a high stage compound was 
formed via the first stage. Therefore, the change to a lower stage GIC occurs during 
the discharge (Li+ intercalation) process. That is, it is clear that charge/discharge 
reactions occur via exact changes of the stages. 

5 Voltage Profiles of Carbon Electrodes 

Figure 8 shows voltage profiles during second discharge and charge cycles for 
lithium/carbon electrochemical cells made from representative carbon and graphite 
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Fig. 8. Plots of voltage vs. reversible capacity for (a) the second discharge and (b) charge cycle of 
representative carbon and graphite samples; (1) graphitizable carbons HTI  3000"C, (2) graphitizable 

carbon H'IT 2000"C, (3) non-graphitizable carbon H'IT 700°C. 

materials [25]. In the electrochemical cell, the electrodes of carbon materials are 
positive electrodes, the counter electrode being lithium metal. Here, lithium inter- 
calation into carbon is the discharge process with the de-intercalation of lithium ions 
being the charge process. The graphite electrode cell gives a reversible capacity of 
280-330 mAh g-'. The lithium dischargekharge plateau, at about 0.2 V, was 
reproducible [15,21]. In the first cycle, all carbon materials show an irreversible 
capacity at about 0.8 V due to electrolyte decomposition and formation of a solid 
electrolyte interphase [41]. Then, after the 2nd cycle, the irreversible capacity is much 
reduced, and the electrode exhibits relatively stable cyclic properties. Of the many 
types of carbon electrode, well-ordered graphite is considered to be representative as 
an industrial standard because of its long voltage profile plateau and low electrode 
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potential relative to lithium metal. However, a major disadvantage of graphite is the 
limited capacity of -310 mAh g-' compared with 372 mAh g-' for LiC,. On the other 
hand, non-graphitizable carbons, of HTT of -11Oo"C, have a reversible capacity of 
600 mAh g-', but exhibit an irreversible capacity and hysteresis between charge and 
discharge in the voltage profile [25,42,43]. 

In commercial cells, highly ordered graphite such as from mesocarbon microbeads 
(MCMB) heat-treated at 3O0O0C, natural graphite, and non-graphitizable carbons 
have been mainly used and have charge capacities of 310 and 600 mAh g-', 
respectively [44]. Non-graphitizable carbons show different output properties with 
constant and slightly inclined discharge potentials the commercial cells, and which are 
suitable for cellular phones and EV battery applications, respectively [16]. 

6 Effect of Microstructure of Carbon Anode on the Capacity 

Figure 9 shows the second cycle charge capacity as a function of crystallite thickness, 
Lcoo2, for several carbon fibers and PPP-based carbon electrodes [19]. Well-ordered 
graphites (Lc,,, > 20 nm) and low crystalline materials (LC,, c 3nm) have larger 
capacities. However, intermediate carbons (Lc,,, - 10 nm) possess minimum 
capacities. Dahn et al. [25] reported similar dependencies of charge capacity, as a 
function of HTT, and placed carbon materials suitable for commercial lithium-ion 
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Fig. 9. Charge capacities of several kinds of carbon fiber and PPP-based carbon electrodes at the second 
cycle as a function of crystallite thickness, Lc,,, determined by X-ray diffraction analysis. 
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batteries into three regions. The highly disordered PPP-700 carbon (H?T 700°C) has 
a large charge capacity of 680 mAh g-'. Based on Li+ intercalation into turbostratic 
carbons, as Lc,,, becomes smaller the charge capacity decreases monotonically to 
Lc,,, values of about 10 nm. On the other hand, for Lcoo2 < 10 nm, a different process 
of charge and discharge of Li-ions occurs, a process largely enhanced by decreasing 
Lc,,, values. For Lc,, of -10 nm, both reaction processes occur incompletely and may 
cause a minimum in capacity. 

The high charge capacity of PPP-700 has been studied by high-resolution trans- 
mission electron microscopy (HR-TEM), NMR [24] and by Raman spectroscopy 
[4547]. Lattice images of HR-TEM of pristine PPP-based carbon (Fig. loa) and 
Li-charged PPP-based carbon (Fig. lob) do not show a layered structure. Short 
graphene layers are seen to be randomly located. An interlayer spacing of -0.3440 
nm compared with 0.3354 nm for pristine PPP-based carbon increases by -10% 
(-0.4. nm) by Li doping suggesting that Li ions are located among the defective 
layers. 

The 7Li NMR spectrum of Li-doped PPP-based carbon (Fig. l l a )  reveals no 
metallic band. A main band with fine structure is observed at around 0 ppm. 

(a) 

Fig. 10. High-resolution lattice images, obtained by transmission electron microscopy at a 400-kV 
acceleration voltage, of (a) pristine and (b) Li-doped (LiC,) PPP-based carbon. 



428 Chapter 25 

I 
300 200 100 0 -100 -200 -300 

Chemical shift (ppm) 

Ohserved 

I I 

30 20 10 0 -10 -20 

Chemical shifi (ppm) 

Fig. 11. (a) Nuclear magnetic resonance spectra of ’Li in heat-treated PPP for a specific charge of capacity of 
1000 mAh g-’ ; (b) Nuclear magnetic resonance line shape simulation for the main band around 0 ppm in (a). 

Superposition of the three bands A, B, and C reproduce well the observed line shape 
of the main band (Fig. llb). The lithium in Li-doped PPP-based carbon must occupy 
two different sites corresponding to bands A and B. Band C can be assigned to the 
by-product lithium carbonate. Band A has a Gaussian line shape with a chemical shift 
of 9.85 pprn and a half width of 11.6 ppm. Band B has a Lorentzian line shape with a 
chemical shift of -0.62 pprn and a half width of 8.9 ppm. The origin of band A must be 
associated with electron occupation in the lowest unoccupied molecular orbital 
(LUMO) giving rise to radical formation. The Gaussian line shape of band A is 
consistent with the ionic mechanism, where 7Li nuclei are fixed and inhomogeneous 
broadening determines the line shape. That is, site A can be considered as an ionic or 
GIC site. On the other hand, band B may be caused by molecular Liz in the PPP-based 
carbon. A small chemical shift for band B is consistent with a Liz molecule model. This 
model is also consistent with a Lorentzian line shape. Site B may be called a 
“covalent” site. 

Raman spectra were obtained for carbon samples heat treated at 650-750°C in 
increments of 25°C. Figure 12 shows the development of a peak profile over this 
temperature range. The lines at 1240 and 1330 cm-’ suggest regions in the sample with 
a quinoid-like structure produced by the introduction of defects by the heat 
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Fig. 12. Raman spectra for PPP heat-treated to between 650 and 750°C showing several PPP-derived A, 
modes. 

treatment. The lines near 1218 and 1270 cm-' could be due to benzenoid PPP peak 
remnants which appear slightly downshifted. Therefore, these Raman spectra suggest 
that the PPP-700 carbons are only partially carbonized showing the signature of a 
residual disordered quinoid-like PPP structure. 

A line-shape analysis of the peak near to 1600 cm-', from the in-situ Raman spectra 
(Fig. 13), provides information about Raman frequency shifts in a Li/PC/PPP-700 
battery system during discharging and charging. The high frequency peak position, as 

I584 ' I I 

0 I 2 3 
Voltage / (V) 

Fig. 13. Thevoltage dependence for the high frequency Raman modes of the PPP-700 electrode obtained by 
fits to Lmentzian line shape. 
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a function of electrode voltage in the range between about 2.8 V and 0.0 V for both of 
the discharging and charging processes, reflects Li+ uptake and release in PPP-700. It 
is to be noted that the curves have thresholds at -1.0 V and are divided into two zones 
by the threshold voltages. In Zone I (2.8-1.0 V) the Raman peak shows no change 
with decreasing voltage up to 1.0 V. Zone I1 (1.0-0.3 V) corresponds to a downshift of 
wave number with decreasing discharge voltage. During charging, the change in peak 
position is almost reversible with some hysteresis indicating some residual lithium. 
These results suggest that in Zones I and I1 the Li+ ions have different insertion 
behaviors. The change in Zone I1 could be due to a charge transfer effect, as in GIC, 
occurring in the PPP-700 electrode, which would modify the localized electron 
density and electrical conductivity resulting in the final diminishing of the peaks. It is 
to be noted that with the disordered PPP-700 carbon, the same charge transfer 
behavior as in GIC takes place to store Li+ ions between the defective carbon layers, 
and is relatively consistent with the formation of Li, molecules [24]. On the other 
hand, lithium storage in Zone I might be different from lithium storage in Zone 11. 
Though it is still difficult to clarify the lithium storage mechanisms, it can be suggested 
that lithium in Zone I may be at preferred sites when charge transfer, affecting the 
peak wave number, does not occur. Inaba et al. [46] reported the in-situ Raman study 
on MCMB heat treated at -1OOo"C, and showed no change in the 1580 cm-' Raman 
peak [46]. These different results indicate that charge and discharge mechanisms 
taking place in low temperature carbons with super-high lithium storage capacities 
vary carbon to carbon. 

7 Li Storage Model 

Figure 14 shows a theoretical model of LiC, in graphite. The insertion of lithium into 
graphite is described as follows: (1) the first stage by insertion of lithium ions electro- 
chemically; (2) formation of high stage GICs; and (3) transformation to lower stages. 

Three lithium insertion mechanisms for low crystalline carbon materials are as in 
Fig. 15 showing (a) formation of Li, molecules between layers, (b) cluster formation 

LiG, 

Fig. 14. Schematic representation of LiC, model based on graphite anode material. 
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Fig. 15. Schematic representations of (a) Li, model [24], (b) cavity model [26], and (c )  single-layer model 
1251. 

of lithium ions in nano-cavities, and (c) single graphene layers in relation to hydrogen 
content of carbon materials of low HTT. It is not yet known which mechanism is 
correct. It is thought that those phenomena have a close relationship with nano- 
structures of carbon materials. 

8 Conclusions 

It is not an overstatement that the success of the Li+-ion batteries is linked to the GIC 
and carbon sciences since the beginning of the 1990s by providing designed anode 
materials for the batteries. Enhancement of battery performance and cost reduction 
have been achieved over the past ten years, with further improvements in battery 
performance being demanded for the future. Structural characterization of 
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non-graphitizable carbons with high capacities, elucidation of lithium storage 
mechanisms and the need to reduce irreversible capacities will be important aspects. 
Further research into carbonization and graphitization conditions of new starting 
materials and of, e.g., B, N and P including mechanical treatments will need to be 
extensive. A remarkable improvement in the Li+-ion battery will be made in the 
future corresponding to lithium metal itself. Of the many types of carbons studied, it is 
the low crystalline carbon-based Li+-ion battery, of higher capacities, which will 
feature in the further development of Li+-ion batteries for the second generation of 
the battery. High performance Li+-ion batteries will advance carbons into the 21st 
century of multimedia and portable computers, etc. 
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Abstract: Carbon has a high electrical conductivity and is a semi-metal with similar values in 
ionization potential and electron affinity. Such unique electronic properties suggest that 
carbon can both donate and accept electrons and is a promising material for electrodes. 
Various carbons with different shapes and properties are available as electrodes, such as highly 
ordered pyrolytic graphite (HOPG), glassy carbon (GC), carbon fiber (CF), and activated 
carbons, etc. Carbon surfaces, such as pore size, electronic states, and presence of functional 
groups, can be modified and controlled by various chemical and physical treatments. 
Therefore, development of carbon electrodes with superior functions is the subject of the 
Carbon Alloys project. Electrode materials in new industries are also briefly described, e.g., 
lithium rechargeable batteries, electric double layer capacitors, and sensors. 

Keywords: Electrode, Electrochemistry, Lithium rechargeable battery, Capacitor, Sensor. 

1 Features of Carbon Materials as Electrodes 

Carbon materials, consisting of sp2 carbon atoms, show high electrical conductivity 
and several other prominent characteristics such as high chemical and thermal 
stability, catalytic properties, light weight, etc. Furthermore, carbon materials with 
widely different properties and shapes are available at reasonable prices. Therefore, 
carbon has been used as electrodes for a wide variety of electrochemical applications. 
Examples are electrodes for batteries (e.g. MnO,, lithium ion), for metal smelting 
(e.g. Fe, Al, Mg), for electrolytic production of chemicals (e.g. Li, Na, NaOH, F,, CL), 
and for microsensors in vivo measurements, etc. 

The following characteristics of carbons show them to be superior to typical metals, 
such as Pt and Hg as electrode materials [l-31. Firstly, a variety of carbons with 
different properties are obtained by controlling sizes and orientations of crystallites 
consisting of hexagonal planes. Examples include highly oriented pyrolytic graphite 
(HOPG), glassy carbon (GC), carbon fibers (CF), and activated carbon fibers (ACF). 
Secondly, highly crystalline carbon (e.g. HOPG) is a semi-metal with similar values of 
ionization potential (Ip) and electron affinity (Ea) [4]. Thus, carbon is expected to 
work both as an electron donor and as an acceptor. Thirdly, carbon is relatively stable 
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because of slow kinetics of oxidation. Fourthly, properties of carbon surfaces can be 
modified and controlled by various physical and chemical treatments. 

Electrochemical reactions are initiated by adsorption of chemical species on 
electrodes. Such a process is essentially controlled by the chemical and physical states 
of the electrode surface. Carbon surfaces are modified easily by various chemical and 
physical treatments. One of the objectives of the Carbon Alloys project is to modify 
carbon surfaces to derive new functionalities. Thus, studies of electrochemical 
functions of carbon electrodes are of major interest to carbon alloys. 

The objective of this chapter is to understand the electrochemical characteristics of 
carbon materials in relation to carbon alloys. Applications of carbon electrodes, 
including future uses such as lithium rechargeable batteries, capacitors and sensors 
are described. 

2 Electrochemical Reactions on Carbon 

HOPG, a synthetic, highly graphitic carbon, is a semi-metal, with a small overlap (0.04 
eV) between the conduction and valence bands [4]. Thus, HOPG has the same values 
of 4.4 eV for its ionization potential (Ip) its electron affinity (Ea) [4]. This means that 
HOPG can simultaneously donate and accept electrons. Carbons can catalyze both 
oxidative and reductive reactions. In fact, the reducing power of solid carbon is well 
recognized and it is known that solid carbons behave as oxygen electrodes to produce 
H,O, by the reduction of molecular oxygen in acidic solutions [2]. Therefore, carbon 
electrodes may accommodate a wide variety of reactions including both oxidative and 
reductive reactions. 

HOPG has a highly anisotropic structure. The basal planes of HOPG consists of 
condensed aromatic rings with n electrons (graphene layers), with edges bonding 
aromatic hydrogen and oxygen functional groups with 0 bonds. Thus, the electro- 
chemical behavior of HOPG electrodes should differ depending on exposed surfaces. 

From an electrochemical perspective, solid carbons undergo two types of reactions 
associated with their anisotropic structure, namely, surface reactions and inter- 
calation reactions. Such entirely different reactions are discussed in this chapter as 
oxidation reactions. 

2.1 Sugace Oxdution Reactions 

Several types of oxygen functional groups, in different amounts, are present on 
carbon surfaces depending on preparation and pretreatment conditions. The surface 
oxides exist principally as a submonolayer on edge sites of hexagonal planes (Fig. 1) 
[1,2]. When carbon is oxidized extensively, multilayer oxides may be formed con- 
sisting of oxidized layers of planes (Fig. 2) El]. Variations in surface oxide properties 
are a major source of variability in electrochemical performance. Electrochemical 
reactions of surface oxides produce background currents over a region of wide 
potential associated with their different redox potentials [1,2]. 
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Fig. 1. Oxygen functional groups exist on 
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Fig. 2. Schematic illustration of multilayer oxide films formed on carbon surfaces [l]. 

Electrochemical reactions for various oxygen functional groups on carbon are 
proposed as follows. A sequence of reactions for the quinoid complex, usually called 
quinone, is shown in Fig. 3 [2,5]. Quinone (I) and the radical (11) are in equilibrium. 
The radical (11) accepts an electron to form the anion (111), which can accept a proton 
to form phenol or hydroquinone (IV). The processes between (11) and (111) and (111) 
and (IV) are reversible. It is suggested that an ether-type oxygen cation (oxonium ion) 
is in resonance with a carbonium ion as shown in Fig. 4 [2,6]. Two types of cyclic esters 
called lactones, with five and six member rings respectively, may be formed on 
aromatic rings (Fig. 5 )  [2,7]. Both lactones undergo reversible one-electron transfer 
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Fig. 3. A sequence of reactions proposed for quinoid complex [2,5]. 
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Fig. 4. A sequence of resonance structures proposed for ether-type oxygen cations [2,6]. 
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Fig. 5. A sequence of one electron-transfer reactions proposed for cyclic esters [2,7]. 
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processes without dissociation in acidic solutions (pH < 7). In basic solutions, 
lactones dissociate to form carboxylic groups which also may undergo reversible 
one-electron transfer reactions. 

2.2 Oxidative Intercalation Reactions 

Graphite forms intercalation compounds with various atoms, ions, and molecules. 
Graphite intercalation compounds of H,SO, are a typical example produced by 
anodic oxidation of graphite [8]. When the intercalation compound of graphite thus 
formed is reduced, the original graphite is reformed via reversible redox processes 
[ 1,8]. When graphite intercalation compounds of H,SO, are further oxidized by using 
a higher anodic potential in concentrated H,SO, solution, the oxidation processes are 
irreversible and the reduced product is quite different from the original graphite [1,9]. 
Breakage of structure is suggested by a noted decrease in the L a  crystallite size as 
measured by Raman spectroscopy. Such reversible intercalation and irreversible 
oxidation mechanisms are schematically shown in Fig. 6 [l]. Extensive oxidation of 
graphite removes electrons from the aromatic n: system, resulting in the formation of 
aliphatic bonds in the graphite plane [l]. As a result, such an oxidized graphite has a 
significantly lower electrical conductivity than the original graphite [l]. 

3 Electrochemical Behavior of Various Carbons 

Many types of carbons have been used as electrodes, such as HOPG, GC, CF, etc. The 
properties of the carbon electrode vary greatly because of differences in size and 
orientation of crystallites, which are characterized by La, Lc, or do,, calculated from 
X-ray diffraction and Raman scattering measurements. In this section the electro- 
chemical behavior of several carbon materials are described in terms of their 
structures [l-31. Such a discussion is useful to select or control variables of carbon 
materials when using them as electrodes for special purposes. 

-. 
Reversible intercalation 

1 
I Further oxidation 

t 

e Reduction =+ O H 0  

O H O H  
Damaged graphite 

Irreversible intercalation 

Fig. 6 .  Schematic structural image of reversible and irreversible oxidative intercalation of graphite [1,9]. 
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3.1 Highlj Ordered Pyrolytic Graphite 

Highly ordered pyrolytic graphite (HOPG) has a highly developed crystal structure 
and shows extensive anisotropy. The well-defined ordered structure of HOPG is 
suitable to estimate electrochemical behavior of ideal basal or edge planes. A clean 
basal plane (graphene layer), with a low defect concentration, is easily prepared by 
cleavage, laser activation, or electrochemical activation [l]. The basal plane is 
extremely inert as an electrode (for electron transfer) in contrast to the edges of the 
planes (edge planes) as reported by cyclic voltammetry measured over cleaved basal 
and edge planes of HOPG in aqueous solution containing Fe(CN)c3"-" [1,10]. The 
observed electric double layer capacitance of a basal plane is only 5% of that of an 
edge plane [1,10]. Therefore, the main conclusion derived from comparison of edge 
and basal planes of HOPG is the extreme anisotropy of such electrochemical 
behavior as electron transfer and capacitance [1,10]. 

HOPG forms intercalation compounds with various elements, molecules, and ions 
by electrochemical methods as well as chemical methods. Recently, intercalation 
compounds with lithium have been extensively studied as anode materials for the 
lithium-ion secondary battery. 

3.2 Glassy Carbon 

Glassy carbon (GC) is a vitreous carbon with isotropic properties. GC is impermeable 
to gases and liquids. In addition, it may be polished, exposed to high vacuum, heated, 
and chemically modified. Thus, GC can be conveniently made into electrodes with 
such shapes as disks and rods. A highly porous reticulated vitreous carbon (RVC) has 
also been used in a variety of electrochemical measurements [l]. 

3.3 Carbon Fiber 

Some pitch-based carbon fibers (CF) have an anisotropic structure because hexa- 
gonal planes (graphene layers) prefer to orientate along the fiber axis. There are 
different types of orientation as seen (by SEM) in cross-sections of fibers such as 
onion, radial, and/or random [ 11. Different electrochemical responses can be 
expected from fiber ends vs. fiber sides because of different anisotropic presentations. 
A wide range of carbon fibers are available, from different sources and with different 
values of HTT and hence with different properties producing different electro- 
chemical behaviors. 

Carbon fibers are especially applied as microelectrodes for in vivo analysis of 
bio-related materials. 

3.4 Carbon Paste 

Carbon paste is a mixture of graphite with an organic liquid of low volatility. A major 
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advantage of carbon paste is the ease of renewal of a surface so providing a fresh 
surface unaffected by electrode history. An electrode prepared from carbon paste has 
an extremely low oxidative background current when compared with those of plati- 
num and graphite [l]. The development of carbon paste has led to the widespread use 
of voltammetry for studying organic reaction mechanisms and the development of 
electrochemical detectors for liquid chromatography [ 11. 

4 Application of Carbon Electrodes 

Carbon materials have unique characteristics superior to those of metals. Thus, vari- 
ous carbon electrodes are used extensively in industry and are available commercially. 
This section describes recent applications of carbon electrodes, especially the lithium 
rechargeable battery, the electric double layer capacitor and sensors. 

4.1 Lithium Rechurgeable Battery 

The success of lithium rechargeable batteries arises from the use of carbon materials 
as a lithium reservoir at the negative electrode [11-141. Reversible intercalation of 
lithium into a carbon host lattice avoids the problem of lithium dendrite formation 
coming from the decomposition of electrolyte organic solvent. An objective of the 
Carbon Alloys project is to control the “atomic” spaces of carbon to form a hetero- 
atomic alloy. The development of high performance anodes for lithium rechargeable 
batteries with a controlled carbon microstructure is a research target for the Carbon 
Alloys project. Several research groups are actively engaged in this Carbon Alloys 
project. Of these, Endo and Kim have studied correlations between the micro- 
structural parameters and electrochemical properties of various carbon materials; 
their results are described in Chapter 25. 

Another important objective of Carbon Alloys is control of electronic states of 
carbon by introduction of heteroatoms (doping). Such modification by doping has 
been investigated recently for carbon anodes of lithium rechargeable batteries. The 
doping methods include: (i) co-deposition by CVD of carbon and foreign atoms, (ii) 
pyrolysis of organic molecules containing foreign atoms, and (iii) chemical treatment 
of the carbon [14]. Boron is known to enter into the carbon lattice by substitution. For 
example, by CVD from benzene and boron trichloride, carbons containing up to 25 
at% boron can be prepared [14]. Carbon doped with boron is reported to show 
greater reversible capacity for lithium than pure carbon [ 141. In addition, an increase 
in a cell voltage of about 0.5 V is reported [14]. The effect of boron doping in carbon 
can be interpreted qualitatively as follows [14]: Boron has three valence electrons and 
an acceptor character. In a rigid-band model, the Fermi Ievel is lowered by the 
addition of boron which allows more lithium (electron donor) to be intercalated. In 
addition, the presence of boron strengthens the chemical bond between the lithium 
and boronxarbon host. As a result, the potential of the lithium in boron-substituted 
carbon increases compared with pure carbon. Nitrogen is another element which can 
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be incorporated, by substitution, into carbon, either alone or together with boron [ 141. 
Unfortunately, results reported for nitrogen-containing carbons differ from each 
other at the moment. 

New approaches have been proposed in order to improve performance of carbon 
anodes for lithium rechargeable batteries. For example, carbons with controlled 
porosity were prepared from polymeric precursors by using inorganic templates [15]. 
Control of surface states of carbon is very important to enhance lithium insertion 
from solvents. A composite electrode made up of ultrafine silver particles supported 
on graphite has been reported to provide a higher volumetric specific capacity and 
longer cycle life than conventional graphite electrodes [16,17]. The formation of thin, 
passivating surface films is clarified to prevent co-intercalation of solvent molecules 
together with lithium ions, which causes exfoliation of the graphite [ll-141. The 
search for new solvents, salts, and additives, in which graphites behave reversibly due 
to unique surface chemistry, has been extensively studied [ 11-14]. 

4.2 Electrochemical Double-Layer Capacitor 

Another objective of the Carbon Alloys project is to control surface space of carbon to 
form new functional interface. The storage of electrical energy based on the separa- 
tion of charged species (supporting electrolyte) by adsorption on electrode surfaces in 
electrolytic double layers is simple compared with rechargeable batteries. Such de- 
vices are called electrochemical double-layer capacitors (EDLCs). The EDLC has 
been considered as one of the most attractive rechargeable power devices because of 
its excellent high-rate charge/discharge ability with high energy density and with long 
cycle life compared with the common rechargeable battery [ 181. Essentially all elect- 
rode/electrolyte interfaces form electric double-layer (i.e., capacitance); however, 
EDLCs work as devices when no Faradaic reactions proceed over the potential range 
of operation. Because capacitance is proportional to amount of adsorbed ions on 
electrodes, electrochemically inert materials of high specific surface area can be 
utilized as electrodes in EDLC. Thus, the electrode must be designed to have (1) high 
specific surface areas; (2) good intra-and inter-particle conductivity in porous 
materials; and (3) good electrolyte accessibility to intra-pore surface area [ 18-20]. 

Carbon materials, such as activated carbons and ACF cloths, are promising 
electrode materials for EDLC, since they can be produced inexpensively with high 
surface areas. However, carbon materials are far from being electrochemically inert 
and surface chemical reactions may occur during polarization to introduce functional 
groups. Various types of oxygen functional groups are present on carbon surface (see 
Figs. 1 and 2) and may be further introduced by the application of voltage during 
operation of EDLCs devices, especially overcharging. Such oxygen functional groups 
on carbon cause some electrochemical reactivity and affect polarization, point of zero 
charge, and wettability with electrolyte solution (hydrophilic) [20]. The wettability, 
estimated by the contact angle measurements, increases by an increase in oxygen 
content and determines accessible porosity of aqueous electrolyte solutions, which 
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might influence capacitance values [20]. Electrochemical oxidation of an active 
carbon fiber (ACF) electrode showed an enhancement of electrode capacitance 
presumably by improved wettability [20]. Many powder carbon materials inherently 
have dangling bonds, which are associated with free-radical behavior. It can also 
influence the self-discharge characteristics [20]. In order to remove such oxygen 
functional groups, heat-treatments at elevated temperatures in a vacuum, nitrogen, 
or hydrogen and sometimes in water vapor are known to be effective [20]. These 
heat-treatments are expected to open pore structures and increase the degree of 
crystallization to decrease inter-particle contact resistance. Various surface treat- 
ments of carbon materials are reported recently. For example, a cold plasma 
generated at low temperature has been used to modify the chemical and physical 
properties of surfaces of carbon materials, such as pore size and functionality 
distribution, without changing bulk properties [20]. 

In the case of the graphite electrode, certain intercalation processes occur on 
charging in which various species or ions in the electrolyte become injected into the 
interlayer space. Although such intercalation processes are essentially reversible at 
defined voltages, application of highly excessive voltage may cause carbon electrodes 
to physically fail (Fig. 6). 

The use of organic electrolytes in capacitors has been of interest due to high 
operating voltages [18-201. A disadvantage of organic electrolyte system is their low 
power densities due to higher resistivity than that of an aqueous system. Unlike 
lithium rechargeable batteries, where the electrode passivation occurs due to electro- 
lyte decomposition, the use of organic electrolytes in the EDLC is potentially less 
restricted. Next generation EDLCs should supply higher energy and power densities 
than those achieved previously. Recently, the transition between supercapacitors and 
batteries has been discussed, which is called “pseudo-capacitances’’ (Le., two- 
dimensional reversible Faradaic surface reactions) [ZO]. 

Applications of new types of carbons with unique pore structures are proposed; 
polyacenic semiconductor (PAS) materials prepared from pyrolytic treatment of 
phenol-formaldehyde resin [21], open-cell aerogel [22] and xerogel[23], foam carbon 
materials, and carbon nanotubes which have narrow distributions of pore sizes, highly 
accessible surface area, low resistivity, and high stability [24]. 

4.3 Sensor 

An electrochemical sensor is a device that quantitatively detects a particular chemical 
species as an oxidation or reduction current [3,25,26]. An electrochemical sensor has 
advantages such as simple measurement procedure, short response time, and suffi- 
cient sensitivity and selectivity. Although chemical sensor systems, utilizing chemical 
reactions to convert target species to detectable ones (e.g., by UV-vis spectroscopy), 
have attained quite high sensitivity, they are not feasible to in situ measurements 
because of indirect detection of target species. On the other hand, an electrochemical 
sensor system can easily monitor changes in concentration with time. In order to 
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establish high performance electrochemical sensors, modifications to electrode 
surface should be carried out. For example, modification by electrocatalytic materials 
has been proposed to attain high sensitivity [27]. In order to attain high selectivity, an 
electrode surface is coated with films as well as modified with enzyme or mediator, 
which show specific affinity to target chemicals [27]. Carbon is the preferred electrode 
material for such modifications because it has reactive functional groups on the 
surface available for chemical modification. Clearly, preparation and pretreatment 
history of carbon electrodes strongly affect the performance as a sensor, such as 
electron transfer kinetics, background current, reproducibility, and adsorption 
properties. Among various carbon materials, carbon fibers (CF) or activated carbon 
fibers (ACF) are used extensively as microelectrodes which can be used in very small 
spaces and to establish chemical events occurring inside single biological cells, such as 
neurotransmitter in living brain tissue [ 1-3,25,26]. A microelectrode used in vivo is 
typically made by placing a single carbon fiber in the lumen of a small glass tube. The 
entire electrode, including the surrounding insulator, must be of micrometer 
dimensions in order to minimize disruption of the biological environment in which 
the electrodes are employed. The use of microelectrodes mounted on piezoelectric 
micropositioners allows the local concentration of electroactive substances to be 
mapped in two dimensions, referred to as scanning electrochemical microscopy. 

New candidates of carbon materials used in electroanalytical chemistry have been 
proposed. Chemically modified carbon paste electrodes incorporated with zeolite 
molecular sieves were constructed as sensor electrodes for voltammetric deter- 
mination of trace copper in aqueous solution [28]. An amperometric biosensor for the 
detection of ethanol vapor was fabricated on a flexible polyester substrate where 
conventional screen-printing technology was employed to fix alcohol dehydrogenase 
to the carbon working electrode [29]. Ultra-thin porous carbon films are employed as 
transducers for amperometric biosensors [30]. Such foam-like nanoscopic films 
combine the advantage of high enzyme loadings within the micropore hosts and large 
microscopic area with a small geometric area [30]. Conductive boron-doped diamond 
thin films have been reported to have superior properties for electrochemical sensors, 
such as low background current, a wide potential window, high resistance to 
deactivation, and insensitivity to dissolved oxygen [31]. 

There seems to be no limit to the diversity and versatility of carbon materials, and it 
is certain that electroanalytical performance will improve as the nature and prepara- 
tion of such materials continues to be better understood. 
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Abstract: The electric double layer capacitance of porous carbon electrodes strongly depends 
on its pore size distribution. Mesoporous activated carbon fibers (ACFs), prepared by the 
carbonization and steam-activation of a phenolic resin fiber containing a small amount of 
activation catalyst, have many mesopores in addition to well-developed micropore structure. 
The double layer capacitance in propylene carbonate electrolytes was not proportional to the 
BET specific surface area for mesoporous ACFs. This is due to the low mobility of the ions in 
the narrow micropores. However, mesoporous ACFs showed higher double layer capacitance 
than conventional ACFs consisting of mainly micropores, especially, in the case of high current 
density measurements. This result suggests that the presence of mesopores promotes the 
formation of an effective double layer or the fast transfer of ions to the micropores. The 
property of the double layer capacitance for single walled carbon nanotubes (SWCNT) is also 
discussed from the viewpoint of a comparison with ACFs. 

Keywords: Capacitor, Electric double layer, Activated carbon fiber, Pore size distribution, 
Capacitance, Carbon nanotubes. 

1 Introduction 

Electric double layer capacitor (EDLC) [1,2] is the electric energy storage system 
based on charge-discharge process (electrosorption) in an electric double layer on 
porous electrodes, which are used as memory back-up devices because of their high 
cycle efficiencies and their long life-cycles. A schematic illustration of EDLC is shown 
in Fig. 1. 

Recently, EDLCs have been proposed as the sub-power source for the hybrid 
electricvehicle because of its higher power density (larger than 1000 W kg-' or 1000 W 
I-') and fast charge-discharge ability. Because the energy density of EDLC is only 
several Wh kg-' or Wh 1-', much lower than that of rechargeable batteries, an 
improvement in the capacitance of EDLC is required. The energy density of EDLC 
can be expressed as follows: 

cv 
2 

E=-- -  
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Fig. 1. Schematic illustration of electric double layer capacitor: (a) charge state, (b) discharge state. 

where E is electric energy stored in the capacitor, C is capacitance, and Vis applied 
voltage. The above correlation suggests that stability to electrochemical decompo- 
sition of the electrolyte, that is the electrochemical window of the electrolyte, is a key 
factor in energy storage, because the energy of EDLC varies as the square of applied 
voltage. Therefore, EDLC with a non-aqueous electrolyte has essentially a higher 
energy density than the aqueous type EDLC because non-aqueous electrolytes have 
wider electrochemical windows (= 3 V) compared with aqueous electrolytes (= 1 V). 

The practical electrode materials for EDLC are porous carbons, such as activated 
carbons. The high capacitance (100-200 F g-') is derived from the high specific 
surface area (> 1000 m2 g-') in microporosity (pore width < 2 nm [ 3 ] ) .  In general, it is 
believed that there is a proportional correlation between specific surface area and the 
electric double layer capacitance of activated carbons as based on the following 
equation [1,4,5]: 

where C is specific capacitance, E,, is permittivity in vacuum, E, is relative permittivity 
of the double layer, 6 is thickness of the double layer, and S is specific surface area. 
This equation (2) is derived from an ideal capacitor consisting of a solid dielectric 
layer between two parallel plate electrodes such as practical ceramic or film 
capacitors (condensers). However, some researchers have reported non-linearity of 
the double layer capacitance with surface area of carbon [6-141. This may be due to 
the dimensions of the ion or solvent in the electrolyte and the pore size distribution 
(PSD) of activated carbons. The PSD depends on the structure and type of carbon 
precursor and the preparation method of the porous carbon. Thus, the dependence of 
the double layer capacitance on PSD for activated carbon electrodes has to be 
investigated using various porous carbons with different pore size distribution. 
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2 Influence of Pore Size Distribution of ACFs on Double Layer Capacitance 

2.1 Mesoporous Activated Carbon Fibers 

Mesopores (pore width of 2-50 nm [3]) or macropores (pore width > 50 nm [3]) 
influence the permeation of electrolyte into micropores and the mobility of ions in 
pores. Activated carbon fibers (ACF) have a narrow pore size distribution of micro- 
pores without, e.g., mesopores [15,16]. However, ACFs with mesopores have been 
prepared by blending an activation catalyst into a phenolic resin [17] or an isotropic 
pitch [MI. The blending method by which catalyst metal particles with nanometer size 
are uniformly dispersed in the carbon matrix is a topic for Carbon Alloys. These ACFs 
with mesopores and macropores are suitable to investigate their influence on double 
layer capacitances. In this chapter, double layer capacitances of ACFs with 
mesopores (mesoporous ACF) are comparatively discussed with conventional ACFs 
without mesopores or macropores (microporous ACF). 

2.2 Pore Size Distributions (PSD) of ACFs 

Mesoporous ACFs were prepared by carbonization and steam-activation of a 
phenolic resin fiber containing a small amount (0.1 wt%) of an organic nickel complex 
[19-211. The nickel species in ACFs were present as metallic nickel particles (-50 nm 
diameter). Microporous ACFs, as the reference samples, were also prepared from the 
phenolic resin fiber but without catalyst. The PSD in of mesopores for mesoporous 
ACFs and microporous ACFs, as calculated by the Dolimore-Heal (DH) method, are 
shown in Fig. 2. The former has only a few mesopores except for small pore size (-2 
nm), close to those of micropores, while the latter has larger volume of mesopores in 
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Fig. 2. Pore size distributions (PSDs) for the mesopore region of (a) microporous ACFs and (b) mesoporous 
ACFs, calculated by the DH method. Numbers in parenthesis mean the time of activation (min). Rp: pore 

radius; Vp: pore volume. 
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the whole mesopore region. Especially, the amount of mesopore volume in the range 
of 1040 nm width became much larger in the mesoporous ACFs prepared with 
longer activation. This indicates that the nickel catalyst is effective in the formation of 
mesopores with relatively large pore sizes. 

BET specific surface areas (corresponding to total specific surface area of ACFs) 
[22] and mesopore volumes (V,,,,, estimated by DH method) [23] are summarized in 
Table 1. In both microporous ACFs and mesoporous ACFs, BET specific surface 
areas were higher with longer times of activation indicating that porosity in ACFs 
develops further with longer activation times. Mesopore volumes in microporous 
ACFs increased slightly with activation, but more so for the mesoporous ACFs. 
Mesoporous ACFs have larger mesopore volumes than microporous ACFs for 
comparable BET specific surface areas. Micropore volume (V,,,,,) and average 
micropore width ( 2 ~ )  estimated by the Dubinin-Radushevich (DR) equation [24,25] 
are also summarized in Table 1. The micropore volume and average micropore width 
for microporous and mesoporous ACFs and BET surface area are almost identical 
(micro-ACF (120) vs. meso-ACF (120), and micro-ACF (480) vs. meso-ACF (180)). 
These results suggest that surface area in mesopores contributes little to total surface 
areas although mesopore volumes are significant in the total pore volume (V,,,, + 

Table 1 

BET specific surface area, mesopore volume, average micropore width, and micropore volume of 
microporous ACF (micro-ACF) and mesoporous ACF (meso-ACF) 

Sample* BET-SSA ‘meso ‘micro 2X 
(m2 g-’) (ml g-9 (ml g-’1 ( 4  

Micro-ACF (10) 650 0.06 0.28 0.64 
Micro-ACF (60) 930 0.03 0.37 0.73 
Micro-ACF (120) 1150 0.08 0.47 0.85 

Micro-ACF (480) 1780 0.16 0.73 1.07 
Meso-ACF (10) 710 0.10 0.28 0.69 
Meso-ACF (60) 960 0.21 0.38 0.74 
Meso-ACF (60)acid* * 920 0.23 0.36 0.72 
Meso-ACF (120) 1050 0.30 0.42 0.83 
Meso-ACF (120),,,,** 1000 0.32 0.39 0.79 
Meso-ACF (140) 1290 0.35 0.52 0.88 
Meso-ACF (180) 1660 0.86 0.69 1.06 

*Numbers in parentheses means the activation duration (min). 
**Meso-ACFs after immersion in 1.0 M H,SO,aq for 12 h. 
BET-SSA Specific surface area calculated by BET plot in the region of 0-0.05 P/Ps [22]. 
V,,,,: Pore volume of mesopore calculated from DH method of adsorption branch [23]. 
Vmicro: Pore volume of micropore calculated from DR method [24,25]. 
22: Average micropore width calculated from DR method [24,25]. 

Micro-ACF (240) 1480 0.09 0.60 0.94 
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Table 2 

Yield of various ACFs, bulk density of composite electrode, and surface oxygedcarbon atomic ratio of 
various ACFs 

Sample Yield (%) d* (g cm”) o/c* * 

Micro-ACF (10) 45 0.87 0.08 
Micro-ACF (10) 52 1 .oo 0.07 

Micro-ACF (10) 41 0.85 0.06 
Micro-ACF (10) 35 0.74 0.06 
Micro-ACF (10) 23 0.68 0.06 
Meso-ACF (10) 47 0.85 0.07 
Meso-ACF (10) 29 0.62 0.05 
Meso-ACF (10) 16 0.54 0.04 
Meso-ACF (10) 15 0.42 0.04 
Meso-ACF (10) 5 0.38 0.05 

*d: Bulk density of the composite electrode composed of ACF, acetylene black, and binder (86:10:4wt%). 
**O/C: Surface oxygen/carbon atomic ratio estimated by XPS. 

VmiC,). Consequently, mesoporous ACFs contain both mesopores and micropores in 
significant amounts, but with specific surface areas being contained in the micro- 
pores. The metallic particles of nickel, dispersed in mesoporous ACFs, can be 
removed by acid treatment using 1 M H,SO,aq. BET surface area, pore volumes and 
micropore widths of acid-treated mesoporous ACFs are shown in Table 1. The 
removal of nickel particles from mesoporous ACFs has little influence on pore 
structures. 

Yields of microporous and mesoporous ACFs are shown in Table 2, with yields 
becoming smaller with activation time. Yields of mesoporous ACFs were lower than 
for microporous ACFs with comparable surface areas. The lower yields result from 
the presence of mesopores formed by catalytic activation. Densities of electrodes 
made from these ACFs are also shown in Table 2, the densities using mesoporous 
ACF being smaller than for microporous ACFs at comparable surface areas and 
yields, resulting from the larger pore volumes of mesoporous ACF. 

The surface oxygen/carbon atomic ratios of the ACFs, estimated by the XPS 
analysis, are also shown in Table 2 indicating little difference in oxygen contents 
between them. The XPS 01s and the Cls spectra of both ACFs are similar indicating 
little difference in their surface functionalities so suggesting that surface functionality 
and double layer capacitance need not be considered further. 

2.3 Electric Double Layer Capacitance of ACFs 

The gravimetric electric double layer capacitances of both ACFs were measured in 
the galvanostatic condition using a standard three-electrode cell [ 19-21]. In general, 
the capacitance for a single electrode, obtained with the three electrode system, is 
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Fig. 3. Correlations between BET specific surface area and electric double layer capacitance during a 
positive process for microporous and mesoporous ACFs in (a) 0.5 mol dm-? (C,H,),NBFJpropylene 
carbonate and (b) 1.0 mol dmJ LiClOJpropylene carbonate. The capacitances were estimated by 

chronopotentiograms (40 mAg-’) of positive process ((a) -2 V+ 0 Vvs Ag/Ag+, (b) 2 V + 4  Vvs L a i c ) .  

four times greater than when using the two electrode system or the coin cell [7]. 
Figures 3 (a) and (b) show the correlations between BET specific surface area and 
gravimetric double layer capacitance in a propylene carbonate solution containing 0.5 
mol dm” of tetraethyl ammonium tetrafluoroborate (TEABFJPC) or 1.0 mol dm“ 
LiClO, (LiClOJPC), respectively. The initial potential of the ACF electrodes was -3 
V vs Li/Li’, corresponding to the center between the upper limit potential (4 V vs 
Li/Li+) and the lower potential (2 V vs LiLi’). Therefore, the capacitances reflect an 
average capacitance of cation desorption and anion adsorption. The correlation for 
the mesoporous ACFs acid, without nickel, is also plotted in these figures confirming 
that nickel particles in the mesoporous ACFs do not influence the double layer 
capacitance. 

Figure 3 shows the limits to capacitance for the ACFs with high BET surface areas. 
Neither of the correlation lines for both ACFs pass through the axis origins indicating 
that the double layer capacitance is not linearly proportional to BET surface area. 
The small capacitance of the non-activated ACFs, such as micro-ACF (10) or meso- 
ACF (lo), is due to the difficulty of forming an effective double layer (or low mobility 
of the ion) in the initial narrow micropores of < 0.7 nm pore width. The ion sizes of 
Li’, ClO;, TEA’, and BF; are summarized in Table 3. The solvated ion sizes are 
estimated as being twice the Stokes radius [26,27] suggesting that the sizes of the 
solvated anions and cations are close to micropore widths. Therefore, an “ion-sieving 
effect” by these micropores, (as in “molecular sieving”) is an explanation of the 
non-linearity of capacitance of the non-activated ACFs. Soffer et al. [14] also report- 
ed an ion-sieving phenomenon of micropores in ACFs prepared from cotton cloth 
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Table 3 

Solvated and unsolvated sizes of various cations or anions used in propylene carbonate electrolyte 

Ions Solvated size* Unsolvated size** 
(nm) (nm) 

TEA+ 0.72 0.68 
Li + 0.82 0.16 
BF,- 0.48 0.46 
c10,- 0.52 0.48 

*Twice value of Stokes radius [26]. 
**Twice value of ionic radius estimated from the crystallographic data [26]. 

with steam activation. The critical pore diameter was estimated to be 0.8 nm using a 
density functional theory calculation for the PSD [9]. These suggest a limitation to 
pore sizes available to EDLC. 

Table 3 also shows that the sizes of unsolvated and solvated ion sizes are almost the 
same except for the Li+ cation, the latter being due to the large solvation shell of the 
Li+ cation arising from the high charge density of the Li+ cation. However, small 
capacitances for both ACFs with small micropore widths were measured in 
LiClOJPC electrolyte as well as in TEABF,/PC suggesting that the Li+ cation is 
always associated with its solvent cage. 

For both ACFs, with micropores I: 0.8 nm, the double layer capacitances of the 
mesoporous ACFs were higher than those of microporous ACFs at comparable 
surface areas. This is attributable to the mesopores which facilitate transfer of ions or 
permeation of solvated ions to form an electric double layer on the pore surface. 
Figure 3 also indicates that the advantage of the mesopores for the capacitance was 
not so effective in ACFs with large micropore width (ex. micro-ACF (480) and 
meso-ACF (180)) confirms the above “ion-sieving’’ of micropores and the mesopore 
effect. 

2.4 Rate Phenomena of Double Layer Capacitance of ACFs 

As mentioned above, one merit of EDLC is its fast charge-discharge so rates of the 
double layer capacitance are significant. Figure 4 shows the dependence of the double 
layer capacitance on the current density for ACFs. The double layer capacitance of 
mesoporous ACFs decreased slightly at high current densities, with that of 
microporous ACFs being reduced markedly at higher current density except for 
micro-ACF (240). These results suggest that the mesopores contribute to high rates 
under such conditions as high current density. According to Morita et al. [28], a 
mesoporous ACF prepared with a yttrium activation catalyst also showed high rates in 
a mixed solution of ethylene carbonate with dimethyl carbonate containing LiBF,. A 
mesoporous ACF (1409 m’g-’ and 4 nm pore size) showed little change in capacitance 
in the range of 0.2-5 mA cm-’, but a conventional ACF (1990 m2 g-’ with 2 nm pore 
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Fig. 4. Dependence of electric double layer capacitance (negative process) on current density for various 
ACFs in 1.0 mol dm-' LiClOJpropylene carbonate. The capacitances were estimated by 
chronopotentiograms (10,40,80,160 mA g-') of negative process (4 V --f 2 Vvs LiLi'). Each capacitance 
was calculated from each chronopotentiogram in the region of 2.25-3.75 V vs Lfii' to eliminate the 

influence of resistance for electrode and bulk electrolyte. 

size) showed capacitance loss at high current density [28]. Thus, mesoporous ACFs 
can be considered as a promising material for ultra high power EDLC. 

3 Double Layer Capacitance of Other Carbon Materials 

3.1 Other Porous Carbons 

Double layer capacitances have been studied of other mesoporous carbons such as 
carbon aerogel [29], carbon xerogel [9], porous carbon prepared with metal oxide 
template [12] and highly porous carbons derived from defluorination of perfluoro- 
polymer [13]. Higher capacitance of mesoporous carbons and enhancements at high 
rates are also reported. This characteristic results from the high wettability of pore 
walls by the electrolyte and the high mobility of ions in pores. Especially, it is 
surprising that the EDLC from a carbon aerogel has a gravimetric power density of 
7.5 kW kg-' [29]. On the other hand, mesoporous carbons such as carbon aerogels 
generally have low bulk densities, so the electrodes composed of mesoporous carbons 
as well as the mesoporous ACFs all have low bulk densities. The lower electrode 
density usually causes low volumetric specific capacitance. Because volumetric 
capacitance is more important for energy storage than gravimetric capacitance, there 
are few merits with mesoporous carbons for practical use. Therefore, a more rigorous 
control of pore size distributions is required for improvements in the volumetric 
energy density of EDLC. Recently, an interesting result was reported for a porous 
carbon electrode prepared by carbonizing polyvinylidene chloride (PVDC) [30]. An 
EDLC with the PVDC carbon showed high volumetric capacitance in aqueous 
electrolyte regardless of its relatively low specific surface area (600-700 m2 g-') [30]. 
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Porous carbons with high densities such as the PVDC carbons will contribute 
practically to improvements in energy densities for EDLC if they also show higher 
volumetric capacitance in organic electrolytes. 
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3.2 Carbon Nunotubes 

The EDLC performance of carbon nanotubes (CNTs) has attracted much attention 
since their discovery [31-381. In particular, single-walled carbon nanotubes 
(SWCNT) are expected as new carbon electrodes for EDLC. This is because 
SWCNTs have the theoretical surface area of 2630 m2g-l (the total surface area of the 
outside of the plane and of the inside plane). The inner tube has a very uniform pore 
structure of nanometer size. Reported values for the gravimetric double layer 
capacitance of SWCNT electrodes are in a wide range between 20 and 300 F g-' 
[34-381. This dispersion may result from differences in the electrolytes used and a low 
purity of SWCNT. Therefore, it is still difficult to understand the capacitance of 
SWCNTs accurately. However, recently, highly pure SWCNTs have been prepared by 
the thermal decomposition of carbon monoxide under high pressure using an iron 
catalyst [39]. Figure 5 shows the dependence of the double layer capacitance on 
current density for these highly pure SWCNT electrodes and the ACF electrode. The 
SWCNT electrode maintained the capacitance even at high current density although 
the double layer capacitance value is lower than that of ACFs with high specific 
surface area. The BET area of the SWCNT electrode was only 444 m2 g-' (nitrogen 
adsorption at 77 K) and the a, plot [22] indicated that the external surface area was 
-90% of the total area. These results suggest that the high rates of SWCNTs are due 
to the high external surface area on which ions can be adsorbed or desorbed fast [40]. 
Thus, CNT electrodes may exhibit a better performance than the present EDLC with 
conventional activated carbons if high surface areas, close to the theoretical areas can 
be achieved by detailed structure control such as the opening of tube ends, etc. 
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4 Conclusion 

Mesoporous ACFs that contain many mesopores in addition of micropores were 
prepared from carbonization and steam-activation of a phenolic resin fiber blended 
with a nickel activation catalyst. The gravimetric electric double layer capacitance of 
mesoporous ACFs and conventional microporous ACFs were measured in non- 
aqueous electrolytes. The following correlations between double layer capacitance 
and pore structure were established. 

For both mesoporous and microporous ACFs, the double layer capacitance 
did not depend linearly on specific surface area. The reason for this is the ion- 
sieving effect of the narrow micropores of ACFs. 
Mesoporous ACFs showed a higher double layer capacitance than micro- 
porous ACFs, especially for high current density measurements. This result 
suggests that the presence of many mesopores promotes the formation of an 
effective double layer or the fast transfer of ions to micropores. 

The above results indicate the importance of pore size distributions in activated 
carbons and of ion sizes in electrolytes to bring about improvements of double layer 
capacitance. In the future, pore size distributions of porous carbon electrodes must be 
carefully controlled to increase both high gravimetric capacitance (F g-’) and volu- 
metric capacitance (F cm”). Additionally, the double layer capacitance of new porous 
carbons such as carbon nanotubes, carbon nanofibers, etc. must be examined in more 
detail. 
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Chapter 28 

Field Electron Emissions from Carbon Nanotubes 
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Abstract: Field emission microscopy (FEM) has been used to investigate the field emission of 
electrons from carbon nanotubes (CNTs) and related fibers, viz., multi-wall nanotubes 
(MWNTs), single-wall nanotubes (SWNTs), nanofibers (named “nanografibers”) grown in 
hydrogen gas, and vapor grown carbon fibers (VGCFs). Recent observations of pentagonal 
rings located on the capped tip of a clean MWNT, and adsorption and desorption phenomena 
of residual gas molecules on the tip, are presented. Developments of CNT-based field emission 
displays are briefly reviewed. 

Keywords: Carbon nanotube, Field emission, Electron source, Display. 

1 Introduction 

When a high electric field of the order of lo7 V cm-’ is applied to a solid surface with a 
negative electrical potential, electrons inside the solid are emitted into vacuum by the 
quantum mechanical tunneling effect. This phenomenon is called field emission of 
electrons. Such extremely high fields are obtained on the sharp tip of a very thin 
needle because electric fields concentrate at the sharp tip. Carbon nanotubes (CNTs) 
possess the following properties which are favorable for field emitters: (1) needle-like 
shape with a sharp tip, (2) high chemical stability, (3) high mechanical strength, (4) 
low carbon atom mobility, and (5) good electrical conductivity. In 1995, field 
emissions (FE) from an isolated single multi-wall nanotube (MWNT) was first 
reported by Rinzler et al. [ 11, and field emissions from a MWNT film by de Heer et al. 
[2]. Saito et al. [3,4] studied the field emission microscopy (EM) of CNTs in 1997 
and experimentally manufactured CRT-type lighting elements with CNT cold 
cathodes. It was in 1998 that the first CNT-based field emission display (FED) was 
reported [5,6]. In 1999, Samsung SDI [7] reported the experimental fabrication of a 
4.5 inch color FED panel with CNT cold cathodes. 

In this chapter, emission characteristics of various CNTs are described followed by 
recent observations of pentagonal rings within a CNT cap. Finally, the present state of 
the development of CNT-based FEDs is briefly described. 
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2 FEM Study of Nanotubes 

Six kinds of carbon nanotubes and fibers, with and without processes, were used as 
field emitters: (1) as-grown MWNTs prepared in a helium arc (“pristine MWNTs”), 
(2) MWNTs as-grown in hydrogen (“nanografibers ’7 [8], (3) purified MWNTs with 
open ends, (4) purified single-wall nanotubes (SWNTs), ( 5 )  vapor grown carbon 
fibers (VGCFs of Showa Denko) and (6) oxidized VGCFs [9]. Tips of the respective 
nanofibers are shown in Figs. 1 and 2. Tips of pristine MWNTs are capped by 
graphitic layers (Fig. la). Purified MWNTs, obtained after oxidation, have open ends 
(Fig. IC). Nanografibers have an extremely narrow central channel. The smallest 
diameter of the innermost layer is about 1 nm or less. This is the reason why they are 
called “nanografibers” (the name coming from graphitic nanofibers) instead of 
multi-wall nanotubes. A TEM image in Fig. l b  shows that the tip of a nanografiber is 
partially broken or etched. Purified SWNTs form bundles each bundle consisting of 
about 100 nanotubes (Fig. Id). 

VGCFs are graphitic fibers with diameters of 100-500 nm as shown in Fig. 2a and 
the length exceeds 10 ym. Their structure and morphologies are similar to those of 
MWNTs grown by arc-discharge though the diameter of VGCFs is about five times 
larger than that of the MWNTs. The thick diameter and blunt tips of VGCFs are 
disadvantages to their use as field emitters. The morphology of VGCFs can be 
modified to have a sharp tip and a slender body by partial oxidation, as shown in Fig. 
2b. 

Fig. 1. TEM images of tips of four types of carbon nanotubes used for FEM studies [ 151: (a) pristine MWNT 
with acapped end; (b) pristine nanografiber formed in a hydrogen arc; (c) MWNTwith an open end; and (d) 

bundle of purified SWNTs. Scale bars: 5 nm. 
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(a) (b) 

Fig. 2. TEM images of tips of VGCFs (vapor grown carbon fibers): (a) as-obtained VGCF, and (b) oxidized 
VGCF after a heat treatment (750°C) in air (mass reduction of 7047%). 

Experimentally, a bundle of respective nanotubes for an FEM study was fixed on 
the apex of a hairpin-shaped tungsten wire (0.15 mm in diameter) using conductive 
paste. Two types of FEM apparatus were used. In one apparatus, whose structure is 
schematically shown in Fig. 3, a probe hole for accepting electron current emitted 
from a restricted region of an emitter tip was placed on an observation screen and the 
base vacuum pressure was 1.3 x lo4 to 1.3 X lo-’ Pa ( 10-8-10-9 Torr). The emitter tip of 
the nanotube was positioned 60 mm in front of an anode screen with a 1 mm probe 
hole. Field emission patterns could be observed on the anode screen that was coated 
with phosphor. Behind the probe hole a Faraday cup was placed and the electron 

Fig. 3. Schematic drawing of an FEM apparatus with a probe hole [B]. 
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current emitted from a restricted region of an emitter was measured. The acceptance 
half angle of the probe hole was 17 mrad. In the other apparatus, an emission 
experiment was made under an ultrahigh vacuum of 1 . 3 ~  1W Pa (lo-'' Torr), though 
no probe hole was fitted. Details of the tip preparation and FEM apparatus are 
described [3,8,10,11]. 

2.1 Current vs. Voltage Characteristics of Various CNTs 

In FEM, regions where electrons are emitted from CNTs are imaged at high 
magnification (of the order of one million) as bright spots on the anode screen. 
Therefore, by placing the probe hole of the screen within one of bright spots, emission 
currents from a single nanotube were measured. Emission current accepted by the 
probe hole, Zp, was measured as a function of voltage applied to the tip (V). The Z, - I/ 
characteristics for all the nanofibers are shown in Fig. 4. 

Threshold voltages and maximum current densities are summarized in Table 1. 
Open-ended MWNTs begin to emit electrons at the lowest tip voltage and sustain the 
highest current density. Nanografibers grown in hydrogen give higher currents than 
ordinary MWNTs (i.e., pristine MWNTs grown in helium). This is caused mainly by 
the cleanliness of nanografiber samples (i.e., very small quantities of carbon debris) 
and partially by the structural defects on nanografiber tips which have a lower work 
function. The VGCFs showed poor emission properties though some improvement 
was obtained by sharpening their tips (oxidized VGCFs). 
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Fig. 4. (a) Currentvs.voltage characteristics; (b) F-N plots for a pristine MWNT (a), anano rafiber (o), an 
open MWNT (0), a bundle of SWNTs (A), as-obtained VGCF (m), and oxidized VGCF (A). Current ( I p )  

was measured with the 1 mm probe hole. 
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Table 1 

Field emission properties of the four kinds of carbon nanotubes. Since emission current was measured 
by the 1-mm probe hole, the properties come from a single tube for MWNT and nanografiber, and from 
one bundle for SWNTs. 

Carbon nanotubes Threshold voltage* Maximum current density 
(VI ( x lo6 A/cm2) 

Capped MWNT 900-1000 0.1-1 
Nanografiber 
Open MWNT 

700-800 
500-600 

SWNTs 600-700 
As-obtained VGCF -2000 

-1 

10-100 
-10 
-0.01 

Oxidized VGCF -1500 -0.1 

*Threshold voltages represent tip voltages at which currents measured by the probe hole exceed 0.1 PA. 

The emission data shown in this chapter were obtained using the first apparatus 
which was not an ultrahigh vacuum and could not keep the emitter surfaces clean. 
Therefore, emissions probably did not come from clean surfaces but from molecules 
adsorbed on to CNT surfaces. 

2.2 Field Emission Patterns Exhibiting Pentagons 

In an earlier FEM study, in a vacuum of 1.3 x lo4 to 1.3 X Pa (lO-x-lO-y Torr), all 
of the nanofibers studied, except the purified MWNTs, gave emission patterns 
consisting of a number of bright spots with no inner structure [3,10]. On the other 
hand, emission patterns from open MWNTs showed “doughnut-like’’ annular bright 
rings [4,11]. A black spot in the central region (Le., the absence of electrons in the core 
of an electron beam) corresponds to the cavity of a nanotube. 

Recently, FEM experiments of CNTs (MWNTs produced by arc discharge) in 
ultra-high vacuum with a base pressure of about 1 . 3 ~ 1 0 ~  (lo-’” Torr) have been 
carried out [12]. The nanotube emitters were heated to -1300 K before the FEM 
study in order to clean their surfaces. A phosphor screen was placed at 30-40 mm 
from the emitter. The electrical potential applied to the emitter relative to the screen 
was typically from -0.9 to -1.6 kV. 

Figure 5 shows FEM patterns obtained from a capped MWNT with clean surfaces. 
Six pentagonal rings arranged in five-fold (Fig. 5a) and six-fold symmetry (Fig. 5b) 
were observed. Each pentagonal region contains a small dark spot in its center. It 
should also be noted that interference fringes are observed between the neighboring 
pentagonal rings. Structural models of CNT tips which give the FEM.patterns of Figs. 
5a and 5b are shown in Figs. 6a and 6b, respectively. 

When the electrical potential is applied to a nanotube, the electric field around the 
pentagonal rings will be stronger than that on other flat regions because the penta- 
gonal rings are point-like vertices of a polyhedron. Furthermore, it is theoretically 



464 Chapter 28 

Fig. 5. FEM patterns from capped MWNTs showing (a) five-fold and (b) six-fold symmetry [12]. 

(4 (b) 

Fig. 6.  Geometries of nanotube caps exhibiting (a) five-fold and (b) six-fold symmetry [12]. 

suggested that the pentagonal sites have a higher density of states near the Fermi level 
than the other hexagonal sites [13]. Therefore, electron tunneling through the penta- 
gonal rings will occur preferentially. 

2.3 Adsorption and Desorption of Residual Gas Molecules on a CNT Tip 

Even in the ultra-high vacuum, residual gas molecules adsorb on the nanotube tip 
through field-enhanced surface migration. The adsorbed molecules reside 
preferentially on the pentagonal sites, giving bright spots in FEM patterns. These 
adsorbed molecules could be easily removed by heating CNTs at about 1300 K for 3 
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Fig. 7. Field emission patterns showing a desorption sequence of gas molecules and the corresponding 
changes in the emission current from a MWNT [14]. 

min. The desorption process during the heat cleaning is shown in Fig. 7, together with 
the corresponding time trace of the emission current [14]. Bright spots on the 
pentagons disappear one by one with time, and the stepwise decreases in the emission 
current at about 90 s, 120 s and 130 s occur concurrently with the disappearance of 
bright spots (Le., desorption of molecules). The final step at 160 s is due to stopping 
heating (Le., temperature decrease of the tip). Here, it is recognized that the contrast 
(or visibility) of the pentagonal rings and the interference fringes is high at a low 
temperature (room temperature) while it is low at a high temperature (1300 K). The 
decrease of the visibility at the high temperature results from additional incoherent 
thermal emission of electrons. 

Molecular species adsorbed on the nanotubes are not yet identified. Possible 
gaseous molecules are hydrogen, carbon monoxide (or nitrogen) and carbon dioxide, 
which are major residual gas species in the ultra-high vacuum chamber. 

A few years ago we reported stepwise fluctuations of the emission current from 
carbon nanotubes [3,15]. Similar current fluctuations were observed for field 
emissions from glassy carbon tips [16]. The origin of the stepwise changes so far is not 
clear, but it could be due to the adsorption and desorption of molecules on the surface 
of the carbon emitter in the experiment. 

3 Nanotube-based Display Devices 

Developing the field emission study, we experimentally fabricated field emission 
display (FED) elements. FEDs that we employed for examining the performance of 
nanotube field emitters are CRT (cathode-ray tube)-type lighting bulbs and VFD 
(vacuum fluorescent display)-like panels. 
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Visible light 

Fig. 8. Longitudinal cross-section of a CRT fluorescent display with a field emission cathode made of carbon 
nanotubes [5]. The size of the element is 20 mm in diameter and 74 mm in length. 

3.1 Light Sources 

The first CNT-based FED elements are CRT-type light bulbs. Figure 8 shows a 
longitudinal cross-section of the CRT lighting bulb that consists of three electrodes; 
CNT cold cathode, grid, and anode (phosphor screen). CNTs we used were MWNTs 
produced by an arc-discharge. In our first trial fabrication, fibrous materials 
containing abundant MWNTs were directly glued on to a stainless steel plate by using 
conductive paste [5]. Subsequently, several methods were examined to fix nanotubes 
on the cathode surface. The screen printing technique was found to be the most 
effective for industrial application [17]. 

The nanotube cathode is covered with a grid electrode; the spacing between the 
cathode and the grid (dTJ is 0.2-1.0 mm. The phosphor screen is printed on the inner 
surface of a front glass and backed by a thin aluminum film. After sealing the vacuum 
tube, getter material was flashed to attain high vacuum on the order of 10" Pa. 

The cathode was grounded (0 V), and the grid was biased to a positive voltage. For 
dT-G = 0.2 mm, current density on the cathode was ca. 25 mA cm-* at an average field 
strength of 2 V pm-'. 

A high voltage (typically 10 kV) was applied to the anode to accelerate electrons, 
which excite the phosphor screen. Luminance of the phosphor screens was intense 
enough for practical use: e.g., 6 . 3 ~ 1 0 ~  cd m-' for green light (ZnS:Cu, Al for green 
phosphor) at an anode current of 200 PA, which is two times more intense than that of 
commercially available conventional thermionic CRT lighting elements which are 
operated at 100 pA. A lifetime test revealed that the nanotube cathode had a life of 
over 15,000 hours. 
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Fig. 9. Structure of a triode-type vacuum fluorescent display (VFD)-like flat panel display with carbon 
nanotube cathodes [17]. 

3.2 FED Panels 

Field emission display (FED) flat panels were also experimentally fabricated in 1998. 
Figure 9 shows the structure of a triode type panel display [17]. One set of anodes, 
operated at a high-positive potential, consists of lines of RGB (red, green, blue)- 
color-phosphor (1 mm width) with metal-back film. The phosphor screen is just like a 
CRT-screen, with the many ribs formed on black matrix area between each phosphor 
line. These ribs (ca. 0.15 mm width) prevent mis-addressing of color phosphor by stray 
electrons. The second electrode is one set of cold-cathodes, which consists of carbon 
nanotube layers printed on a glass substrate equipped with silver electrodes. The 
cathode is covered with a grid electrode, which is placed on the cathode ribs and is 
parallel with a phosphor line. The grid controls emissions of electrons from nano- 
tubes. The distance between the anode and the grid is 2.04.0 mm, and the distance 
between the top of nanotube tips and the grid (dT-,-J is 0.3-0.6 mm. After evacuating 
and sealing the panel, getter material was flashed to attain a high vacuum of the order 
of 10” Pa. 

The screen size is 66x66 mm and a pixel size is 3 (RGB) x 2.54 mm. Displayed 
colors depend on phosphors printed on the anode, viz., ZnS:Cu, AI for green, 
Y,O,:Eu for red, and ZnS:Ag for blue. A high voltage of typically 6 kV is applied to 
the anode. A luminance of the phosphor screens is - 7 ~ 1 0 ’  cd m-’ for green, - 1.8 x 10’ cd m-’ for red, and - 1 x 10’ cd m-’ for blue under a dc-driving condition of 6 
kV and ca. 1 mA cm-*. 

Samsung SDI of Korea has experimentally manufactured a 4.5-inch color FED in 
1999, and a 9-inch color FED in 1999 [7], both of which are diode-type (i.e., consisting 
of CNT-cathode and phosphor anode) and employ SWNTs as field emitters. For full 
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gray scales and high brightness of FEDs, a triode structure is required. Recently, 
Samsung also began the development of triode-type FED panels using CNT emitters 
WI. 
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Chapter 29 

Gas Separations with Carbon Membranes 

Katsuki Kusakabe and Shigeharu Morooka 

Department of Applied Chemistry, Kyushu University, Fukuoka 81 2-8581, Japan 

Abstract: This chapter describes recent developments of carbon membranes for gas 
separations. Carbon membranes are prepared by carbonizing various polymeric materials. The 
molecular sieving carbon membranes produced under optimized conditions possess several 
advantages over polymer membranes including high selectivity as well as thermal and chemical 
stabilities. Controlled oxidation of the membranes at elevated temperature improved 
permeation properties. Carbon membranes with 0.4-1.5 nm diameter pores were used to 
separate hydrocarbons or hydrogen sulfide from hydrogen by surface diffusion mechanisms. 

Keywords: Membrane, Gas separation, Micropore, Permeation, Carbonization. 

1 Properties of Carbon Membranes 

Carbon membranes, prepared by the carbonization of polymeric membranes under 
optimized conditions, show appreciable permeation rates with high selectivities for a 
variety of gas mixtures. From the viewpoint of designing a separation process for 
gases, it is necessary to compare the separation properties of such membranes with 
other types of molecule-selective membranes. As shown in Fig. 1, inorganic 
membranes, including carbon membranes, are classified as being either dense or 
microporous. Examples of dense membranes include palladium membranes, used 
exclusively for the separation of hydrogen, and perovskite membranes, used only for 
oxygen separation. Microporous membranes are further classified into amorphous 
and crystalline membranes. Amorphous membranes include silica and carbon mem- 
branes, and crystalline membranes include a variety of zeolite membranes, such as 
MFI-, FAU- and LTA-type zeolites. The size of the micropores in amorphous 
materials is controlled by an appropriate selection of precursor materials and prep- 
aration conditions. The size of micropores of zeolites is dependent on their crystal 
structures. In general, permeation rates and selectivities are higher for inorganic 
membranes than for polymeric membranes because inorganic membranes are 
designed for specific separation systems with a wider degree of freedom than poly- 
meric membranes. However, polymeric membranes are normally produced in the 
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Fig. 1. Classification of membranes for gas separation [13]. 
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shape of hollow fibers (100-300 pm in diameter), having a wide membrane area per 
unit volume of the module composed of a bundle of hollow fibers [l]. Thus, the 
permeation rate of a polymeric membrane module is often higher than that of an 
inorganic membrane module. Koros and coworkers [2,3] reviewed strategies for 
applying membrane processes to large-scale gas separations. 

In a round micropore, molecules may move by single file diffusion. Masuda et al. 
[4] determined diffusivities within crystals of a highly siliceous MFI-type zeolite for 
binary component systems. The diffusivities of the more rapidly diffusing molecules 
were strongly affected by the co-existence of slower diffusing molecules. The diffusion 
of the former decreased as the number of the latter increased and the intrinsic 
diffusivity of the latter also decreased. In contrast, the diffusivities of the slower 
molecules were not affected by the co-existence of the faster molecules. 

Micropores of carbon membranes, on the other hand, are usually assumed to be 
slit-like. As a result, this shape enables the more rapid molecules to pass the slower 
molecules, even if the size of molecules approaches the narrow width of the slits. 
Furukawa et al. [5,6] performed computer simulations to study the effects of surface 
heterogeneity on the permeation of CH, and C,H, for single- and binary-component 
systems through carbon membranes. A small heterogeneity on the pore surface 
results in a large decrease in permeation fluxes due to an increase in the frequency of 
molecular collisions at the heterogeneous sites. Furukawa et al. [7] further simulated 
the permeation of CH, and C,H, across carbon membranes the pores of which were 
modeled as diamond path (DP), zigzag path (ZP) and straight path (SP). The 
permeation resistance through the DP and ZP membranes was diffusion inside the 
pores, while that through the SP membrane resistance was shown to exist at the pore 
exits. The C,H&H, separation factor for binary mixtures was larger than that for the 
single-component systems but smaller than that calculated from the adsorption 
equilibria of the two components. This was explained by the slower diffusivity of C,H,, 
compared with CH,. 

MacElroy and Boyle IS] also simulated the permeation of H, and CH, through a 
slit-like pore in carbon membranes of various thickness. Results suggested that the 
adsorption of molecules at entrances and their desorption at exits need to be 
considered for hydrogenhydrocarbon separations if the length of the controlling 
pores within the carbon membrane is I l.Opm. The cross-coefficients of diffusion play 
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(a) Countercurrent flow (b) Cocurrent flow 

F e a T ,  L g - f n a t e  

Permeate Permeate 

Fig. 2. Flows in membrane separators. 

a relatively minor role in the pressure-driven separation of hydrogen-methane mix- 
tures. Under isobaric conditions, however, H2/CH, cross-coupling has a significant 
role in hindering the hydrogen counter-diffusion flux within carbon membranes 
which contain long narrow pores. 

In order to evaluate permeation rates through carbon membranes, macroscopic 
models based on adsorptivity and diffusivity are convenient. Figure 2 shows a 
schematic diagram for a separation system using a carbon membrane. The partial 
pressure of the permeants on the permeate side can be reduced by pressurizing the 
feed side, evacuating the permeate side, or introducing a sweep gas into the permeate 
side. The permeance, n(i>, is defined based on the difference in partial pressures on 
the feed and permeate sides,p(i), - ~ ( i ) ~ .  

where J( i )  is the flux of component i through the membrane. Permeance is usually 
expressed in units of mol m-'s-' Pa-' and sometimes in units of GPU (= 3.4X lo-'" mol 
m-'s-' Pa-'). In order to express the permeation rate through a membrane, a term of 
permeability, which is defined as n(i)8, is frequently used. Permeability can be 
calculated only when the membrane thickness, 6, is known, and is often described in 
units of Barrer, which is equal to 3 . 4 ~  lo-'' mol m-' s-' Pa-'. It should be noted that the 
thickness of asymmetric membranes is difficult to determine. The separation factor 
for a binary gas mixture of i and j components is defined as n(i)ln(j). 

The Maxwell-Stefan diffusivity, DMs(i), is defined by the following equation 
[9-12]: 

where p is the density of the membrane, and q(i) is the sorptivity of component i on 
the membrane. T(i) is the Darken factor and is usually described as 

where Q ( i )  is the occupancy of component i and is dependent on the sorption 
equilibrium for a gas mixture. 
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Table 1 

Regimes for gas separation through micropores [ 131 

Regime Molecular size Size exclusion Surface concentration Pore concentration 

I Small Small No No LOW LOW LOW LOW 

I1 Small Large No No LOW High Low High 
111 Large Large No No High High High High 
IV Large Large No Yes High High High Low 
V Small Large No Yes Low High Low LOW 

VI Large Large Yes Yes High High Low LOW 

Separation factors for binary component systems have been intensively 
investigated for MFI-type zeolite membranes. Keizer et al. [13] classified molecules 
into large and small ones. 

“Small” molecules have: (a) low concentrations on the external surface and in the 
pores; and (b) high mobilities on the external surface and in the pores. “Large” 
molecules have: (a) high concentrations on the external surface; (b) high or low 
concentrations in the pores, depending on the relative size of the molecules and the 
pores; and (c) low mobilities on the external surfaces and in the pores. 

Table 1 shows the regimes classified into four parameters. Gases corresponding to 
regime I1 are separated based on differences in their adsorptivities. The adsorptivity 
of the more adsorptive component is not substantially altered in the presence of the 
less adsorptive component. Adsorption of the less adsorptive component is decreased 
as a result of competitive adsorption. Thus, the separation factor is increased in the 
case of a binary system. Gases corresponding to regime IV are separated based on size 
exclusion, and gases corresponding to regime V are separated on differences in 
adsorptivities as well as size exclusion. The concepts of these regimes can be applied 
to carbon membranes. 

2 Preparation of Carbon Membranes 

Carbon membranes have been prepared from a variety of precursors including poly- 
imides [ 14-38], polyfurfuryl alcohol [39-43], (polyvinylidene chloride)-acrylate 
terpolymer [44-46], phenolic resin [47-501, polypyrrolone [51], polyetherimide 
[52-531, poly(viny1idiene chloride-co-vinyl chloride) [54], polyaromatic resins [SI ,  
and coal-tar pitch [56]. 

Of these, the carbonization of polyimides has been the most intensively 
investigated (Fig. 3). Typically, a solution of polyamic acid is prepared from a 
combination of dianhydride and diamine and then coated as a film on the outer 
surface of a porous support by dip-coating. The resulting film is imidized in an inert 
atmosphere or in vacuum, and carbonized in an inert atmosphere at temperatures of 
773-1 173 K. The carbonization temperature strongly affects the permeation 
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Polyim ide 

(a) Dianhydride : R1 (b) Diamine : R2 

BPDA 4,4'-ODA 

Fig. 3. The chemical structure of polyimide. 

Permeation temerature = 373K 

1012 1,,,,,1 
800 1000 1200 

Carbonization temperature [ K 1 

Fig. 4. Effect of carbonization temperature on permeances at 373 K [17]. 

properties of the resulting carbon membranes. Generally, permeances reach 
maximum levels at heat treatment temperatures (HTT) of 873-973 K, as shown in 
Fig. 4 [17], and decrease with higher HTT due to shrinkage of the membrane. The 
permeances and permselectivities are dependent on pore volume and pore size 
distribution both being determined by the carbonization conditions. 

Because carbon membranes are not mechanically strong, they are typically formed 
on porous supports. When a supporting substrate is used for a carbon membrane, the 
substrate must be chemically and physically stable and possess a diffusion resistance 
which is lower than that of the carbon membrane. Tubular substrates are mech- 
anically stronger against a compressing pressure than flat substrates. The membrane 
area, per unit module volume, is increased by decreasing the diameter of the support. 
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However, solid porous supports are not always necessary for asymmetric hollow 
carbon fibers [ 14,23,24,30,31,33,34,47]. The precursor hollow fiber developed by 
Kusuki et al. [23] was spun from polyimide and had an O.D. of 0.40 mm and an I.D. of 
0.12 mm. It was then heat-treated in air at 673 Kfor 30 min and pyrolyzed at 873-1273 
K for 3.6 min. The hollow fiber shrunk to 0.35-0.28 mm O.D. and 0.11-0.09 mm I.D. 
depending on the carbonization temperature. The fractured face of the membrane 
was composed of a skin layer and a macroporous bulk layer. Such a structure confers 
flexibility on the carbon fiber. 

L k$: . I . I . 

- - 

c2Hg 
: 

C3H8 7 r 
i Permeation temperature i 
. =308K 

I . , .  

3 Permeances of Molecular Sieving Carbon Membranes 

3.1 Unary Gases 
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Fig. 6. Effect of kinetic diameters of permeates on their permeances at 298 K 1331. 
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Fig. 7. Relationship between intrinsic permeances at 294 K and minimum projection area of permeating 
molecules [40]. 

temperature of 873 IC After correction for the adsorption effect, intrinsic permeances 
to single-component gases was correlated with the projected areas of the molecules. 
As shown in Fig. 7 [40], the intrinsic permeance to carbon dioxide was much lower 
than that to hydrogen. 

3.2 Binary and Ternary Mixtures 

Based on the permeation modes shown in Table 1, mixtures of carbon dioxide and 
nitrogen fall into regime 11. The permeance to the less adsorptive component 
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Fig. 8. Effect of carbon dioxide concentration in the feed on CO$CH, separation factor and permeance of 
carbon dioxide [34]. 

(nitrogen) decreases with increasing fraction of the more adsorptive component 
(carbon dioxide) on the feed side. Figure 8 [34] shows typical data for this category. 
The total pressure is not a major factor in the separation of dry gases [30]. When gases 
are condensed in pores, however, a different permeation mode appears. As shown in 
Fig. 9, the permeance to carbon dioxide reached a maximum near its critical pressure 
and then decreases at higher pressures [47]. The maximum was not observed at a 
permeation temperature of 333 K which is higher than the critical temperature. 

Carbon membranes are effective for the separation of alkanes and alkenes. 
Hayashi et al. [18] found that a carbonized membrane prepared using a 
BPDA-pp'ODA polyimide procedure gave higher C,HdC,H, and C,H4/C2H, perm- 
selectivities than those of the corresponding polyimide membrane. The C,HdC,H, 
selectivity was approximately 30 at a permeability coefficient of 50 Barrer, which is 

4 I I I I I - - 
- 
- 
- 
- 
- 
- 

0 1 2 3 4 5 6  
Pressure [MPa] 

Fig. 9. Effect of total pressure on permeances [47]. 
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Fig. 10. Relationship between C,HJC,H, separation factor and C,H, permeance for single-component 
systems [31]. 

equivalent to a permeance of 3 x lo-' mol m-' s-I Pa-', when the membrane thickness, 
6, is 6 pm. This suggests that the carbonized membranes possess a micropore 
structure which is capable of differentiating between alkane and alkene molecules. 
These high separation factors are explained in terms of the minimum size of the 
molecules. The minimum size of C,H, is 0.40 nm, which is smaller than that of C,H,, 
0.43 nm [18]. Okamoto et al. [31] reported similar results, as shown in Fig. 10. The 
C,HdC,H, separation factor was 10-20, while the GH, permeance was larger than 
lo4 mol m-'s-' Pa-'. 

The separation factor for ternary component systems is complicated. Figure 11 
shows the separation factors for C01-CH4-Hz systems [53], The mole fractions of 
carbon dioxide and hydrogen were kept equal with a varying mole fraction of CH,. 
The HJCH, separation factor decreased with an increase in the mole fraction of CH,. 
This is in accord with the findings relative to a binary H,-CH, system. However, the 
CO,/CH, separation factor increased at higher CH, mole fractions. 

120 

100 

0 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 

CH4 mole fraction [-] 

Fig. 11. Effect of feed composition on separation factor for C02-CH,-H2 systems. Permeation temperature 
= 293 K, pressure = 207 kPa [53]. 
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4 Oxidation of Molecular Sieving Carbon Membranes 

Heat-treatment in an oxidizing atmosphere improves permeances [21,22,28]. 
Kusakabe et al. [28] carbonized BPDA-pp’ODA membranes in an inert atmosphere 
at 973 K, followed by oxidization using a mixture of 0,-N, (02 fraction = 0.1) at 573 K 
for 3 h. The oxidation decreased the H/C ratio and increased the O/C ratio, suggesting 
that peripheral alkyl groups had undergone decomposition and that oxygen had been 
incorporated into the membrane. Figure 12 shows permeances for carbon mem- 
branes at permeation temperatures of 338 K and 373 K [21]. The oxidation resulted in 
an increase in permeance without greatly altering the permselectivities. Thus, 
oxidation at 573 K for 3 h significantly increased the micropore volume while the pore 
size distribution remained relatively unchanged. However, treatments in an oxidative 
atmosphere need to be more extensively studied because results often are not 
reproducible. 

In order to examine the long-term stability, Hayashi et al. [21] exposed 
BPDA-pp’ODA-based carbon membranes, which had been carbonized at 973 K, to 
air at 373 Kfor one month. As shown in Fig. 13, this exposure caused no change to the 
O/C ratio and only a limited decrease in the H/C ratio following decomposition of 
peripheral alkyl groups. The N/C and O/C ratios remained constant during the 
exposure. After the long-term oxidation, the membrane was heat-treated in nitrogen 
at 873 K for 4 h. Figure 13 also shows that the mass of the membrane decreased to 
84% of its original value as a result of the long-term oxidation. After the heat 
treatment, it further decreased to 76% of its original value, while the H/C, O/C and 
N/C ratios remained unchanged within experimental error. Figure 14 shows data on 

0.2 0.3 0.4 0.5 0.6 

Kinetic diameter [nm] 

Fig. 12. Effect of oxidation at 673 K for 3 h on permeances of membranes carbonized at 973 K. Permeation 
temperature = 338 K; (0) = as-formed, (0) = oxidized in 0,. Permeation temperature = 373 K, (m) = 

as-formed, (A) = oxizided in 0,-N, mixture (0, fraction = O.l), (0) = oxidized in 0, [28]. 
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Fig. 13. Changes in mass and elemental distribution in membranes during the stability test at 373 Kin air. 
The mass of the initial membrane is assumed to be unity [21]. 
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Fig. 14. Effect of long-term exposure to air at 373 K and post heat-treatment in nitrogen at 873 Kfor 4 h on 
permeances at 338 K [21]. 

permeances, for the long-term oxidized and heat-treated carbon membrane, to a 
single-component gas at the permeation temperature of 338 K. The permeances of 
the membrane decreased with increasing exposure time and recovered approximately 
to original values after heat-treatment. The membrane showed a COJCH, perm- 
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selectivity of 80 at 338 K. Thus, oxidation in air at 373 K does not appear to have a 
great effect on the chemical structure of the membranes. Surface oxides, introduced 
by oxidation at 373 K, may reduce the aperture of the micropores and decrease 
permeances. Most of the surface oxides are decomposed by post heat-treatment at 
873 K. 

The separation properties of carbon membranes are sensitive to steam, which is 
strongly adsorptive. Jones and Koros [15] reported that permeances to oxygen and 
nitrogen for an asymmetric hollow fiber carbon membrane, carbonized at 773-823 K, 
decreased to 0.4-0.5 of the initial value after the membrane was exposed to air at 
relative humidities of 2345% at ambient temperature. The stability of the carbon 
membrane was improved by coating the membrane with perfluoro-2,2'-dimethyl-1,3- 
dioxole or tetrafluoroethylene [16]. The oxygen flux, after exposure to humidity, 
decreased to 11% as a result of the coating procedure. 

5 Separation Based on Surface Flow 

Fuertes [50] prepared carbon membranes by carbonizing cured phenolic resin films at 
973 K in vacuum, followed by oxidizing the membranes with air at 537-673 K for 30 
min. The oxidation decreased the separation factors for single component gases. For 
combinations of adsorptive hydrocarbon and nonadsorptive nitrogen, however, the 
permeance to nitrogen decreased as shown in Figure 15, and, as a result, the separa- 
tion factor for hydrocarbon increased. This effect is pronounced for hydrocarbons, 
which have high adsorptivity and small molecular size. 

Carbon membranes with 0.4-1.5 nm diameter pores were also developed and 
applied to separation of hydrocarbons from hydrogen [44,46,58,59]. An enriched 
hydrogen stream was produced on the high-pressure side (Le., the feed side) of the 
membrane. Carbon membranes of this type have also been applied to the separation 
of hydrogen sulfide from hydrogen [60] and methane [61]. 

t \ 

Gas rrixtures: 
PertmanUN2 = 50/50 

50 90 130 170 210 250 290 
Critiwl volume of permeant [dml] 

Fig. 15. Relationship of nitrogen permeances at 293 K and critical volumes of co-existing gas [50]. 
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6 Conclusions 

Molecular sieving carbon membranes, from a variety of polymeric precursors, are 
made by carbonizing precursor membranes. When carbonization conditions, such as 
temperature and time, are properly selected, the permeation properties and stabili- 
ties of the carbon membranes are greatly improved. Permeation through carbon 
membranes is dependent on molecular size relative to pore size, adsorptivity, diffusiv- 
ity and pore size distribution. Controlled oxidation at elevated temperatures 
increases permeances of the carbon membranes. However, permeances may be 
decreased by exposing the membranes to an oxidative or humidified atmosphere as 
the result of formation or the adsorption of oxygen-containing functionalities in the 
pores. Permeances can be recovered by heat-treating the membranes in an inert 
atmosphere without damage to selectivity. Carbon membranes with pores of 0.4-1.5 
nm are useful for producing hydrogen at the exit of the feed side by transferring 
hydrocarbons or hydrogen sulfide to the permeate side via surface flow through the 
pores. 
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Property Control of Carbon Materials by Fluorination 

Hidekazu Touhara 

Department of Materials Chemis*, Faculy of Textile Science and Technology, Shinshu 
University, Ueda 386-8567, Japan 

Abstract: Fluorination is effective in chemically modifying and controlling physicochemical 
properties of carbon materials over a wide range so creating opportunities to prepare carbon 
alloys with new functionalities. Carbon alloyed nanotubes were prepared by selective 
fluorination of hidden surfaces of multi-wall carbon nanotubes using a template carbonization 
technique. Carbon-fluorine bonds are formed on the hidden surfaces of the tubes while 
internal surfaces retained their sp*-hybridization. Fluorination (as a form of carbon-alloying) 
significantly affects such properties of hidden surface extents of nitrogen adsorption, hysteresis 
loops and pore size distributions. Fluorination enhanced the coulomb efficiency of Lilcarbon 
nanotube rechargeable cells in an aprotic medium (with reversible lithium insertion in hidden 
surfaces) as studied by galvanostatic discharge-charge experiments. 

Keywords: Carbon nanotubes, Activated carbon fibers, Fluorination, Hidden surface, Electro- 
chemical lithium insertion, Adsorption properties. 

1 Introduction 

The interaction of fluorine with carbon materials provides fluorine-carbon materials 
with diverse structural and physical properties [l]. The nature of bonding between 
carbon and fluorine varies from covalent, through semi-ionic, to ionic, with van der 
Waals interactions also having a role. To understand the wide range of interactions 
between carbon and fluorine, the diversity of structure of carbon materials has to be 
taken into account. There are three allotropes of carbon, viz., graphite, diamond, and 
fullerenes, and other structural forms of carbons such as activated carbon, carbon 
fibers, and carbon nanotubes. Of these, extents of carbon s-p hybridization vary 
resulting in diverse electronic structures affecting their electrical conductivity, 
electron ionization potential, electron affinity, etc. Physical properties are affected 
with, for example, electrical conductivity of fluorine-carbon materials changing 
widely from 2x 10's cm-' (fluorine intercalated HOPG C,F) to 1 x lO-'"S cm-' (graph- 
ite fluoride (CF),,). These suggest that fluorination is an effective way to prepare 
carbon alloys with new functionalities. 
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Of the many types of carbon materials, the chemistry of carbon nanotubes is of 
considerable interest in terms of alloying by heteroatom-doping or intercalation and 
of side-wall chemical functionality. Both single-wall carbon nanotubes (SWNTs) and 
multi-wall carbon nanotubes (MWNTs) are amphoteric and form donor and acceptor 
compounds such as graphite intercalation compounds (GICs) [2-61. These properties 
together with their 1D type host lattice structure, with a central tube (canal), suggest 
energy-related applications such as the secondary lithium battery, electric double 
layer capacitors and fuel cells. In this chapter, control over carbon properties by 
fluorination is presented with an emphasis on the alloying of carbon nanotubes by 
selective fluorination of their hidden surfaces of MWNTs [7-lo]. 

2 Control of Carbon Properties by Fluorination 

Binding energies of Cls and Fls bonds of fluorinated carbon materials including 
MWNT, as measured by XPS, are given in Fig. 1. These energies show how effectively 
fluorination and fluorinehluoride intercalation procedures modify carbon materials 
[1,9]. Figure 1 shows the progressive change in the C-F bonding from ionic, through 
to semi-ionic, to covalent as fluorination temperatures increase from room tempera- 
ture to 600°C. The Cls and Fls binding energies of the graphite fluorides, (CF), and 
(C,F),, prepared at temperatures > 400°C are 290 and 688.5 eV, respectively, 
indicating the binding energy for a completely covalent C-F bond. In these 
fluorinated compounds the graphene (graphite) layers change to arrays of trans- 

a) Cl,binding energies for C-F bonds 
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Fig. 1. XPS binding energies (eV) of fluorinated activated carbon fibers (F-ACFs), hidden surface 
fluorinated multi-wall carbon nanotubes (F-MWNTs) and other fluorinated carbon materials. 
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linked cyclohexane-type chairs with sp3-hybridized carbons, and are, consequently, 
electrical insulators. Films of (CF),, and (C,F), from the fluorination of HOPG are 
transparent. On the other hand, graphite intercalated by fluorine at room tempera- 
ture (graphite C,F) is ionic and metallic blue in color. In this graphite intercalation 
compound (GIC), graphene layers with sp*-hybridized carbons are maintained. The 
bonds between fluorine and carbon atoms are not covalent but are ionic. The Cls 
binding energy 284.5 eV is that of graphite with the Fls binding energy approximating 
to that of LiF. For activated carbon fibers (ACFs), the Cls binding energy increases 
from 288.5 to 289.7 eV as the fluorination temperature increases from room 
temperature to 200°C with the Cls binding energy being between that of (CF),, and 
C,F. The color of fluorinated ACFs (F-ACFs) changes from black, through brown 
and yellow, to white following fluorination in the temperature range 20-200°C. The 
F/C atomic ratio (CFo,71-CF,~2x) and color are strongly dependent on fluorination 
conditions. The characteristic variations in color of the F-ACFs can be explained in 
terms of the nature of the C-F bond, hence the electronic structure of F-ACFs. The 
carbon nanotubes, MWNTs, synthesized by the template carbonization technique, 
behave as ACFs in regard to fluorination. 

3 
Fluorination 

The Chemistry of Carbon Nanotubes with Fluorine and Carbon Alloying by 

3.1 Side Wall Fluorination of Single-wall Carbon Nanotubes 

Nanometer-sized carbon tubes (nanotubes), a novel form of carbon, have currently 
attracted considerable scientific interest and nanotechnological interest as applica- 
tions to electronic devices and energy-related technologies. Progress in bulk 
syntheses and purification of SWNTs has been developed and high-quality materials 
in sufficient quantities are now available for research into the chemical reactivity of 
SWNTs and MWNts. 

Mickelson et al. [ll] were the first to report the fluorination of purified and 
end-closed SWNTs, the subject being of interest for carbon alloying of external 
surfaces of nanotubes and side-wall chemical functionality. The fluorination used 
purified SWNTs prepared by the dual-pulsed laser vaporization of Co/Ni doped 
graphite rods in the temperature range 150-600"C for 5 h using fluorine gas diluted 
with helium. Compositions of the products, fluorinated at 150,250,325, and 400°C 
were CF,,., ,4, CF,,,,,, CF,l,495, and CF,,,, respectively. The tube-like morphology of the 
fluorinated SWNTs was maintained to a limiting composition of GF. Further 
fluorination at 350°C led to the breaking of C-C bonds and, hence, the destruction of 
the tube. 

Fluorination changed the electronic properties of the SWNTs drastically. The 
pristine SWNTs were good conductors (10-15 $2 for two-probe resistance across the 
length of the ca. 10 mm x 3 mm x 30 km bucky paper samples). Tubes fluorinated at 
temperatures of 250°C and above were insulators (two-probe resistance > 20 Ma).  
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TEM studies showed that with fluorination at 325”C, the majority of the nanotubes 
maintained their tube-like morphology. 

These results indicate that the formation of carbon alloyed SWNTs by fluori- 
nation, and the information of chemical state in terms of the surface element 
distribution/concentration and chemical structures of these materials are of interest 
in connection with possible applications. 

3.2 Muhiwall Carbon Nanotubes 

The fluorination of commercially available powdered cylinder core (MER Corp.) was 
reported by Nakajima et al. [6]. These samples were a mixture of MwNTs (964 nm in 
average length, 18.4 nm and 3.6 nm in average external and internal diameters, 
respectively) with small carbon particles (45 nm in average diameter). A TEM study 
selectively examined the fluorinated MWNTs. Fluorine intercalation at room 
temperature into MWNTs was confirmed to be “stage 1 C5,3F. Fluorine was inter- 
calated into the outer part of the nanotube wall where the graphene layers are planar. 
The interlayer distance of 0.53 nm (by X-ray diffraction) was nearly equal to that of 
fluorine intercalated graphite with semi-ionic C-F bonds. In contrast, the inner part 
of the wall of MWNTs was not intercalated. When the MWNTs were fluorinated at 
3O0-40O0C, fluorinated buckled layers were observed at the surfaces with distances of 
0.65 nm, indicating the formation of graphite fluoride layers (2-3 nm in thickness) 
with covalent C-F bonds. TEM images showed that the tubular morphology was 
retained after fluorination at room temperature to 400°C and that the ends of the 
tubes were closed. These results suggest the carbon alloying of external surfaces of 
M W N T S .  

Fluorination is also reported for MwNTs (10 pm in length and 20-40 nm in outer 
diameter), free from amorphous carbon particles, and prepared by thermal decompo- 
sition of acetylene over silica-supported cobalt catalysts [ 121. Reaction at room 
temperature using a mixture of F2, HF, and IF, with the MWNTs yielded inter- 
calation-type compounds. For all samples, XRD diffractions indicated the persist- 
ence of the main reflection at interlayer spacings d (002) of 0.340 nm, with diffractions 
corresponding to two fluorine-intercalated phases with repeat distances of I, = 0.63 
and 0.746 nrn. TEM images of graphitized MwNTs showed that the tubular morph- 
ology had been preserved but that the outer layers of the walls were perturbed. 

3.3 Temphte-synthesized Carbon Nanotubes 

Initial preparation methods for SWNTs or MWNTs include carbon-arc synthesis, 
laser vaporization of graphite and catalytic decomposition of hydrocarbons. Synthesis 
of carbon nanotubes by a new template method has recently been developed [13-151. 

Kyotani et al. [13,14] developed the template carbonization technique based on 
anodic aluminum oxide (alumina) films of uniform and straight channels with 
nanometer-sized diameters. Aligned and monodispersed carbon nanotubes with open 
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ends were successfully synthesized using chemical vapor deposition (CVD) of carbon 
within the pores of the alumina films. Such open-ended nanotubes embedded in the 
alumina template can be filled with selected compounds, and chemical functionality 
of the internal surfaces (the hidden surfaces), after of the nanotubes are separated 
from the template, can be changed by chemical reaction. As fluorination effectively 
perturbs the x-electron systems of carbon then carbon-alloying of the hidden surfaces 
of nanotubes in the Al,O, template via fluorination was attempted experimentally. 

3.3.1 Hidden Surface Fluorination 

Hattori et al. [7] prepared pristine MWNTs to be used for hidden surface fluorination 
experiments. Aluminum oxide films used as the template were ca. 75 pm in thickness 
with ca. 30 nm diameter straight channels. The reaction cell was initially evacuated to 
a pressure of 0.1 Pa (ca. 1 x Torr) overnight at 200°C. Thermal decomposition of 
propylene in the alumina channels deposited carbon on the channel walls giving 
carbon-coated A1,0, composite (C-Al,O,) films [14]. Fluorination was by the direct 
reaction of elemental fluorine with the C-Al,O, films, at 0.1 MPa pressure of fluorine, 
50-200°C for 5 days, The resulting compounds were washed with an excess of 46% HF 
solution at room temperature to dissolve the N,O, template. In this way, the 
nanotubes, the hidden surfaces of which were selectively fluorinated, were obtained 
in the form of an insoluble fraction (see Fig. 2) [9]. 

Carboncoated Azo3 film Carbon nanotubes 

A A A , .  
m 

mm 
-m 

30 nm m 

A A A 

Fig. 2. Schematic drawing of the fluorination process of carbon nanotubes (reproduced with permission 
from Ref. [7]). 
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Fig. 3. SEM images of the template-synthesized carbon nanotubes fluorinated at 200°C (reproduced with 
permission from Ref. [9]). 

3.3.2 SEM and TEM Observations 

Figure 3 shows SEM images of the template-synthesized carbon nanotubes fluori- 
nated at 200°C and essentially are a free-standing nanoporous carbon membranes. In 
addition, Fig. 4 shows high-resolution TEM images of the carbon nanotubes and the 
nanotubes fluorinated at 200°C. These images show that the nanotubes have a wall 
thickness of -4 nm and a diameter of -30 nm, the outer diameters remaining 
unchanged after fluorination. 

Figures 4a-q show short and wavy 002 lattice fringes in the cross-section of the 
tube walls, the lines lying parallel to the tube axis. The lattice images of the fluori- 
nated tubes (Figs. 4d-f) show that tubular morphology is preserved and that the 
hidden surfaces of the tubes may be slightly perturbed. The 002-lattice fringe image 
suggests slight modifications to the hidden surface of the tubes after fluorination, 
such as buckled fluorinated carbon layers. 

3.3.3 Characterization by EDX, XPS, and Raman Spectroscopy 

The selective fluorination of the hidden surfaces of nanotubes is supported further by 
EDX and EELS. Figure 5 shows the EDX spectrum for a single tube selected from 
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Fig. 4. High-resolution TEM images of template-synthesized carbon nanotubes: (a), (b) and (c) pristine; 
(d), (e) and ( f )  fluorinated at 200°C. 

fluorinated carbon nanotube membranes by STEM observations. The intense peak 
ascribed to fluorine atoms in the spectrum clearly indicates hidden surface fluori- 
nation because the external surfaces of the nanotubes are covered with the alumina 
template during fluorination. Fluorinated hidden surfaces were investigated by XPS. 
Figure 6 shows the Cls and Fls XPS spectra of the C-Al,O, films fluorinated in the 
temperature range 50 to 200°C. The peaks observed at 288.2-289.4 eV (Fig. 6A) are 
from sp3-hybridized carbon atoms with covalent C-F bonds, similar to those in the 
covalent graphite fluorides, (CF), and (C,F),. In contrast to the Cls spectra, the Fls 
spectra (Fig. 6B) have a symmetrical shape, Fls electron binding energy of 686.8- 
688.5 eV being close to that of C-F covalent bond. With increasing temperature of 
fluorination, the Cls and Fls peaks assigned to fluorine functional groups shift to 
higher binding energies and increasing intensities. The surface compositions (F/C) 
determined by the peak area ratio of Cls and Fls XPS spectra are 0.52,0.86 and 1.42 



492 Chapter 30 

1 
v) c s 
8 . 

Energy I keV 

Fig. 5. EDX spectrum of a single carbon nanotube fluorinated at 200°C. 
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Fig. 6. Cls (A) and Fls (B) XPS spectra of the carbon coated Al,O, films: (a) pristine; fluorinated at (b) 
50"C, (c) lOO"C, and (d) 200°C( reproduced with permission from Ref. [7]). 

at fluorination temperatures of 50, 100 and 200"C, respectively. The material 
obtained at 200°C (Fig. 6A(d) shows a barely observable peak at 284.4 eV, with two 
intense peaks at 289.3 and 291.1 eV, indicating surface coverage by covalent C-F 
bonds. The peaks assigned to the fluorine groups almost disappeared after 30 s of 
etching by argon ions, the Cls peak becoming narrower and more symmetrical. These 
depth profiles indicate the fluorination is limited only to the outermost layers of 
surfaces. 

The Raman study also characterized the microstructures of the carbon material 
deposited on the C-A120, films [7]. In the Raman spectra of fluorinated samples, two 
bands was observed at -1340 and -1590 cm-' being features of Raman peaks of 
less-ordered carbon materials. The spectra confirm that internal carbon atoms, below 
the outermost layer, still retain their $-hybridization after fluorination. 
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3.4 Properties and Potential Applications 

The chemistry of fluorination of SWNTs and MWNTs is just beginning to be under- 
stood. Consequently, research into the physical and chemical properties related to 
potential applications are at an early stage. However, these ensembles of aligned and 
mono-dispersed carbon nanotubes indicate promising prospects such as gas storage 
and energy-related applications. Such membranes as shown in Fig. 3 could be opti- 
mum materials for electrochemical cells or capacitors based on the electric double- 
layer. The selective fluorination either of the hidden surfaces or of the outer surfaces 
of tubes could bring about other improved applications including selective gas 
permeation, lithium batteries and conductive materials. 

3.4.1 Adsorption Properties 

The adsorption and desorption isotherms of nitrogen at 77 K on pristine and fluori- 
nated carbon nanotube membranes, where open-ended nanotubes are embedded in 
the AZO,  templates, were measured using an automatic volumetric sorption analyzer 
[7] as shown in Fig. 7 .  The amount of nitrogen adsorbed by the pristine sample at PlP,, 
= 0.96 decreased from 84.9 to 52.5 and 35.0 cm3 g-' (gas volume at STP) by fluorina- 
tion at temperatures of 50 and lOO"C, respectively. The adsorption and desorption 
branches for the pristine sample do not coincide, that is hysteresis is observed. The 
isotherm is nearly of type IV, indicating that both samples are mesoporous materials. 

The BET analysis of isotherms leads to surface areas and c-values. The fluorina- 
tion temperature dependence of c-values, BET surface areas and amounts adsorbed 

Fig. 7. Adsorption and desorption isotherms of nitrogen at 77 K for pristine and fluorinated carbon 
nanotubes membranes. Closed and opened symbols indicate adsorption and desorption, respectively 

(reproduced with permission from Ref. [9]). 
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Table 1 

Fluorination temperature dependence of c-value, BET surface area and amounts of adsorbed nitrogen 
of carbon nanotube membranes (reproduced with permission from Ref. [lo]) 

Fluorination temperature c-value s,, (m%) ~P,P ,=" . , ,  (cm3k) 

Pristine 
50°C 
100°C 

104 
72 
60 

26.4 
20.5 
15.5 

84.9 
52.5 
35.0 

at P/P,, = 0.96 are in Table 1 [lo]. The BET surface areas and the amounts of nitrogen 
adsorption by the fluorinated nanotubes are smaller than for the pristine sample. The 
c-values from the BET analysis of the fluorinated sample were 72 and 60 at 
fluorination temperatures of 323 K and 373 K, respectively. The c-values for the 
fluorinated sample are much smaller than that for the pristine sample (104). As the 
c-value is associated with the enthalpy of adsorption, the decrease in the c-value 
indicating the formation of surfaces of lower energy by fluorination. 

The a,-plots for pristine carbon nanotube membranes and fluorinated membranes 
at 100°C using reference data of nonporous carbon black are shown in Fig. 8. In the 
a,-plot for the pristine sample (Fig. sa), two deviations are observed at a low a,-region 
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Fig. 8. The a, plots for carbon nanotube membranes: (a) pristine and (b) fluorinated at 100°C (reproduced 
with permission from Ref. [lo]). 
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and at a, > 1.5. The former is due to differences in surface free energy between the 
reference and pristine membranes, the latter to capillary condensation in the hollow 
cores of the nanotubes. As for the a,-plot of the fluorinated sample shown in Fig. 8b, 
the deviation at a, > 1.5 was also observed, indicating the presence of capillary 
condensation. Although these a,-plots have a good linearity at 0.6 < a, < 1.5, a 
downward deviation from linearity is clearly observed below a, = 0.6. The downward 
deviation of the a,-plot for the fluorinated membranes indicates that the fluorinated 
membranes have a lower surface free energy than carbon black [16-181. The down- 
ward deviation for the sample fluorinated at 373 K is larger than that for the sample 
fluorinated at 323 K, indicating a decrease in the surface free energy with an increase 
in fluorine content of the internal surfaces of nanotubes embedded in the A20, 
templates. 

The surface area and the pore size distribution were determined using the BET 
equation and the BJH method, respectively. The surface area (26.2 m' g-I) of the 
pristine membranes decreased to 20.5 and 15.5 m2 g-' by fluorination at temperatures 
of 50 and 1OO"C, respectively. The decreases in surface area and in amounts adsorbed 
following an increase in fluorination temperature suggest that the interaction 
between the hidden surfaces of fluorinated nanotubes and the nitrogen adsorbate 
becomes weaker. Therefore, the surface free energy of the fluorinated sample is 
smaller than that of pristine sample. 

The pore size distribution curve for pristine membranes had a peak at about 25 nm 
pore diameter which was consistent with the hollow core diameter of nanotubes 
embedded in A120, templates. The pore distribution curves for fluorinated films 
shifted to smaller diameters with increasing fluorination temperature. Because the 
TEM images show that nanotubes retain their structural properties in the bulk after 
fluorination, the change in adsorption behavior is due to a change in the surface 
properties of the fluorinated membranes. After fluorination, the contact angle of a 
water droplet on the carbon-coated A20, film increased from 86.6" to 104.2'. This 
result also supports the concept that the surface free energy of the hidden surfaces of 
nanotubes decreases on fluorination. 

3.4.2 Electrochemical Properties 

A primary battery based on fluorine and lithium is theoretically an optimum redox 
system for a high energy density power source. Such a battery has been developed 
commercially using graphite fluoride (CF),, as a cathode material for a lithium battery 
with an electrolyte-organic solvent system. In this context, the use of fluorinated 
MWNTs as high-density energy conversion materials may make worthwhile an 
investigation into lithium cells with fluorinated MWNTs cathodes. 

Electrochemical properties of fluorinated MWNTs, as cathode materials for 
primary lithium celIs, have been studied using the Li/lM LiC10,-PCF-MWNTs cell 
(PC: propylene carbonate, F-MWNTs: fluorinated MWNTs) [19]. The F-MWNT 
cathode (fluorinated MWNTs at 480°C) showed a flat and stable discharge potential 
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at ca. 2.4 V with a capacity of 620 Ah kg-'. Discharge performances of conventional 
cathode materials are dependent on the structure of pristine carbons, fluorine 
contents and C-F bonding nature. Nevertheless, cathode behavior for F-MWNTs, 
similar to those of fluorinated activated carbon fibers 1201, indicate that further 
detailed investigations of structural properties and discharge reactions could bring 
improvements to F-MWNTs as cathode materials. 

Electrochemical energy storage has been investigated using template-synthesized 
tubule membranes [21] and MWNTs produced by catalytic decomposition of 
acetylene I221 using lithium test cells with non-aqueous electrolyte solutions. Early 
work by Martin et al. 1211 indicated that highly ordered carbon nanotubule membrane 
are good candidates as anodes for lithium ion secondary batteries [21]. 

Electrochemical insertion of lithium into template-synthesized MWNTs, heat- 
treated M W N T s  to 1OOO"C (HT1000-MWNTs) has been studied. Hidden surfaces of 
F-MWNTs fluorinated at 50°C (F-MWNTs) were examined by cyclic voltammetry 
(CV) and discharge-charge experiments on Li/lM LiClO,-PCNE (WE (working 
electrode) = pristine MWNTs, HT1000-MWNTs, and F-MWNTs) cells [8,23-251. 
Effects of degree of crystallinity and hidden surface fluorination on the electro- 
chemical properties were studied. In the test cells, lithium was inserted into MWNTs 
in the cathodic (discharge) process and extracted in the anodic (charge) process. 

The hidden surface fluorination resulted in significant changes in electrochemical 
properties of MWNTs. The OCV value of 2.98 V of pristine MWNTs increased to 
3.64 V by fluorination. This value of OCV was comparable to that of (GF), prepared 
by fluorination of activated carbon fibers 1201. The first discharge sweep in the CV of 
F-MWNTs started with a reduction of C-F bond at 3.0 V. The current peak due to 
reduction of oxygenated groups and electrolyte observed in the CV of the pristine 
MWNTs almost disappeared. Replacement of oxygenated groups by fluorine species 
during fluorination probably occurred. The potential hysteresis of insertion/ 
extraction processes disappeared for both heat-treated and fluorinated samples 
compared to pristine MMNTs. Partial organization of the surface micro-texture and 
enhanced crystallinity of NwNTs by heat treatment could account for the dis- 
appearance of the potential hysteresis. For the F-MWNTs, fluorination removed the 
amorphous carbon on the hidden surface of pristine MWNTs [20] and created a 
relatively ordered micro-texture so accounting for the disappearance of the potential 
hysteresis. 

The galvanostatic discharge-charge curves of pristine MWNTs are shown in Fig. 9a 
for 2nd-5th cycles. The large irreversible capacity in the reduction processes was 
observed for the first cycle. This was attributed to a relatively high BET surface area 
of 28 mz g-' about 5-20 times that of powder graphite and the occurrence of oxygen 
functional groups on the MWNTs. The reversibility of the insertion and extraction 
process enhanced considerably the second and consecutive cycles. For example, it was 
observed from galvanostatic discharge-charge experiments that the first cycle 
coulomb efficiency of 22% increased to about 80% with a reversible capacity of 460 
mAh g-' at the sixth cycle. The effect of fluorination of MWNTs on their discharge- 
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Fig. 9. Discharge-charge characteristics of lithium insertion into (a) carbon nanotube membranes and (b) 
hidden surface fluorinated carbon nanotube membranes at 50"C, under a current density of 50 mNg. 
D2-D6: 2nd-6th discharge curves; C2-C6: 2nd-6th charge curves (reproduced with permission from Ref. 

~51) .  

charge properties is shown in Fig. 9b. The irreversible capacity at the first cycle occurs 
for both pristine and fluorinated MWNTs. Also, there is a significant increase in 
columbic efficiency from ca. 23% to ca. 90% with a reversible capacity of ca. 400 mAh 
g-' after the second cycle. Surface lithiation and formation of SEI may explain 
irreversible charge losses in the first discharge sweep, reduced in the second and 
consecutive sweeps. The change in hidden surface properties by fluorination reduced 
the formation of SEI and resulted in an increase in coulomb efficiency of more than 
10% after the second cycle. 
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Chapter 31 

Preparation of Metal-loaded Porous Carbons and 
Their Use as a Highly Active Catalyst for Reduction of 

Nitric Oxide (NO) 
Kouichi Miura and Hiroyuki Nakagawa 

Department of Chemical Engineering, Kyoto Univemiq, Kyoto 606-8501, Japan 

Abstract: A new method to produce porous carbons containing metal compounds in a highly 
dispersed state is outlined and has been applied to the formation of a catalyst for nitric oxide 
reduction. An ion-exchange resin with carboxylic acid groups as ion-exchange sites was 
exchanged with various cations and then carbonized to prepare metal-loaded porous carbons. 
Ni’+ type resins carbonized at 500°C had a high activity to convert nitric oxide (NO) to nitrogen 
in the absence of gaseous reducing agents at 300°C. However, their activity decreased when the 
nickel was oxidized to NiO. The deactivated catalyst was regenerated by reducing agents such 
as carbon monoxide without loss of catalytic activity so suggesting the use of this catalyst in 
practical applications. In the presence of carbon monoxide in the feed stream, the high activity 
of the catalyst was maintained for quite some time because in situ regeneration reactions 
occurred simultaneously without loss of carbon from the catalyst. The metal-loaded carbons 
were of high catalytic activity because of relatively large amounts of metal in a highly dispersed 
state. 

Keywords: Metal-loaded porous carbon, Catalytic decomposition of nitric oxide, Ion-exchange 
resin. 

1 Introduction 

Porous carbons such as activated carbons have been used as catalysts and catalyst 
supports in many reactions [l]. The catalytic reduction of nitric oxide with reducing 
reagents such as ammonia is an example. Nozaki et al. 121 found that copper oxide 
supported on an activated carbon showed a high activity for nitric oxide removal in the 
presence of ammonia even at 130°C. Kasaoka et al. [3] simultaneously removed NOx 
and SOX using V,WiO,/AC (activated carbon) with the catalyst at 130°C. Nishijima 
et al. [4] compared the activities of metal halides (supported differently) for nitric 
oxide reduction and found that the metal halides supported on a carbon were more 
active than those supported on silica or alumina at low temperatures [4]. Singoredjo 
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et al. [5] found that copper salts supported on carbon exhibited high activity for the 
reduction of nitric oxide. Mehandjiev and Bekyarova [6] reported on the effectiveness 
of a carbon supporting cobalt oxide for the reduction of nitric oxide by carbon 
monoxide. Imai et al. [7] found that nitrogen was formed from nitric oxide over 
a-FeOOH-dispersed ACF without using gaseous reducing reagents such as ammonia 
or carbon monoxide. In these reaction systems it is important to support large 
amounts of a metal compound on carbon, in a highly dispersed state, for the carbon 
catalyst to be active. 

A new method is available to produce carbons which have different micropore 
volume distributions by carbonizing ion-exchange resins having different cations [SI. 
The cations are highly dispersed in the ion-exchange resin, and hence the cations 
become highly dispersed metals or metal oxides in the porous carbons. In this chapter, 
porous carbonized resins, prepared from a weak-acid ion-exchange resin, catalytically 
reduced nitric oxide to nitrogen at low temperatures. 

2 Sample Preparation 

2.1 Starting Materials 

A metacrylic acid type resin was used as a starting material. Resin particles were 
spherical in shape the average diameter being -0.5 mm. The basic structure of the 
resin is shown in Fig. 1 and contains divinylbenzene as a cross-linking reagent. The 
total content of ion-exchange groups, determined from amounts of sodium in the Na+ 
type resin, was 10.2 mol kg-' of dried H+ type resin. 

2.2 Procedure 

Figure 2 shows the procedure for pre.paring the metal-loaded porous carbons as 
developed by Nakagawa et al. [SI. The ion-exchange resin, as received, was treated 
with aqueous ammonium-complex ion solutions (basic) of sulfates (CuSO,, NiSO,, 
ZnSO,) to exchange with the different cations. Basic conditions were necessary for 
the ion-exchange because the ion-exchange resin was a weak acid. Amounts of cation 

Fig. 1. Basic structure of the ion-exchange resin used. 
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Fig. 2. Procedure for preparing metal-loaded porous carbons. 

exchanged were controlled by the concentration of cation in the aqueous solution. 
Each exchanged resin was washed with de-ionized water followed by vacuum drying at 
70°C for 24 h. A part of each resin sample was then oxidized to remove all carbon, in a 
digestion apparatus, and the resultant solution analyzed by atomic absorption 
spectrometry for amounts of cation exchanged. 

The ion-exchange resins were carbonized in nitrogen at 10 K min-' to a heat 
treatment temperature (HTT) Tf, with a soak time of 20 min. Tf ranged from 500 to 
900°C. The carbonized samples are labelled as Ni-500-32.6, where nickel is the cation, 
500 is the HIT and 32.6 is wt% content of nickel. 

3 Carbonization Behavior of the Resins 

To follow the carbonization behavior of the cation-exchanged resins, weight changes 
of the resin and formation rates of H20 ,  CO, CO,, and CH, were continuously 
monitored with a thermogravimetric analyzer and a mass spectrometer [9]. Figure 3 
shows the weight loss curves of the resins and the formation rates of water and carbon 
dioxide during carbonization of the cation-free (H+-type resin) basis. The weight of 
the H+-type resin decreased by -10 wt% below 230°C (dehydration reactions), then 
decreased rapidly to -420°C. One water molecule is formed from two carboxylic acid 
groups in the dehydration reaction. Part of the weight loss at -420°C was due to the 
decomposition of acid anhydrides formed at -230"C, by the loss of water and carbon 
dioxide, at - 420°C. The weight of water and carbon dioxide was 15 wt% of the total 
weight loss, suggesting that the decomposition of metacrylic chains is the main 
reaction at this temperature. 

The weight loss profiles were sensitive to the cations which were exchanged. The 
weights of Ni2+- and Zn2+-type resins decreased rapidly at -350 and 450"C, 
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Fig. 3. Weight loss curves and rates of formation of H,O and CO, during the carbonization of the resins on a 
cation-free basis. 

respectively, whereas the weight of the Cu2'-type resin decreased rapidly at 200 and 
300°C. The ratio of water formation rates to carbon dioxide formation rates was also 
dependent on the cations exchanged although water and carbon dioxide were both 
formed in the temperature range where the weights decreased rapidly. The solid 
yields at 900°C were also dependent on the cations exchanged. Hence, carbonization 
behavior of the resin is affected significantly by the kind of cations exchanged. 
Differences in carbonization behavior may well affect the pore development within 
the carbonized resins. 

4 Characterization of Metal Loaded Porous Carbons 

4.1 Appearance 

Figure 4 shows the SEM images of H-500 and Ni-500-32.6 samples. The Ni-500-32.6 
sample maintained the original spherical form, unlike the H-500 sample which 
melted. Original macropores, of 0.1-1 pm in diameter, were maintained in 
Ni-500-32.6. Ionic cross-linking occurs when the resin is ion-exchanged by Ni2+ and 
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Fig. 4. SEM images of H-500 and Ni-500-32.6. 

this prevents melting and the retention of original shapes. Cu2+ and Zn2+ type resins 
also did not melt and maintained their original spherical shapes. Di- and trivalent 
cations prevent the resin from melting [8]. 

4.2 Pore Structure 

Figure 5 shows the pore volume distributions of the resins carbonized at 700°C as 
determined from their nitrogen isotherms (77 K) using the Dollimore and Heal 
analysis method [lo]. The distributions depended on the kind of cation exchanged. 
The micropores of Ni-700-33.1 had a distribution from 0.9 to 5 nm in diameter, 
whereas the micropores of Cu-700-62.4 were < 2 nm in diameter. 

- 

- 

2 3 4 5 6  2 3  
1 10 

Pore diameter rnml 

Fig. 5. Accumulated pore volume distributions of the resins carbonized at 700°C. 
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4.3 Forms of Metal Compounds 

To examine the structure of metal compounds in the carbonized resins, X-ray 
diffraction studies were made. Figure 6 shows diffraction patterns from resins 
carbonized at 700°C indicating that structures of metal compounds were also 
dependent on the cation exchanged. Distinct peaks of ZnO appeared for Zn-700-60.8 
and peaks of both crystalline copper metal and Cu,O appeared for Cu-700-62.4. For 
Ni-700-33.1, peaks of crystalline nickel metal were rather broad, indicating that the 
crystallinity of the nickel was smaller than that of ZnO, Cu, or Cu,O. Cations existing 
as carboxylates in the parent resin probably form metal oxides initially and then these 
are reduced by the carbon to metals during the carbonization. The reason why nickel 
exists as the metal Ni is that NiO is reduced easily by carbon at 700°C. For the Cu2+ 
type resin, peaks of crystalline copper metal appeared when the resin was carbonized 
at 900°C (X-ray pattern not shown), indicating that a higher temperature is needed to 
completely reduce Cu,O to Cu. 

5 Nitric Oxide Decomposition on Metal Loaded Porous Carbons 

5.1 Nitric Oxide Removal 

Figure 7 shows the apparatus used for the removal of nitric oxide. About 0.2 g of 
carbonized resin, < 150 pm in particle diameter, was packed into a quartz tube 
reactor, 8.0 mm inner diameter, and heated at 500°C for 30 min in a stream of helium 
to remove adsorbed water. On cooling the sample to 300 or 400"C, nitric oxide diluted 

20 30 40 50 60 
28 angle [degree] 

Fig. 6. X-ray diffraction patterns of resins carbonized at 700°C. 
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Fig. 7. Experimental apparatus for nitric oxide removal. 

by helium (NO: 500 ppm) was introduced at a flow rate of 100 ml min-' (8, = 24000 
h-'). Concentrations of nitric oxide and nitrogen, in the effluent stream, were 
measured by a NOx meter and a gas chromatograph with an MS-SA column. 
Non-isothermal experiments heating the carbonized resin from room temperature to 
300°C at 5 K min-' examined the mechanism of the nitric oxide reduction reaction 
using continuous measurements with a mass spectrometer. 

5.2 Nitric oxide conversion and yields of nitrogen 

The reaction for the conversion (reduction) of nitric oxide is stoichiometrically 
written as 

2N0  + N, + 0, (1) 

However, undesired reactions forming other oxides of nitrogen (NO, or N,O) may 
also occur but none were detected. Nitric oxide may be adsorbed on the samples 
contributing to the removal of nitric oxide. 

Figure 8 shows the change of total conversion of nitric oxide at the exit with time at 
300°C. Reducing reagents such as ammonia or carbon monoxide were not used in this 
experiment. Of the several resins studied, it was Ni2+-type resins which showed the 
highest activity for nitric oxide conversion. Ni-500-47.0 maintained a high catalytic 
activity for  2 h, removing the  nitric oxide completely. T h e  activity of 
Ni-500-32.6(HCl), prepared by demineralizing Ni-500-32.6 with aqueous HCl, was 
low. The activity of Ni2+-type resin, HTT 500"C, increased with increasing nickel 
contents. These results indicate that nickel is essential for removal of nitric oxide. As 
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Fig. 8. Conversion of nitric oxide at 300°C for metal-loaded porous carbons. (S, = 24000 h-') [ll]. 

for effects HTT, Ni-700-33.1 completely decomposed nitric oxide initially, but its 
activity gradually decreased after 60 min. The activity of Ni-900-33.8 rapidly 
decreased during the initial stages. Thus, catalytic activity decreased with increasing 
HTT. 

The conversion of nitric oxide on Cu-500-61.5 rapidly decreased within 30 min and 
reached less than 20% at 100 min. The activity of Zn-500-54.9 was even lower than 
that of Cu-500-61.5. 

Next, the yields of nitrogen were measured for the nickel supported samples as 
shown in Fig. 9 [ll].  The nitrogen yields for the samples, HTT 500"C, were rather 
small initially but increased gradually to -80% after 100 min. The high yields were 
maintained for 300 min. Because even a highly active nitric oxide decomposition 
catalyst, Cu-ZSM-5, converts nitric oxide to nitrogen by only 60% at 400°C [12] and 
because the nitric oxide to nitrogen conversion generally increases with increasing 
reaction temperature, the Ni2+-type resins, ITIT 500"C, were judged to be active in 
the conversion of nitric oxide to nitrogen. Comparing Figs. 8 and 9, it is seen that total 
nitric oxide conversions are larger than the nitrogen yields for these samples. This 
indicated that part of nitric oxide was retained in the sample. This retention may 
lower the activity of the catalyst. 

1 00 

0 
0 100 200 300 400 

Reaction time [ min ] 

Fig. 9. Yield of nitrogen at 300°C for nickel-loaded porous carbons. (S, = 24000 h-') [ll]. 
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Fig. 10. Accumulated pore volume distributions of nickel-loaded porous carbons prepared at different 
temperatures [ 111. 

The activity of Ni2+-type resin carbonized at 500°C was higher than that of 
Ni2+-type resin carbonized at 700 or 900°C. This difference comes from variations in 
pore structure or degree of dispersion of nickel in the carbon because amounts of 
nickel in the samples are almost identical. Figures 10 and 11 show accumulated pore 
volume distributions and the X-ray diffraction patterns of these samples [ l l ] .  The 
pore volume distributions of Ni-700-33.1 and Ni-900-33.8 are similar to that of 
Ni-500-32.6 with pores sizes being between 1 to 10 nm in diameter for all samples. 
Other samples were different. The intensity and the sharpness of Ni (111) and (200) 
peaks increased with increasing HTT indicating that the crystallinity of the nickel 
particles increased significantly with increasing HTT. Thus, differences in nitric oxide 
reduction rates between samples are associated with degrees of dispersion of nickel in 
the carbonized resins. 

5.3 Durability of Removal of Nitric Oxide 

Ni2+-type resins carbonized at 500°C have a high activity in the conversion of nitric 
oxide to nitrogen. The durability (stability) of Ni-500-47.0 for extended times was 
tested at 300 and 400"C, as shown in Fig. 12. At 300°C the conversion of nitric oxide 
gradually decreased after 5 h and fell to 60% at 10 h. The sample was then 

I 
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Ni-500-32.6 Ni-900-33.8 
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Fig. 11. X-ray diffraction patterns of nickel-loaded porous carbons prepared at different temperatures [ 111. 
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Fig. 12. Durability test of Ni-500-47.0 for the removal of nitricoxide at 300 and400"C. (S, = 24000 h-') [ 111. 

regenerated by heating at 500°C for 30 min in helium. After this regeneration treat- 
ment, the activity for nitric oxide removal recovered completely. The activity did not 
decrease after a further three cycles of reaction and regeneration. The formation of 
nitrogen, carbon monoxide and carbon dioxide was detected during regeneration. 
Nitrogen came from nitric oxide trapped in the sample during the reaction. The 
summation of amounts of recovered nitrogen during reaction and regeneration 
equaled amounts of nitric oxide removed during the reaction. Therefore, the nitric 
oxide removed was completely converted to nitrogen during reaction and regenera- 
tion. The formation of carbon monoxide and carbon dioxide indicated that the carbon 
consumed during regeneration amounted to 0.039 kg-Ckg-sample. Therefore, the 
number of possible reaction-regeneration cycles is limited when thermal regeneration 
is necessary. 

At 400"C, the activity of Ni-500-47.0 was constant for more than 40 h without 
regeneration and with complete conversion of nitric oxide to nitrogen. However, 
carbon monoxide and dioxide were detected in the product stream indicating that 
some of the carbon was being consumed during the reaction. The results shown in Fig. 
12 indicate that the carbon acts as a reducing agent and that the catalyst activity would 
be lost when carbon is consumed. This means that Ni2+-type resin, HTT 500"C, cannot 
be used for long periods of time under these operating conditions despite its high 
conversion activity. 

To suppress carbon loss during regeneration, other reducing agents were studied 
(reducing regeneration). Figure 13 shows the conversion of nitric oxide versus 
reaction time through reaction-regeneration cycles for Ni-500-47.0. In this figure, 
regeneration was carried out for 5 h at 300°C using 2000 ppm of carbon monoxide as 
the reducing agent. The catalyst activity completely recovered ever after two or three 
reaction-regeneration cycles with nitric oxide conversion at 100% for -2 h. Amounts 
of carbon dioxide formed during the regeneration equaled amounts of carbon 
monoxide consumed. The deactivated catalyst was thus regenerated only by carbon 
monoxide so minimizing carbon loss during regeneration. Therefore, the Ni2+ catalyst 
may be used for extended periods through repeated reaction-regeneration cycles 
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Fig. 13. Conversion of nitric oxide versus reaction time for reaction-regeneration cycles using carbon 
monoxide during regeneration of Ni-500-47.0. (S, = 24000 h-') [ll]. 

when employing this regeneration method. The lifetime of the catalyst after the first 
regeneration was less than the lifetime of the fresh catalyst. This is because the 
catalyst was not completely regenerated during the first regeneration. It is necessary 
and important to find optimum regeneration conditions. Results so far indicate that a 
reducing regeneration method is effective to utilize the Ni2+ catalyst in practical 
applications. 

Next, carbon monoxide was intentionally added in the feed stream during the 
reaction, because this gas may act as an in situ reducing agent. Figure 14 shows the 
changes in conversions of nitric oxide, the yields of nitrogen and the concentrations of 
oxides of carbon in the exit stream for Ni-500-47.0. In the presence of carbon 
monoxide, nitric oxide was completely removed for more than 20 h without regenera- 
tion even at 300°C. The concentration of carbon monoxide was smaller than its feed 
concentration by ca. 500 ppm, and carbon dioxide, which was not detected in the 
absence of carbon monoxide, was formed in ca. 500 ppm. These results show that 
amounts of carbon monoxide consumed were almost the same as amounts of carbon 
dioxide formed or amounts of nitric oxide removed. This means that almost no carbon 

Reaction time [h] 

Fig. 14. Conversion of nitric oxide, yield of nitrogen, and concentrations of carbon monoxide and carbon 
dioxide in the effluent stream for the nitric oxide removal experiment with Ni-500-47.0 in the presence of 

carbon monoxide at 300°C. (S, = 24000 h-') [ll]. 
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Fig. 15. Comparison of the XPS spectra of fresh catalyst (Ni-500-32.6), deactivated catalyst, and 
regenerated catalyst and the spectrum of NiO powders [ll]. 

in the sample was lost during the reaction in the presence of carbon monoxide, 
maintaining the high catalytic activity for a long time. The yield of nitrogen was kept at 
more than 90%, indicating that the decomposition of nitric oxide to nitrogen was 
enhanced in the presence of carbon monoxide. Then, the overall reaction can 
approximately be written as 

2N0 + 2CO 3 N, + 2C0, (2) 
Thus, it is clear that the Ni2+ catalyst can be utilized for an extended time without loss 
of carbon when a reducing agent is contained within the feed stream. 

5.4 Changes in the Chemical State oflvickel During Reaction 

XPS studied changes in nickel forms in the Ni-500-32.6 during reactions. Figure 15 
compares the XPS spectra of the fresh, deactivated (used for 10 h at 3OO0C), and 
thermally regenerated samples with the spectrum of NiO powders. The spectra of 
nickel in the fresh and the regenerated samples were similar to those of nickel, and 
were of metallic nickel. On the other hand, the nickel in the deactivated sample was 
NiO. These results indicate that metallic nickel is the active form of the catalyst, and 
that it is oxidized to NiO through the removal of nitric oxide and accordingly loses its 
activity. NiO is reduced to nickel by carbon through the thermal regeneration 
reaction at 500°C as indicated by the formation of oxides of carbon during the 
regeneration. 

5.5 Reaction Mechanisms 

Non-isothermal experiments, so-called temperature-programmed-reaction (TPR) 
experiments, were made to examine the mechanisms of the decomposition reaction of 
nitric oxide. The sample was heated at 5 K m i d ,  from room temperature to 300"C, in 
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Fig. 16. Change of conversion of nitric oxide and yield of nitrogen against the temperature during the TPR 
experiment for Ni-500-47.0 (S, = 24000 h-') [ll]. 

a stream of 500 ppm of nitric oxide. Figure 16 shows the concentrations of nitric oxide 
and nitrogen versus increasing reaction temperature. The concentration of nitric 
oxide decreased gradually with increasing temperature and fell to -50 pprn even at 
200°C. On the other hand, the concentrations of nitrogen was less than 25 pprn at 
temperatures < 200"C, and then gradually increased to reach about 210 pprn at 
300°C. These results indicate that nitric oxide is chemisorbed on the sample and then 
decomposes to form nitrogen. 

Based on the above results the following reaction mechanism was proposed for 
nitric oxide decomposition reaction at 300°C on the Ni-loaded porous carbons in the 
absence of reducing agents 

NO + Ni -+ Ni-NO 

2Ni-NO + 2Ni0 + N, 

( 3 )  

(4) 

Nitric oxide is first chemisorbed on nickel (Reaction (3)). The chemisorbed nitric 
oxide decomposes to form nitrogen and oxidizing nickel to NiO (Reaction (4)). At 
300"C, about 20% of the nitric oxide removed remains in the sample. As NiO is not 
active for the nitric oxide decomposition reaction, the activity gradually decreases 
with the progress of reaction. However, the initial activity of the catalyst was high 
because a large amount of metallic nickel (-50 wt%) was highly dispersed within the 
porous carbon. 

The regeneration reaction is the reduction of NiO to Ni. Carbon in the sample 
reduces NiO to Ni forming carbon monoxide at 500°C (Reaction (5)).  Carbon 
monoxide formed through the reduction by carbon also reduces NiO (Reaction (6)). 

NiO + C -+ Ni + CO ( 5 )  

NiO + CO + Ni + CO, (6) 

At 400°C the activity of Ni-500-47.0 remained for more than 40 h without regenera- 
tion, because the regeneration Reactions ( 5 )  and (6) occur simultaneously. 
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Thus, carbon itself was found to act as a reducing agent when no reducing agents 
were added meaning that carbon is lost during the reaction and/or during thermal 
regeneration. 

The reducing regeneration method and the in situ regeneration method were 
proposed (Figs. 13 and 14) based on the reaction mechanisms. Both methods used 
carbon monoxide as a reducing agent which reduced NiO to Ni through Reaction (6). 
The methods established the regeneration of the Ni2+ catalyst by minimizing loss of 
carbon. 

6 Conclusions 

A novel method for preparing porous carbons with highly dispersed metals is pre- 
sented. The method carbonizes ion-exchange resins exchanged by different cations. 
Of the various carbons prepared, the proposed method uses a nickel-loaded porous 
carbon which shows high catalytic activity for the decomposition of nitric oxide to 
nitrogen. The following results were obtained. 

A nickel-loaded porous carbon, Ni-500-47.0, removed nitric oxide completely 
for 5 h (S, = 24000 h-') at 300°C without any gaseous reducing reagent. The 
high activity of Ni-500-47.0 resulted from the large amounts of highly 
dispersed nickel loaded into the porous carbon. 
The activity of deactivated sample could be completely recovered by heat 
treatment at 500°C in a helium atmosphere, but the regeneration method 
consumed carbon by reducing nickel oxide (NiO) to nickel. 
To overcome this limitation to thermal regeneration, regeneration using 
carbon monoxide as a reducing agent was examined. This regeneration 
method minimized carbon loss suggesting the possibility to use the NiZf 
catalyst in practical applications. 
In the presence of the reducing agent carbon monoxide, Ni-500-47.0 com- 
pletely removed nitric oxide for more than 20 h at 300°C without regeneration. 
This was because carbon monoxide regenerated nickel oxide (NiO) to nickel 
during the reaction. This regeneration consumes little carbon and so the 
supported catalyst can be used for an extended. 
Nitric oxide is first chemisorbed onto active sites of the metallic nickel, and 
subsequently decomposes to produce nitrogen and nickel oxide (NiO). The 
activity is gradually lost with the formation of nickel oxide (NiO) which can be 
removed by reducing agents such as carbon monoxide or carbon to recover the 
catalytic activity. 
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Formation of a Seaweed Bed Using Carbon Fibers 

Minoru Shiraishi 

Tokai University, School of High-technology for Human Welfare, Department of Material 
Science and Technology, Numam, Shizuoka, 410-0395 Japan 

Abstract: Micro-organisms rapidly f i i  onto carbon fiber surfaces when the fibers are placed in 
the sea. The objective is to create an artificial bed of seaweed so establishing a food chain of 
bacteria, algae, zoo-plankton, small animals, and fish. Initial studies in fresh water indicated 
that this approach had considerable potential and should therefore be extended to seawater. 

Keywords: Carbon fiber, Sea, Seaweed bed, Algae, Micro-organisms. 

1 Introduction 

The fixation of micro-organisms onto carbon fibers has recently been undertaken in 
freshwater systems, one application being the purification of sewage [1,2]. On the 
other hand, there is no basic information on the fixation of micro-organisms onto 
carbon fibers in seawater systems. Therefore, carbon fibers were placed (anchored) in 
the sea to observe fixation phenomena of marine micro-organisms. Basic data on the 
utilization of this artificial bed of seaweed, in terms of fish population, were collected 
[31. 

2 Rapid Fixation of Marine Organisms 

To gain basic information on the fixation of marine organisms, field experiments were 
undertaken at the Marine Laboratory of Tokai University and also at the seawater 
intake of the Shinsihmim thermal power station of Chubu Electric Power Co. Inc. in 
the Shimizu harbor basin, Shizuoka. The Marine Laboratory is in a stagnant location 
beyond the intake, located at the back in the bay and near to a timber yard. 

Polyacrylonitrile (PAN)-based carbon fibers with a tensile strength of 3.4 GPa, 
tensile modulus of 230 GPa, diameter of 7 pm, density of 1.77 g cm-3 and 12,000 
filaments per strand were used. A simple apparatus, as shown in Fig. 1, was sunk 
about 1 m under the surface of the sea and, during the first experiments, was 
withdrawn from the seawater at intervals of a few days. A plastic float of 30 cm 
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Fig. 1. Carbon fiber bundles attached to the experimental apparatus. 

diameter was attached to the upper part of the rope which installs the apparatus, and 
a 3 kg weight was tied to the lower end of the rope to keep the fibers on the sea floor. 
Observations were made directly through the naked eye, an underwater camera and 
an optical microscope. 

Small organisms (algae) were almost not observed on carbon fiber surfaces after 
the first day of the experiment. However, a weak adhesive property appeared on the 
fiber surfaces to provide an adhesive membrane and so the fiber surfaces adopted a 
membrane-like feature, as shown in Fig. 2. This phenomenon was observed in the sea 
at the two locations throughout the year. To facilitate access to the interior fibers of 
the strand for this membrane formation, it was found necessary to separate the 
strands into filaments. A colony grew homogeneously from these fibers on the agar 
medium in one or two days. There are differences between the colonies proliferated 
by carbon fibers picked up and the seawater without carbon fibers from the same 
place. The results indicate that the adhesive material was preferentially fixed to 
carbon fibers in the sea and was made up of micro-organisms such as Bacillus 
carboniphilus, discovered by Matsuhashi [4]. 

Fig. 2. Adhesive material spread to the membrane on carbon fiber surface. 
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Fig. 3. Minute algae (Navicula) fixed on carbon fibers. 

-v- i u 

Fig. 4. Diatoms grown on the periphery of carbon fiber bundles. 

Within a week after dipping, the carbon fibers had adopted the appearance of 
brown bio-mud, as observed macroscopically or through the camera. Minute algae, as 
shown in Fig. 3, were fixed to the carbon fibers as observed by optical microscopy. 
These algae were diatoms to be seen in seawater at depths of about 2 m. These algae 
were initially attached to the outside of the carbon fiber bundle, and then penetrated 
gradually to the inside of bundle. They grew as a slender string as shown in Fig. 4 at the 

Table 1 

Changes with dipping time of varieties marine organisms fixed or living on carbon fibers in the sea 

After dipping Marine organism 
~- 

1 day adhesive material 
5 day diatom, zooplankton 
I day 
14 day 
1 month 
2 month 
3 month 

diatom, zooplankton, Caprella, small shrimp (Maera serratipalma etc.) 
small shrimp (Maera serratipalma etc.), Protohydroides elegans, Caprella, ascidian 
small shrimp (Maera serratipalma etc), ascidian, Protohydroides elegans, Hydrozoa 
small shrimp (Maera serratipalma etc.), Hydrozoa, barnacle, fish 
small shrimp (Maera serratipalma etc.), barnacle, sponges, fish 
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Fig. 5. Small shrimp (Maera seratipalma) observed in carbon fiber bundles. 

periphery of the fiber bundle. Also, organisms of a size larger then several centimeters 
soon became associated with the bundles as well as zooplankton, as seen by optical 
microscopy. 

Small animals, several millimeters in size, seen after 10 days and shown in Fig. 5, 
were confirmed as small shrimp (Maera serratipalma and Photis reinhardi). The 
development and growth rates of these animals were more rapid in the summer than 
in the winter. Large colonies of Maera serratipalma and Prehotis reinhardi, etc. lived in 
the apparatus in the sea during an autumn and winter. 

3 Food Chain Through a Carbon Fiber Seaweed Bed 

The carbon fibers were pulled out of the sea and sampled to measure the population 
of algae using the microscope. The results show the growth rate of these minute algae 
with increasing number of days in the seawater (Fig. 6). A maximum number of algae 
appeared after about 30 days. It is suggested that the zooplankton and small animals 
grow in numbers during this 30-day period and feed off these algae. Other fish, such as 
filefish (Stephanolepis cirrhifer) and globefish (Ostracion immaculatus) which swim 
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Fig. 6. Variation of quantities of algae with time of dipping (submergence). 
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Fig. 7. The sea-jungle appearance of the fibers after four months of dipping. 

externally to the carbon fiber bed, live off these smaller animals and algae. Lugworms 
(Polychaeta) inhabited the fiber bundle and algae apparently grew on the outside of 
the carbon fiber bundle. A feature of this apparatus is that it forms a sea jungle in 
three or four months, as shown in Fig. 7. 

Later, comparatively larger animals such as ascidian (Ascidiacea), bivalve 
(Bivalvia), barnacle (Balanomolpha) and hydroid (Hydrozoa) etc., several centi- 
meters in size, lived in the apparatus and became abundant after several months. At 
this time, and after the fixation and growth of the larger animals, the carbon fibers, 
which had originally been dispersed in the water, were apt to fasciculate (form 
bundles) and these included the lugworms, etc. 

A conclusion is that this carbon fiber system, acting as an artificial seaweed, 
established a marine food chain. 

4 Formation of an Artificial Bed of Seaweed Using Carbon Fibers [SI 

Seaweed bed formation was developed further by sinking two larger experimental 
apparatus to the sea floor at a depth of 5-10 m in Suruga Bay near Numazu City. One 
method was to fix a carbon fiber rope in the sea floor. Carbon fibers were woven as a 
rope, 6 mm diameter and made into a grating-like net of 6 cm intervals. The nets of 
2x2 m2 in size were fixed to the sea floor. The other method was deigned to lift the 
carbon fiber up from the sea floor. Bases of 30x30 cm size made with ceramics, 
natural stone, colored coral gravel and concrete and placed on the sea floor with 
carbon fibers attached. The other ends of the fibers were tied to floats. Some 100 
bases and carbon fibers of 1600 strands in the area of 5 x5 m2 were used, as shown in 
Fig. 8. Before this equipment was installed, Pisces (fish) seldom stayed though they 
sometimes swam through this area. Diatoms fixed themselves onto the carbon fibers 
immediately after installation. The small animals that lived off the fixed diatoms 
appeared near to the carbon fibers in one month after installation. Small fish such as 
Apogon semilineatus and filefish gathered in the circumference of this apparatus, as 
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Fig. 8. Apparatus as placed on the sea floor. 

Fig. 9. Small fish (Apogon semilineatus) grouped together. 

shown in Fig. 9, and the food chain described in the preceding section was established 
again. The fish colony contained 21 varieties including Apogon semilineatus and file- 
fish, the number increasing to over 1000 some two months after the installation. 
Comparatively, many types of fish gathered and the communities of the Pisces (fish) 
are complicated. In addition, scorpion fish appeared, including ichthyovorous which 
do not live usually in such a sand base, and ichthyovorous horse mackerel have been 
observed. 

However, there are also some problems which have to be solved. For example, one 
is the durability of carbon fibers. Accumulation of silicon was observed on the surface 
of carbon fibers in some places when the carbon fibers had been in the sea for a while, 
and the carbon fibers may become brittle. Also, the quantity of the carbon fibers 
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considerably decreased in about three months after the dipping. Fish appear to tear 
the carbon fibers when they eat their food (bait) which is fixed to the carbon fibers. 
The carbon fibers are apt to gather in bundles after ascidian and shellfish become 
attached. The appearance of the fiber bundles changes greatly after some time in the 
seawater. Though these organisms will be metabolized some day, regeneration in a 
one-year cycle, as recognized in nature, will be difficult with this system. 
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Carbon/Carbon Composites and Their Properties 
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Abstract: The results of research into carbonkarbon composites and related materials are 
reviewed and form part of the Carbon Alloys project. The results are in fiie categories: (1) the 
development of high quality carbon fibers and new carbon coils, property evaluation, and 
applications; (2) novel material development and control of micro-structures; (3) improve- 
ments in properties of materials and correlations between properties and micro-structures; (4) 
fracture phenomena and mechanism; and (5) assessments of micro-structures. Achievements 
of research into carbodcarbon composites are described. Novel carbon materials, carbon 
fibers, carbon matrices, high quality carbon alloys and new material evaluation methods were 
developed within this project. New processing methods for carbon/carbon composites and 
carbon related composites were explored. Improvements to the following properties of 
carbon/carbon composites were made: oxidation resistance, mechanical properties, thermal 
conduction, electronic properties, and electro-magnetic wave absorption. 

Keywords: Carbon fiber, Carbon matrix, Interface, Composite, Microstructure, Properties. 

1 Introduction 

Carbon/carbon composites, carbon fiber-reinforced carbon matrix composites, under 
the Carbon Alloys project have been investigated to develop new starting (parent) 
materials and new functionalities. Carbon/carbon composites consist of carbon fibers 
and carbon matrices. However, despite an abundance of research papers, there is a 
need for high performance carbon fibers to develop high performance carbonharbon 
composites. The term ‘carbon fibers’ includes carbon fibers, carbon nanotubes and 
micro-carbon coils. Carbon matrices can contain fullerenes such as CH,, graphite, and 
composites of carbon with metals. Selected combinations of carbon fibers with carbon 
matrices produce high performance carbordcarbon composites. Reviews and books 
on carbon/carbon composites, including applications to nuclear fission and fusion 
fields, are available [1-4]. 

First we discuss fundamental research on carbon fibers with high compressive 
strengths. Carbon coils with new functions have been developed with applications to 
carbonkarbon composites being investigated. Novel composites containing carbon 
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nanotubes instead of carbon fibers with the C,,, fullerene as carbon matrix have been 
developed and their properties examined. 

The mechanical properties and oxidation resistance of carbon/carbon composites 
which control the microstructures of the interfaces between carbon fiber and carbon 
matrix have received attention. The additions of copper and small amounts of 
titanium to carbodcarbon composites are effective in increasing thermal conducti- 
vities compared with conventional carbon/carbon composites. Fracture mechanisms 
in carbon/carbon composites have been examined theoretically making use of various 
material parameters. Microstructures of interfaces between carbon fibers, carbon 
matrices and impregnated metals have been studied by transmission electron 
microscopy. 

2 Carbon Fibers and Carbon Coils 

2.1 Improvement in Compressive Strength of Carbon Fibers 

Carbon fibers with high compressive strength were investigated. Korai et al. [5] 
successfully prepared anisotropic pitches of high spinnability by heat treatment of 
isotropic pitches synthesized from naphthalene and methyl-naphthalene using 
BFBF, as a catalyst. As-spun and graphitized fibers made from these pitches were 
studied by X-ray diffraction (Table 1). Crystallite sizes in the isotropic pitch spun 
fibers increased with increasing soak time. Carbon fibers of high compressive strength 
could be made from this naphthalene pitch. Figure 1 shows the relationship between 
Young’s modulus and compressive strength for such carbon fibers the compressive 
strength increasing with heat-treatment. The compressive strength varies inversely 
with the Young’s modulus. The relationship was improved by heat treatment. 

Table 1 

The degree of preferred orientation of fibers 151 

Heat-treated time (h) Degree of preferred orientation (%) 

As-spun Graphitized 

Isotropic pitch 56.7 62.5 
15 63.5 90.9 
18 64.2 91.8 
24 65.6 92.6 
30 69.2 93.1 
40 69.4 95.1 
72 12.2 95.3 
Mesophase pitch 78.0 95.5 

~. ~~ 

Heat-treatment temperature is 360°C. Graphitization temperature is 2500°C. 
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Fig. 1. Compressive strength and Young's modulus of heat-treated pitch-based fibers [SI. 

These heat-treated pitch carbon fibers showed high compressive strengths. How- 
ever, the whole fiber does not have uniform structure because the pitches contain 
both isotropic and anisotropic components. The central isotropic domain was larger 
than peripheral regions of the fiber. It is considered that as the components are 
non-Newtonian fluids their viscosity decreases when large shear stresses are applied 
and that they will tend to gather in the central part of the fiber because the flow speed 
increases. 

2.2 Devebpment of Carbon Coils 

Motojima et al. [6-8] and Chen et al. [9] prepared carbon micro-coils and micro-pipes 
by the Ni-catalyzed pyrolysis of acetylene containing a small amount of thiophene at 
7504300°C. The carbon coils were coated with pyrolytic carbon layers using a gas 
mixture of CH, + Ar at 900-120OoC. They were usually double helicals and regularly 
coiled with a coil diameter of 3-6 pm and coil length of 0.05-5 pm. Typical carbon 
micro-coils are shown in Fig. 2. Coil gaps were hardly seen and the micro-coils were 
densely packed. The electromagnetic reflection loss was measured using a Field 
Analyzer (ADVANTEST, U4342) and indicated that the coated coils have an 
excellent reflection loss of electro-magnetic waves. Figure 3 shows the reflection loss 
for the coated coils obtained at different reaction times for long carbon coils, 1-10 
mm, when used as source coils. As-grown carbon coils hardly absorb electromagnetic 
waves; however, carbon micro-coils coated with pyrolytic carbon films absorb 9699% 
of electromagnetic waves of 400-900 MHz. The reason for this is not clear at present. 
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Fig. 2. Typical carbon micro-coil [6]. 

Frequency (MHz) 

Fig. 3. Electromagnetic wave attenuation rate of carbon coil coated by F'yC film [7]. Coating time: 2 h, 
Addition: 20 wt%. 

Carbon coils or carbon pipes with metal carbide/metal nitride have been successfully 
manufactured by maintaining the original pipe shape of the parent material. The bulk 
electrical resistivity of the coated coils is about 1-0.1 R cm which depends on bulk 
density, decreasing with increasing bulk density. 
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3 Novel Materials and Control of Micro-structures 

3.1 Novel Composites and Their Characterization 

Ichinose et al. [lo-1 11 developed and characterized new composite materials which 
had large plastic deformability made by controlling the microstructure at the 
nanometer level during production so increasing interface fractions. The research 
requirements included: (1) mass production of high purity C, crystals and carbon 
nanotubes; (2) an understanding of the phase transformations caused by heat treat- 
ment of C,, matrix and the influence on mechanical properties; (3) structural features 
of C,, crystals and carbon nanotubes; and (4) production and characterization of 
novel materials using the electrical properties of nanotubes. 

The C,,, matrix and carbon nanotubes as a fiber have been produced by the 
arc-discharging method using a carbon rod (99.99% purity) at 25V, 300A, and He at 
5.3 kPa pressure. The C,, powder, to be used as the matrix, was crystallized into 
nano-crystals by the gas evaporation method. The average diameter of these nano- 
crystals made at 1.3 kPa of helium was -50 nm. The nano-crystals of C, were mixed 
with 40 wt% of nanotubes using a wet mixing method with supersonic energy in 
ethanol solution. The density of C,,, and nanotube were assumed to be 1.68 Mg m-3 
and 2.0 Mg m", respectively. After drying the mixed powder in a vacuum furnace the 
powder filled a silver tube and was drawn at room temperature in air. 

The C,,, matrix material tended to lose the intrinsic mechanical properties of a 
molecular crystal by heat treatment. Tensile test results of the composite show more 
than about 10% elongation at room temperature and a fracture strength of 18 MPa 
corresponding to about 20 times that of the C ,  poly-crystal (Fig. 4). The elastic 
deformation area in the stress-strain curve was not seen clearly and the yield point 
was not found. The necking phenomenon was not seen and all the nanotubes were 
pulled from the C, matrix in a fracture surface. In the single fiber carbon composite 
drawing deformation occurs in which interfacial slip is a main mechanism and may 
contribute to elongation of the composite. 

Measurements of the field emission (FE) properties were made of extruded 
composite wire materials which included carbon nanotubes. The I-V (current- 
voltage) characteristics indicated that the first emission property differed from the 
second electron emission (Fig. 5) .  The reason for this could be a change in the 
microstructures before and after electron emission at the tip of a carbon nanotube. A 
plastic deformation structure was found at the tip of the nanotube after electron 
emission (Fig. 6). It was considered that the microstructure, associated with the 
plastic deformation, was produced by mechanical loading associated with the high 
electric field. 

TEM showed that some surface relief developed at the tip of nanotubes after the 
field emission measurements. On the other hand, on compacting at high pressures, 
the X-ray diffraction (XRD) profile from the surface of the formed compact indi- 
cated that the C,, matrix changes into a polymerized phase indexed as a face-centered 
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Fig. 4. Stress-strain curve of the heat-treated composite [lo]. 
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Fig. 5. Emission current versus voltage characteristic of an oriented nanotube cathode [ll]. 

cubic (fcc) structure (a = 1.31 nm). In a cross-sectional surface of the specimen, the 
XRD profiles and TEM observations suggested that the polymerized structure 
approximated to a rhombohedral structure. The anisotropic structure of the bulk 
specimen and the handling of the specimen (bulk or powder) should be taken into 
account when characterizing structures of high-pressure-polymerized fullerene (C,,). 
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Fig. 6. High-resolution transmission electron microscope image (TEM) of structure of a nanotube tip (a) 
before emission and (b) after emission [ll]. 

Fig. 7. Cross-sectional view of the drawn composite wire [lo]. 

Novel carbon composite materials may possibly be produced based on this unique 
structure and the excellent properties of the C,, matrix and nanotubes. 

Carbon nanotubes with added C,, polymers were successfully compressed by an 
ultra high-pressure method without change to the microstructure of the nanotubes. 
This composite was used in a lithium-ion cell. Results from the charge-discharge 
characteristics indicate that lithium atoms are located in the micropores and not as 
interstitial atoms and precipitate as micro-crystals from the charge-discharge 
capacity and the cycle characteristics after electrical charge-discharge. This is why the 
cycle characteristics deteriorate. Figure 7 shows a scanning electron micrograph 
(SEM) of the cross-section of the composite material. The top of the material shows 
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the microstructure, and has an orientation less than 30" in the direction of drawing of 
the nanotube. 

3.2 Control of Microstructures in CarbonlCarbon Composites 

Yasuda et al. [12] attempted to control the microstructures of interfaces between 
carbon fiber and matrix for carbon/carbon composites. Thermosetting resin (furan 
resin) and a thermoplastic coal-tar pitch (C!") were selected as carbon matrix 
precursors. In the furan resins, stress-induced graphitization of carbon was observed. 
The effects of oxygen functional groups on surfaces of carbon beads on interfacial 
microstructures were examined. The addition of iodine to the coal-tar pitch improved 
carbon yield the resultant carbon becoming isotropic. A supersonic wave, 20 kHz, 5 W 
cm-*, irradiated the resin in order to facilitate the hardening of the furan resin. 

Generally, the condensation polymerization reactions of a furan resin are 
promoted by an acid catalyst. Hardening rates are accelerated by a factor of six by the 
supersonic wave treatment. An optical microscopic study of the non-irradiated and 
irradiated resins indicated many more pores in the non-irradiated specimens but with 
the larger pores being completely removed by the supersonic wave treatment. 
Furthermore, supersonic wave irradiation enhanced a uniform dispersion of fine 
carbon particles after addition to the composite. 

For a carbonized furan resin, irradiation by supersonic waves brought about the 
removal of large bubbles, enhanced the hardening rate but was without influence on 
the composition of the hardened material and its crystallinity. 

Effects of fine carbon particle additions on the graphitization of the furan resin 
have been examined. Crystallite size of the added carbon particles increased with 
increase in their particle size. More significant changes to the crystallinity of micro- 
structures in particle composite materials were brought about by additions of the 
larger carbon particles (Fig. 8). The curvature of the interface was important for 

0 50 100 150 200 
Mean particle size of the additives [pm] 

Fig. 8. Crystallite size along c-axis as a function of mean particle size of the carbon (HTT 3000T) [12]. 
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Fig. 9. Carbon yield of a coal-tar pitch (CTP) at 800°C as a function of iodine treatment [12]. 

graphitization at the interface and it was noted that graphitization took place only at 
the particle interface, not over all of the particle dispersion system. 

From measurements of extents of polymerization of the resin following additions 
of fine carbon particles, it was found that increasing the specific surface area of the 
particles promoted hardening and introduced surface functional groups. 

Additions of iodine to a coal-tar pitch (CP) increased carbon yield (Fig. 9). 
Reaction mechanisms to explain this effect may be as follows: (1) iodine forms an 
electric charge transfer complex by weak interactions with aromatic compounds of 
the CTP; (2) a cation radical is formed from the aromatic molecule by removal of a 
n-electron from the aromatic molecule; (3) partial polarization is then induced in the 
complex and as an edge hydrogen atom is easy to desorb, then polymerization of the 
aromatic molecules of CTP should be facilitated. 

4 Improvement of Properties and Correlation Between Properties and 
Microstructures 

4.1 High Thermal Conductivity at High Temperatures 

Oku et al. [13] investigated those factors which may have an influence on the high 
thermal conductivity of carbon alloys. Copper was impregnated into an isotropic 
fine-grained graphite and a carbon/carbon composite. Resultant thermal conducti- 
vities did not improve, probably as a result of very poor continuity at the interfaces of 
the copper and carbon particles caused by differences in thermal expansion 
coefficients. To overcome this effect small additions of titanium or zirconium were 
made to the copper impregnated carbons. Tested materials are listed in Table 2. 

Thermal conductivities were measured, 293-1200 K, using a laser flash device to 
obtain thermal diffusivity and specific heat values. Temperature dependencies of 
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Table 2 

Tested materials for thermal conductivity and microstructure [13] 

Base materials Tested wt% vol.% Bulk density Electrical 
materials (s/cm3) resistivity 

w m) 
- Graphite IG-430U - 1.83 9.0 

IG-430U + CU 33.1 (Cu) 10.2 (Cu) 2.74 2.9 
IG-430U + Cu(Ti) 36.0 (Cu) 11.4 (Cu) 2.84 - 

0.8 (Ti) 0.5 (Ti) - - 

C/C composite CX-2002U 1.7 (XX) 

5.1 (ZZ) 

(XX, w, Z Z )  - - 1.61 3.4 (YY) 

CX-2002U + CU 44.3 (CU) 14.0 (CU) 2.83,1.4 (XX) 
CX-2002U + Cu(Ti) 48.1 (Cu) 17.7 (Cu) 3.29 - 

1.1 (Ti) 0.8 (Ti) - 

thermal conductivity for the carbodcarbon composite, CX-2002U, C/C with Cu, C/C 
with Cu(Ti) and metal copper (OFHC) are shown in Fig. 10. The thermal conductivity 
of copper at high temperatures is larger than that of the parent carbons. The thermal 
conductivity of the carbodcarbon composite with copper only was smaller than that 
of parent carbon/carbon composite. Additions of titanium (sample number 
CX-2002U+ Cu(Ti)) increased the thermal conductivity by about 30% and also 

- -,\-- cx-2oozu-xx 
-u- cx-2002u+cu-xx 

450 I 

1 0 0  1 
200 400 600 800 1,000 1,200 1,400 

Temperature (K) 

Fig. 10. Temperature dependence of thermal conductivity for Cu, CX-2002U, CX-2002U + Cu and 
CX-2002U + Cu(Ti) [13]. 
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Fig. l l .  TEM image (a) and ED pattern (b) of the interface between carbon and copper [13]. 

decreased the temperature dependence of conductivity. CX-2002U is a felt type 
carbon/carbon composite, the thermal conductivity being along the high thermal 
conductivity (graphene) planes within the felt layer. 

The microstructure of the CX-2002U+Cu(Ti) was investigated by transmission 
electron microscopy (TEM) and electron diffraction (ED), see Figs. l l a  and l lb,  
respectively. Microcrystals of Tic  and CuTi, are distributed at the C/Cu interface as 
shown in Fig. l l a .  In the ED pattern ((111) plane of Cu) of Fig. l l(b) Debye- 
Scherrer rings corresponding to Tic  and CuTi, are also observed. Grain sizes of the 
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i 

Fig. 12. HREM image at the interface between carbon and copper [13]. 

compounds are -5 nm, as shown in Fig. 12 which is a high-resolution electron- 
micrograph (HREM) at the C/Cu interface of Fig. l l a .  The enhanced thermal 
conductivity caused by addition of titanium results from the formation of T ic  and 
Ti-Cu at the interface so promoting cohesion at the interface at high temperatures. It 
was also noted that additions of titanium promote graphitization within the 
carbon/carbon composite [ 14-16]. This may also contribute to the observed increase 
in thermal conductivity. This study therefore indicates that additions of small 
amounts of a third element with a low enthalpy of alloy formation of carbon and 
copper increases thermal conductivity and stability at high temperatures. Additions of 
zirconium are expected to provide positive results. 

4.2 Oxidation-resistant Properties 

Aoki et al. [17] and Hatta et al. [MI, with two programmes, studied oxidation-resistant 
SiC/C multi-layer coatings on carbon/carbon composites by using a SiC/C 
multi-layered coating method and a sinusoidal silicon carbide (Sic) coating method. 
Overall, it is a prerequisite that oxygen of the atmosphere must be prevented from 
gaining access to the carbon/carbon composite. Their first approach was to improve 
oxidation resistance by preventing cracking of the SiC/C layer by (a) reducing the 
thickness of each silicon carbide layer and using thin multilayers and (b) by deflecting 
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cracks at the SiC/C interface. Their second approach was to suppress thickness crack- 
ing by reducing thermal stresses in the silicon carbide layers using bend deformation 
of thin wavy coatings. Their first approach had three specific objectives, the first being 
to develop a carbon that will not initiate cracking even if the carbon film is deposited 
on the surface of the C/C composite between Sic  layers. The second objective was to 
create long diffusion paths by deviating cracks locally in the carbon layers or in the 
interface between silicon carbide and carbon layers introduced between thin films of 
Sic. The third objective was to decrease the crack width even if cracking occurs in the 
thin films of each layer. Further, it is known that when silicon carbide is oxidized to 
silica (SiO,) there is a volume expansion. Cracks in the multilayers created thermally 
may then be closed up by volume expansion during formation of SiO,. 

It is reported [19] that tensile thermal stresses in layers decrease if the surface of 
the carbon/carbon composite is coated in a sin-curved shape. The thickness of a 
silicon carbide single layer was varied 0.2-170 pm using UD-C/C (Across Co.). An 
initiating crack spacing was measured in the coating layer. The crack spacing 
decreased with decreasing thickness to 0.2pm when cracks were not seen in the fibers 
of the surface of the carbon/carbon composite but a small number were seen on the 
matrix. The Sic  film thickness at which no cracks are initiated is defined as the 
“critical film thickness”, h,. In addition to this, a method for making use of anisotropy 
of carbon/carbon composite has been examined. 

The energy release rate, G,, during initiation of cracks in the coating layer is a 
function of the thickness of the silicon carbide layer, using the finite element method. 
As a result, if GI, = 30 J m2 = 3.7 MPa m2) is assumed, the critical film thickness, 
h,, obtained by experiment was nearly equal to the calculated result. This suggests that 
a layer thickness of 0.2 pm, in a multilayer system, would reduce significantly any 
oxidation loss. To verify this experimentally, a flat plate made of UD-C/C (Advanced 
Materials Corp.) was cut out at an angle, 8, as shown in Fig. 13 and a multi-layered 
coating was applied. The reason for this is that the in-plane coefficient of thermal 
expansion (CTE) of the plate cut-out is then nearly equal to that of the CVD-Sic by 
using the large out-of-plane CTE of the UD-C/C. The critical film thickness, h,, can 
then be easily deposited. The critical film thickness, h,, in which a tensile stress, 0 is 
induced in the coated layer, was calculated using Eq. (1) which includes the elastic 
modulus of the coated layer, Esic, the energy release rate, Glc, and g(a,P), a function 
of the elastic modulus ratio of the base plate to the coated layer. 

Direction of 
carbon fiber axis 

e Off-axis angle Carbon fiber 

Fig. 13. Carbon/carbon specimen prepared for SiC/C multi-layered coating [ 171. 
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Fig. 14. Critical thickness, h,, as a function of angle, El [17]. 

Figure 14 shows the critical thickness, h,, estimated by Eq. (1) as a function of angle 
cut-out. The predicted critical thickness was considered to be between the cracking 
and no cracking zone in the figure. 

A cross-sectional photograph of the multi-layered coated specimen is indicated for 
8 = 36" and 8 = 38" in Fig. 15. Each Sic  layer was about 4 pm thick, that of carbon 
layer was about 0.8 pm, giving a total thickness of 24 pm for 10 layers. In the case of 8 
= 36", several "through-the-thickness" cracks initiated at a constant spacing as shown 
in Fig. 15. On the contrary, when 8 = 38", there were no "through-the-thickness'' 

25prn 

Fig. 15. Cross-sectional view of SiC/C multi-layered coatings [ 171 
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cracks but exfoliation was seen on the interface of SiC/C. The result suggests that the 
use of a material with a small CTE for inter-layers is effective for oxidation resistance 
of carbon/carbon composites if each thickness of Sic  layer is < h,. 

4.3 Eflect of Compressive Pre-stress on the Thermal Conductivity of Carbon Materials 

When carbon materials are subject to compressive pre-stresses greater than 60% of 
the compressive strength, cracks initiate and crystallites rotate in the materials [20]. 
Young’s modulus decreases in directions both parallel and perpendicular to the 
applied compressive stress. It is also probable that thermal conductivity decreases due 
to compressive pre-stresses. Oku et al. [21] examined the effects of compressive 
pre-stress on the thermal conductivity of a carbon/carbon composite and correlations 
of Young’s modulus with thermal conductivity [21]. 

A felt-type carbon/carbon composite, CX-2002U, was used as a test material. The 
compressive pre-stress, 90% of the average compressive strength of the material, was 
applied in the parallel direction to the felt plane (XX). Table 3 indicates changes in 
Young’s modulus, density and electrical resistivity of CX-2002U, the density 
decreasing slightly by compressive pre-stress. The thermal conductivity decreased 
5.8% in the direction of applied compressive pre-stresses and was 3.3% in the 
perpendicular direction. The decreasing rate of thermal conductivity was not 
temperature dependent. 

Thermal conductivity is related to Young’s modulus, apparent density, heat 
capacity and the mean-free-path of phonons by Eq. (2): 

Then, the changing rate of thermal conductivity, AI./I., is expressed by Eq. (3) 

Table 3 

Changes in Young’s modulus of CX-2002U =-direction (parallel to the stress axis) [21] 

(3) 

Specimen EO Changes in density Changes in E (%) Changes in electrical 
(GP4 (%I AEIEO resistivity ARIR (%) 

XX-dir. 1.6 0.1 
ZZ-dir. 1.9 

-13.4 -12.9 
-4.3 4.9 

*The values were determined by the mechanical test with strain gages. 
Average compressive strength of CX-2002U(XX), (T, = 54 MPa. 
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Table 4 

Correlation of changes in thermal conductivity with Young’s modulus for IG-430U and CX-2002U 
materials [21] 

I 

Material AJ%, (%I (%I 
IG-430U (L) -12.0 
IG-430U (T) -3.6 
cx-2002u (xx) -13.4 
cx-2002u (22) 4 . 3  

-7.3 
-2.1 
-5.8 
-3.3 

Decreasing rates of thermal conductivity were correlated with Young’s modulus for 
the pre-stressed material. Table 4 shows the correlation of changes in Young’s 
modulus with thermal conductivity for a fine-grained graphite, IG-430U, and a 
carbodcarbon composite, CX-2002U. Young’s modulus of carbon materials has a 
relationship with thermal conductivity through the sound velocity. 

Almost all of the changes in thermal conductivity could be due to changes in 
Young’s modulus. However, a possibility exists that the mean free path of phonons 
and specific heats may have an influence. 

5 Fracture and its Mechanism 

5.1 
CarbonlCarbon Composites 

The Properties and Mechanisms of the MatrixlFiber Interface and De-bonding in 

Sakai et al. [22] investigated the properties of the matrklfiber interface and its 
exfoliation in carbon fiberlcarbon composites. The purpose of the research was the 
development of interface control technology for the high performance, long carbon 
fiberlcarbon matrix. Novel mechanical testing methods were developed to evaluate 
exfoliation and exfoliation fracture of fiber bundles. The results from the tensile tests 
on pull-out of a fiber bundle, in a unidirectional carbonharbon composite, enabled 
exfoliation strengths to be evaluated, exfoliation fracture toughness values to be 
calculated and explained in terms of interlayer and intralayer shear strengths, 
exfoliation crack lengths and slip stress between exfoliated crack surfaces. 

The testing method, using a unidirectional carbonkarbon composite, evaluated 
the tensile strength (of,) of a reinforced fiber in the carbodcarbon composite, the 
pull-out stress of a fiber bundle (T~), the interface exfoliation strength (oJ and the 
mode I1 interface exfoliation fracture toughness value. The load-displacement 
diagram is indicated in Fig. 16. The value of (qS) is evaluated by Eq. (4) 

where a and b are the sizes of the test section; a = 1.0 mm, b = 0.04-2.5 mm. 
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Fig. 16. Load-displacement diagram for bundle pull-out and bundle failure [22]. 

Ligament length, b (mm) 

Fig. 17. Dependence of peak load on the ligament length [22]. 

The value of u(fo,) is given by the slope of the line in b I b* in Fig. 17. The interface 
exfoliation strength (cd) was defined as Eq. (5): 

od = PJub (5)  

The exfoliation shear stress (Q is defined by Eq. (6) using the steady state exfoliation 
load, P p  (Fig. 16): 

Tpo = P p d W  + bF1 (6) 
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Fig. 18. Critical stress for de-bonding in terms of the ligament length [22]. 
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Fig. 19. Dependence of the pull-out shear stress on the ligament length [22]. 

'T, and T~~ are shown in Figs. 18 and 19. The od value, defined as the critical stress for 
the initiation for the exfoliation fracture, is related to the mode I1 exfoliation fracture 
toughness value, G,,,, in Eq. (7): 

=F abl(u+b) (7) 

The relationship between od and b obtained from Eq. (7) is indicated in Fig. 18 
assuming GI,, = 123k50 J m-*. The solid curve gives the relation obtained from Eq. 
(7) and the two dotted curves show the upper and lower limits of 6,. 
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5.2 The Alloy Inte$ace a d  Fracture Mechanism 

Yatomi and Hojo et al. [23] examined effects on strength and fracture mechanism of 
carbon/ carbon composites on fiber/matrix interfaces and matrix microstructures by 
changing the heat-treatment temperature (ITIT) and by coating the surface of the 
carbon fiber with bismaleimide-trizine co-polymer (BT resin). For a carbon/carbon 
composite, HTT 1600°C, the notched strength of the wider specimens was < 8 mm, 
and correlated well with the net section stress criterion as shown in Fig. 20. On the 
other hand, Fig. 21 indicates that the notched strength of the carbon/carbon 
composite, HTT 250O0C, was well estimated using net section stress criterion without 
respect to the ligament length. For the carbonkarbon composites, without BT resin 
coating, the notched strength of wider specimens was smaller than the net section 
stress failure criterion that showed the notch effect. On the other hand, the notched 
strength of the carbon/ carbon composite, with a BT resin coating, was well estimated 
by the net section stress criterion. 

Changes in fracture mechanism on a macroscopic and a microscopic scale 
correlated well with the fracture criterion. Inter-laminar fracture toughness was also 
investigated to clarify effects of BT resin coating. Mode I inter-laminar fracture 
toughness of carbonkarbon composites was insensitive to the BT resin coating. Mode 
I1 inter-laminar fracture toughness of the carbonharbon composite with BT resin 
coating was smaller than that without coating. For the satin-woven carbordcarbon 
composites using a high modulus yarn, effects of interface micro-structure on the 
in-plane strength and the out-of-plane strength, by coating with BT resin, were the 
formation of an isotropic matrix at the interface and a decrease in notched strength. 

Fracture toughness criterion, W=20 mm , Fracture toughness criterion, W=40 mm 
v 

0" 

0.0 0.2 0.4 0.6 0.8 1.0 
Relative notch length, 2aMI 

Fig. 20. Effect of relative notch length on fracture strength (HTT 160O0C, t = 5 mm) [=I. 
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Fracture toughness criterion, W=5 rnm 

Fracture toughness criterion, W=20 rnrn 

0.0 0.2 0.4 0.6 0.8 1.0 

Relative notch length, 2a/W 

Fig. 21. Effect of relative notch length on fracture strength (HTT 2500"C, t = 3 mm) [23]. 

6 Microstructure Observation 

Tsukimoto and Saka et al. [24] examined the alloying processes for Cr-C, Ti-C, and 
Cu-C systems by transmission electron microscopy. In the Cr-C system it was found 
that Cr& were produced and a graphite layer of about 5 nm was formed between the 
chromium carbide and the carbon. There are defects in the graphite layer and the 
(002) plane of graphite layer is formed in the direction parallel to the basal plane of 
the carbide.The Ti-C system was studied by in-situ experiments at temperatures 
between room temperature and 1200°C. Pure titanium underwent a a 3 p phase 
transformation at about 900°C creating an uneven shape on the surface. No reaction 
with graphite was detected. On heating to about 12OO0C, a contrasting liquid-like 
material was generated at the titanium interface, as shown in Fig. 22. The graphite 
structure completely disappeared. It is that the titanium diffuses into the graphite and 
the graphite then completely disappears, as shown in Fig. 22(d). 

7 Concluding Remarks 

Carbon/carbon composites have been extensively used as nose cones for space 
vehicles and are plasma-facing components in nuclear fusion reactors. Carbon/ 
carbon composites have excellent thermal and mechanical properties which make 
them so suitable for such applications. Moreover, research continues for better 
oxidation-resistance and higher strengths in carbonkarbon composites. One way of 
doing this is to improve the properties of interfaces between carbon fibers and carbon 
matrices. In order to do this it is necessary to control microstructures at the interface. 
The Carbon Alloys project has supported research into the microstructures of 
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Fig. 22. Reaction process between titanium particle and graphite at 1200°C [24]. 

interfaces. The concept of the Carbon Alloys project has changed ways of thinking 
about how to improve properties of carbon/carbon composites. 

A carbon/carbon composite material that consists of carbon nanotubes and C,, is a 
new composite material developed in the Carbon Alloys project. Progress in the 
production technology of carbon fibers, carbon nanotubes, carbon coils and 
fullerenes, including control of their microstructures, is expected to produce new 
composite materials that have novel and excellent properties. 
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Super-hard Materials 
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Universiv, Nagoya 464-8603, Japan 

Abstract: Super-hard materials based on carbon alloys with a hardness exceeding 40 GPa attract 
attention due to possible industrial applications. Of the super-hard materials based on carbon 
alloys, the preparation and properties of diamond-like carbon (DLC), carbon nitride and 
boron carbonitride are described and compared with diamond. 

Keywords: Super-hard materials, Diamond, Diamond-like carbon (DLC), Carbon nitride, 
Boron carbonitride (BCN). 

1 Super-hard Materials 

Hard materials are necessary for such industrial applications as abrasives, cutting 
tools, molds, automobile parts, electronic components, and optical parts. Industry 
uses hard materials to coat and modify surfaces of industrial materials [I]. Based on 
their chemical bonding character, conventional hard materials, with a hardness > 15 
GPa, are divided into three groups: metallic hard materials (e.g., TiN, Tic, CrN, 
WC), covalent hard materials (e.g., diamond, Sic, B,C, Si,N,) and ionic hard materi- 
als (e.g., A1,0,, ZrO,, TiO,). Carbon also has a role as a component in hard materials. 
Materials with a hardness >40 GPa, the so-called “super-hard (or ultra-hard) 
materials” include diamond (C) (hardness: 80-100 GPa, Knoop hardness: Hk 8000- 
IOOOO), zincblende-type cubic boron nitride (c-BN) (40-60 GPa, Hk: 4000-6000) and 
carbon boride (B4C) (30-45 GPa, Hk: 3000-4500) [2]. Recently, diamond-like carbon 
(DLC), carbon nitride, silicon carbon nitride, boron carbonitride, and ceramic nano- 
composites are described as super-hard materials. Most of these super-hard materials 
are composed of the three elements carbon, boron and nitrogen, as shown in Fig. 1. 

This chapter describes preparation methods and properties of thin films of such 
super-hard carbon alloys as diamond-like carbon (DLC), carbon nitride (e.g. p-C,N,) 
and boron carbonitride (B,C&). These materials are carbon alloys and have the 
mixed bonding states of sp’, sp2 and sp3, and are bonded to the alloying elements 
hydrogen, nitrogen and boron. 
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Diamond 1 a, p, c-C3N, 1 - 
DLC 

Fig. 1. Super-hard materials composed of the elements boron, carbon and nitrogen. 

2 Diamond-like Carbon 

Diamond-like carbon (DLC) is defined as an amorphous carbon (a-C) having 
structural, mechanical, electrical, optical, chemical, and acoustic properties similar to 
those of diamond. The name “diamond-like carbon” is currently used widely when at 
least one property is similar to diamond. Table 1 shows the comparison of typical 
properties between diamond-like carbon and diamond. Diamond-like carbon has 
properties similar to diamond (Table l), and potential applications in various 
industrial fields, as indicated in Fig. 2. Diamond-like carbon will be used more 
extensively in industry in the 21st century. 

Diamond has the cubic structure of zincblende with sp3 hybridization of 
tetrahedrally coordinated carbon atoms, whereas graphite has a hexagonal layered 
structure with sp2 hybridization of trigonally coordinated carbon atoms. According to 

Table 1 

Comparison of properties of diamond-like carbon films with diamond films 
- 

Crystal structure 
Chemical bonding state 
Density (g cm”) 
Electrical resistivity (a cm) 
Dielectric constant 
Optical transparency 
Optical band-gap (eV) 
Refractive index 
Hardness (GPa) 
Hydrogen content (at%) 
Morphology 

Diamond-like Carbon Films Diamond 

amorphous 
mainly sp3 
-3 
1o7-1ol4 
8-12 
infrared 
1-2 
2.0-2.8 
10-90 
0-40 
very smooth 

cubic lattice 

SP3 

3.52 
10’3-1oI6 
5.6 
ultraviolet-infrared 
5.5 
2.41-2.44 
90-100 
0 
rough 
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Electric and Electronic Products 
(hard disk. magnetic head, video deck, 
magnetic tape, integrated circuit, heat 

sink, speaker, flat-panel display) 

Cutting Tools 
(drill. milling, paper cutter, aluminum 

cutter) 

Molds 
(metal press, fused-glass press, 

ceramic-powder press) 

Automobile Comoonents 
[piston ring, piston) 

Optical Components 
(lens. flame, shutter) 

Sanitary Wares 
(cock) 

Ornament and Decorative Products 

Medical Components 
(artificial bone. artificial lens) 

High 
Biocompatibility Transmittance 

Fig. 2. Properties of diamond-like carbon films and their potential applications. 

the ratio of these two carbon bonding fractions, sp3/sp2, two types of amorphous 
carbon, diamond-like carbon and graphite-like carbon (GLC) exist. The diamond- 
like carbon has a higher fraction of sp3 bonding, and the graphite-like carbon has a 
higher fraction of sp2 bonding. Soft amorphous carbons are termed ‘polymer-like 
carbon’ (PLC). The boundaries between these three forms of carbon are not clearly 
defined. Figure 3 illustrates the regions of the three amorphous carbons (named) 
according to their sp3/sp2 ratios and hydrogen contents. 

The preparation of diamond-like carbon was first reported by Aisenberg and 
Chabot in 1971 [3]. They used an ion beam evaporation technique. Other researchers 
reported the preparation of diamond-like carbon using different experimentations 
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0 f 5-7 50-70 IO0 

Graphite 
Hydrogen Content (at. %) 

Fig. 3. Region of various amorphous carbons and their notations according to their ratios spi/spz and 
hydrogen contents. a: amorphous; ta: tetrahedral. 

Table 2 

Methods of preparation of diamond-like carbon films 

Preparation method Type Carbon source 

PVD (Physical Vapor Deposition) 
Electron beam deposition 
Ion beam deposition 
Laser ablation 
Ion plating 
Sputtering 

Plasma-based ion implantation 
CVD (Chemical Vapor Deposition) 
Plasma-enhanced CVD 

Hot-filament CVD 

- 

arc, electron-assisted 
dc, rf, electron cyclotron 
resonance 
- 

dc, rf, microwave, electron 
cyclotron resonance 

graphite 
graphite 
graphite 
graphite, CxHy 
graphite 

M y ,  carbon compounds 

CxHy, carbon compounds 

[4-6]. During the three years 1996-1998, more than 1000 papers were published 
describing the preparation of many types of diamond-like carbon. 

There are many methods to prepare diamond-like carbon films, as shown in Table 
2. Plasma-enhanced chemical vapor deposition (CVD), arc ion plating and 
magnetron sputtering are used in industry. The schematic diagram of a parallel-plate 
rf (radio frequency) plasma-enhanced chemical vapor deposition system, widely used, 
is shown in Fig. 4. 
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RF Power Supply 

Fig. 4. Parallel-plate rf plasma-enhanced chemical vapor deposition system. 

The crystal structure of diamond-like carbon is amorphous according to X-ray and 
electron diffraction studies. The sp3 bonding locations and the sp' bonding locations 
constitute nano-size domains with structures too small to be determined by X-ray 
diffraction. These micro- and nano-structures are best investigated using Raman 
spectroscopy, electron loss energy spectroscopy (EELS) and Fourier-transform infra- 
red spectroscopy (FTIR). 

Conventional Raman spectroscopy uses a visible light laser as an exciting source, 
the energy of this visible light laser corresponding to n + n* transitions. Due to a 
resonant Raman effect the strength of the sp2 location is approximately 60 times that 
of the sp3 locations. Therefore, it is relatively more difficult to determine the fraction 
of sp3 location within an amorphous carbon made up of random networks of sp' and 
sp3 bonding. However it is possible to know the existence of sp3 parts in the carbon 
samples. 

Typical Raman spectra using an Ar-laser of 514.5 nm excitation energy are shown 
in Fig. 5 [7]. The Raman spectrum of the powder after breaking of diamond-like 
carbon by the high internal stresses is also shown for comparison (Fig. 5b). Diamond 
composed of sp3 bonding shows a sharp peak at 1333 cm-' and graphite composed of 
sp2 bonding shows a sharp peak at 1580 cm-'. However, the spectrum of diamond-like 
carbon is composed of two broad peaks (Fig. 5a). The height, area ratio, position, 
width at half-maximum and the tangent of base lines of these two peaks vary 
according to the preparation method and conditions, thickness and hydrogen content, 
and relate to the properties of the diamond-like carbon films. 

The peak at about 1500 cm-' is the G-peak (or G-band; G means graphite) and 
relates tosp'bonding. The Raman spectrum for the powder shown in Fig. 5b is similar 
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Raman Shift (c$ 

Fig. 5. Visible Raman spectra taken at 514.5 nm for diamond-like carbon films and their potential 
applications: (a) carbon film, and (b) carbon powder after the breakage of a diamond-like carbon film. 

to the spectrum of the graphite-like carbon films, the G-peak of the graphite-like 
carbon spectrum being similar to that of the powder. On the other hand, the G-peak 
of the diamond-like carbon film is broad and shifts to lower frequencies due to the sp3 
bonding in the film so indicating the existence of sp3 bonding. The peak at about 1350 
cm-' is the D-peak (or D-band; D means disordered) and is attributed to bond-angle 
disorder in the graphite structure induced by linking with sp3 carbon atoms, as well as 
to the lack of long distance order in graphite-like microdomains. It is difficult to 
evaluate sp3/sp2 ratios from visible Raman spectroscopy. 

Recently, UV Raman spectroscopy, that uses ultra violet light as an exciting 
source, has become available. By using UV Raman spectroscopy the portion of sp3 
bonding in carbons can be evaluated. The reason why the UV light is used is as 
follows: A photon >5 eV is necessary to excite 0 + o* transitions necessary to 
provide information on sp3 bonding. A typical UV Raman spectrum of a diamond-like 
carbon film is shown in Fig. 6 [8]. There are two broad peaks at 1650 cm-' and 1150 
cm-', the former being due to the sp2 bonding parts and the latter due to the sp3 
bonding. By analyzing the peak height ratios and positions of these two peaks, 
information on sp3 bonding is obtained directly. 

The hardness of a diamond-like carbon is dependent on sp3/sp2 ratios and on 
hydrogen contents. 'Hardness' has not yet been defined precisely as a physical 
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Fig. 6.  UV Raman spectrum taken at 244 nm for a diamond-like carbon film [8]. 

parameter and values of hardness vary according to the testing method used. 
Hardness is a measure of resistance of a solid against deformation and, micro- 
scopically, indicates how interatomic distances vary with force when applied 
externally. Hardness has a close relationship to bulk modulus which is a physical 
parameter describing volume changes with compression of a solid. A material with a 
larger bulk modulus has a larger hardness. For measuring hardness, relative testing 
methods are used conventionally. Generally, hardness is defined in terms of the size 
of an indentation made by a diamond tip, that is Vickers hardness (H,) and Knoop 
hardness (HK), according to the shape of a diamond tip. H ,  is usually 10-15% smaller 
than HK. To measure the hardness of thin films correctly the indentation depth of a 
diamond tip has to be less than one tenth of the film thickness, in order to avoid the 
effect of substrates. Hence, the indentation load needs to be small and as a result the 
size of the trace becomes very small. The measurement of the size by conventional 
optical microscopy then becomes difficult. Therefore, a nano-indentation method has 
been developed to measure the indentation depth automatically under loads of less 
than 1 N for thin films of thickness of less than 1 pm [9]. 

Using the nano-indentation method, the hardness of diamond-like carbon films 
varies between -5 GPa and -90 GPa dependent on preparation methods and 
conditions. The hardness of diamond is 90-100 GPa and the hardness of graphite -4 
GPa. The hardness of manufactured films vary from that of diamond to that of 
graphite. A negative biasing of substrates is important to have high hardness for ion 
plating, sputtering and plasma-enhanced chemical vapor deposition. Bombardment 
by Ar-ions effectively increases the fraction of sp3 bonding. Figure 7 shows one 
example of the dependence of hardness on negative bias voltage [lo]. 

When hydrocarbon compounds are used as starting materials, hydrogenated 
diamond-like carbon (a-C:H) is formed, depending on the starting hydrocarbon, and 
so providing many types of hydrogenated diamond-like carbons. The properties of 
hydrogenated diamond-like carbons, therefore, can be studied precisely. The 
relationship between hydrogen content and properties of hydrogenated diamond-like 
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Fig. 7. Dependence of the hardness of diamond-like carbon films as a function of the substrate biasvoltage. 
The films were prepared by shielded ion plating. 

carbons is understood. The hydrogen content is determined by using elastic recoil 
detection analysis (ERDA), secondary ion mass spectroscopy (SIMS), glow- 
discharge spectroscopy (GDS), and Fourier transform infrared spectroscopy (FTIR). 
Hydrogen atoms in diamond-like carbon films terminate the sites of double bonding 
of carbon. Hence, increasing hydrogen contents decrease extents of double bonding 
and hardness. After considerable termination by hydrogen, the films become soil 
organic films. To form the harder diamond-like carbon, a lower hydrogen content is 
crucial. 

3 Carbon Nitride 

Carbon nitride is another new material that shows interesting properties. After the 
calculations by Liu and Cohen [ll],  researchers are now trying to prepare P-C,N, 
which may be harder than diamond, the hardest material known so far. Structures of 
carbon nitride have been proposed and their properties have been studied 
theoretically. Figure 8 shows four, theoretically predicted, crystal structures for 
carbon nitride [ 11-14]. Such preparation techniques as sputtering, ion plating, 
plasma-enhanced chemical vapor deposition, ion implantation, laser ablation and 
dynamical mixing, as listed in Table 2, have been used to synthesize carbon nitride 
[15-201. Currently, almost all carbon nitride thin films which have been synthesized 
are amorphous and the N/C ratios in the films are usually < O S .  The existence of 
microcystallites of P-C,N, was detected in an amorphous carbon matrix by trans- 
mission electron microscopy. Amorphous carbon nitride thin films have been 
prepared at relatively high rates by arc ion plating and their mechanical properties 
investigated [21-231. 

Amorphous carbon nitride (a-C:N) films have been prepared in a nitrogen plasma 
by the shielded arc ion plating (SAIP) method in which a shielding plate is inserted 
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Fig. 8. Four types of crystal structures of carbon nitride predicted theoretically: (a) hexagonal P-C,N, [ll]; 
(b) zincblende-like c-C,N, [12]; (c) rhombohedral C,N, [13]; and (d) trigonal a-C,N, [14]. 

between a target and a substrate in order to reduce macroparticle deposition onto the 
substrate. Based on the nano-indentation method, the hardness and wear resistance 
of these films have been measured and compared with those of hydrogen-free 
amorphous carbon (a-C:Ar) thin films similarly prepared by SAIP using an argon 
plasma [22,23]. They were further compared with those of a-C:N:Ar thin films 
prepared by SAIP using a N,-Ar plasma. 

A sintered graphite target (Toyo Tanso IG510, ash 10 ppm), 64 mm in diameter 
and 32 mm in thickness, was mounted on a target holder and served as a cathode in an 
SAIP apparatus. An arc discharge was generated in N,, Ar or N,-Ar mixture gas, at a 
pressure of 1 Pa to synthesize the films and called a-C:N, a-C:Ar or a-C:N:Ar 
respectively. In the synthesis of a-C:N:Ar, 50% N, and 50% Ar mixture gas was used. 
A cathodic direct current at the target was maintained at 60 A. Si(100) wafers of 10 
mm x 30 mm with 0.5 mm thickness were used as substrates. Films, 150 nm in 
thickness, were prepared on these substrates. A dc bias voltage of 0 to -500 V was 
applied during deposition. In general, macro-particles generated at arc-discharge 
points on the target frequently arrive at the substrate surface. Accordingly, such 
particles significantly degrade a deposited film. In order to reduce the number of 
macro-particles arriving on the substrate, a shielding plate of stainless steel was 
inserted between the target and the substrate. 
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The chemical compositions of the a-C:N and a-C:NAr films and chemical bonding 
states of a-CN, a-CAr and a-C:N:Ar films were analyzed by X-ray photoelectron 
spectroscopy (XPS, Shimadzu-Kratos, AXIS) using Mg Ka radiation. The hardness 
of the films was measured by a nano-indenter (Hysitron, TriboScope) interfaced with 
an atomic force microscope (AFM, Park Scientific Instruments, Autoprobe-LS). A 
Berkovich-type diamond tip whose radius was < 100 nm was used for the measure- 
ment. A force-displacement curve of each sample was measured at a peak load of 250 
pN. Loading, holding and unloading times for each indentation were 2.5,O and 2.5 s, 
respectively. An average hardness of each film was determined from five 
measurements. 

The wear resistance of the film was analyzed with the same indentation system. 
First, each film surface was scanned with the Berkovich-type diamond tip at a 
constant load force of 20pN. The tip-scanning was repeated 30 times in a 1 pm-square 
region with 512 lines at a scanning rate of 2pm s-'. After this tip-scanning, the wear 
profile of the film was acquired using the indenter in the AFM mode at a contact force 
< 5 pN using the same identical tip. Its wear depth was determined from this wear 
profile. Wear depth on a sub-nm scale could be detected. Wear depths of control 
substrates, that is, silicon and silica, were both - 15 nm. 

The hardness of a-CAr, a-CN:Ar and a-C:N films depended on the substrate bias 
voltage, V,, used in their manufacture, particularly for the a-C:Ar films, becoming 
>30 GPa at V, in the range -50 to -150 V. By biasing the substrate negative, the 
bombardment of Ar' ions on the growing film surface increased the diamond-like 
(sp') components in the film and hardened the film. The hardness showed a maximum 
of more than 35 GPa at V ,  = -100 V, which corresponded to the maximum for 
diamond-like components. When the substrate was biased more negatively than -100 
V, the hardness decreased to 7 GPa at a bias voltage less than -400 V. This value was 
smaller than the hardness of the silicon substrate of -10 GPa, but larger than that of 
graphite, -4 GPa. An excessive ion bombardment increased the surface temperature 
and enhanced the formation of graphite-like (sp') components in the film which 
became soft. 

The hardness of a-CN films prepared at V ,  = 0 V was 10 GPa and almost equal to 
that of silicon. When biased at V ,  = -100 to -500 V, the hardness slightly increased to 
13-15 GPa. The maximum hardness of 15 GPa was obtained at V ,  = -250 and -300 V. 
The hardness of a-C:N films was much lower than the maximum hardness of a-C:Ar 
films and less dependent on V,. The main ionic species in the nitrogen plasma were 
N2+ ions, which were found using the optical emission spectroscopy. The mass of the 
N2+ ion is less than that of the Ar+ ion. The bombardment effect of N2+ ions was 
expected, therefore, to be less than the effects of Ar' ions. Hence, a bias voltage as 
high as -300 V was needed to increase the amounts of the diamond-like components 
in the film. As a result, the N2+ ion bombardment did not reduce the amounts of 
diamond-like components significantly at V ,  values of e -300 V. This leads to the 
small decrease in hardness with V,. 
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Fig. 9. Wear depth of a-C:Ar (grey bar), a-CNAr (black bar) and a-C:N (white bar) films as a function of the 
substrate bias voltage. 

The hardness of a-C:N:Ar films was intermediate between those of a-C:Ar and 
a-C:N films at the same V,. The hardness showed a maximum of 20 GPa at V, = -100 
V, which was the same bias voltage to give the maximum hardness for a-C:Ar films. 
The mixing effect of argon is effective in increasing the hardness at V, at e -300 V. 

The nitrogen to carbon atomic ratios (N/C) in a-C:N and a-C:N:Ar films were 
determined by XPS as a function of V,. For a-C:N films the N/C ratio was about 0.29 at 
V, = 0 V and increased slightly to 0.33 at V, = -100 V. The reason why the N/C ratio 
increased could be due to the N2+ ions being attracted to the negatively biased 
substrate during deposition. However, the N/C ratio decreased at V, e -100 V and 
approached 0.11 at V, = -500 V. At highly negative values of V,, N,' ions bombarded 
the film surface more heavily and nitrogen atoms were selectively sputtered from the 
growing film surface. This reduced the N/C ratio of the deposited film. The N/C ratio 
for a-C:N:Ar films showed a similar behavior of decreasing V,. Because the content of 
nitrogen in the N,-Ar plasma was less than the content in the N2 plasma, at the same 
total pressure, the N/C ratios of a-C:N:Ar films were less than the ratios of a-C:N 
films. 

Figure 9 shows wear depths of a-C:Ar, a-C:N:Ar and a-C:N films as a function of 
V,. The wear depth of a-C:Ar films decreases drastically from 8.5 nm at V, = 0 V to 0.7 
nm at V, = -100 and -200 V. The wear depth of a-C:Ar films prepared at further 
negative V ,  (-300, -400 and -500 V) were, however, more than 50 nm. These a-C:Ar 
films were much less wear resistant than silicon (Si) and silica (SiO,). Both the wear 
resistance and the hardness of a-C:Ar films showed similar trends with V,. Harder 
a-C:Ar films showed higher wear resistance. 

The a-C:N film prepared at V, = 0 V was the least wear resistant of the deposited 
a-C:N films, with the lowest hardness of 10 GPa. The biased a-C:N films became more 
wear resistant. In particular, the a-C:N films prepared at -300 V were markedly more 
wear resistant so that its wear depth was too shallow to be measured in spite of the fact 
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Fig. 10. AFM images of wear profiles of an a-C:N film (a) prepared at -300 V, and (b) of an a-CAr film 
prepared at -100 V. 

that the much harder a-C:Ar films, Le., the films prepared at V, = -100 and -200 V, 
were obviously worn under the same wear test conditions. Figure 10 indicates AFM 
images of the wear profiles of an a-C:N film prepared at -300 V and an a-C:Ar film 
prepared at V, = -100 V, which has the best wear resistance of the a-C:Ar films 
prepared. A wear depth of 0.7 nm is detected for the a-C:Ar film, but no wear depth is 
detected for the a-C:N film. The Nls XPS spectra of a-C:N films showed dual peaks 
centered at around 398.0 and 400.5 eV. With applying more negative V,, the intensity 
of the first peak decreased and that of the second peak increased. Intensities of these 
two peaks were almost equal at around V, = -300 V where the most wear-resistant 
film was obtained. This second peak probably relates to C-N networks that may be 
the origin of the excellent wear resistance. 

The a-C:N:Ar films display an interesting wear-resistance behavior. Wear depths 
of the films prepared at V, = -100 and 200 V are < 3 nm, these films having good wear 
resistance. Particularly, the wear depths of the films prepared at V, = 0, -300, -400 
and -500 V are almost zero. These films show excellent wear resistance similar to the 
a-C:N film prepared at V, = -300 V. In these films, C-N networks similar to those in 
a-C:N film prepared at V, = -300 V are formed. These wear resistant films are 
applicable as coatings on hard disks, magnetic heads, cutting tools, molds, etc. 

4 Boron Carbonitride (BxCyNz) 

Ternary compounds containing boron, carbon and nitrogen are potential candidates 
as super-hard materials. These compounds are essentially carbon alloys. Hexagonal 
(BN)xCy has the properties of a high temperature semiconductor, whereas cubic 
(BN)xCy is a super-hard material finding an applicable in cutting tools for steel. The 
cubic boron carbonitride also has a significant resistance to high-temperature 
oxidation. This makes cubic boron carbonitride an excellent material for high-speed 
cutting and polishing of steels because it is more thermally and chemically stable than 
diamond and harder than c-BN. 
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Recently, cubic BC,N (c-BC,N) was synthesized from the graphite-like BC,N at 
pressures >18 GPa and temperatures >2200 K [24]. As graphite can be converted 
into diamond, similarly, graphite-like BC,N can be converted into c-BGN. The lattice 
parameter of c-BGN determined at ambient temperature and pressure is 0.3654 nm 
and is larger than the lattice parameters of diamond and c-BN. The nano-indentation 
hardness of c-BC,N is 75 GPa and harder than that of c-BN single crystal material (55 
GPa). Cubic BC,N is a super-hard material. 

5 Conclusion 

Super-hard materials have important applications as tools for cutting, grinding and 
drilling, and as wear-resistant coatings. Super-hard materials, based on carbon alloys, 
possess a wide range of properties and industrial applications. The preparation and 
properties of such super-hard materials as diamond-like carbon, carbon nitride and 
boron carbonitride are presented. The development of new super-hard materials, 
some having new crystal structures by alloying carbon with other elements is a major 
research project. Theoretical approaches to predict the formulation of new super- 
hard materials are available [25]. 
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This book is a major reference source for those working with carbon alloys. 

Eiichi Yasuda and his team analyse results in terms of controlling the locations 

of other alloying elements; describe typical carbon alloys and their preparations; 

discuss recent techniques for their characterization; and finally, illustrate 

potential applications and future developments for carbon alloy science. 

Coined in 1992, the phrase “Carbon Alloys” can be applied to those materials 

“mainly composed of carbon materials in multi-component systems, the 

carbon atoms of each component having physical and/or chemical interactive 

relationships with other atoms or compounds. The carbon atoms of the 

components may have different hybrid bonding orbitals to create quite 

different carbon components”. 
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